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PUISEUX SERIES POLYNOMIAL DYNAMICS AND ITERATION
OF COMPLEX CUBIC POLYNOMIALS
JAN KIWI
Abstract. We study polynomials with coefficients in a field L as dynamical
systems where L is any algebraically closed and complete ultrametric field with
dense valuation group and characteristic zero residual field. We give a complete
description of the dynamical and parameter space of cubic polynomials. In
particular we characterize cubic polynomials with compact Julia sets. Also,
we prove that any infraconnected connected component of a filled Julia set
(of a cubic polynomial) is either a point or eventually periodic. A smallest
field S with the above properties is, up to isomorphism, the completion of the
field of formal Puiseux series with coefficients in an algebraic closure of Q.
We show that some elements of S naturally correspond to the Fourier series
of analytic almost periodic functions (in the sense of Bohr) which parametrize
(near infinity) the quasiconformal classes of non-renormalizable complex cubic
polynomials. Our techniques are based on the ideas introduced by Branner
and Hubbard to study complex cubic polynomials.
1. Introduction
The aim of this paper is to study the dynamics of polynomials over a complete
algebraically closed ultrametric field L with a dense valuation group and char-
acteristic zero residual field. In particular, such a field L is an extension of Q
and induces the trivial valuation in Q. Our interest arises from the extensive re-
search on the dynamics of rational functions over C and the recent one over Cp.
Fields such as L seem to be a natural dynamical space to explore the interplay
between non-archimedean and complex dynamics. The focus of this paper is on
cubic polynomials. We will show that the techniques developed by Branner and
Hubbard [BH1, BH2] to study complex cubic polynomials merge with some basic
ideas from p-adic dynamics to give a complete picture of the dynamical behavior
and the parameter space of cubic polynomials in L. Moreover, we will show that
the dynamics of a family of cubic polynomials acting on S, a smallest ultrametric
field with the above properties, is intimately related to the structure of the pa-
rameter space of complex cubic polynomials near infinity. In particular, we show
that some elements of S naturally correspond to the Fourier series of analytic al-
most periodic functions (in the sense of Bohr) which parametrize (near infinity) the
quasiconformal classes of non-renormalizable complex cubic polynomials.
Let us now describe the context and statements of our main results in more detail.
For this let us fix a field L with the above properties. For the sake of simplicity we
restrict to polynomial dynamics. Given a polynomial ϕ with coefficients in one of
the fields C, Cp or L, the set of non-escaping points is the filled Julia set K(ϕ) and
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its boundary J(ϕ) is called the Julia set of ϕ. The complement of the Julia set is
the Fatou set F (ϕ) (see [M2] and Chapter 6 in [R1]).
In complex polynomial dynamics it is useful to study the connected components
of the filled Julia set. Non-archimedean fields are totally disconnected and, following
Rivera [R1], the analogue discussion requires to replace the definition of connected
component by the weaker notion of infraconnected component (see Subsection 2.5).
In [Bn3], Benedetto gives examples of polynomials ϕ in Cp which have non-trivial
wandering infraconnected components in K(ϕ). That is, an infraconnected com-
ponent C which is not a singleton and such that the iterated images of C under ϕ
are pairwise disjoint. These examples rely on the presence of a fixed infraconnected
component of the filled Julia set with “inseparable reduction” (compare with [Fe]).
A non-trivial infraconnected component of K(ϕ) is automatically a ball contained
in the Fatou set (see Subsection 2.5). Thus a main difference with complex dy-
namics appears, since it follows from a Theorem by Sullivan (e.g., see [M2]) that
a wandering connected component of a complex filled Julia set is contained in the
Julia set. The examples of p–adic polynomials with non-trivial wandering infracon-
nected components show that the analogue statement of Sullivan’s Theorem is false
in p-adic dynamics. Since the residual field of L has characteristic zero there are no
inseparable components and we show that the situation is similar to that in C. In
fact, to prove the theorem below we adapt Branner and Hubbard’s techniques used
in [BH2] to show that the filled Julia set of any complex cubic polynomial does not
have non-trivial wandering components.
Theorem 1. For any cubic polynomial ϕ ∈ L[ζ], every infraconnected component
of the filled Julia set is either a singleton or eventually periodic.
The field L is not locally compact. Nevertheless some polynomial Julia sets in L
are non-empty and compact. In particular, we show that if ϕ ∈ L[ζ] is a polynomial
of degree d ≥ 2 with all its critical points escaping, then the Julia set J(ϕ) is a
non-empty compact set and the dynamics over it is topologically conjugated to the
one–sided shift on d symbols (Theorem 3.1). This is the analogue of a classical
result in complex dynamics (e.g., see Theorem 9.9 in [Bl]). In p-adic dynamics, a
similar statement is false.
The question of characterizing compactness in p-adic dynamics has been ad-
dressed by Bezivin in [Bz] where it is shown that an obstruction for a Julia set to
be compact is the existence of non-repelling cycles. For cubic polynomials in L we
show that the absence of non-repelling cycles is in fact equivalent to the compact-
ness of the Julia set. Also, we show where in the parameter space P3(L) of cubic
polynomials those with non-empty and compact Julia set may be found. More
precisely, we work in the parameter space P3(L) formed by the polynomials of the
form:
ϕα,β(ζ) = ζ
3 − 3α2ζ + β
where (α, β) ∈ L2. Thus parameter space is naturally identified with L2. As
suggested by the previous paragraph, we say that the shift locus S3(L) is the subset
of P3(L) formed by the polynomials with all their critical points escaping. Now our
characterization of compact Julia sets reads as follows:
Theorem 2. Let ϕ ∈ P3(L) be a cubic polynomial. Then the following are equiva-
lent:
(i) The Julia set J(ϕ) is a compact non-empty set.
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(ii) J(ϕ) = K(ϕ).
(iii) All the cycles of ϕ are repelling.
(iv) ϕ is in the closure of the shift locus S3(L).
The previous results rely on the detailed study of both the dynamical and pa-
rameter space of cubic polynomials contained in sections 4 and 5. One interesting
consequence of our description of parameter space we show that the subset H of
P3(L) formed by all the polynomials whose Julia set is critical point free is open
and dense (see Corollary 5.22). According to Benedetto [Bn2], polynomials in H
exhibit some sort of hyperbolicity over their Julia set. Another consequence of our
description is the existence of cubic polynomials with coefficients in Qa((t)) (the
formal Laurent series with coefficients in an algebraic closure of Q) which have a
recurrent and non-periodic critical point (Corollary 5.23).
The situation for quadratic polynomials in L is rather trivial. If the critical point
of a quadratic polynomial is non-escaping, then the filled Julia set is a closed ball
and all the cycles are non-repelling. Otherwise, the filled Julia set is a Cantor set
and all the cycles are repelling. The situation for polynomials of degrees greater
than 3 is more subtle. Nevertheless, for polynomials of any degree (≥ 2) with
coeffiecients in a smallest field S, we conjecture that the statement of the theorems
above still hold.
Let us now outline the results which establish a connection between dynamics
over S and C. In complex cubic polynomial dynamics we work in the parameter
space P3(C) formed by all the polynomials of the form:
ga,b(z) = z
3 − 3a2z + b
where (a, b) ∈ C2. This parameter space is naturally identified with C2. Note that
the critical points of ga,b are ±a. If the critical point +a lies inK(ga,b) we denote by
Ca,b(+a) the connected component of K(ga,b) that contains +a. We are interested
in the set
AC := {(a, b) ∈ C2 / + a ∈ K(ga,b) and Ca,b(+a) is not periodic}.
Equivalently, AC consists of the polynomials such that the critical point −a escapes
and that are not renormalizable about the critical point +a.
The field of formal Puiseux series Qa〈〈t〉〉 is an algebraic closure of the field
formal Laurent series Qa((t)) with coefficients in the algebraic closure Qa of Q. We
always regardQa as a subset of C. The field S is, up to isomorphism, the completion
of Qa〈〈t〉〉 with respect to an appropriate valuation (see Subsection 2.1). So for the
rest of this paper S will denote the completion of Qa〈〈t〉〉. The elements of S may
be identified with series of the form
ζ =
∑
λ∈Q
aλt
λ
where aλ ∈ Qa and the set {λ / aλ 6= 0} is discrete and bounded below in R.
An automorphism σ of S over Qa((t)) will play an special role in our work. More
precisely, we let σ be the unique automorphism of S such that σ(t1/m) = e2πi/mt1/m
for all m ∈ N.
Consider the family of cubic polynomials in S:
ϕβ(ζ) = ζ
3 − 3t−2ζ + β
4 Puiseux series polynomial dynamics
where β ∈ S. Here the critical points are ±t−1 and if t−1 ∈ K(ϕβ) we denote
by ICβ(t
−1) the infraconnected component of K(ϕβ) that contains t
−1. Now the
analogue of AC is
AS := {β ∈ S / t−1 ∈ K(ϕβ) and ICβ(t−1) is not periodic}.
To state the correspondence between AS and AC we also need to introduce, for
ǫ > 0, the infinite strip
Hǫ := {T ∈ C / ImT > − log ǫ
2π
}.
Theorem 3. There exists ǫ > 0 such that for all β =
∑
λ∈Λ aλt
λ in AS the series∑
λ∈Λ
aλe
2πiTλ
is the Fourier series of an analytic almost periodic function bβ : Hǫ → C. Moreover,
Φ˜ : Hǫ ×AS → AC ∩ {|a| > 1/ǫ}
(T, β) 7→ (e−2πiT , bβ(T ))
is a well defined surjective map which is continuous in (T, β) and holomorphic in
T . Furthermore, Φ˜ projects to a homeomorphism:
Φ : Hǫ ×AS/ ∼→ AC ∩ {|a| > 1/ǫ}
where ∼ is the smallest equivalence relation that identifies (T −1, β) with (T, σ(β)).
For a short summary regarding almost periodic functions see Subsection 6.6.
As an immediate consequence we recover (near infinity) a result by Branner and
Hubbard which says that the local structure of AC is that of a totally disconnected
set cross a disk. However, in the proof of the previous theorem we use two im-
portant ideas introduced by Branner and Hubbard: the wringing construction and
the tableaux. Thus, the theorem above and some direct consequences cannot be
regarded as independent from Branner and Hubbard’s work. From the complex
dynamics viewpoint, the novelty is the natural parametrization for AC near infinity
which is a manifestation of the interplay between the dynamics over S and C.
The proof of Theorem 3 relies in our description of the parameter space P3(L)
achieved in Section 5 as well as some complex dynamics techniques.
Let us now outline the structure of the paper:
Section 2 consists of some preliminaries. After giving a short discussion about
the smallest field S we summarize the basic properties of the action of polynomials
on L. Then we introduce “affine partitions” of a closed ball (which in the language
of [E2] are the “classes” of a closed ball) and show that polynomials act on affine
partitions. We continue with some dynamical aspects of polynomials in L such as
their Fatou and Julia sets, and infraconnected components of their filled Julia set.
Simultaneously we discuss the basic combinatorial structure of the dynamical space
of polynomials in L given by balls and annuli of level n.
Section 3 is devoted to the proof of Theorem 3.1 which describes the Julia set of
polynomials with all their critical points escaping.
Section 4 contains a detailed study of the geometry of the filled Julia set of cubic
polynomial with one critical point non-escaping and the other one in the basin
of infinity. This study is based on Branner and Hubbard’s ideas for organizing
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the relevant combinatorial information by introducing marked grids and tableaux.
This section concludes with the proof of a stronger version of Theorem 1, a corollary
which establishes the equivalence of (i) through (iii) as stated in Theorem 2 and
Proposition 4.12 regarding the topological entropy of cubic polynomials.
In Section 5 we give a detailed description of the parameter space P3(L). At the
end of this section the reader may find the proof of Theorem 2.
In Section 6 we prove Theorem 3. Here the key to pass from S to C are the
Puiseux series of the ends of periodic curves in P3(C).
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2. Preliminaries
Throughout the paper L will denote an algebraically closed field endowed with
a non–archimedean valuation | · |o such that L is complete, the residual field L˜ has
characteristic zero and the valuation group |L⋆|o is dense in (0,+∞).
Remark 2.1. The residual field L˜ has characteristic zero if and only if L ⊃ Q and
|x|o = 1 for all x ∈ Q∗ = Q \ {0}.
2.1. Example. Let Qa((t)) be the field of formal Laurent series in t with coeffi-
cients in Qa ⊂ C where Qa is the algebraic closure of Q. Given a non-zero Laurent
series
ζ =
∑
j≥j0
ajt
j ∈ Qa((t))
define the order of ζ by
o(ζ) := min{j / aj 6= 0}
and consider the non-archimedean valuation in Qa((t)) given by
|ζ|o := e¯o(ζ) where e¯ = e−1.
The field of formal Puiseux series with coefficients in Qa, denoted Qa〈〈t〉〉,
is the algebraic closure of Qa((t)) (e.g., see page 17 in [C-A]). The elements of
Qa〈〈t〉〉 may be identified with the Laurent series in t1/m for some m ∈ N. That is,
for any ζ ∈ Qa〈〈t〉〉 there exists m ∈ N such that
ζ =
∑
j≥j0
ajt
j/m ∈ Qa((t1/m)).
The unique extension of | · |o from Qa((t)) to Qa〈〈t〉〉 is given by
|ζ|o = e−o(ζ)
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where
o(ζ) =
min{j / aj 6= 0}
m
provided that ζ 6= 0. The valuation group of Qa〈〈t〉〉 is eQ.
We denote by S the completion of Qa〈〈t〉〉. The elements of S may be identified
with the series
ζ =
∑
λ∈Q
aλt
λ
where aλ ∈ Qa and the set {λ / aλ 6= 0} is discrete and bounded below in R.
Moreover, |ζ|o = e¯o(ζ) where o(ζ) = min{λ ∈ Q / aλ 6= 0} if ζ 6= 0. Therefore, |S⋆|o
is also eQ. Since S is the completion of an algebraically closed field we have that S
is also algebraically closed (e.g., see [Ca]).
The field L contains a copy of S. In fact, given ζ ∈ L such that 0 < |ζ|o < 1 it
is not difficult to show that
ι : Qa((t)) → L∑
i≥i0
ait
i 7→ ∑i≥i0 aiζi
extends to a monomorphism ι : S → L. Therefore S is the smallest algebraically
closed complete field such that the residual field S˜ = Qa has characteristic zero and
|S⋆|o = eQ is dense in (0,+∞).
2.2. Polynomial maps in L. In this subsection we summarize some basic prop-
erties of polynomial maps in L. Although most of these properties also hold for
the larger class of holomorphic maps we only state them for polynomials in order
to keep the exposition as simple as possible.
For r ∈ |L⋆|o and ζ0 ∈ L we say that
B+r (ζ0) := {ζ ∈ L / |ζ − ζ0|o ≤ r}
is a closed ball and
Br(ζ0) := {ζ ∈ L / |ζ − ζ0|o < r}
is an open ball. If r /∈ |L⋆|o, then B+r (ζ0) = Br(ζ0) is an irrational ball. The
reader should be aware that, in despite these names, topologically speaking every
ball is open and closed.
Consider ϕ(ζ) ∈ L[ζ] and ζ0 ∈ L. The largest integer d0 such that (ζ − ζ0)d0
divides ϕ(ζ) − ϕ(ζ0) is called the degree of ϕ at ζ0 and denoted by degζ0(ϕ). If
the degree of ϕ at ζ0 exceeds 1, we say that ζ0 is a critical point of multiplicity
multϕ(ζ0) := degζ0(ϕ)− 1.
Suppose that ϕ(B) = B′ where B is some subset of L. If there exists an integer
dB ≥ 1 such that
dB =
∑
{ζ∈B /ϕ(ζ)=ζ′}
degζ(ϕ)
for all ζ′ ∈ B′, then we say that ϕ : B → B′ has degree dB = degB(ϕ).
Polynomials map balls onto balls (see [R1] page 29):
Proposition 2.2. Let ϕ(ζ) ∈ L[ζ] be a polynomial of degree deg(ϕ). Consider a
closed (resp. open, irrational) ball B ⊂ L. Then the following hold:
(i) ϕ(B) is a closed (resp. open, irrational) ball.
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(ii) ϕ : B → ϕ(B) has a well defined degree degB(ϕ).
(iii) ϕ−1(B) is a disjoint union of closed (resp. open, irrational) balls B1, . . . , Bk
such that ∑
degBi(ϕ) = deg(ϕ).
(iv)
degB(ϕ)− 1 =
∑
ζ∈B
(degζ(ϕ)− 1) =
∑
ζ∈Crit(ϕ)∩B
mult(ζ)
where Crit(ϕ) is the set formed by the critical points of ϕ.
Statement (iv) makes a substantial difference between dynamics over fields with
characteristic zero residual fields (e.g., L) and dynamics over fields with residual
fields with non-vanishing characteristic (e.g., Cp).
Sketch of the Proof. Statements (i)–(iii) follow by inspection of the Newton
polygon of ϕ. We refer the reader to [Ca] for background on Newton polygons
and [R1] for a proof of (i)–(iii) in the context of p-adic holomorphic functions that
applies without modifications to our context. Statement (iv) follows from a simple
observation. Without loss of generality we may assume that: B and ϕ(B) are balls
which contain the origin, ϕ(0) 6= 0, and ϕ′(0) 6= 0. Since natural numbers have
valuation 1, the Newton polygon of ϕ translated to the left by 1 and restricted to
the right half plane is the Newton polygon of ϕ′. It then follows that the number
of zeros of ϕ in B minus 1 coincides with the number of zeros of ϕ′ in B. ✷
We say that A ⊂ L is an annulus if
A = {ζ ∈ L / log |ζ − ζ0|o ∈ I}
for some ζ0 ∈ L and some interval I ⊂ (−∞,∞). We say that A is an open
(resp. closed) annulus if I is open (resp. closed) interval. The length of I is by
definition the modulus of A, denoted modA. The next proposition describes how
the modulus of an annulus changes under the action of a polynomial ϕ.
Proposition 2.3. If A,A′ are annuli and ϕ(ζ) ∈ L[ζ] is such that ϕ(A) = A′, then
ϕ : A→ A′ has a well defined degree degA(ϕ) and
degA(ϕ) ·modA = modA′.
The statement of Lemma 5.3 in [R2] is the same than the one of the previous
proposition but in the context of holomorphic functions in Cp. Rivera’s proof
applies to our setting as well.
We will also need the following version of Schwarz’s Lemma (see [R1])
Lemma 2.4. Consider ϕ(ζ) ∈ L[ζ]. Assume that ϕ(B0) ⊂ B1 where Bi is a ball
of radius ri for i = 0, 1. Then, for all ζ1, ζ2 ∈ B0:
|ϕ(ζ1)− ϕ(ζ2)|o ≤ r1
r0
|ζ1 − ζ2|o(1)
|ϕ′(ζ1)|o ≤ r1
r0
.(2)
Moreover, equality holds at some ζ1, ζ2 in (1) or at some ζ1 in (2) if and only if
equality holds for all ζ1, ζ2 in (1) and all ζ1 in (2).
The next lemma will be useful to count the number of fixed points inside a given
closed ball.
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Lemma 2.5. Let ϕ ∈ L[ζ]. Let B and B′ be closed balls such that B′ = ϕ(B) ⊃ B.
Denote by |FixB(ϕ)| the number of fixed points of ϕ in B counting multiplicities.
If degB(ϕ) > 1 or B ( B
′, then
|FixB(ϕ)| = degB(ϕ).
Proof. Without loss of generality B = B+1 (0).
In the case that there exists ζ0 ∈ B such that |ϕ′(ζ0)|o > 1, after conjugation by
ζ 7→ ζ − ζ0, we may assume that ζ0 = 0. It follows that the Newton polygons for
ϕ(ζ) and ϕ(ζ) − ζ coincide and therefore |FixB(ϕ)| = degB(ϕ).
For the case in which |ϕ′(ζ)|o ≤ 1 for all ζ ∈ B we write
ϕ(ζ) = α0 + α1ζ + · · ·+ αnζn
and observe that ϕ(B) = B and that |αk|o ≤ 1 for all k. Also, the number of zeros
of ϕ in B is degB(ϕ) and coincides with the maximal index k for which |αk|o = 1.
Since the coefficient of ζk in ϕ(ζ)−ζ coincides with αk for all k 6= 1, if degB(ϕ) > 1,
then ϕ(ζ)− ζ has exactly degB(ϕ) zeros in B (counting multiplicities). ✷
2.3. Affine Partitions. In the study of iterations of rational functions on p-adic
fields it is useful to consider their action on projective systems (see [R1]). For poly-
nomials the situation is simpler and we will just need to consider affine partitions
(compare with the “classes” of a ball in [E2]).
By definition, the canonical affine partition
Pc := {B1(c) / c ∈ L˜}
is the collection of equivalence classes of the ring OL = B+1 (0) modulo the ideal
ML = B1(0). The affine partition PB0 associated to a closed ball B0 is:
{h−1(B) /B ∈ Pc}
where h : L → L is an affine map such that h(B0) = B+1 (0). Affine partitions
are parametrized by the residual field L˜ and the parametrization is unique up to
L˜–affine maps. Therefore, affine partitions inherit the affine structure of A1(L˜).
Proposition 2.6. Let ϕ : L → L be a polynomial. Given a closed ball B0 ⊂ L let
B1 = ϕ(B0). Denote by P0 and P1 the associated affine partitions. Then:
(i) There is a well defined induced action on the affine partitions given by:
ϕ∗ : P0 → P1
B 7→ ϕ(B)
Moreover, ϕ∗ is a polynomial from the affine structure of P0 to that of P1.
(ii) deg(ϕ∗) = degB0(ϕ).
(iii) degB(ϕ∗) = degB(ϕ) for all B ∈ P0.
Proof. We first apply an affine change of coordinates in the domain and the range
so that B0 = B1 = B
+
1 (0). Hence ϕ(ζ) = α0 + · · · + αnζn with |αk|o ≤ 1. Now
let π : B+1 (0)→ L˜ be the quotient map and for ζ ∈ B+1 (0) let ζ˜ = π(ζ). It follows
that ϕ˜(ζ˜) = α˜0 + · · ·+ α˜dζ˜d is such that π ◦ ϕ = ϕ˜ ◦ π where d = degB0(ϕ). Thus
ϕ∗(π
−1(ζ˜)) = π−1(ϕ˜(ζ˜)) and ϕ∗, in these coordinates, becomes ϕ˜. From where (i)
and (ii) easily follow.
For (iii), without loss of generality we may assume that B = ϕ(B) = π−1(0).
Under this assumption ϕ˜(ζ˜) = α˜j ζ˜
j + O(ζ˜j+1). It follows that j is the smallest
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index such that |αj |o = 1. Looking at the Newton polygon of ϕ we conclude that
j is the degree of ϕ : B → B and (iii) follows. ✷
2.4. Fatou and Julia Sets. The chordal metric on L is defined by
chordal(ζ0, ζ1) :=
|ζ0 − ζ1|o
max(|ζ0|o, 1) ·max(|ζ1|o, 1)
for ζ0, ζ1 ∈ L.
The Fatou set F (ϕ) is the set formed by all ζ0 ∈ L for which there exists
a neighborhood U of ζ0 such that {ϕn : U → L}n≥1 is an uniformly Lipschitz
collection of functions (with respect to the chordal metric). The Julia set J(ϕ) is
the complement of the Fatou set. That is, J(ϕ) := L \ F (ϕ).
According to Hsia [Hs], a sufficient condition for the collection
{ϕn : U → L}n≥1
to be uniformly Lipschitz is that
L \ ∪
n≥1
ϕn(U) 6= ∅.
Given ϕ ∈ L[ζ], in analogy with complex polynomial dynamics, the filled Julia
set is defined by
K(ϕ) := {ζ ∈ L / |ϕn(ζ)|o 6→ ∞}.
That is, the filled Julia set is the complement of the basin of ∞. Although J(ϕ)
might be empty (e.g., J(ζ2) = ∅) the filled Julia set K(ϕ) is always non-empty
since K(ϕ) contains the periodic points of ϕ. According to Proposition 6.2 in [R1]
a polynomial Julia set can be characterized as follows:
J(ϕ) = ∂K(ϕ)
= {ζ ∈ L / ∪
n≥1
ϕn(U) = L for all open sets U with ζ ∈ U}.
2.5. Dynamical balls and infraconnected components of a filled Julia set.
Throughout this subsection, let ϕ be a degree d > 1 polynomial of the form:
ϕ(ζ) = α0 + α1ζ + · · ·+ αdζd ∈ L[ζ]
where αd 6= 0. Following Section 6.1 of [R1], let
Rϕ := max
(∣∣∣∣αiαd
∣∣∣∣ 1d−i
o
,
∣∣∣∣ 1αd
∣∣∣∣ 1d−1
o
)
.
Then it is easy to check that K(ϕ) ⊂ ϕ−1({|ζ|o ≤ Rϕ}) ⊂ {|ζ|o ≤ Rϕ} and
K(ϕ) = {ζ ∈ L / |ϕn(ζ)|o ≤ Rϕ for all n ≥ 1}.
Lemma 2.7. Given a polynomial ψ ∈ L[ζ] there exists another polynomial ϕ ∈ L[ζ]
affine conjugate to ψ such that Rϕ = diamK(ϕ) = sup{|ζ1 − ζ2|o / ζ1, ζ2 ∈ K(ϕ)}.
Proof. After an affine conjugacy ψ becomes ϕ(ζ) = α1ζ + · · · + αd−1ζd−1 + ζd.
Note that
Rϕ = max({|αj |
1
d−j
o / 1 ≤ j < d} ∪ {1}).
Hence, if Rϕ = 1, then K(ϕ) = B
+
1 (0). Otherwise, Rϕ > 1 and from the Newton
polygon of ϕ we deduce that there exists ζ0 such that |ζ0|o = Rϕ and ϕ(ζ0) = 0 ∈
K(ϕ). ✷
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Definition 2.8. We say that D0 = B
+
Rϕ
(0) is the dynamical ball of level 0 of
ϕ. The set ϕ−n(D) is the union of finitely many pairwise disjoint closed balls which
we call level n dynamical balls.
Later we will introduce “parameter” balls of level n. Often, when clear from the
context, a dynamical ball will be simply called a ball.
Observe that each ball of level n > 0 is contained in exactly one of level n − 1
and maps onto a level n− 1 ball.
Definition 2.9. A dynamical end E is a sequence {Dn}n≥0 such that Dn is a
ball of level n and Dn+1 ⊂ Dn for all n.
The map ϕ acts on ends. In fact, given an end E = {Dn(E)} let Dn(ϕ(E)) =
ϕ(Dn+1(E)) for all n ≥ 0. It follows that ϕ(E) := {Dn(ϕ(E))} is an end which we
call the image of E under ϕ.
Following Escassut [E1] a subset X of L is called infraconnected if whenever
X ⊂ B0 ∪ B1 for some disjoint closed balls B0, B1, then X ⊂ B0 or X ⊂ B1. An
infraconnected component of Y ⊂ L is an equivalence class of the relation that
identifies two points ζ0, ζ1 if there exists an infraconnected subset of Y containing
both ζ0 and ζ1.
Proposition 6.8 in [R1] reads as follows:
Lemma 2.10. (i) If E = {Dn} is an end, then ∩Dn is empty, or a singleton,
or a closed ball, or an irrational ball.
(ii) If ζ ∈ K(ϕ), then there exists a unique end E(ζ) = {Dn(ζ)} such that ζ ∈
∩Dn(ζ). Moreover, the infraconnected component of K(ϕ) which contains
ζ is ∩Dn(ζ).
(iii) For any ζ ∈ K(ϕ), the infraconnected component of K(ϕ) which contains
ζ is a singleton if and only if ζ ∈ J(ϕ).
A well known result in complex polynomial dynamics states that the filled Julia
set of a polynomial f is connected if and only if all the critical points of f have
bounded orbit (e.g., see Theorem 9.5 in [M2]). We obtain a similar result for
polynomial dynamics in L:
Corollary 2.11. Let ϕ ∈ L[ζ] and denote by Crit(ϕ) the set of critical points of
ϕ. Then K(ϕ) is infraconnected if and only if Crit(ϕ) ⊂ K(ϕ). In this case, K(ϕ)
is a closed ball.
Proof. First suppose that Crit(ϕ) ⊂ K(ϕ). In view of Lemma 2.7 we may assume
the Rϕ = diamK(ϕ). From Proposition 2.2 (iv) it follows that there exists a
unique level 1 dynamical ball D1 which must coincide with the level 0 ball D0 since
Rϕ = diamK(ϕ) and K(ϕ) ⊂ D1. Therefore K(ϕ) = D0.
If Crit(ϕ) 6⊂ K(ϕ), then there exist a level with at least two disjoint balls, say
B1 and B2. Each one of these balls Bi contains a periodic point ζi because there
exists k such that ϕk(Bi) ) Bi (Lemma 2.5). It follows that the infraconnected
components C(ζ0), C(ζ1) of K(ϕ) containing ζ0, ζ1 (respectively) are distinct and
therefore K(ϕ) is not infraconnected. ✷
Regarding compactness of J(ϕ) we obtain the following result.(Compare with [Bz].)
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Corollary 2.12. Given ϕ ∈ L[ζ] the following hold:
(i) If J(ϕ) is compact and non-empty, then every infraconnected component of
K(ϕ) is a singleton.
(ii) If every infraconnected component of K(ϕ) is a singleton, then all the cycles
of ϕ are repelling.
Proof. For (i) we proceed by contradiction and suppose that J(ϕ) is compact and
non–empty and that there exists and end E = {Dn} such that C = ∩Dn is a ball.
Since J(ϕ) = ∂K(ϕ), the Fatou set contains C. Now let ζ0 ∈ J(ϕ). For all n ≥ 0
there exists ζn ∈ Dn such that ϕn(ζn) = ζ0 since ϕn(Dn) = D0 ⊃ J(ϕ) ∋ ζ0.
Therefore, after passing to a convergent subsequence we obtain a limit point ζ ∈
J(ϕ) ∩ C = ∅ which is a contradiction.
For (ii), suppose that ζ0 is a period p periodic point. Then {ζ0} = ∩Dn(ζ0) where
Dn(ζ0) is the level n ball containing ζ0. The orbit of ζ0 does not contain critical
points, for otherwise the infraconnected component of ζ0 in K(ϕ) would contain
points that are attracted to the cycle of ζ0. Hence, for n large ϕ
p : Dn(ζ0) →
Dn−p(ζ0) has degree 1. By Schwarz Lemma 2.4, |(ϕp)′(ζ0)|o > 1 and ζ0 is repelling.
✷
2.6. Points and Annuli of level n. Consider a polynomial ϕ ∈ L[ζ], an integer
n ∈ N and a point ζ ∈ ϕ−n(D0) where D0 = B+Rϕ(0) is the level 0 ball of ϕ. In this
case we say that ζ is a level n point. Note that ζ is a level k point for all k ≤ n.
Also, ζ is contained in a unique level n ball denoted Dn(ζ). The radius of Dn(ζ)
will be denoted by rn(ζ).
Now let rˆ denote the radius of ϕ(D0). We say that A0 = Brˆ(0) \D0 is the level
0 annulus of ϕ. For n ∈ N, we say that the annulus of level n around ζ is
An(ζ) = Brn−1(ζ)(ζ) \Dn(ζ) where ζ is a level n point. Note that:
log rˆ − log rn(ζ) =
n∑
ℓ=0
modAℓ(ζ).
Similarly if E = {Dn} is an end, then we denote by Dn(E) the ball of level n
participating in E and its radius will be denoted by rn(E). The level n ≥ 1
annulus of E is An(E) = Brn−1(E)(ζ) \ Dn(E) where ζ is any point of Dn(E).
Also,
log rˆ − log rn(E) =
n∑
ℓ=0
modAℓ(E).
We omit the straightforward proof of the following result which shows the im-
portance of studying the convergence of the sum of the moduli of annuli.
Lemma 2.13. Let ζ ∈ K(ϕ) and E be an end. Then the following are equivalent:
(i) rn(ζ)→ 0 (resp. rn(E)→ 0).
(ii)
∑∞
ℓ=0modAℓ(ζ) = +∞ (resp.
∑∞
ℓ=0modAℓ(E) = +∞).
(iii) {ζ} = ∩Dn(ζ) (resp. ∩Dn(E) is a singleton).
3. Polynomials with all critical points escaping
The Julia set of a degree d > 1 polynomial f : C → C with all its critical
points escaping is a Cantor set. Moreover, the dynamics over its Julia set J(f) is
topologically conjugated to the one–sided shift on d symbols and f is uniformly
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expanding in a neighborhood of J(f) (e.g., see Theorem 9.9 in [Bl]). The aim of
this section is to prove the analogous result for polynomials acting on L.
Theorem 3.1. Let ϕ : L → L be a degree d ≥ 2 polynomial with all critical
points escaping (i.e., ω /∈ K(ϕ) for all critical points ω). Then ϕ : K(ϕ) → K(ϕ)
is topologically conjugated to the one–sided shift on d symbols. Moreover, ϕ is
uniformly expanding in a neighborhood of J(ϕ). In particular, K(ϕ) is a Cantor
set and J(ϕ) = K(ϕ). Furthermore, the intersection of every end is a singleton.
Before proving the theorem let us be more precise about the meaning of uniformly
expanding maps. (compare with Definition 3.1. in [Bn2] and Definition 3 in [Bz]).
Definition 3.2. We say that ϕ is uniformly expanding on a neighborhood V
of J(ϕ) if there exist real numbers 0 < c1 < c2, a bounded continuous function
τ : V → [c1, c2] and λ > 1 such that
τ(ϕ(ζ))|ϕ′|o ≥ λτ(ζ)
for all z ∈ V .
To prove the theorem we will need to label level n balls:
Lemma 3.3. Let ϕ ∈ L[ζ] be a degree d ≥ 2 polynomial. Then there exists a
function L that assigns to each level n ball a subset of {1, . . . , d} such that if B and
B′ are dynamical balls of some level (not necessarily the same), then the following
hold:
(i) The cardinality of L(B) is degB(ϕ).
(ii) If B ⊂ B′, then L(B) ⊂ L(B′).
(iii) If B 6= B′ and ϕ(B) = ϕ(B′), then L(B) ∩ L(B′) = ∅.
Proof. The unique ball D0 of level 0 is such that ϕ
−1(D0) ⊂ D0, therefore
degD0(ϕ) = d and we are forced to label it L(D0) = {1, . . . , d}.
We construct the labelling L recursively. Suppose that all level n balls have
been labelled. Consider a pair of level n balls Dn, D
′
n such that ϕ(Dn) ⊃ D′n. We
simultaneously label all the level n+1 balls D1n+1, . . . , D
k
n+1 contained in Dn which
map onto D′n. In fact, since∑
degDjn+1
(ϕ) = degDn(ϕ)
it is sufficient to subdivide L(Dn) into k sets L(D
1
n+1), . . . , L(D
k
n+1) of cardinalities
degD1n+1(ϕ), . . . , degDkn+1(ϕ).
Repeating this process for all pairs Dn, D
′
n such that ϕ(Dn) ⊃ D′n a definition of
L on the level n+ 1 balls is achieved.
Properties (i) through (iii) are easily checked for this labelling. ✷
Proof of Theorem 3.1. Consider a labelling as in the previous lemma. Let N ≥ 1
be such that ϕN (ω) /∈ D0 for all critical points ω. That is, the level N balls are
critical point free and therefore each level N ball maps bijectively onto one of level
N − 1. In particular, L(DN ) is a singleton for all level N balls DN .
We first show that the intersection of every end E = {Dn} is a singleton. For
this we consider the metric on ϕ−(N−1)(D0) defined by;
ρ(ζ, ζ′) =
{ |ζ − ζ′|o · rN−1(ζ)−1 if DN−1(ζ) = D′N−1(ζ′),
|ζ − ζ′|o otherwise
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where rN (ζ) denotes the radius of the level N ball which contains ζ. Let
λ = min
{
rN−1(ζ)
rN (ζ)
/ ζ ∈ ϕ−N (D0)
}
> 1.
By Schwarz Lemma,
(3) ρ(ϕ(ζ), ϕ(ζ′)) ≥ λρ(ζ, ζ′)
if DN(ζ) = DN (ζ
′). Moreover,
rN−1(ϕ(ζ))
−1|ϕ′(ζ)|o = rN (ζ)−1 ≥ λrN−1(ζ)−1
for all ζ ∈ ϕ−N (D0). In particular, ϕ is uniformly expanding on the neighborhood
ϕ−N (D0) of K(ϕ) taking τ(ζ) = rN−1(ζ)
−1 in Definition 3.2.
For n ≥ N − 1, let
Rn = max{ρ(Dn) /Dn ball of level n}
where ρ(Dn) is the ρ–radius of Dn. By (3), RN−1+kλ
k ≤ RN−1.
It follows that if E = {Dn} is an end, then ρ(Dn) → 0 as n → ∞. From the
completeness of L we conclude that the intersection of E is a point. By Lemma 2.10,
every infraconnected component of K(ϕ) is a point and J(ϕ) = K(ϕ).
The labelling of the previous lemma determines an itinerary for each end. Namely,
let Ends denote the collection of all ends and
it : Ends → {1, . . . , d}N∪{0}
{Dn} → (j0, j1, . . . ) if {jk} = L(ϕk(DN+k)).
It follows that the itinerary function is bijective. Moreover, for ζ ∈ K(ϕ), let
E(ζ) = {Dn(ζ)} be the end with intersection {ζ}. Then the map ζ 7→ it(E(ζ))
gives the desired topological conjugacy between ϕ : K(ϕ) → K(ϕ) and the one–
sided shift on d symbols. ✷
4. Cubic polynomials: the dynamical space
From Corollary 2.11 and Theorem 3.1 we conclude that the filled Julia set of
quadratic polynomials is either a closed ball or a Cantor set according to whether
the unique critical point belongs to the filled Julia set or escapes to infinity. For a
cubic polynomial ϕ ∈ L[ζ] we have three possibilities:
(i) All the critical points escape to infinity. In this case K(ϕ) is a Cantor set
(Theorem 3.1).
(ii) All the critical points belong to K(ϕ). Here K(ϕ) is a closed ball (Corol-
lary 2.11).
(iii) One critical point escapes to infinity and the other belongs to K(ϕ).
The aim of this section is to describe K(ϕ) for polynomials as in (iii).
4.1. Branner–Hubbard Tableaux. Our standing assumption for this sub-
section is that ϕ is a cubic polynomial with two distinct critical points
ω± such that ω− /∈ K(ϕ), ϕ(ω+) ∈ D0 and Rϕ = diamK(ϕ) where D0 is
the level 0 ball of ϕ. The level 0 annulus of ϕ will be denoted A0. (see
Lemma 2.7 and Definition 2.8).
According to Lemma 2.13 to study the geometry of K(ϕ) it is convenient to
compute the moduli of the annuli of level n, for all n. The next pair of lemmas
describe the behavior of level n annuli under iterations:
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Lemma 4.1. Let ϕ be a cubic polynomial with critical points ω± such that Rϕ =
diamK(ϕ). Suppose that ϕ(ω+) ∈ D0 and ω− /∈ K(ϕ). Then the following hold:
(i) ϕ(ω−) /∈ D0.
(ii) There are exactly two level 1 balls: D1(ω
+) and D1(γ
+) where ϕ(γ+) =
ϕ(ω+) and γ+ 6= ω+.
(iii) The degree of ϕ : D1(ω
+)→ D0 is 2 and the degree of ϕ : D1(γ+)→ D0 is
1.
(iv) ϕ(A1(ω
+)) = A0 and ϕ : A1(ω
+)→ A0 is a degree 2 map. Also, ϕ(A1(γ+)) =
A0 and ϕ : A1(γ
+)→ A0 is a degree 1 map.
Following Branner and Hubbard we say that γ+ as in the lemma is the cocritical
point of ω+.
Proof. For (i) we proceed by contradiction, if ϕ(ω−) ∈ D0, then both critical points
must be in the same level 1 ball. Hence there would be a unique level 1 ball which
contains K(ϕ) and has radius strictly smaller than Rϕ which is a contradiction
since Rϕ = diamK(ϕ).
To prove statements (ii) and (iii) just observe that from (i) it follows that
degD1(ω+)(ϕ) = 2. Thus there exists another level 1 ball which maps onto D0
under ϕ with degree 1.
For (iv), note that ϕ−1(D0)∩BRϕ(ω+) = D1(ω+) for otherwiseK(ϕ) ⊂ ϕ−1(D0) ⊂
BRϕ(ω
+) and diamK(ϕ) < Rϕ. Now since ϕ(BRϕ(ω
+)) = Brˆ(0) where rˆ is the ra-
dius of ϕ(D0), it follows that ϕ(A1(ω
+)) = A0 and the degree of ϕ : A1(ω
+)→ A0
is 2. The rest of (iv) follows along the same lines. ✷
Lemma 4.2. Let ϕ be a cubic polynomial with critical points ω± such that Rϕ =
diamK(ϕ). Suppose that ω− /∈ K(ϕ). Consider n ≥ 1 and assume that ϕn(ω+) ∈
D0. Let ζ0 be a level n point and let E be an end. Then the following hold:
(i) For any element P of the affine partition associated toDn−1(ζ0) or to Dn−1(E)
there exists at most one ball of level n contained in P (see Subsection 2.3).
(ii) ϕ(An(ζ0)) = An−1(ϕ(ζ0)) and An(ζ0) ⊂ L \K(ϕ).
(ii’) ϕ(An(E)) = An−1(ϕ(E)) and An(E) ⊂ L \K(ϕ).
(iii)
degAn(ζ0)(ϕ) =
{
1 if ω+ /∈ Dn(ζ0),
2 if ω+ ∈ Dn(ζ0).
(iii’)
degAn(E)(ϕ) =
{
1 if ω+ /∈ Dn(E),
2 if ω+ ∈ Dn(E).
Proof. We proceed by induction. For n = 1 the previous lemma implies (i)–(iii).
Consider n ≥ 2 and suppose that (i)–(iii) hold for 1, . . . , n − 1. We show that
(i)–(iii) hold for n:
Note that P \Dn(ζ0) = An(ζ0).
To prove (i) we proceed by contradiction and suppose that P containsDn(ζ0) and
another level n ball Dn(ζ1). By the inductive hypothesis, the unique ball inside
ϕ(P ) is Dn−1(ϕ(ζ0)). Therefore, degP (ϕ) = 2 and P contains the critical point
ω+ which has to be outside ϕ−1(Dn−1(ϕ(ζ0))). Hence, ϕ(ω
+) ∈ An−1(ϕ(ζ0)) ⊂
L \K(ϕ) which contradicts the hypothesis of the lemma.
From (i) we have that ϕ−1(Dn−1(ϕ(ζ0))) ∩ P = Dn(ζ0). Hence ϕ(An(ζ0)) =
ϕ(P \Dn(ζ0)) = ϕ(P ) \Dn−1(ϕ(ζ0)) = An−1(ϕ(ζ0)) and (ii) follows.
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For (iii) since ϕ−1(An−1(ϕ(ζ0)))∩P = An(ζ0), the degree of ϕ in An(ζ0) coincides
with that of ϕ in P . The degree of ϕ in P is 1 or 2 according to whether ω+ /∈ P
or ω+ ∈ P . From (i), ω+ ∈ P if and only if ω+ ∈ Dn(ζ0). Thus (iii) holds.
Choosing ζ0 ∈ Dn(E) parts (ii’) and (iii’) follow as well. ✷
Following Branner and Hubbard [BH2] we will introduce marked grids and
tableaux in order to keep track of the moduli of annuli.
Notation 4.3. Let ℓ, k ≥ 0 be integers. Given ζ ∈ L such that ζk = ϕk(ζ) is a
level ℓ point we denote by Aℓ,k(ζ) the level ℓ annulus Aℓ(ζk) around ζk. Similarly,
if E is an end, we denote by Aℓ,k(E) the level ℓ annulus of ϕ
k(E).
Definition 4.4. Let ζ be a level n ∈ N point. The level n tableaux of ζ, denoted
Tn(ζ) or simply T(ζ), is the two dimensional array:
T(ζ) := (Aℓ,k(ζ))
where 0 ≤ ℓ, k and ℓ + k ≤ n. The level n marked grid, denoted Mn(ζ) or
sometimes simply M(ζ) is the two dimensional array (Mℓ,k(ζ)) where 0 ≤ ℓ, k and
ℓ+ k ≤ n and
Mℓ,k(ζ) =
{
1 if Aℓ,k(ζ) = Aℓ(ω
+)
0 otherwise.
If ζ ∈ K(ϕ), then the tableaux of ζ is the infinite array of annuli T(ζ) = (Aℓ,k(ζ))
and the marked grid is M(ζ) = (Mℓ,k(ζ)) where ℓ, k ≥ 0. Similarly, given an end
E we define the corresponding tableaux T(E) = (Aℓ,k(E)) and marked gridM(E) =
(Mℓ,k(E)) where Mℓ,k(E) is 0 or 1 according to whether Aℓ,k(E)(ω
+) 6= Aℓ,k(E) or
Aℓ,k(E)(ω
+) = Aℓ,k(E).
Marked grids are useful to compute the moduli of the annuli of the corresponding
tableaux. In fact, from Lemma 4.2, if ζ is a level n point, let
Sℓ =
ℓ−1∑
i=0
Mℓ−i,i(ζ).
Then
modAℓ(ζ) = 2
−Sℓ modA0
for all ℓ ≤ n.
Marked grids satisfy four simple rules:
Proposition 4.5. Suppose that ω+ is a level n point. Given a level n point ζ (resp.
an end E) let Mℓ,k = Mℓ,k(ζ) (resp. Mℓ,k = Mℓ,k(E)) for ℓ + k ≤ n. Then the
following hold:
(Ma) If ℓ+ k ≤ n and Mℓ,k is marked, then Mj,k are marked for all j ≤ ℓ.
(Mb) If ℓ+k ≤ n and Mℓ,k is marked, then Mℓ−i,k+i =Mℓ−i,i(ω+) for 0 ≤ i ≤ ℓ.
(Mc) If ℓ + m + 1 ≤ n and Mℓ−i,i(ω+) is not marked for all 0 < i < k,
Mℓ+1−k,k(ω
+) is marked, Mℓ,m is marked, andMℓ+1,m is not marked, thenMℓ+1−k,m+k
is not marked.
(Md) If ℓ + k + 1 ≤ n and M1,ℓ(ω+) is not marked, Mℓ,k is marked, Mℓ+1,k is
not marked and Mℓ−i,k+i is not marked for 0 < i < ℓ, then M1,k+ℓ is marked.
Definition 4.6. A two dimensional array M = (Mℓ,k)ℓ,k≥0 such that Mℓ,k ∈ {0, 1}
is called an admissible marked grid if (Ma)–(Md) of Proposition 4.5 hold for
all n. If moreover Mℓ,0 is marked for all ℓ, then we say that M is an admissible
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critical marked grid. Similarly, an array Mn = (Mℓ,k) where ℓ + k ≤ n for
which (Ma)–(Md) hold is called an admissible marked grid of level n.
Remark 4.7. The rule (Md) implies the fourth rule in [Ha] but not conversely. In
fact, let M = (Mℓ,k) be such that 1 = M5,1 = M5,2 = M5,3 and 1 = Mℓ,0 = M0,k
for all ℓ, k ≥ 0 but all the other positions are unmarked (i.e., 0). Then M satisfies
the first three rules but not the fourth. Such a grid is not the critical marked grid
of a cubic polynomial.
Proof. We may assume that Mℓ,k =Mℓ,k(ζ) for some ζ ∈ ϕ−n(D0). As usual, let
ζk = ϕ
k(ζ).
(Ma) follows directly from the definitions.
For (Mb) note that if Mℓ,k is marked, then Aℓ,k(ζ) = Aℓ,0(ω
+). Therefore,
Aℓ−i,k+i = ϕ
i(Aℓ(ζk)) = ϕ
i(Aℓ(ω
+)) = Aℓ−i,i(ω
+).
Under the hypothesis of (Mc) it follows that ζm ∈ Dℓ(ω+) \ Dℓ+1(ω+). Since
Dℓ+1(ω
+) is the only preimage of Dℓ(ϕ(ω
+)) inside Dℓ(ω
+), we conclude that
ζm+1 ∈ Dℓ−1(ϕ(ω+))\Dℓ(ϕ(ω+)). Now ϕk−1 is one–to–one onDℓ−1(ϕ(ω+)), there-
fore ζm+k ∈ Dℓ−k(ϕk(ω+)) \ Dℓ−k+1(ϕk(ω+)). By assumption Mℓ−k+1,k(ω+) is
marked, thusDℓ−k+1(ϕ
k(ω+)) = Dℓ−k+1(ω
+). Hence,Dℓ−k+1(ζm+k) 6= Dℓ−k+1(ω+)
and Mℓ−k+1,m+k is unmarked.
Now under the hypothesis of (Md) we have that ζk ∈ Dℓ(ω+) \ Dℓ+1(ω+). It
follows that ζk+ℓ ∈ D0 \ D1(ϕℓ(ω+)). By hypothesis, D1(ϕℓ(ω+)) = D1(γ+) 6=
D1(ω
+) where γ+ is the cocritical point of ω+. Therefore, ζk+ℓ ∈ D1(ω+) because
there are only two level 1 balls. Hence M1,k+ℓ is marked. ✷
The marked grid of the critical point plays a central role. If ω+ ∈ K(ϕ), then the
critical marked grid (Mℓ,k(ω
+)) is defined for all ℓ, k ≥ 0. In this case, the critical
marked grid is said to be periodic of period p > 0 if the p-th column is marked.
That is, Mℓ,p(ω
+) = 1 for all ℓ ≥ 0 and p > 0 is minimal with this property.
For tableaux such that the corresponding grid satisfy (Ma)–(Mc) of Proposi-
tion 4.5 and part (iii) of Lemma 4.2, Branner and Hubbard (see Theorem 4.3
in [BH2]) established the following:
Theorem 4.8 (Branner and Hubbard). Suppose that ϕ is a cubic polynomial such
that Rϕ = diamK(ϕ), ω
+ ∈ K(ϕ) and ω− /∈ K(ϕ). Then:
(i) If the critical marked grid is not periodic, then∑
ℓ≥0
modAℓ(E)
is divergent for all ends.
(ii) If the critical marked grid is periodic, then∑
ℓ≥0
modAℓ(E)
is convergent if and only if there exists k ≥ 0 such that Aℓ,k(E) = Aℓ(ω+) for all
ℓ ≥ 0.
From Lemma 2.13 we obtain the following:
Corollary 4.9. Suppose that ϕ is a cubic polynomial such that Rϕ = diamK(ϕ),
ω+ ∈ K(ϕ) and ω− /∈ K(ϕ). Then:
(i) The critical marked grid is not periodic if and only if the intersection of every
end is a singleton.
Jan Kiwi 17
(ii) The critical marked grid is periodic if and only if the infraconnected compo-
nent of K(ϕ) which contains the critical point is a periodic ball.
4.2. Dynamical space results. Now we are ready to prove a stronger version of
Theorem 1
Theorem 4.10. Let ϕ ∈ L[ζ] be a cubic polynomial. Then the following hold:
(i) Every end of ϕ has non–empty intersection.
(ii) Every infraconnected component of K(ϕ) is either a closed ball or a point.
(iii) An infraconnected component C of K(ϕ) is a closed ball if and only if
C eventually maps onto a periodic infraconnected component containing a critical
point.
Proof. By Theorem 3.1 and Corollary 2.11, we may assume that ϕ has one critical
point ω− escaping to ∞ and another one ω+ in K(ϕ). Moreover, we may also
assume that ϕ is normalized so that Rϕ = diamK(ϕ) (Lemma 2.7). Therefore the
definitions and results of Subsection 4.1 apply to ϕ.
Let E be an end. If rn(E)→ 0 then the intersection of E is a point. If rn(E) 6→ 0,
then for some k ≥ 0 we have that ω+ ∈ ϕk(Dn(E)) for all n ≥ 0, by Theorem 4.8.
In particular ∩Dn(E) 6= ∅ and (i) follows.
Also note thatK(ϕ) has a non–trivial infraconnected component if and only if the
critical marked grid of ϕ is periodic. In this case, every non–trivial infraconnected
component eventually maps onto the periodic infraconnected component C(ω+) =
∩Dn(ω+). Therefore, to finish the proof of the theorem, it suffices to show that
C(ω+) is a closed ball when the critical marked grid is periodic. In fact, if M(ω+)
is periodic, say of period p, then there exists ℓ0 such that
modAℓ+p(ω
+) =
1
2
modAℓ(ω
+)
for all ℓ ≥ ℓ0. It follows that
a =
1
modA0
∞∑
ℓ=0
modAℓ(ω
+)
is rational and therefore the radius of C(ω+) is rˆa−1Raϕ ∈ |L⋆|o where rˆ is the radius
of ϕ(D0). ✷
Corollary 4.11. Let ϕ ∈ P3(L) be a cubic polynomial. Then the following are
equivalent:
(i) J(ϕ) is compact.
(ii) J(ϕ) = K(ϕ).
(iii) All the cycles of ϕ are repelling.
(iv) ϕ either has all its critical points escaping or it has exactly one critical point
(counting multiplicities) which is non-escaping and the corresponding marked grid
is not periodic.
Proof. In view of Lemma 2.10 and Corollary 2.12 and we only have to prove that
(iii) implies (iv) and (iv) implies (i).
(iii) =⇒ (iv): If (iv) does not hold, then ϕ is in the infraconnectedness locus
or is in E±(L) but the corresponding critical marked grid is periodic. In both cases
there exists a periodic infraconnected component B say of period p which is a closed
ball that contains a critical point (Corollary 4.9). By Lemma 2.5 , ϕp : B → B
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would have a fixed point, which by Schwarz Lemma 2.4 would be non–repelling.
Hence (iii) does not hold.
(iv) =⇒ (i): If we assume that ϕ ∈ S3(L) or ϕ ∈ E±(L) and the corresponding
critical marked grid is not periodic, then the intersection of every end is a point.
Now let {ζk} ⊂ J(ϕ) be a sequence. Then there exists an end E and a subsequence
{ζki} such that for all n, there exists i0 for which ζki ∈ Dn(E) for all i ≥ i0. Since
the intersection of E is a point, say ζ, it follows that ζki → ζ ∈ J(ϕ). ✷
We end this section with a basic result about the topological entropy of cubic
polynomials:
Proposition 4.12. Let ϕ : L→ L be a cubic polynomial. For a compact invariant
subset X of J(ϕ) we denote by htop(ϕ,X) the topological entropy of ϕ : X → X. If
J(ϕ) 6= ∅ then
htop(ϕ) := sup
X
htop(ϕ,X) = log 3.
Proof. Suppose that ϕ is normalized so that Rϕ = diamK(ϕ). We may assume
that ϕ has exactly one critical point ω+ in K(ϕ), for otherwise J(ϕ) = ∅ or ϕ :
J(ϕ) → J(ϕ) is topologically conjugated to the one-sided shift on 3 symbols. In
the latter case the topological entropy is clearly log 3.
Let Ends be the set of all ends of ϕ endowed with the metric defined by
ρ({Dn}, {D′n}) = 1/(k + 1) if k is the largest integer such that Dk = D′k. Denote
by ϕ# the action induced by ϕ on Ends. For ζ ∈ K(ϕ), the map π : ζ 7→ {Dn(ζ)}
is a semiconjugacy between ϕ : K(ϕ)→ K(ϕ) and ϕ# : Ends→ Ends. Since the
number of dynamicals balls of level n is (3n + 1)/2, it follows that the topological
entropy of ϕ# is exactly log 3.
If the marked grid of ω+ is not periodic, then J(ϕ) is compact and π : J(ϕ) →
Ends is a topological conjugacy. Hence, the claim of the proposition follows in this
case.
In the case that the marked grid of ω+ is periodic denote by E∗ the critical end.
From Lemma 3.3 we obtain consider a labelling L of the level n balls which, after
switching symbols if necessary, is such that:
lim
n→∞
L(Dn(E
∗) = {1, 2}.
Now consider the itinerary function
it : Ends→ {{1}, {2}, {3}, {1, 2}}N∪{0}
defined by
it(E) = (ik(E))k≥0 = ( lim
n→∞
L(Dn(ϕ
k
#(E))))k≥0 .
Observe that ik(E) = {1, 2} if and only if ϕk#(E) is the critical end E∗. Moreover
the image of Ends is characterized as the sequences (ik) such that if there exists
k ≥ 0 so that ik+ℓ ⊂ iℓ(E∗) for all ℓ ≥ 0, then ik+ℓ = iℓ(E∗). Also, it ◦π is injective
over the Julia set and it ◦ π(J(ϕ)) is the set of all itineraries (in the image of it)
with no symbol equal to {1, 2}. So it is sufficient to construct compact subsets of
it◦π(J(ϕ)) invariant under the one-sided shift σ with topological entropy arbitrarily
close to log 3. For this, let p denote the period of E∗ and for each N > p, consider
the set YN of all symbol sequences (ik) with ik 6= {1, 2} for all k ≥ 0 and such that
for some 0 ≤ j < N and all ℓ ≥ 0
iℓN+j = iℓN+1+j = · · · = iℓN+p−1+j = {3}.
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Since the topological entropy of σ : YN → YN is (1 − pN−1) log 3, the proposition
follows. ✷
It is worth to mention that ϕ# : Ends → Ends is topologically conjugated to
the dynamics of ϕ over the Julia set of ϕ in the Berkovich analytic space induced by
L (compare with [R2, R3]). The complement of π(J(ϕ)) consists of all ends which
have empty or non-trivial intersection. Favre and Rivera’s construction in [FaR]
produces an equilibrium measure supported in the Berkovich space Julia set of ϕ.
It is natural to expect that their measure corresponds to a measure of maximal
entropy for ϕ#.
5. Parameter space
Recall that we work in the parameter space P3(L) of monic centered cubic poly-
nomials with marked critical points. That is,
P3(L) := {ϕα,β ∈ L[ζ] / ϕα,β(ζ) = ζ3 − 3α2ζ + β for some (α, β) ∈ L2}
which is naturally identified with L2. Note that the critical points of ϕα,β are ±α.
The infraconnectedness locus C3(L) is the subset of P3(L) ≡ L2 formed
by all the cubic polynomials with infraconnected filled Julia set. According to
Corollary 2.11, ϕα,β ∈ C3(L) if and only if ±α ∈ K(ϕα,β).
The shift locus S3(L) is the subset of P3(L) ≡ L2 formed by all the cubic
polynomials with both critical points escaping.
The rest of parameter space splits into two sets E+(L) and E−(L) where
E+(L) := {ϕα,β / + α ∈ K(ϕ) 6∋ −α}
and
E−(L) := {ϕα,β / − α ∈ K(ϕ) 6∋ +α}.
A quick computation leads to the following result.
Proposition 5.1.
C3(L) = B+1 (0)×B+1 (0).
S3(L) ⊃ {ϕα,β /∈ C3(L) / |α|3o 6= |β|o}.
E±(L) ⊂ {ϕα,β / 1 < |α|3o = |β|o and | ∓ 2α3 + β|o ≤ |α|o}.
Since conjugation of ϕα,β by ζ 7→ −ζ gives ϕ−α,−β, to describe how polynomials
are organized in
{ϕα,β / 1 < |α|3o = |β|o and | ∓ 2α3 + β|o ≤ |α|o}
it is sufficient to understand the structure of
{ϕα,β / 1 < |α|3o = |β|o and | − 2α3 + β|o ≤ |α|o}.
Our aim is to study this set in detail. For this purpose:
Throughout this section we fix α ∈ L such that |α|o > 1 and let ϕβ =
ϕα,β.
Let
Eϕ0 := {β / |α|3o = |β|o and | − 2α3 + β|o ≤ |α|o}.
To simplify notation, we identify Eϕ0 with {ϕβ ∈ P3(L) / β ∈ Eϕ0 }.
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Remark 5.2. We use the upper-script ϕ to distinguish the sets associated to the
family ϕβ from the corresponding sets associated to another family ψν . The family
ψν will be introduced in the next subsection.
Lemma 5.3. Let ϕ = ϕβ ∈ Eϕ0 . Then the following hold:
(i) Rϕ = |α|o = diamK(ϕ).
(ii) ϕ(−α) /∈ Dβ0 ∋ ϕ(α) where Dβ0 = B+Rϕ(0) is the level 0 ball of ϕ.
Proof. From the definition of Rϕ it follows that Rϕ = |α|o. By inspection of
the Newton polygon of ϕ(ζ) − ζ it follows that ϕ has 3 fixed points ζ1, ζ2, ζ3 in
{|ζ|o = |α|o}. Since ζ1+ ζ2+ ζ3 = 0, at least two of the fixed points are at distance
|α|o from each other. Hence |α|o = diamK(ϕ). The rest of the lemma is also
straightforward. ✷
From the previous lemma, for all ϕβ ∈ Eϕ0 we have that Rϕβ = diamK(ϕβ),
−α /∈ K(ϕβ) and ϕβ(α) ∈ Dβ0 . Thus, the assumptions and therefore the definitions
and results contained in Subsection 4.1 apply to ϕβ ∈ Eϕ0 .
Theorem 5.4. Consider an admissible critical marked grid M and let
CM := {β ∈ Eϕ0 / α ∈ K(ϕβ) and M =Mβ(α)}
where Mβ(α) is the marked grid of the critical point α under iterations of ϕβ. Then
the following hold:
(i) If M is periodic, then CM is a non-empty union of finitely many closed and
pairwise disjoint balls.
(ii) If M is not periodic, then CM is a non-empty compact set and
CM ⊂ ∂{β ∈ Eϕ0 / ϕβ ∈ S3(L)}.
We prove this theorem in Subsection 5.4. The proof relies on describing how
polynomials are organized in Eϕ0 . To describe Eϕ0 , for n ≥ 0 we introduce the sets
Eϕn := {ϕβ ∈ Eϕ0 / ϕn+1β (α) ∈ Dβ0 }.
Note that Eϕn is a finite disjoint union of closed balls. Each of these balls is called
a ϕ–parameter ball of level n.
A level n dynamical ball of ϕβ ∈ Eϕ0 which contains ζ will be denoted by Dβn(ζ).
The level n marked grid of a point ζ by Mβn(ζ) and the corresponding entries by
Mβℓ,k(ζ).
Definition 5.5. Let n ∈ N. We say that ϕβ ∈ Eϕ0 is a center of level n if for
some p ≥ 1:
(i) ϕpβ(α) = α and,
(ii) α /∈ ϕkβ(Dβn+1(α)) for k = 1, . . . , p− 1.
We say that p is the period of the center ϕβ.
The correspondence between level n dynamical and parameter balls is stated in
the next proposition.
Proposition 5.6. Let Dn be a level n parameter ball. Then the following hold:
(i) Dn = Dβn(ϕβ(α)) + 2α3 for all β ∈ Dn.
(ii) Mβn+1(α) =M
β′
n+1(α) for all β, β
′ ∈ Dn.
(iii) There exists a unique center of level n in Dn. The period of this center is
min{k ≥ 1 /Mβn+1−k,k(α) = 1} for any β ∈ Dn.
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The proof of this proposition is in Subsection 5.3.
In particular, the above proposition shows that the radius of Dn is easily com-
puted from Mβn+1(α) for any β ∈ Dn and coincides with the radius of the level n
dynamical ball around the critical value ϕβ(α). The proposition also says that if
β ∈ Dn and the critical point α is periodic of period q under ϕβ , then q ≥ p where
p is the period of the center of Dn. Moreover, p = q if and only if ϕβ is the unique
level n center in Dn.
The next proposition describes the correspondence between level n+1 parameter
and dynamical balls.
Proposition 5.7. Consider a level n parameter ball Dn and let P be an element
of the affine partition associated to Dn. For any β ∈ Dn we have the following:
There exists a level n+1 parameter ball contained in P if and only if there exists
a level n + 1 dynamical ball Dβn+1(ζ) contained in P − 2α3. In this case, the level
n+ 1 parameter ball Dn+1 is unique and
M
β
n+1(ζ) =M
β′
n+1(ϕβ′(α))
for all β′ ∈ Dn+1. In particular, the radii of Dβn+1(ζ) and Dn+1 coincide.
The proof of this proposition is also given is Subsection 5.3. The above propo-
sitions are easier to prove after a change of coordinates in the dynamical and pa-
rameter spaces.
5.1. Change of coordinates. To prove our parameter space results is more com-
fortable to work with the family
ψν(ζ) = ψα,ν(ζ) = α
2(ζ − 1)2(ζ + 2) + ν
where ν ∈ L. Note that the critical points of ψν are ω± = ±1 and ψν(−2) =
ψν(ω
+ = +1) = ν. Moreover, since α 6= 0 the polynomial ψν is conjugate via
ζ 7→ αζ to ϕβ where
β = αν + 2α3.
Observe that ϕβ ∈ Eϕ0 if and only if |ν|o ≤ 1 so we let
Eψ0 := {ν ∈ L / |ν|o ≤ 1} ≡ {ψν / |ν|o ≤ 1}.
For all ν ∈ Eψ0 , the level 0 dynamical ball Dν0 of ψν is B+1 (0) and ψν(Dν0 ) =
B+|α|2o
(0). Also, ψν(ω
+) ∈ Dν0 , ψν(ω−) /∈ Dν0 and diamK(ψν) = 1. So we are under
the assumptions of Subsection 4.1.
We let
Eψn := {ν ∈ Eψ0 / ψn+1ν (ω+) ∈ Dν0}.
This set is also the union of finitely many closed and disjoint balls which we call
ψ-parameter balls of level n.
Here we denote the level n ball of ψν ∈ Eψ0 containing ζ by Dνn(ζ), the radius of
Dνn(ζ) by r
ν
n(ζ), the level n annulus around ζ by A
ν
n(ζ) and the level n marked grid
of ζ by Mνn(ζ) with entries M
ν
ℓ,k(ζ).
Similarly than in the ϕ-parameter space we say that ψν ∈ Eψ0 is a center of
level n if
(i) ψpν(ω
+) = ω+ and
(ii) ω+ /∈ ψkν (Dνn+1(ω+)) for k = 1, . . . , p− 1.
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The next lemma is a straightforward consequence of the change of coordinates
involved. We omit the proof.
Lemma 5.8. Let β and ν be such that β = αν + 2α3 ∈ Eϕ0 . Then the following
hold:
(i) Dνn is a level n dynamical ball of ψν if and only if D
β
n = αD
ν
n is a level n
dynamical ball of ϕβ .
(ii) ψν ∈ Eψn if and only if ϕβ ∈ Eϕn . In particular, Dψn is a ψ–parameter ball of
level n if and only if Dϕn = αDψn + 2α3 is a ϕ–parameter ball of level n.
(iii) ψν is a center of level n if and only if ϕβ is a center of level n.
5.2. Thurston map. Our next result is the key to prove propositions 5.6 and 5.7.
It shows that given a polynomial ψν and a level n+ 1 dynamical ball Dn+1 inside
the critical value ball of level n there exists a parameter ν′ close to the level n+ 1
ball Dn+1 such that the critical point of ψν′ is periodic with orbit close to that of
the points in Dn+1. The precise statement is as follows:
Proposition 5.9. Consider a parameter νˆ ∈ Eψn and let ζˆ1 be a level n + 1 point
such that Dνˆn+1(ζˆ1) ⊂ Dνˆn(νˆ). For k ≥ 0, let ζˆk+1 = ψkνˆ (ζˆ1) and
pˆ = min{k ≥ 1 / ω+ ∈ Dνˆn+2−k(ζˆk)}.
Then there exists a unique ν′ such that:
(i) |ν′ − ζˆ1|o < rνˆn(νˆ).
(ii) ψpˆν′(ω
+) = ω+.
This subsection is devoted to the proof of this proposition so throughout we
consider νˆ, ζˆk and pˆ as above. The parameter ν
′ is obtained as the first coordinate
of the fixed point of an appropriate “Thurston map” which acts on:
B := {(ζ1, . . . , ζpˆ = ω+) / |ζk − ζˆk|o < ρk}
where ρk = r
νˆ
n+1−k(ζˆk).
We start with two lemmas which apply to an arbitrary ν ∈ Eψn :
Lemma 5.10. Let n ≥ 0 be an integer and consider ν ∈ Eψn . For k ≥ 1, let
νk = ψ
k
ν (ω
+). Then
(i)
rνn(ν) < r
ν
n+1−k(νk) for k = 2, . . . , n.
(ii) Assume that ζ1 is a level n+1 point in D
ν
n(ν). For k ≥ 1, let ζk+1 = ψkν (ζ1)
and
p = min{k ≥ 1 / ω+ ∈ Dνn+2−k(ζk)}.
Then
rνn+2−(k+1)(ζk+1) = |α|2o · |ζk − ω+|o · rνn+2−k(ζk)
for all k = 1, . . . , p− 1.
Proof. For each ℓ such that 0 ≤ ℓ ≤ n+1− k let δ(ℓ) ≥ 1 be the integer such that
Aνℓ+δ(ℓ)(νk−δ(ℓ)) is critical but A
ν
ℓ+i(νk−i) is not critical for all 0 < i < δ(ℓ). To find
such an integer δ(ℓ) start at Aℓ,k(ω
+) in the critical marked grid and follow the
southwest diagonal until you hit a critical position. The number of columns that
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you moved to the left is δ(ℓ). Note that ℓ+ δ(ℓ) is a strictly increasing function of
ℓ and 0 < ℓ+ δ(ℓ) ≤ n+ 1. Moreover,
2modAνℓ+δ(ℓ)(ω
+) = 2modAνℓ+δ(ℓ)(νk−δ(ℓ)) = modA
ν
ℓ (νk).
Since ψν(D
ν
0 ) = B
+
|α|2o
(0) and modAν0 = log |α|2o,
log |α|2o − log rνn(ν) =
n∑
ℓ=0
modAνℓ (ν) = 2 ·
n+1∑
ℓ=1
modAνℓ (ω
+)
> 2 ·
n+1−k∑
ℓ=0
modAνℓ+δ(ℓ)(ω
+) =
n+1−k∑
ℓ=0
modAνℓ (νk)
= log |α|2o − log rνn+1−k(νk).
Hence (i) follows.
Now we prove (ii). Fix k ≥ 1 and let ℓ be such that Aνℓ (ζk) is marked but
Aνℓ+1(ζk) is not. It follows that D
ν
ℓ (ω
+) = Dνℓ (ζk) and D
ν
ℓ+1(ω
+) 6= Dνℓ+1(ζk). By
Lemma 4.2 (i),
rνℓ (ζk) = |ζk − ω+|o.
Note that:
2modAνj (ζk) =
{
log |α|4o if j = 0
modAνj−1(ζk+1) if 1 ≤ j ≤ ℓ
Also, modAνj (ζk) = modA
ν
j−1(ζk+1) if j ≥ ℓ+ 1. Hence:
log |α|6o − log rνn+2−(k+1)(ζk+1) = log |α|4o +
n+2−(k+1)∑
j=0
modAνj (ζk+1)
= 2 ·
ℓ∑
j=0
modAνj (ζk) +
n+2−k∑
j=ℓ+1
modAνj (ζk)
= log |α|2o − log rνℓ (ζk) + log |α|2o
− log rνn+2−k(ζk).
Statement (ii) follows after replacing rνℓ (ζk) by |ζk − ω+|o. ✷
Lemma 5.11. Consider n ≥ 1 and ν ∈ Eψn . Let ν′ ∈ Dνn(ν) and, for all k ≥ 0, let
νk = ψ
k
ν (ω
+) and ν′k = ψ
k
ν′(ω
+). Then for all k such that 0 ≤ k ≤ n the following
hold:
(i) Dνn+1−k(νk) = D
ν′
n+1−k(ν
′
k). In particular, M
ν
n+1(ω
+) =Mν
′
n+1(ω
+).
(ii) Let Pn+1−k be the affine partition associated to Dνn+1−k(νk), then:
ψν∗ = ψν′∗ : Pn+1−k → Pn+1−(k+1).
Proof. Let k be such that 0 ≤ k ≤ n and ζ′ ∈ Dνn+1−k(νk). Then
|ψν′(ζ′)− νk+1|o = |ψν′(ζ′)− ψν(ζ′) + ψν(ζ′)− νk+1|o
≤ max{rνn(ν), |ψν(ζ′)− νk+1|o}
< rνn+1−(k+1)(νk+1).
Therefore, ψν′(ζ
′) ∈ Dνn+1−(k+1)(νk+1). Hence ψn+1−kν′ (Dνn+1−k(νk)) ⊂ D0 and
ν′k ∈ Dνn+1−k(ν′k) ⊂ Dν
′
n+1−k(νk). In particular, r
ν′
n (ν
′) ≥ rνn(ν) and ν ∈ Dν
′
n (ν
′).
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After switching ν for ν′ and repeating the above argument it follows thatDν
′
n+1−k(ν
′
k) ⊂
Dν
′
n+1−k(νk) and (i) follows.
For (ii), let P be an element of the partition Pn+1−k and choose ζ ∈ P . Then
|ψν(ζ)− ψν′(ζ)|o ≤ rνn(ν) < rνn+1−(k+1).
Therefore, ψν′(P ) = ψν(P ) ∈ Pn+1−(k+1). ✷
Lemma 5.12. Let
B := {(ζ1, . . . , ζpˆ = ω+) / |ζk − ζˆk|o < ρk}
where ρk = r
νˆ
n+1−k(ζˆk). Then for each (ζ1, . . . , ζpˆ) ∈ B there exists a unique
(ζ′1, . . . , ζ
′
pˆ) ∈ B such that ψζ1(ζ′k) = ζk+1 for 1 ≤ k < pˆ.
Proof. Let Pn+1−k be the partition associated to Dνˆn+1−k(ζˆk) and denote by
P (ζ) = Bρk(ζ) the element of Pn+1−k that contains ζ. Since ψζ1∗ = ψνˆ∗ :
Pn+1−k → Pn+1−(k+1) and ψνˆ : P (ζˆk) → P (ζˆk+1) is one-to-one for 1 ≤ k < pˆ
we have that ψζ1 : P (ζˆk) → P (ζˆk+1) is also one-to-one. Therefore, there exists a
unique ζ′k ∈ P (ζˆk) such that ψζ1(ζ′k) = ζk+1 ∈ P (ζˆk+1). ✷
We may now define a Thurston map as
T : B → B
(ζ1, . . . , ζpˆ) 7→ (ζ′1, . . . , ζ ′pˆ)
if ψζ1(ζ
′
k) = ζk+1 for all k = 1, . . . , pˆ− 1.
Lemma 5.13. A parameter ν′ is such that (i) and (ii) of Proposition 5.9 hold if
and only if (ν′, ψ2ν′(ω
+), . . . , ψpˆ−1ν′ (ω
+), ω+) is a fixed point of T .
Proof. Given ν′ such that (i) of Proposition 5.9 holds, by Lemma 5.11 (ii), for k =
1, . . . , pˆ−1, we have that |ψkν′(ω+)−ζˆk|o < ρk. Therefore, (ν′, ψ2ν′(ω+), . . . , ψpˆ−1ν′ (ω+), ω+)
belongs to B and clearly is a fixed point of T . The converse is straightforward. ✷
It follows that to prove the proposition is sufficient to show that T has a unique
fixed point.
In Lpˆ we consider the sup-norm:
‖~ζ = (ζ1, . . . , ζpˆ)‖∞ := max{|ζ1|o, . . . , |ζpˆ|o}.
Lemma 5.14. For all ~ζ = (ζ1, . . . , ζpˆ) ∈ B we have that T n(~ζ) converges to a fixed
point of T .
Proof. Consider (ζ
(0)
1 , . . . , ζ
(0)
pˆ ) ∈ B and let
(ζ
(n)
1 , . . . , ζ
(n)
pˆ ) = T
n(ζ
(0)
1 , . . . , ζ
(0)
pˆ ).
For k = 1, . . . , pˆ− 1,
|ζ(n+1)k − ζ(n+2)k |o ≤
1
|α|2o|ζˆk − ω+|o
·max{|ζ(n)k+1 − ζ(n+1)k+1 |o, |ζ(n)1 − ζ(n+1)1 |o}
=
ρk
ρk+1
max{|ζ(n)k+1 − ζ(n+1)k+1 |o, |ζ(n)1 − ζ(n+1)1 |o}
Hence, for all n, there exist k1, . . . , kj such that 1 ≤ ki ≤ pˆ− 1, k1 + · · ·+ kj = n,
and
|ζ(n+1)1 − ζ(n+2)1 |o ≤
ρ1
ρk1+1
· · · ρ1
ρkj+1
max{|ζ(0)kj+1 − ζ
(1)
kj+1
|o, |ζ(0)1 − ζ(1)1 |o}.
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Now let
λ = max
{
ρ1
ρk
/ k = 2, . . . , pˆ− 1
}
< 1.
Since, j ≥ npˆ−1 , it follows that
|ζ(n+1)1 − ζ(n+2)1 |o ≤ λ
n
pˆ−1 ‖~ζ(0) − ~ζ(1)‖∞.
Therefore, ζ
(n)
1 converges to some ζ
(∞)
1 as n→∞ and ζ(n)k+1 → ζ(∞)k+1 = ψkζ(∞)1 (ζ
(∞)
1 )
for k = 1, . . . , pˆ− 1. It follows that (ζ(∞)1 , . . . , ζ(∞)pˆ ) is a fixed point for T . ✷
Lemma 5.15. T has a unique fixed point in B.
Proof. Suppose that ~ζ = (ζ1, . . . , ζpˆ) and ~η = (η1, . . . , ηpˆ) are fixed points of T . For
k = 1, . . . , pˆ− 1 the polynomial h : ζ 7→ α2(ζ − 1)2(ζ + 2) maps Bρk(ζk) = Bρk(ηk)
isomorphically onto its image and
|dh
dζ
(ζk)|o = |α|2o|ζk − ω+|o.
Therefore,
|ζk+1 − ηk+1 + η1 − ζ1|o = |h(ζk)− h(ηk)|o
= |ζk − ηk|o|α|2o|ζk − ω+|o.
Hence,
|ζk − ηk|o ≤ 1|α|2o|ζk − ω+|o
max{|ζk+1 − ηk+1|o, |η1 − ζ1|o}
=
ρk
ρk+1
max{|ζk+1 − ηk+1|o, |η1 − ζ1|o}.
It follows that for some k such that 2 ≤ k < pˆ:
|ζ1 − η1|o ≤ ρ1
ρk
|η1 − ζ1|o.
Since ρ1 < ρk we have that ζ1 = η1 and ~ζ = ~η. ✷
5.3. Parameter balls. Here we prove simultaneously propositions 5.6 and 5.7 with
their analogues for the family ψν .
Proposition 5.16. Let Dψn be a ψ–parameter ball of level n. Then the following
hold:
(i) Dψn = Dνn(ν) for all ν ∈ Dψn .
(ii) Mνn+1(ω
+) =Mν
′
n+1(ω
+) for all ν, ν′ ∈ Dψn .
(iii) There exists a unique center of level n in Dψn . The period of this center is
min{k ≥ 1 /Mνn+1−k,k(ω+) = 1} for any ν ∈ Dψn .
Proof of Propositions 5.6 and 5.16. In view of Lemma 5.8, we just have to
prove the above proposition concerning the family ψν . By Lemma 5.11 (i) we have
that Dνn(ν) ⊂ Dψn for all ν ∈ Dψn . Moreover, for all ν, ν′ ∈ Dψn , the dynamical balls
Dνn(ν) and D
ν′
n (ν
′) are equal or disjoint. By Proposition 5.9, for each ν ∈ Dψn the
ball Dνn(ν) contains at least one element of the finite set
{ν / ψkν (ω+) = ω+ for some 1 ≤ k ≤ n+ 2}.
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It follows that Dψn = ∪ν∈DnDνn(ν) is a finite union of closed and pairwise disjoint
balls. This is only possible if Dψn = Dνn(ν) for all ν ∈ Dψn . Hence we have proven
statement (i). Statement (ii) now follows from Lemma 5.11 (i).
For (iii), let νˆ ∈ Dψn and note that νˆ ∈ Dνˆn(νˆ) ⊂ Dνˆn−1(νˆ). Let pˆ = min{k ≥
1 / ω+ ∈ Dνˆn+1−k(ψkνˆ (ω+))}. Proposition 5.9 says that there exists a unique ν′ such
that ψpˆν′(ω
+) = ω+ and |ν′ − νˆ|o < rνˆn−1(νˆ). We must show that ν′ ∈ Dψn . In fact,
since ω+ ∈ ψpˆ−1νˆ (Dνˆn(νˆ)) there exist a level n+1 ball Dνˆn+1(ζˆ1) in Dνˆn(νˆ) that maps
onto Dνˆ1 (ω
+) under ψpˆ−1νˆ . By Proposition 5.9 we have that |ν′ − ζˆ1|o < rνˆn(νˆ).
Therefore ν′ ∈ Dψn . ✷
Corollary 5.17. If ω+ ∈ K(ψν) and Mν(ω+) is not periodic and Dψn is the level
n parameter ball containing ν, then {ν} = ∩Dψn .
Proposition 5.18. Consider a level n parameter ball Dψn and let P be an element
of the affine partition associated to Dψn . For any ν ∈ Dψn we have the following:
There exists a level n+1 parameter ball contained in P if and only if there exists
a level n + 1 dynamical ball Dνn+1(ζ) contained in P . In this case, the level n+ 1
parameter ball Dψn+1 is unique and
Mνn+1(ζ) =M
ν′
n+1(ν
′)
for all ν′ ∈ Dψn+1. In particular, the radii of Dνn+1(ζ) and Dψn+1 coincide.
Proof of Propositions 5.7 and 5.18. As in the previous proof, we just have to
prove the above proposition concerning the family ψν . By Proposition 5.9, if an
element P of the partition Pn associated to Dψn contains a level n + 1 dynamical
ball of some ψν with ν ∈ Dψn = Dνn(ν), then P contains a level n + 1 parameter
ball. Conversely, if P contains a parameter ball Dψn+1 of level n+1 and ν′ ∈ Dψn+1,
then ψnν′(P ) = ψ
n
ν (P ) for all ν ∈ Dψn . Moreover, since ψnν′(ν′) is a level 1 point we
have that ψnν′(P ) = B1(ω
+) or B1(−2). In either case the preimage of D1(ω+) or
D1(−2) under ψν : P → B1(ω+) or ψν : P → B1(−2) is a level n + 1 dynamical
ball contained in P .
We must show that P contains at most one parameter ball of level n+1. Suppose
that Dn+1 and D′n+1 are level n+ 1 parameter balls contained in P . From Propo-
sition 5.9, it is sufficient to show that the periods p and p′ of their centers µ and µ′
coincide. By Lemma 5.11 we have that ψkµ(P ) = ψ
k
µ′(P ) for k = 1, . . . , n. Moreover,
since there is at most one dynamical ball inside ψk−1µ (P ) and D
µ
n+1(µ) = Dn+1 ⊂ P
we have that: ω+ ∈ ψkµ(Dµn+2(ω+)) = ψk−1µ (Dµn+1(µ)) ⊂ ψk−1µ (P ) if and only if
ω+ ∈ ψk−1µ (P ). Similarly, ω+ ∈ ψkµ′(Dµ
′
n+2(ω
+)) if and only if ω+ ∈ ψk−1µ′ (P ).
Therefore, p = p′.
Now let P be an element of the affine partition of Dψn and let ν ∈ Dψn . Suppose
that there exists a level n+1 parameter ball Dn+1 ⊂ P and a level n+1 dynamical
ball Dνn+1(ζ) ⊂ P . To complete the proof of the proposition, given ν′ ∈ Dn+1 we
must show that
Mνn+1(ζ) =M
ν′
n+1(ν
′).
Since ζ ∈ Dνn(ν) we have that Mνn(ζ) = Mνn(ν) = Mν
′
n (ν
′). Thus we just need
to prove that ω+ ∈ Dνn+1−k(ψkν (ζ)) if and only if ω+ ∈ Dν
′
n+1−k(ψ
k
ν′(ν
′)), for all
k = 0, . . . , n+1. Since ν′ ∈ Dνn(ν), Lemma 5.11 implies that ψν∗ = ψν′∗ : Pn+1−k →
Pn+1−(k+1) for all k such that 1 ≤ k ≤ n, where Pn+1−k is the affine partition
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associated to Dνn+1−k(ψ
k
ν (ω
+)) = Dν
′
n+1−k(ψ
k
ν′(ω
+)). Now ω+ ∈ Dνn+1−k(ψkν (ζ)) if
and only if ω+ ∈ ψkν (P ) and ω+ ∈ ψkν′(P ) if and only if ω+ ∈ Dν
′
n+1−k(ψ
k
ν′(ν
′)).
Therefore the proposition follows from the fact that ψkν (P ) = ψ
k
ν′(P ). ✷
5.4. Realization. In order to prove Theorem 5.4 we first have to show that every
admissible critical marked grid of level n is realized by a cubic polynomial.
Proposition 5.19. Let n ≥ 0 and Mn+1 be an admissible critical marked grid of
level n+ 1. Then there exists ν ∈ Eψn such that Mνn+1(ω+) =Mn+1.
Proof. Since the proposition is clearly true for n = 0 we proceed by induction.
That is we suppose thatMn+2 is an admissible critical marked grid of level n+2 and
ν ∈ Eψn is such that Mνn+1(ω+) coincides with Mn+2 in all the positions (ℓ, k) with
ℓ+ k ≤ n+1. By Proposition 5.9, it suffices to show that there exists a level n+1
point ζ contained in Dνn(ν) such that M
ν
n+1(ζ) coincides with the grid obtained
from Mn+2 after erasing its first column. For this purpose let νj = ψ
j
ν(ω
+), p be
the minimal k ≥ 1 such that the (n + 2 − k, k) position of Mn+2 is marked and
k1, . . . , km be such that 0 < k1 < · · · < km < p and (n + 1 − j, j) is marked in
Mn+2 if and only if j = ki for some i.
Our task boils down to find a dynamical ball Dn+1 of level n + 1 contained in
Dνn(ν) such that ω
+ /∈ Dn+1 ∪ · · · ∪ ψp−2ν (Dn+1) and ψp−1ν (Dn+1) = Dn+2−p(ω+).
We first claim that there exist 2 level n + 2 − km dynamical balls B0m and B1m
contained in Dνn+1−km(νkm) such that for i = 0, 1 we have that ω
+ /∈ Bim ∪ · · · ∪
ψp−1−km(Bim) and ω
+ ∈ ψp−km(Bim). There are two cases according to whether
p < n+ 2 or p = n+ 2.
In the case that p < n+2, by (Mc) of Proposition 4.5, gm = ψ
p−km
ν : D
ν
n+1−km
(νkm)→
Dνn+1−p(νp) has degree 2 and gm(ω
+) /∈ Dνn+2−p(ω+). Hence, in this case we let
B0m and B
1
m be the two preimages of D
ν
n+2−p(ω
+) under gm.
In the case that p = n+2, by (Md) of Proposition 4.5, the position (1, n+1−km)
in Mn+2 is marked (otherwise, taking ℓ = n + 1 − km and k = km in (Md) we
would have that M1,n+1 would be marked and therefore p = n + 1). Hence, gm =
ψn+1−kmν : D
ν
n+1−km
(νkm) → D0 has degree 2 and gm(ω+) ∈ D1(ω+). Therefore,
in this case, we let B0m and B
1
m be the two preimages of D1(−2) under gm.
We now claim that for all j = 1, . . . ,m there exist at least 2 level n + 2 − kj
dynamical balls B0j and B
1
j contained in D
ν
n+1−kj
(νkj ) such that for i = 0, 1 we
have that ω+ /∈ Bij ∪ · · · ∪ψp−1−kjν (Bij) and ω+ ∈ ψp−kjν (Bij). In fact, for j = m we
have already established this so we may assume the above true for j + 1 and prove
it for j. Since gj = ψ
kj+1−kj
ν : Dνn+1−kj (νkj ) → Dνn+1−kj+1(νkj+1 ) has degree 2, it
follows that at least one of the two balls B0j+1, B
1
j+1 does not contain gj(ω
+), say
B0j+1, and we may let B
0
j and B
1
j be the preimages of B
0
j+1 under gj .
Finally, note that g0 = ψ
k1−1
ν : D
ν
n(ν) → Dn+1−k1(νk1) is one-to-one. The
preimage of B01 under g0 is a level n+ 1 dynamical ball Dn+1 contained in D
ν
n(ν)
and such that ω+ /∈ Dn+1 ∪ · · · ∪ ψp−2ν (Dn+1) and ω+ ∈ ψp−1ν (Dn+1). ✷
Again we simultaneously proof Theorem 5.4 and the corresponding version for
the family ψν .
Theorem 5.20. Consider an admissible critical marked grid M and let
Cψ
M
:= {ν ∈ Eψ0 / ω+ ∈ K(ψν) and M =Mν(ω+)}
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Then the following hold:
(i) If M is periodic, then Cψ
M
is a non-empty union of finitely many closed and
pairwise disjoint balls.
(ii) If M is not periodic, then Cψ
M
is a non-empty compact set and
Cψ
M
⊂ ∂{ν ∈ Eψ0 / {ω± = ±1} ⊂ L \K(ψν)}.
Proof of Theorems 5.4 and 5.20. In view of Lemma 5.8 it is sufficient to prove
Theorem 5.20. Let Mℓ,k denote the (ℓ, k) entry of M. For n ≥ 0, let Mn denote
the level n grid with entries Mℓ,k where ℓ+ k ≤ n.
(i) Suppose that M is periodic of period p . Let n0 be such that Mn,n−k is
unmarked for all 1 < k < p and all n > n0. Denote by ν1, . . . , νm the level
n0 centers with critical marked grid of level n0 + 1 that coincides with Mn0+1.
It follows that M = Mνi (ω
+) for all i = 1, . . . ,m. For each i, let Xi be the
infraconnected component of K(ψνi) that contains νi. Recall that Xi is a closed
ball (Theorem 4.10). Moreover, if Dn(νi) denotes the level n parameter ball which
contains νi, then Xi = ∩Dn(νi). Hence, Mν(ω+) = Mνi(ω+) = M for all ν ∈ Xi.
That is, X1 ∪ · · · ∪ Xm ⊂ CψM. Given ν ∈ CψM, to complete the proof of (i),
it is sufficient to show that ν ∈ Xi for some i. In fact, for n > n0, the center
νc of the parameter ball Dn(ν) of level n containing ν is such that Mνcn+1(ω+) =
Mνn+1(ω
+) =Mn+1. Therefore νc = νi for some i and ν ∈ Xi.
(ii) Let Yn be the union of all level n parameter balls Dn such that Mn+1 =
Mνn+1(ω
+) for all ν ∈ Dn. It follows that CψM = ∩n≥0Yn. The radius rn of the
parameter balls that participate in Yn coincide since it only depends on Mn+1.
Moreover rn → 0 as n → ∞. Therefore CψM is a compact non-empty set. For
all ν′ ∈ Cψ
M
the level n parameter ball Dn(ν′) which contains ν′ has non-empty
intersection with Eψn \ Eψn+1. If ν ∈ Eψn \ Eψn+1, then both critical points of ψν
escape to infinity. It follows that ν′ ∈ ∂{ν ∈ Eψ0 / {ω± = ±1} ⊂ L \K(ψν)}, since
{ν′} = ∩Dn(ν′). ✷
5.5. Proof of Theorem 2 and a corollary. We will need the following result:
Lemma 5.21. If M is a periodic admissible critical marked grid, then
SM = {ϕα,β ∈ E+(L) /Mα,β(α) =M}.
is open in P3(L) ≡ L2.
Proof. Let ϕα0,β0 ∈ SM and denote by B the infraconnected component of
K(ϕα0,β0) which contains α. Hence, B is periodic under ϕα0,β0 , say of period
p. Let r be the radius of B. Then, for a sufficiently small neighborhood V of
(α0, β0),
|ϕpα0,β0(ζ) − ϕ
p
α,β(ζ)|o < r
for all ζ in a closed ball containing B. It follows that ϕα,β(B) = B and therefore
Mα,β(α) is periodic for all (α, β) ∈ V . Similarly, for any fixed level n, the dynamical
balls of level n of ϕα,β are locally constant. It follows that there exists n0 such that,
for all (α, β) ∈ V , the periodic critical marked gridMα,β(α) is uniquely determined
by which dynamical balls of level n0 contain the critical point α. Therefore, after
shrinking V , if necessary, Mα,β(α) =M for all (α, β) ∈ V ✷
Proof of Theorem 2. By Corollary 4.11, it is sufficient to show that ϕα,β ∈
∂S3(L) if and only if ϕα,β ∈ E±(L) and the corresponding critical marked grid is not
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periodic. From the previous lemma we obtain that if ϕα,β ∈ ∂S3(L), then ϕα,β ∈
E±(L) and the corresponding critical marked grid is not periodic. Conversely,
Theorem 5.4 (ii) says that polynomials ϕα,β ∈ E±(L) with aperiodic critical marked
grid are in ∂S3(L). ✷
Corollary 5.22. Let H ⊂ P3(L) be the set formed by all the cubic polynomials ϕα,β
such that the Julia set J(ϕα,β) is critical point free (i.e., {+α,−α}∩J(ϕα,β) = ∅).
Then H is open and dense in P3(L).
Proof of Corollary 5.22. First note that the polynomials in E±(L) with aperiodic
critical marked grid are in ∂S3(L) (Theorem 5.4 (ii)). Hence, H which is the union
of C3(L), S3(L) and the polynomials in E±(L) that have periodic critical marked
grid, is open and dense. ✷
5.6. Dynamics over finite extensions of Qa((t)). The aim of this subsection is
to discuss the dynamical behavior of cubic polynomials with coefficients in a finite
extension of Qa((t)). In particular, we show that some cubic polynomials with
coefficients in a finite extension of Qa((t)) have a non-periodic recurrent critical
point. That is, a critical point which is an accumulation point of its orbit but
it is not periodic. Examples of non-archimedean dynamical systems over finite
extensions of Qp with wild recurrent critical points were recently given by Rivera
in [R3]. We emphasize that Rivera shows the existence of a wild recurrent critical
point (i.e., a critical point where the local degree is a multiple of p).
If ψα,ν is such that ω
+ ∈ K(ψα,ν) and ω− escapes to infinity, then ω+ is recurrent
if and only if the critical marked grid of ψα,ν is not periodic and has marked columns
of arbitrarily long depth. There is a stronger notion of critical recurrence associated
to marked grids called persistent recurrence (e.g., see [Ha, M3]).
As a corollary of our description of the parameter space of cubic polynomials
we will be able to use the examples of recurrent and persistently recurrent critical
marked grids due to Harris [Ha] to prove the following:
Corollary 5.23. Let ψν(ζ) = t
−2(ζ − 1)2(ζ + 2) + ν. Then the following hold:
a) There exists νa ∈ Qa((t)) such that the critical point ω+ = +1 is recurrent
and not periodic under iterations of ψνa .
b) There exists νb ∈ Qa((t1/2)) such that critical point ω+ = +1 is persitently
recurrent and not periodic under iterations of ψνb .
The corollary will follow from two lemmas and the work of Harris cited above.
In order to simplify notation, for ζ ∈ Qa〈〈t〉〉 we say that the algebraic degree of
ζ is
δ(ζ) := [Qa((t))(ζ) : Qa((t))].
When Qa〈〈t〉〉 is regarded as the inductive limit of {Qa((t1/m));m ∈ N} the alge-
braic degree of ζ coincides with the smallest m such that ζ ∈ Qa((t1/m)).
Let us fix α ∈ Qa〈〈t〉〉 and consider as before ψν(ζ) = ψα,ν(ζ) = α−2(ζ− 1)2(ζ+
2) + ν with ν ∈ S. We define the algebraic degree of ψν as
δ(ψν) := max{δ(α), δ(ν)} if ν ∈ Qa〈〈t〉〉
and ∞ otherwise. The algebraic degree of a ball B ⊂ S is defined as:
δ(B) := min{δ(ψν) / ν ∈ B}
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We will be interested in computing the algebraic degree of the ψ-parameter balls
in the α-slice of the ψ-parameter space (see Subsection 5.1). Clearly δ(D0) = δ(α).
Our next result shows that the center of a parameter ball minimizes the algebraic
degree of the elements of the ball. More precisely:
Lemma 5.24. Let Dn+1 ⊂ Dn be parameter balls of levels n+1 and n respectively
with n ≥ 0. Denote by νn+1 the center of Dn+1 and by Pn the element of the affine
partition of Dn that contains Dn+1. Then:
δ(ψνn+1) = δ(Dνn+1) = δ(Pn).
Before proving the lemma let us remark that if ϕ is a polynomial with coefficients
in Qa((t1/m)), and B,B′ ⊂ S are balls such that ϕ : B → B′ is bijective. Then
δ(ζ) ≤ max{m, δ(ϕ(ζ)), δ(ν)} for all ν ∈ B. This easily follows from the Newton
polygon of ϕ(· − ν)− ϕ(ζ).
Proof. Let νˆ ∈ Pn be such that δ(ψνˆ) = δ(Pn). Let pˆ be the period of the center
ψνn+1 . By Proposition 5.18 there exists a level n+1 dynamical ball D
νˆ
n+1 contained
in Pn such that ψ
pˆ−1
νˆ : D
νˆ
n+1 → Dνˆn+2−pˆ(ω+) is one–to–one. Hence there exists a
unique ζˆ1 ∈ Dνˆn+1 such that ψpˆ−1νˆ (ζˆ1) = ω+. It follows that δ(ζˆ1) ≤ δ(ψνˆ). Let
ζˆk = ψ
k−1
νˆ (ζˆ1) and consider B as in Lemma 5.12. From this lemma we conclude that
there is a well defined Thurston map T : B→ B. If T (ζ1, . . . , ζpˆ) = (ζ′1, . . . , ζ ′pˆ), then
δ(ζ′i) ≤ max{δ(ζ′i+1), δ(ψζ1)} since ζ′i is obtained as a preimage of ζi+1 under the
restriction of ψζ1 to a ball where this polynomial is injective. The first coordinates
of T k(ζˆ1, . . . ζˆpˆ) converge to νn+1 as k →∞. Therefore,
δ(ψνn+1) ≤ δ(ψζˆ1) ≤ δ(ψνˆ) = δ(Pn).
The lemma easily follows. ✷
Next we show that δ(Dn) is in fact computable from the information contained
in the level n+ 1 critical marked grid of the parameters in Dn:
Lemma 5.25. Let Dn+1 ⊂ Dn be parameter balls of levels n+1 and n with centers
νn+1 and νn respectively. Denote by rn the radius of Dn and let sn = min{s ∈
N / s| log rn| ∈ N}. Then the following hold:
a) If νn+1 = νn, then δ(Dn+1) = δ(Dn).
b) If νn+1 6= νn, then δ(Dn+1) = max{sn, δ(Dn)}.
Proof. Part a) follows immediately from the previous lemma. Suppose that νn+1 6=
νn and observe that by Proposition 5.18, |νn+1 − νn|o = rn. Hence o(νn+1 − νn) =
− log rn. It follows that
sn ≤ max{δ(νn+1), δ(νn)} ≤ max{δ(ψνn+1), δ(ψνn)} = δ(ψνn+1).
Therefore, max{sn, δ(ψνn)} ≤ δ(ψνn+1).
Now let Pn be the ball of the affine partition of Dn that contains Dn+1. It follows
that Pn contains a series of the form νn + at
q/sn for some 0 6= a ∈ Qa and some
q ∈ N relatively prime with sn. So
δ(ψνn+1) = δ(Pn) ≤ max{δ(ψνn), sn}
which, in view of the previous lemma, finishes the proof. ✷
Let us now illustrate how the above lemmas may be used to compute the algebraic
degree of some parameters. For simplicity we restrict to the case in which α = t−1
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and let ψν be a polynomial with critical marked grid M = (Mℓ,k). For all n, we
denote by Dn the parameter ball of level n containing ν, by rn its radius and by νn
its center. Furthermore we suppose that ω+ is periodic of period p under ψν if the
critical marked grid is periodic of period p. Now the smallest integer sk such that
sk| log rn| = sk · 2 ·
k+1∑
ℓ=1
2
∑ ℓ−1
i=0 Mℓ−i,i ∈ N
is clearly computable from M. The previous lemma implies that
δ(Dn+1) = max{sk /νk+1 6= νk, 0 ≤ k ≤ n}.
Moreover, ν is algebraic over Qa((t)) if and only if
δ(M) = sup{sk / νk+1 6= νk} <∞
and in this case the algebraic degree of ψν coincides with δ(M).
The above formula for δ(ψν) coincides with Branner and Hubbard’s formula for
the ”length” of a ”turning curve” passing through a complex cubic polynomial
with critical marked grid M. In [Ha], Harris shows the existence of critical marked
grids satisfying rules (Ma) through (Md) which are (resp. persistently) critically
recurrent and aperiodic such that δ(M) = 1 (resp. δ(M) = 2). Corollary 5.23 now
follows.
6. Complex cubic polynomials
Recall that P3(C) denotes the space of monic centered critically marked cubic
polynomials. That is, polynomials of the form:
ga,b(z) = z
3 − 3a2z + b
where (a, b) ∈ C2. To prove Theorem 3 is convenient to change coordinates and
work in the space P̂3(C) of polynomials of the form
fa,v(z) = z
3 − 3a2z + 2a3 + v
where (a, v) ∈ C2. Thus we identify P̂3(C) with C2. The critical points of fa,v
are also ±a but here we have the advantage that v = fa,v(+a) is a critical value
(compare with [M1]). Observe that
fa,v = ga,2a3+v.
Moreover, instead of working with the family ϕβ(ζ) = ζ
3 − 3t−2ζ + β ∈ S[ζ] with
β ∈ S it is easier to work with
ψν(ζ) = t
−2(ζ − 1)2(ζ + 2) + ν
where ν ∈ S. Now for β = 2t−3 + t−1ν we have that ψν(ζ) = tϕβ(t−1ζ). The
critical points of ψν are at ω
± = ±1.
The sets AC and AS of the introduction correspond to
AˆC := {(a, v) ∈ C2 / + a ∈ K(fa,v) and Ca,v(+a) is not periodic}.
where Ca,v(+a) denotes the connected component of K(fa,v) which contains +a.
Also
AˆS := {ν ∈ S / ω+ ∈ K(ψν) and ICν(ω+) is not periodic}.
where ICν(ω
+) is the infraconnected component of K(ψν) which contains ω
+.
It is easy to verify that Theorem 3 in this new coordinates is equivalent to:
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Theorem 6.1. There exists ǫ > 0 such that for all ν =
∑
λ≥0 aλt
λ in AˆS the series∑
λ≥0
aλe
2πiTλ
is the Fourier series of an analytic almost periodic function v¯ν : Hǫ → C. Moreover,
Ψ˜ : Hǫ × AˆS → AˆC ∩ {|a| > 1/ǫ}
(T, ν) 7→ (e−2πiT , e−2πiT v¯ν(T ))
is a well defined and onto map which is continuous in (T, ν) and holomorphic in
T . Furthermore, Ψ˜ projects to a homeomorphism:
Ψ : Hǫ ×AψS / ∼→ AˆC ∩ {|a| > 1/ǫ}
where ∼ is the smallest equivalence relation that identifies (T −1, ν) with (T, σ(ν)).
The parameter space P̂3(C) is also stratified according to how many critical
points escape to ∞. The connectedness locus Ĉ3(C) is the set of polynomials
fa,v with connected Julia set. Here Ĉ3(C) is also compact, connected and cellu-
lar (see [BH1]). The shift locus Ŝ3(C) is the set of polynomial fa,v with all its
critical points escaping and
Ê±(C) = {fa,v ∈ P̂3(C) / ± a ∈ K(fa,v) ∋ ∓a}.
6.1. The combinatorics of complex cubic polynomials. Important tools to
study the dynamics of complex polynomials are the Green function and the Bo¨ttcher
map. Given a degree d monic polynomial f : C→ C the Green function
Gf : C → R≥0
z 7→ lim log+ |f
n(z)|
dn
is a well defined continuous function which vanishes in K(f) and is harmonic in
C \K(f). The Bo¨ttcher map φf : B∇(f)→ C \D is a conformal isomorphism from
the basin of infinity B∇ under the gradient flow ∇Gf into C \ D which conjugates
f with z 7→ zd (i.e. φf (f(z)) = φf (z)d for all z ∈ B∇(f)) and is asymptotic to the
identity at infinity (i.e. φf (z) = z + o(z) as |z| → ∞).
For general background on polynomial dynamics see Section 18 in [M2]. We now
specialize on the set V cubic polynomials where
V = {fa,v / − a /∈ K(fa,v), Gfa,v (+a) < Gfa,v (−a)}.
Following Branner and Hubbard [BH1, BH2] we now summarize the basic com-
binatorial structure of the dynamical plane of polynomials in V . Consider f =
fa,v ∈ V then
Df0 = {z / Gf (z) < 3 ·Gf (−a)}
is a topological open disk which we call the dynamical disk of level 0 of f .
The set {z / Gf (z) < 3−n+1 ·Gf (−a)} is a finite disjoint union of open topological
disks that we call dynamical disks of level n. Equivalently, a dynamical disk
of level n is a connected component of f−n(Df0 ). A point z is a level n point if
Gf (z) < 3
−n+1 ·Gf (−a) and the disk of level n containing z is denoted Dfn(z). The
level 0 annulus is
Af0 = {z / Gf (−a) < Gf (z) < 3 ·Gf (−a)}
Jan Kiwi 33
and has modulus modA = π−1 · Gf (−a) since it is conformally isomorphic to
{z / eGf (−a) < |z| < e3·Gf (−a)}. The level n annulus around a level n point z is
Afn(z) = D
f
n(z) \ {w / Gf (w) ≤ 3−n ·Gf (−a)}.
A level n annulus Afn is said to be critical if A
f
n = A
f
n(+a).
Here we have that if z is a level n + 1 point, then f(Dfn+1(z)) = D
f
n(f(z)) and
f : Dfn+1(z)→ Dfn(f(z)) is a branched covering of degree 2 if +a ∈ Dfn+1(z) and of
degree 1 otherwise. Now if +a is a level n+ 1 point, then f : Afn+1(z)→ Afn(f(z))
is a covering map of degree 2 when Afn+1(z) is critical and of degree 1 otherwise.
The tableaux and marked grids for f are defined similarly than in Defini-
tion 4.4. Marked grids satisfy the rules stated in Proposition 4.5.
According to [BH1] I.1 the Bo¨ttcher map φfa,v (z) depends holomorphically in
(a, v, z) for z near infinity.
Lemma 6.2. Suppose that faˆ,vˆ ∈ V and +aˆ is a level n+1 point under faˆ,vˆ. Then
there exists a neighborhood U of faˆ,vˆ such that the critical marked grid of level n+1
is constant in U .
Proof. Let f = faˆ,vˆ. The condition of the critical point +a being a level n + 1
point is clearly open. Fix ℓ ≥ 0 and k ≥ 0 such that ℓ + k ≤ n + 1. Let ρ > 0
be such that 3−ℓ+1Gf (−aˆ) > ρ > 3−ℓGf (−aˆ). The portion of the equipotential
Gf = ρ contained in D
f
ℓ (f
k(aˆ)) is a smooth Jordan curve which varies smoothly
in a neighborhood of f . Hence, for fa,v in a sufficiently small neighborhood U of
f , the annulus A
fa,v
ℓ (f
k
a,v(a)) is critical if and only if +a is enclosed by this Jordan
curve. Therefore, Afℓ (f
k(aˆ)) is critical if and only if A
fa,v
ℓ (f
k
a,v) for all fa,v ∈ U and
the lemma follows. ✷
6.2. Periodic curves, ends and Puiseux series dynamics. The key to pass
from the parameter space of ψν(ζ) ∈ S[ζ] to the parameter space of cubic polyno-
mials P̂3(C) are the Puiseux series of the ends of periodic curves. The periodic
curve Wp (of period p) is the set formed by all (a, v) ∈ P̂3(C) such that +a is
periodic of period exactly p under fa,v.
It follows that Wp is an algebraic curve in C2 ≡ P̂3(C). For example, W1 =
{(a, v) / v − a = 0} and W2 is the zero set of
(v − a)(v + 2a) + 1 = (v − a)
2(v + 2a) + v − a
v − a .
In general Wp is the algebraic curve determined by the polynomial
Fp(a, v) =
fn(a,v)(+a)− a∏
d|n d 6=n f
n
(a,v)(+a)− a
∈ C[a, v].
According to Milnor [M1] (compare with Rees [Re]) the curve Wp is a smoothly
embedded (possibly disconnected) Riemann surface in C2. It is an open problem to
determine whether Wp is connected (i.e. irreducible) for all p ≥ 1. For more about
periodic curves we refer the reader to [M1, Re].
We compactify P̂3(C) ≡ C2 by adding a line L∞ at infinity to obtain CP2 ≡
P3(C) ∪ L∞ and denote the closure of Wp in CP2 by Wp. Since the highest order
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term of the polynomial that defines Wp is of the form (v − a)j(v + 2a)k for some
positive integers j, k, we have that Wp ∩ L∞ = {[1 : 1 : 0], [1 : −2 : 0]}.
Our main interest is in Wp ∩ Ê+(C). A connected component F of Wp ∩ Ê+(C)
is called an end of Wp.
Lemma 6.3. Let F be an end of a periodic curve. Then the marked grid MF of
+a under fa,v is independent of fa,v ∈ F .
Proof. Since +a ∈ K(fa,v) for all fa,v ∈ F , by Lemma 6.2, the subset of F where
the (ℓ, k) position of the critical marked grid is marked (resp. unmarked) is open,
and therefore closed in F . ✷
Lemma 6.4. Let F be an end of Wp. Consider the map
φF : F −→ C \ D
(a, v) 7→ φfa,v (2a).
Then φF is a holomorphic covering map of finite degree.
We say the the degree of φF is the multiplicity of the end F .
Note that 2a is the “cocritical point” of −a. That is, fa,v(2a) = fa,v(−a) =
4a3 + v. Therefore Gfa,v (2a) = Gfa,v (−a). It follows that 2a ∈ B∇(fa,v) for all
fa,v ∈ Wp ∩ Ê+(C).
Proof. From Branner and Hubbard’s wringing construction [BH1] it follows that
φF is a local homeomorphism. Note that φ
−1
F (w0) is closed and bounded. To
prove that this set is finite it suffices to show that every point is isolated. In fact, if
(a0, v0) ∈ φ−1F (w0), then φF extends holomorphically to a map φ on a neighborhood
U0 of (a0, v0) in C
2 and therefore φ−1(w0) ∩Wp is discrete in U0. ✷
Corollary 6.5. If F is an end of Wp, then F ∩ L∞ consists of exactly one point
x. Moreover, the germ of the analytic set F ∪ {x} at x is irreducible.
Proof. Since φF is a finite degree covering of a punctured disk, it follows that F is
conformally isomorphic to a punctured disk and F∩L∞ consists of exactly one point
x. Moreover, the germ of F ∪{x} at x is irreducible since a fundamental system of
(punctured) neighborhoods of x in F is given by the connected sets φ−1F ({|w| > k})
where k ∈ N. ✷
To study Wp near L∞ in CP2 = {[a : v : w] / (a, v, w) ∈ C3 \ {0}} we consider
the open set U1 = {[a : v : w] / a 6= 0} which we identify via [1 : v¯ : a¯] 7→ (a¯, v¯) with
a copy C2(a¯,v¯) of C
2. Note that L∞ ∩ C2(a¯,v¯) is the v¯-axes (i.e. a¯ = 0). Moreover,
every end F is contained in C2(a¯,v¯). The series
ν =
∑
j≥0
ajt
j/m ∈ Qa〈〈t〉〉
is called a Puiseux series of an end F if there exists ǫ > 0 such that∑
j≥0
ajs
j
converges in |s| < ǫ1/m and
{0 < |s| < ǫ1/m} → F ∩ {(a¯, v¯) ∈ C2(a¯,v¯)/0 < |a¯| < ǫ}
s 7→ (sm,∑j≥0 ajsj)
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is a conformal isomorphism (e.g., see [BrKn, C-A, F]).
Puiseux series always exist and they are unique modulo an automorphism of
Qa((t1/m)) overQa((t)). That is, an automorphism which sends t1/m to e2πik/mt1/m
for some 0 ≤ k < m.
A sufficient condition for the existence of a Puiseux series which “converges” in
an ǫ-disk follows immediately from standard covering space theory:
Lemma 6.6. Let F be an end of a curve Wp. Suppose ǫ > 0 is such that the
projection:
F ∩ {(a¯, v¯) ∈ C2(a¯,v¯)/0 < |a¯| < ǫ} → {0 < |a¯| < ǫ}
(a¯, v¯) 7→ a¯
is a covering of degree m. Then there exists a holomorphic map g(s) =
∑
j≥j0
ajs
j
defined on |s| < ǫ1/m so that s 7→ (sm, g(s)) is a conformal isomorphism from
{0 < |s| < ǫ1/m} onto F ∩ {(a¯, v¯) ∈ C2(a¯,v¯)/0 < |a¯| < ǫ}. Moreover, if g˜ is another
holomorphic function such that the above holds, then g(s) = g(e2πik/ms) for some
integer k.
We refer the reader to [BrKn] or [F] for an elementary exposition of the previous
results. For future reference we state several equivalent conditions in the following
lemma. The proof is straightforward and we omit it.
Lemma 6.7. Consider a real number ǫ > 0, an end F of Wp and a series ν =∑
j≥0 ajt
j/m ∈ Qa〈〈t〉〉. Then the following are equivalent:
(i)
{0 < |s| < ǫ1/m} → F ∩ {(a¯, v¯) ∈ C2(a¯,v¯)/0 < |a¯| < ǫ}
s 7→ (sm,∑j≥0 ajsj)
is a conformal isomorphism.
(ii)
avν : Hǫ → F ∩ {(a¯, v¯) ∈ C2(a¯,v¯)/0 < |a¯| < ǫ}
T 7→ (e2πiT ,∑j≥0 aje2πiTj/m)
is a well defined conformal map which is the universal covering of its image.
(iii)
avν : Hǫ → F ∩ {(a, v) ∈ P3(C) / |a| > ǫ−1}
T 7→ (e−2πiT , e−2πiT ∑j≥j0 aje2πiTj/m)
is a well defined conformal map which is the universal covering of its image.
To characterize Puiseux series from an algebraic and dynamical viewpoint we
observe that the polynomial Fp(a, v) which defines Wp becomes:
Fp(a¯, v¯) = a¯
degFpFp
(
1
a¯
,
v¯
a¯
)
∈ C[a¯, v¯]
in (a¯, v¯) coordinates. When Fp(t, v¯) is regarded as an element of Q
a((t))[v¯], then
ν ∈ Qa〈〈t〉〉 is a Puiseux series of an end of Wp if and only if ν is a root of
Fp(t, v¯) ∈ Qa((t))[v¯].
Lemma 6.8. For ν ∈ S let
ψν(ζ) = t
−2(ζ − 1)2(ζ + 2) + ν.
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A series ν ∈ Qa〈〈t〉〉 is the Puiseux series of an end of Wp if and only if ω+ = +1
is periodic of period exactly p under ψν : S→ S.
Proof. From the algebraic characterization of Puiseux series described above,
ν ∈ Qa〈〈t〉〉 is the Puiseux series of an end of Wp if and only if ν ∈ Qa〈〈t〉〉 is such
that Fp(t, ν) = 0 ∈ Qa〈〈t〉〉. Since Qa〈〈t〉〉 is algebraically closed, this is equivalent
to ν being an element of S is such that Fp(t, ν) = 0 ∈ S. The latter equality is
equivalent to:
fp(1/t,ν/t)(1/t)− 1/t = 0 and,
fk(1/t,ν/t)(1/t)− 1/t 6= 0 for k < p.
After changing coordinates to ζ = tz the map f(1/t,ν/t)(z) becomes ψν(ζ) and the
lemma follows. ✷
Remark 6.9. Recall that σ : S → S is the unique automorphism such that
σ(t1/m) = e2πi/mt1/m for all m ∈ N. For all ν and ζ in S,
ψσ(ν)(ζ) = σ ◦ ψν ◦ σ−1(ζ).
In particular, ω+ ∈ K(ψν) if and only if ω+ = σ(ω+) ∈ K(ψσ(ν)). In this case,
Mν(ω+) =Mσ(ν)(ω+).
6.3. Convergent series. Here we remark a trivial but useful fact related to “con-
vergent series” in S. We say that
ζ =
∑
λ≥λ0
aλt
λ ∈ S
converges in Hǫ to T 7→ ζ(e2πiT ) if the series∑
λ≥λ0
aλe
2πiTλ
converges for all T ∈ Hǫ. For convergent series, evaluation and iteration commute:
Lemma 6.10. Assume that ν, ζ ∈ S are convergent in Hǫ. Let a(T ) = e−2πiT ,
v(T ) = e−2πiT ν(e2πiT ) and z(T ) = ζ(e2πiT ). Then ψkν (ζ) converges in Hǫ and
e2πiT fka(T ),v(T )(e
−2πiT z(T )) =
(
ψkν (ζ)
)
(e2πiT )
for all k ≥ 1.
The proof of the lemma is straightforward and we omit it.
6.4. Uniform radius of convergence. Our aim now is to show that the “radii
of convergence” of any Puiseux series of any end of any curve Wp is uniformly
bounded below. More precisely:
Proposition 6.11. There exist C > 0 and ǫ > 0 such that for any Puiseux series
ν =
∑
λ≥λ0
aλt
λ
of any end of any periodic curve Wp the following hold:
(i) v¯ν(T ) =
∑
λ≥0 aλe
2πiTλ converges in Hǫ.
(ii) |v¯ν(T )| ≤ C for all T ∈ Hǫ.
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Note that ǫ and C in the above proposition are independent of p ≥ 1.
The rest of this subsection is devoted to the proof of this proposition which relies
on a series of lemmas. The main idea is to use the Bo¨ttcher function to change
coordinates near L∞.
We will need the following elementary estimates:
Lemma 6.12. Suppose that (a, v) ∈ C2 is such that |a| > 2 and either |v+2a| < |a|
or |v − a| < |a|. Then:
(i) |fn(−a)| ≥ |a|3n (√2)−3n−1−1.
(ii) log |a| − 16 log 2 ≤ Gfa,v (−a) ≤ log |a|+ 12 log 32 .
(iii) Gfa,v (+a) ≤ 13 log |a|+ 118 log 25 · 32.
Proof. Let f = fa,v. First note that
(4) |z| > 3|a| =⇒ |f(z)| > 3|a|.
In fact, using that |v| < 3|a| we obtain |f(z)| ≥ |z|3(1−|az |2−2|az |− | vz3 |) ≥ 12|z| ≥
3|a|. Similarly we have:
(5) |z| > 3|a| =⇒ 1
2
|z|3 ≤ |f(z)| ≤ 3
2
|z|3.
Also,
(6) |z| < 3|a| =⇒ |f(z)| < 40|a|3,
since |f(z)| ≤ |a|3(2 + |v||a|3 + 3| za | + | za |3) ≤ 40|a|3. Inductively applying equation
(5) we have:
(7) 3|a| < |z| < 40|a|3 =⇒ |fn(z)| < 403n |a|3n+1
(
3
2
) 3n−1−1
2
Now we prove (i). Since |f(−a)| = |4a3 + v| ≥ |a|3 > 3| − a|, by induction, from
equation (5) we conclude that for all n:
|fn(−a)| ≥ |a|3n
(
1
2
) 3n−1−1
2
.
From here, taking logarithms, dividing by 3n and passing to the limit we obtain
the lower bound of (iii). For the upper bound of (iii) note that 3| − a| < |f(−a)| ≤
7|a|3 < 40|a|3. Hence, applying equation (7) the desired upper bound follows.
For (iii), either Gf (a) = 0 or there exists n0 ≥ 1 such that |fn(a)| ≤ 3|a| for
n ≤ n0 and 3|a| < |fn0+1(a)| < 40|a|3. In the latter case, let w = fn0(a) and
from equation (7) conclude that Gf (w) ≤ 3 log |a| + 12 log 25 · 32. Since Gf (w) =
3n0+1Gf (a) ≥ 9Gf (a) the upper bound of (iii) follows. ✷
The complex plane {(a, a) / a ∈ C} is the period 1 curve W1 and
{(a,−2a) / a ∈ C}
is the set of parameters for which +a is a prefixed critical point. The asymptotic
behavior of the Bo¨ttcher map along this complex planes is easily computed (compare
with [M1]).
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Lemma 6.13. For q = −2 or 1 the following holds:
lim
|a|→∞
φf(a,qa) (2a)
a
= 22/3.
Proof. Let fa = f(a,qa) and φa = φfa . Then
φa(2a) = lim
n→∞
2a
(
fa(2a)
(2a)3
)1/3
·
(
f2a (2a)
(fa(2a))3
)1/32
· · ·
(
fna (2a)
(fn−1a (2a))3
n−1
)1/3n−1
which, for |a| sufficiently large, is a uniform limit. Since f(−a) = f(2a) we have
that
log
∣∣∣∣ f i(2a)f i−1(2a)3i−1
∣∣∣∣1/3
i
=
1
3i
log |1− 3
(
a
f i(2a)
)2
+ 2
(
a
f i(2a)
)3
+
qa
(f i(2a))3
≤ K
3i
for some K ≥ 0. The lemma follows after switching the order of the limits. ✷
Lemma 6.14. There exists a neighborhood U of {[1 : 2 : 0], [1 : 1 : 0]} in CP2 ≡
P3(C) ∪ L∞ such that
Φ : U → C2
x 7→
{ (
1
φfa,v (2a)
, va
)
if x = fa,v ∈ P3(C)
(0, va ) if x = [a : v : 0]
is a well defined holomorphic function which is locally biholomorphic at x = [1 : 2 :
0] and x = [1 : 1 : 0].
Proof. Let U0 = {[1 : v¯ : a¯] / |a¯| < 1/3 and min{|v¯ + 2|, |v¯ − 1|} < 1}. By
Lemma 6.12 (ii) and (iii), Φ : U0 → C2 is well defined. Moreover, Φ is holomorphic
in U0 ∩ P3(C) = U0 \ L∞ and continuous in U0. It follows that Φ is holomorphic
in U0. Using (a¯, v¯) coordinates in U0, by the previous lemma, for q = 1 or −2 the
derivative DΦ[1:q:0] has the form: [
2−2/3 ⋆
0 1
]
Hence Φ is locally biholomorphic at [1 : q : 0]. ✷
Lemma 6.15. Let f = fa,v and suppose that
(i) Gf (−a) ≥ 3Gf (v),
(ii) Df1 (v) = D
f
1 (qa) for q = 1 or −2.
Then ∣∣∣v
a
− q
∣∣∣ ≤ 16
e|q|Gf (−a) − 16 .
Proof. Note that 2πmodAf1 (v) = |q|Gf (−a) and Af1 (v) separates qa and v from
−a and ∞. Let Γ(z) = −a(z + 2a)−1 and note that Γ(Af1 (v)) separates −1 and 0
from ∞ and Γ(v) = (va − q)−1. According to Chapter III in [A], for some function
Ψ:
1
2π
|q|Gf (−a) ≤ 1
2π
Ψ(|Γ(v)|) ≤ 1
2π
log 16(|Γ(v)|+ 1).
From where the desired inequality immediately follows. ✷
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Lemma 6.16. Let q = −2 or 1. For ρ > 0 let Eρ be the set formed by all
(a, v) ∈ P̂3(C) such that
(i) Gfa,v (−a) ≥ 3Gfa,v (v).
(ii) D
fa,v
1 (v) = D
fa,v
1 (qa).
(iii) Gfa,v (−a) > ρ.
For any neighborhood W of [1 : q : 0] in CP2 ≡ P3(C) ∪ L∞, there exists ρˆ such
that Eρˆ ⊂W .
Proof. Take ρ0 > 0 such that (i), (ii) and Gfa,v (−a) > ρ0 imply that |v− qa| < |a|
(see Lemma 6.15). Let ρ1 ≥ ρ0 be such that Gfa,v (−a) ≤ ρ1 for all (a, v) such
that |a| ≤ 2 and |v| ≤ 6. It follows that Gfa,v (−a) > ρ1 implies that |a| > 2 and
|v− qa| < |a|. Now let δ > 0 be such that {[1 : v¯ : a¯] / |a¯| < δ, |v¯− q| < δ} ⊂ V . By
Lemma 6.12 (ii) and Lemma 6.15, there exists ρˆ such that Gfa,v (−a) > ρˆ implies
that |a|−1 = |a¯| < δ and |v/a− q| = |v¯ − q| < δ. ✷
Proof of Proposition 6.11. Let U be a neighborhood of {[1 : 1 : 0], [1 : −2 : 0]}
so that Φ : U → Φ(U) ⊂ C2 is biholomorphic. In the range we will use coordinates
(β¯, v¯). Let ρ > 0 be such that {fa,v ∈ Wp / Gfa,v (−a) ≥ ρ} ⊂ U .
Since φ :Wp → C\D given by φ(a, v) = φ(a,v)(2a) is a local homeomorphism, for
all p ≥ 1, the line tangent to Φ(Wp ∩ U) at any (β¯0, v¯0) is not vertical. Therefore,
it has equation
v¯ − v¯0 =M(β¯0, v¯0)(β¯ − β¯0)
for some M(β¯0, v¯0) ∈ C.
We claim that there exists Cρ > 0 such that
|M(β¯0, v¯0)| < Cρ
for all (β¯0, v¯0) ∈ ∪p≥1Φ(Wp ∩ U) ∩ {|β¯0| = e−ρ}. For otherwise, for all n ≥ 1 there
would exist (β¯n, v¯n) ∈ Wpn with |M(β¯n, v¯)| ≥ n. Without loss of generality we may
assume that β¯n → β¯∞ and v¯n → v¯∞. Since the projections of Φ(Wpn ∩ U) to the
β¯–axis are covering maps, there exist a neighborhood W of β¯∞ and holomorphic
functions hn : W → C with graphs contained in Wpn such that hn(β¯n) = v¯n. By
normality of {hn} we may suppose that hn → h∞ locally uniformly in W . Hence
M(β¯n, v¯n) = h
′
n(β¯n)→ h′∞(β¯∞) which contradicts |M(β¯n, v¯n)| ≥ n.
We will now apply the Maximum Principle to conclude that |M(β¯0, v¯0)| < Cρ
for all (β¯0, v¯0) ∈ ∪p≥1Φ(Wp ∩ U) ∩ {|β¯0| ≤ e−ρ}. According to our description of
the level 1 parameter balls the Puiseux series ν of any end F is either e−1 close to
1 ∈ S or e−2 close to −2 ∈ S. In particular,
ν = a0 + a1t+ higher order terms ∈ Qa((t1/m))
for some m ∈ N. If follows that the germ of Φ(F ∩ U) at Φ(F ∩ L∞) has Puiseux
series of the form
µ = b0 + b1u+ higher order terms ∈ C((u1/m)).
Since the β¯–projection Π : Φ(F ∩ U) → C is a covering map and F ∩ U ⊃ F ∩
{(a, v) / |φfa,v (2a)| ≥ eρ}, we have that for all s such that |s| < eρ/m, the series
µ(sm) is convergent and s 7→ (sm, µ(sm)) parametrizes Φ(F). It follows that
|M(sm0 , µ(sm0 ))| =
∣∣∣∣(dµ(sm)ds (s0)
)
/(msm−10 )
∣∣∣∣ = O(1)
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as s0 → 0. Hence, by the Maximum Principle, the holomorphic functionM(sm, µ(sm))
is bounded by Cρ in |s| ≤ e−ρ/m. Therefore, |m(β¯0, v¯0)| ≤ Cρ for |β¯0| ≤ e−ρ.
The proposition follows if we show that for ǫ > 0 sufficiently small the a¯–
projection ofWp∩{[1 : v¯ : a¯] / |a¯| < ǫ} is a covering map. Equivalently, the tangent
line to points in Wp ∩ {[1 : v¯ : a¯] / |a¯| < ǫ} is not vertical. In U we work with (a¯, v¯)
coordinates and observe that DΦx(0, 1) = (0, 1) for x = (0, 1) or (0,−2). Hence,
shrinking U if necessary, we have that |d/c| > Cρ where (c, d) = DΦ(a¯,v¯)(0, 1) for
all (a¯, v¯) ∈ U . It follows that a tangent line to Wp ∩ U is never vertical. To con-
clude the proof of the proposition take ǫ > 0 small so that for all (a, v) ∈ Wp such
that |a¯| < ǫ we have that Gfa,v (−a) > ρˆ where ρˆ is such that (a, v) ∈ Wp and
Gfa,v (−a) > ρˆ implies that (a, v) ∈ U . ✷
6.5. Marked grid correspondence. For Puiseux series of ends of periodic curves
the marked grids of the dynamics over S and C coincide:
Proposition 6.17. Consider an end F and let MF be the critical marked grid of
all the polynomials in F . If ν ∈ S is a Puiseux series of F , then Mν =MF where
Mν is the critical marked grid of ψν : S→ S.
The rest of this subsection is devoted to the proof of the above proposition. For
this we let ǫ > 0 be such that ν converges in Hǫ.
To simplify notation we let fT = fa(T ),v(T ) where a(T ) = e
−2πiT and v(T ) =
e−2πiT ν(e2πiT ). The corresponding Green function will be denoted by GT and the
level n dynamical disks by DTn (z). Similarly the level n annuli are written as A
T
n (z).
Now for k ≥ 0 let νk = ψkν (ω+) and fkT (a(T )) = vk(T ). From Lemma 6.10 we
have that vk(T ) = e
−2πiT · νk(e2πiT ).
Lemma 6.18. The following hold:
(i)
πmodAT0
log |a(T )| =
GT (−a(T ))
log |a(T )| → 1 as ImT → +∞.
(ii) Let q = 1 or −2 and assume that zi : Hǫ → C are functions such that, for all
T ∈ Hǫ, z1(T ) is a level 2 point under fT , z1(T ) ∈ DT1 (qa(T )) and there exists an
annulus AT which separates z1(T ) and z2(T ) from −a(T ) and ∞. If there exists
S > 0 such that
modAT
modAT0
≥ S,
then ∣∣∣∣z1(T )a(T ) − z2(T )a(T )
∣∣∣∣ = O(|a(T )|−2S)
as ImT → +∞.
Proof. Since (i) is a direct consequence of Lemma 6.12 we proceed to prove (ii).
For this consider the Mo¨ebius transformation ΓT (z) = (a(T )+z1(T ))(z−z1(T ))−1.
The annulus ΓT (A
T ) separates −1 and 0 from ∞ and(
1 +
z1(T )
a(T )
)(
z1(T )
a(T )
− z2(T )
a(T )
)−1
.
From Chapter III in [A] we have that
SmodAT0 ≤ modAT ≤
1
2π
log 16(ΓT (z1(T )) + 1).
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From (i) we conclude that for ImT sufficiently large:
(8)
∣∣∣∣z1(T )a(T ) − z2(T )a(T )
∣∣∣∣ ≤ 16a(T )2S − 16
(
1 +
z1(T )
a(T )
)
Now replace in the previous equation z1(T ) by qa(T ), z2(T ) by z1(T ), A
T by the
annulus AT1 (qa(T )) of modulus |q+1|−1modAT0 and conclude that, as ImT →∞,
1 +
z1(T )
a(T )
→ q + 1.
Combining this with equation (8) part (ii) of the lemma follows. ✷
For any j, k ≥ 0, the level n disks DTn (vj(T )) and DTn (vk(T )) are either equal for
all T ∈ Hǫ or distinct for all T ∈ Hǫ. If we denote by MFℓ,k the entries of MF , then
modATℓ (vk(T )) = 2
−Sℓ modAT
where Sℓ =
∑ℓ−1
k=0M
F
ℓ−k,j+k. By the Gro¨tzsch inequality (see [A]) it follows that
modDT1 (vk(T )) \DTn (vk(T )) ≥
n∑
ℓ=1
modATℓ (vk(T )).
Taking AT = DT1 (vk(T ))\DTn (vk(T )) in the previous lemma we immediately obtain
the following:
Corollary 6.19. If for some j, k ≥ 0 and n ≥ 1 we have that DTn (vj(T )) =
DTn (vk(T )), then
o(νj − νk) ≥ 2
modAT0
n∑
ℓ=1
modATℓ (vj(T )).
Proposition 6.17 is an immediate consequence of the following:
Lemma 6.20. For all n ≥ 1 and j, k ≥ 0 we have that Dνn(νj) = Dνn(νk) if and
only if DTn (vj(T )) = D
T
n (vk(T )).
Proof. We proceed by induction on n.
For n = 1, if DT1 (vj(T )) = D
T
1 (a(T )), then o(νj −ω+) ≥ 1. Hence νj ∈ Dν1 (ω+).
If DT1 (vj(T )) = D
T
1 (−2a(T )), then o(νj − (−2)) ≥ 2. Therefore, νj ∈ Dν1 (−2). It
follows that DT1 (vj(T )) = D
T
1 (vk(T )) if and only if D
ν
1 (νj) = D
ν
1 (νk).
Now suppose that the lemma is true for n. Note that this implies that
modAνℓ (νj) =
2π
GT (−a(T )) modA
T
ℓ (vj(T ))
for all ℓ ≤ n. Therefore, if DTn+1(vj(T )) = DTn+1(vk(T )) then
o(νj − νk) ≥
n+1∑
ℓ=1
modATℓ (vj(T )) >
n∑
ℓ=1
modATℓ (vj(T ))
=
n∑
ℓ=1
modAνℓ (νj) = − log rνn(νj).
Hence, |νj − νk|o < rνn(νj) and νj , νk belong to the same element of the affine
partition associated to Dνn(νj). By Lemma 4.2 (i), νk ∈ Dνn+1(νj).
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To finish the proof it is sufficient to show that if DTn (vj(T )) = D
T
n (vk(T )) and
DTn+1(vj(T )) 6= DTn+1(vk(T )), then Dνn+1(νj) 6= Dνn+1(νk). There are two cases.
Case 1. DTn (vj+1(T )) 6= DTn (vk+1(T )): By the inductive hypothesis, Dνn(νj+1) 6=
Dνn(νk+1). Thus, D
ν
n+1(νj) 6= Dνn+1(νk).
Case 2. DTn (vj+1(T )) = D
T
n (vk+1(T )): In this case j, k > 0 and fT : D
T
n (vj(T ))→
DTn−1(vj+1(T )) has degree 2. Thus, there exist v
′
j(T ) and v
′
k(T ) in D
T
n (vj(T ))
distinct from vj(T ) and vk(T ), respectively, such that fT (v
′
j(T )) = vj+1(T ) and
fT (v
′
k(T )) = vk+1(T ). Similarly, ψν : D
ν
n(νj) → Dνn−1(νj+1) has degree 2 and
there exist ν′j and ν
′
k in D
ν
n(νj) distinct form νj and νk, respectively, such that
ψν(ν
′
j) = νj+1 and ψν′(ν
′
k) = ν
′
k+1. It follows that ν
′
j(e
2πiT ) = e2πiT v′j(T ) and
ν′k(e
2πiT ) = e2πiT v′k(T ). We claim that
o(ν′j − νk) > o(νj − νk).
In fact, let
ΓT (z) =
z − vk(T )
vj(T )− vk(T ) .
Since v′j(T ) ∈ DTn+1(vk(T )) the annulus ATn+1(vk(T )) separates v′j and vk from vj
and∞. Therefore, Γ(v′j)→ 0 as ImT →∞ because modATn+1(vk(T ))→∞. Thus
o(ν′j − νk) > o(νj − νk). From here we conclude that Dνn+1(νj) 6= Dνn+1(νk). For
otherwise Dνn+1(ν
′
j) 6= Dνn+1(νk) and
o(νj − νk) >
n∑
ℓ=1
Aνℓ (νj) = o(ν
′
j − νk).
✷
6.6. Almost periodic functions. Let us briefly summarize some facts about ana-
lytic almost periodic functions (in the sense of Bohr). For a more detailed discussion
we refer the reader to [Be]. A function f : R→ C is almost periodic if the family
{f(· + h) / h ∈ R} is a normal family. That is, every sequence in this family has
a subsequence which converges uniformly in R (i.e., in the sup-norm). An analytic
function f : Hǫ → C is almost periodic if f(·+ iy) : R→ C is almost periodic for
all y > −(2π)−1 log ǫ. If f : Hǫ → C is an analytic almost periodic function, then
aλ = lim
h→∞
1
2h
∫ h
−h
e−2πiλxf(x+ iy)dx
exists for all λ ∈ R and aλ is independent of y > −(2π)−1 log ǫ. Moreover, aλ is
non-zero for at most countably many λ ∈ R. Furthermore, the Fourier series of
f : ∑
λ∈R
aλe
−2πiλT
converges to f in the norm ‖ · ‖M defined in the space of analytic almost periodic
functions with domain Hǫ by:
‖g‖2M = lim
h→∞
1
2h
∫ h
−h
|g(x+ iy)|2dx
for any y > −(2π)−1 log ǫ.
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Let Per = {ν / ω+ is periodic under ψν}. According to Proposition 6.11 we may
consider ǫ > 0 such that ν converges in H2ǫ for all ν ∈ Per. More precisely, if
ν =
∑
aλt
λ ∈ Per, then the sum ∑
λ≥0
aλe
2πiλT
converges uniformly in H2ǫ to a periodic analytic function v¯ν(T ).
Proposition 6.21. Suppose that νˆ ∈ S is such that ω+ ∈ K(ψνˆ) and Mνˆ(ω+) is
not periodic. Then there exists v¯νˆ : Hǫ → C such that if {νn} ⊂ Per is any sequence
converging to νˆ in S, then v¯νn → v¯νˆ uniformly in Hǫ.
Since the center of the ψ-parameter balls of level n that contain νˆ converge to νˆ
(Corollary 5.17) the previous proposition imposes a non-empty condition on v¯νˆ .
To prove the above proposition we start by showing that v¯νn converges locally
uniformly to some function v¯νˆ . For this we combine the Fourier analysis lemma
below with the fact that, according to Proposition 6.11, the collection {v¯ν / ν ∈ Per}
is a normal family.
Lemma 6.22. Let {fn : R→ C} be a uniformly bounded sequence of functions that
converges locally uniformly to a function f . For all n ≥ 1, suppose
fn(x) =
∑
Λn∋λ≥Mn
a
(n)
λ e
2πiλx
where Λn is a discrete subset of R, the sum converges uniformly and
Mn →∞ as n→∞.
Then f(x) = 0 for all x ∈ R.
Proof. Denote by S(R) the Schwarz space (see VI.4.1 in [K]). To show that f ≡ 0
it is sufficient to prove that
∫
fg = 0 for all g ∈ Z where
Z = {g ∈ S(R) / gˆ has compact support}
and gˆ denotes the Fourier transform of g. In fact, Z is dense in S(R) (see [G] II.1.6)
and g 7→ ∫ fg is a continuous functional.
Observe that if
h(x) =
∑
λ∈Λ
aλe
2πiλx
where Λ is a discrete and bounded below subset of R and the sum converges uni-
formly, then ∫
R
h(x)g(x)dx =
∑
λ∈Λ
aλgˆ(λ)
for all g ∈ S(R).
Given g ∈ Z the support of gˆ is contained in [−R,R] for some R > 0. Hence,
there exists N such that Mn > R for all n > N . It follows that∫
R
f(x) · g(x)dx = lim
n→∞
∫
fn(x) · g(x)dx
= lim
n→∞
∑
λ∈Λn
a
(n)
λ gˆ(λ) = 0
since
∑
λ∈Λn
a
(n)
λ gˆ(λ) = 0 for all n > N . ✷
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Corollary 6.23. Suppose that νˆ ∈ S is such that ω+ ∈ K(ψνˆ) and the critical
marked grid Mνˆ(ω+) is not periodic. Then there exists v¯νˆ : Hǫ → C such that
if {νn} ⊂ Per is any sequence converging to νˆ in S, then v¯νn converge v¯νˆ locally
uniformly in H2ǫ.
Proof. Since {v¯νn} is a normal family we may suppose that a subsequence {v¯νnk }
converges locally uniformly to some function v¯ν . If {v¯νn} does not converge to
v¯ν , then there exists another subsequence {v¯νmk } converging to some function v˜ν .
In S we have that νmk − νnk → 0. Therefore, by the previous lemma, v¯νmk (x −
i(2π)−1 log ǫ)− v¯νnk (x − i(2π)−1 log ǫ) converges locally uniformly to 0 as k →∞.
Hence v¯ν = v˜ν and the lemma follows. ✷
Proof of Proposition 6.21. By the Maximum Principle it is enough to show that
the convergence is uniform in ImT = −(2π)−1 log ǫ. We proceed by contradiction
and suppose that there exists δ > 0, nk →∞, xk ∈ R such that
|v¯νnk (xk − i log ǫ/2π)− v¯ν(xk − i log ǫ/2π)| > δ.
By passing to a subsequence we may also assume that there exists x∞ ∈ R, Mk ∈ Z
and |∆k| < 1/2 such that
xk = x∞ +Mk +∆k
and ∆k → 0. From the compactness given by Theorem 5.20 and by Remark 6.9,
we may pass to a subsequence and assume that σMk(ν)→ νˆ. Thus, σMk (νk)→ νˆ.
It follows that
v¯νnk (xk − i log ǫ/2π) = v¯σMkνk(x∞ +∆k − i log ǫ/2π)→ v¯νˆ(x∞ − i log ǫ/2π)
and similarly
v¯ν(xk − i log ǫ/2π) = v¯σMk ν(x∞ +∆k − i log ǫ/2π)→ v¯νˆ(x∞ − i log ǫ/2π)
which is a contradiction. ✷
Since the uniform limit of periodic functions is an almost periodic function
and the corresponding Fourier coefficients also converge we obtain the following
(see [Be]):
Corollary 6.24. If νˆ =
∑
λ≥0 aλt
λ ∈ S is such that ω+ ∈ K(ψνˆ) and Mνˆ(ω+) is
not periodic, then v¯νˆ : Hǫ → C is an almost periodic function with Fourier series∑
λ≥0 aλe
2πiλT .
Now the map Ψ˜(T, ν) = (e−2πiλT , e−2πiλT v¯ν(T )) is defined and continuous for
all (T, ν) ∈ Hǫ × AˆS.
Lemma 6.25. There exists k ∈ Z such that T −T ′ = k and σk(ν) = ν′ if and only
if Ψ˜(T, ν) = Ψ˜(T ′, ν′).
Proof. It is easily verified that if σk(ν) = ν′ then v¯ν(T + k) = v¯ν′(T ). Hence,
Ψ˜(T, ν) = Ψ˜(T − k, ν′).
Looking at the first coordinates we have that if Ψ˜(T, ν) = Ψ˜(T ′, ν′), then T−T ′ =
k for some k ∈ Z and v¯σkν(T ′) = v¯ν(T ′ + k) = v¯ν′(T ′). Let {νn} and {ν′n} be
sequences in Per converging to ν and ν′ respectively. For n large there exists
T
′′
such that v¯σkνn(T
′′
) = v¯ν′n(T
′′
). Thus σkνn = ν
′
n, for n large, and therefore
σkν = ν′. ✷
Jan Kiwi 45
Lemma 6.26. If (T, ν) ∈ Hǫ × AˆS, M is the critical marked grid of ψν and
(a, v) = Ψ˜(T, ν), then (a, v) ∈ AˆC \ int AˆC and the critical marked grid of fa,v
is M. Moreover, the image of Ψ˜ is AˆC \ int AˆC.
Proof. Let {νk} ⊂ Per be a sequence converging to ν. It follows that {(a, vk(T )) =
(e−2πiT , e−2πiT v¯νk(T ))} converges to (a, v). It suffices to show that the critical
marked grid Mf of fa,v coincides with M. Fix n ≥ 0 and denote by Mfn+1 the
level n + 1 critical marked grid of fa,v. There exists an integer k sufficiently
large so that νk and ν are in the same ψ-parameter ball of level n. Therefore
M
(a,vk(T ))
n+1 (a) =Mn+1 (Lemma 6.2). By Proposition 5.16M
ν
n+1(ω
+) =Mνkn+1(ω
+)
and by Proposition 6.17 Mνkn+1(ω
+) = Mfn+1. Since this occurs for any n ≥ 0, it
follows that Mf =M.
Now we have to show that any (a, v) ∈ AˆC \ int AˆC with |a| > 1/ǫ is in the
image of Ψ˜. In fact, by Theorem 4.2 in [Mc], there exists a sequence {(ak, vk)}
converging to (a, v) such that ak is periodic under fak,vk . It follows that (ak, vk) =
(e−2πiTk , e−2πiTk v¯νk(Tk))} for some νk ∈ Per. Without loss of generality we may
suppose that {Tk} converges to some value T . Let M be critical marked grid of
fa,v. Note that M is a not periodic. Let Mn+1 denote the level n + 1 critical
marked grid of fa,v. From Proposition 5.16 it follows that if rn denotes the radius
of the ψ-parameter balls of level n that contain parameters with level n + 1 grid
Mn+1, then rn → 0. By Lemma 6.2 and Proposition 6.17, there exists k0 such
that Mn+1 = M
νk(ω+) for all k ≥ k0. In particular, if we consider a nested
sequence {Dn} of ψ-parameter balls so that each contains infinitely many elements
of {νk}, then ∩Dn is a singleton, say {ν} ⊂ AˆS, and there is a subsequence of {νk}
converging to ν. It follows that Ψ˜(T, ν) = (a, v). ✷
Corollary 6.27. int AˆC ∩ {|a| > 1/ǫ} = ∅.
Proof. If int AˆC 6= ∅, then there exists T ∈ Hǫ and an aperiodic critical marked
gridM such that the closed and bounded set SM = {v / a = e−2πiT and Ma,v(a) =
M} ⊂ C has non-empty interior. According to Theorem 5.20, the set CM of all
parameters ν such that ψν has critical marked grid M is compact, non-empty and
totally disconnected. By the previous results, Ψ˜(T, ·) : CM → SM is continuous,
one–to–one and contains ∂CM. But since CM is compact, Ψ˜(T, ·) is a homeomor-
phism between the totally disconnected set CM and its image. Therefore, ∂SM is
totally disconnected and hence SM is totally disconnected. ✷
Lemma 6.28. The function Ψ is a topological embedding.
Proof. It suffices to show that Ψ is a closed map. For this let X ⊂ Hǫ× AˆS be the
preimage of a closed set under the quotient map. We must show that Ψ˜(X) is closed.
In fact, consider a sequence {(Tk, νk)} ⊂ X such that Ψ˜(Tk, νk) → (a, v) ∈ AˆC.
Since X is the preimage of a set under the quotient map, by Remark 6.9, we may
assume that {Tk} converges, say to T . Then, as in the proof of Lemma 6.26, by
passing to a subsequence one may suppose that {νk} converges to some ν ∈ AˆS. It
follows that (T, ν) ∈ X and (a, v) ∈ Ψ˜(X). ✷
References
[A] Ahlfors, L., Lectures on quasiconformal mappings, Van Nostrand, Princeton, 1966.
[Be] Besicovitch, A.S., Almost periodic functions, Dover, 1954.
46 Puiseux series polynomial dynamics
[Bn1] Benedetto, R.L., Fatou components in p-adic Dynamics, Thesis, Brown Univ., 1998.
[Bn2] Benedetto, R.L., Hyperbolic maps in p-adic dynamics, Ergodic Theory and Dynamical
Systems, Vol. 21, Part 1 (2001) 1–11.
[Bn3] Benedetto, R.L., Examples of wandering domains in p-adic polynomial dynamics, C. R.
Math. Acad. Sci. Paris, 335, (2002), 7, 615–620.
[Bz] Be´zivin, J.-P., Sur la compacite´ des ensembles de Julia des polynoˆmes p–adiques, Math.
Z. 246, 273–289, (2004).
[Bl] Blanchard, P., Complex analytic dynamics on the Riemann sphere, Bull. Amer. Math.
Soc., Vol. 11, No. 1 (1984) 85–141.
[BH1] Branner, B. and Hubbard, J. H., The iteration of cubic polynomials. Part I: The global
topology of paramer space, Acta math., 160 (1988), 143–206.
[BH2] Branner, B. and Hubbard, J. H., The iteration of cubic polynomials. Part II: Patterns
and parapatterns, Acta math., 169:3-4 (1992), 229–325.
[BrKn] Brieskorn, E. and Kno¨rrer, H., Plane algebraic curves, Birkha¨user Verlag, Basel, 1986.
[C-A] Casas-Alvero, E., Singularities of plane curves, LMS Lecture Notes Series 276, Cambridge
University Press, 2000.
[Ca] Cassels, J.W.S., Local fields, LMS student texts 3, Cambridge University Press, 1986.
[E1] Escassut, A., Analytic elements in p-adic analysis, World Scientific, 1995.
[E2] Escassut, A., Ultrametric Banach Algebras, World Scientific, 2003.
[FaR] Favre, C. and Rivera Letelier, J. Theoreme d’e´quidistribution de Brolin en dynamique
p-adique, arxiv.org/math.DS/0407469.
[Fe] Fernandez, G., Components de Fatou errantes en dina´mica p-a´dica, Master Thesis, PUC
Chile, 2004.
[F] Fischer, G., Plane algebraic curves, Student Mathematical Library 15, American Math-
ematical Society, Providence, RI, 2001.
[G] Gelfand, S., Generalized Functions, Volume 1, Academic Press, 1964.
[Ha] Harris, D., Turning curves for critically recurrent cubic polynomials, Nonlinearity 12 No
2 (1999), 411–418.
[Hs] Hsia, L., Closure of periodic points over a non-archimedean field, J. London Math. Soc.
(2) 62 (2000) 685–700.
[K] Katnelzon, Y. An introduction to harmonic analysis, Dover, 1976.
[Mc] McMullen, C. T., Complex Dynamics and Renormalization, Annals of Math. Studies
135, Princeton University Press, 1994.
[M1] Milnor, J., On cubic polynomials with periodic critical points, Unpublished, 1991.
[M2] Milnor, J., Dynamics in one complex variable, Vieweg,1999.
[M3] Milnor, J., Local connectivity of Julias sets: expository lectures, in The Mandelbrot
set, theme and variations, London Math. Soc. Lecture Note Ser. 274, pages 67–116.
Cambridge Univ. Press 2000.
[Re] Rees, M., Views of parameter space: topographer and resident, Aste´rique 288, 2003.
[R1] Rivera Letelier, J., Dynamique de fractions rationnelles sur des corps locaux, Ph. D.
The`se, U. de Paris-Sud, Orsay, 2000.
[R2] Rivera Letelier, J., Points pe´riodiques es fonctions rationelles dans l’espace hyperbolique
p-adique, Preprint.
[R3] Rivera Letelier, J., Espace hyperbolique p-adique et dynamique des fonctions rationnelles,
Compositio Math. 138:2 (2003), 199–231.
[R3] Rivera Letelier, J. Wild recurrent critical points, arxiv.org/math.DS/0406417.
Facultad de Matema´ticas, Pontificia Universidad Cato´lica, Casilla 306, Correo 22,
Santiago, Chile.
E-mail address: jkiwi@puc.cl
