We prove the global classical solvability of initial-boundary problems for semilinear first-order hyperbolic systems subjected to local and nonlocal nonlinear boundary conditions. We also establish lower bounds for the order of nonlinearity demarkating a frontier between regular cases (classical solvability) and singular cases (blow-up of solutions).
Introduction
We study existence, uniqueness, and continuous dependence on initial data of classical solutions to initial-boundary problems for semilinear hyperbolic systems with nonlinear nonlocal boundary conditions. Specifically, in the domain Π = {(x, t) | 0 < x < 1, t > 0} we address the following problem: (∂ t + Λ(x, t)∂ x )u = f (x, t, u), (x, t) ∈ Π (1)
u(x, 0) = ϕ(x), x ∈ (0, 1)
u i (0, t) = h i (t, v(t)), k + 1 ≤ i ≤ n, t ∈ (0, ∞) u i (1, t) = h i (t, v(t)), 1 ≤ i ≤ k, t ∈ (0, ∞)
where u, f , and ϕ are real n-vectors, Λ = diag(λ 1 , . . . , λ n ) is a diagonalfor generalized solutions.
2 The Case of Lipschitz Nonlinearities: Existence, Uniqueness, and Continuous Dependence
If the initial data of the problem (1)-(3) are sufficiently smooth, then the zero-order and the first-order compatibility conditions between (1) and (2) are given by equalities
and f i (0, 0, ϕ(0)) − λ i (0, 0)ϕ
where
and " · " denotes the scalar product in R n .
Theorem 2.1. Assume that the initial data λ i and f i are continuous, λ i and ϕ i are C 1 -smooth in x, f i are C 1 -smooth in x and u, h i are C 1 -smooth in both arguments. Let ∇ y f (x, t, y) be bounded on K × R n for every compact K ⊂ Π and ∇ z h(t, z) be bounded on K × R n for every compact K ⊂ [0, ∞). If the zero-order and the first-order compatibility conditions (4) and (5) are fulfilled, then the problem (1)-(3) has a unique classical solution in Π.
Proof. An equivalent integral-operator representation of (1)-(3) can be written in the form
if t i (x, t) = 0 and
otherwise. Here ω i (τ ; x, t) denotes the i-th characteristic of (1) passing through (x, t) ∈ Π and t i (x, t) denotes the smallest value of τ ≥ 0 at which ξ = ω i (τ ; x, t) riches ∂Π. Given T > 0, denote
It suffices to prove the theorem in Π T for an arbitrarily fixed T > 0. Let L f be a Lipshitz constant of f i (x, t, u) in u which is uniform in i ≤ n and (
We split our argument into two claims. In parallel we will derive global a priori estimates, which will be used in the next section.
Claim 1. (6) has a unique continuous solution in Π T . We first prove that there exists a unique solution u ∈ (C(Π θ 0 )) n to (6) for some θ 0 > 0 such that
for all
Convention. In the maximization operators below, unless their range is explicitly specified, we assume the following:
where a constant M will be specified later.
Apply the contraction mapping principle to (6). Applying the operator defined by the right hand side of (6) to continuous functions u 1 and u 2 and considering the difference
This proves the existence and uniqueness of a (C(Π θ 0 )) n -solution u, satisfying the following local a priori estimate:
Note that the value of q 0 depends on T and does not depend on θ 0 . This allows us to complete the proof of the claim in ⌈T /θ 0 ⌉ steps, iterating the local existence-uniqueness result in domains (Π jθ 0 ∩ Π T ) \ Π (j−1)θ 0 , where j ≤ ⌈T /θ 0 ⌉. Simultaneously we arrive at the global a priori estimate
Claim 2. (1)- (3) has a unique C 1 -solution in Π T . We start with a problem for ∂ x u:
otherwise. Here y i = 0 for k + 1 ≤ i ≤ n and y i = 1 for 1 ≤ i ≤ k. Let us show that there is a unique solution ∂ x u ∈ C Π θ 1 to (12) for some θ 1 satisfying the condition (7) with m = 1. Combining (1) with (12) for t ∈ [0, θ 1 ], we get
Using the fact that u is a known continuous function (see Claim 1), we now apply the operator defined by the right hand side of (12) 
This shows that the operator defined by the right hand side of (12) has the contraction property with respect to the domain Π θ 1 and proves the existence and the uniqueness of u ∈ C 1,0
and the constant M introduced above in Convention is now set up to
(see the estimate (11)). Note that q 1 depends on T and does not on θ 1 . To complete the proof of the claim, it hence remains to iterate the local existence-uniqueness result in domains (Π jθ 1 ∩ Π T ) \ Π (j−1)θ 1 , where j ≤ ⌈T /θ 1 ⌉. This also gives us the global a priori estimate
The fact that u is a C 1 -function in both arguments follows now from (1). Furthermore,
where ∂ x u i satisfy (16). The claim is proved. Since T is arbitrary, the theorem follows.
Definition 2.2. A continuous solution to the integral-operator system (6) is called a continuous solution to the problem (1)-(3).
From the proof of Claim 1 (in the proof of Theorem 2.1) we obtain also the following fact: If all the initial data in (1)-(3) are continuous functions and f i and h i are globally Lipschitz, respectively, in u and v, then there is a unique continuous solution to (1)- (3) satisfying the global a priori estimate (11). This gives us the following continuous dependence theorem.
Theorem 2.3. Assume that the initial data λ i , f i , ϕ i , and h i are continuous functions in their arguments and λ i are Lipschitz in x ∈ [0, 1]. Let ∇ y f (x, t, y) be bounded on K × R n for every compact K ⊂ Π and ∇ z h(t, z) be bounded on K × R n for every compact K ⊂ [0, ∞). Suppose that the zero-order compatibility conditions (4) are fulfilled. If f (x, t, 0) ≡ 0 for all (x, t) ∈ Π and h(t, 0) ≡ 0 for all t ∈ [0, ∞), then the continuous solution to the problem (1)-(3) continuously depends on ϕ(x).
3 The Case of Non-Lipschitz Nonlinearities:
Existence and Uniqueness Result
We here extend Theorem 2.1 to the case of non-Lipschitz nonlinearities in (1) and (3).
Theorem 3.1. Assume that the initial data λ i and f i are continuous, λ i and ϕ i are C 1 -smooth in x, f i are C 1 -smooth in x and u, h i are C 1 -smooth in both arguments. Suppose that for each T > 0 there exist C f > 0 and
where F (resp., H) is a polynomial in y (resp., in z ) with coefficients in
. If the zero-order and the first-order compatibility conditions (4) and (5) are fulfilled, then the problem (1)-(3) has a unique classical solution in Π.
Proof. It suffices to prove the theorem in Π T for an arbitrarily fixed T > 0. Let us prove that there exists a unique continuous solution to our problem (in the sense of Definition 2.2) such that
for all sufficiently large R > 0. On the account of (11), we are done if we show that Φ 3 + 2nC h log log max
log log max
F (x, t, y )
H(t, z )
Let σ be the largest maximum absolute value of coefficients of F and H in Π T . Let δ be the maximum degree of the polynomials F and H. Set
It is easy to see that max max
F (x, t, y ), max
Obviously, there exists R 0 > 0 such that for all R ≥ R 0 the left hand side of (21) Fix an arbitrary R ≥ R 0 so that
The desired estimate (21) now follows from the inequality Φ [log log S]
1/2(log log S)
1/2 ≤ ≤ Φ exp 1/2 log (log log S) (log log S)
1/2 = Φ exp log (log log S) 1/2 (log log S)
The existence and the uniqueness of a continuous solution satisfying the bound (20) is therewith proved. This gives us the unconditional existence and, since R ≥ R 0 is arbitrary, we have also the unconditional uniqueness.
To prove that the solution is a C 1,0 
Fix P ≥ R 0 and set up the constant M introduced by Convention in Section 2 to M = e P / √ n. Notice the existence of a constant Q 0 > 0 such that for all Q ≥ Q 0 the right hand side of (16) is bounded from above by Ψ [log log S] 1/2(log log S) 1/2 and choose Q ≥ Q 0 satisfying the inequality
To finish the proof of the C 1,0
n -smoothness, it remains to apply the calculation (22) with Ψ in place of Φ.
The proof is complete.
Remark 3.1. To prove the uniqueness part of Theorem 3.1, one can also run a standard argument. Let u and w be two classical solutions to the problem ∇ v h i (x, t, σv + (1 − σ)ṽ) dσ,
Hereṽ (t) = (w 1 (0, t), . . . , w k (0, t), w k+1 (1, t), . . . , w n (1, t)).
Since ∇ u f (x, t, σu + (1 − σ)w) and ∇ v h(x, t, σv + (1 − σ)ṽ) are known continuous functions, the uniqueness now follows from an analog of (11) for the difference u − w.
Remark 3.2. Assume that all conditions excluding (18) and (19) of Theorem 3.1 are fulfilled. Furthermore, assume that ∇ z h(t, z) is bounded on K × R n for every compact K ⊂ [0, ∞) and for each T > 0 there exists C f > 0 such that ∇ y f (x, t, y) ≤ C f log log F (x, t, y ), where F is a polynomial as in Theorem 3.1. Then, using similar argument as in the proof of Theorem 3.1, one can easily prove that the problem (1)-(3) has a unique classical solution in Π.
