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1. Introduction
Let F be any ﬁxed ﬁeld, P a locally ﬁnite poset, and I(P) the set of all intervals [x, y] := {z ∈ P| x  z 
y}. As a set the incidence algebra Inc(P, F)of P over F consists of all functions f : I(P) → F , wherewewrite
f (x, y) insteadof f ([x, y]) for simplicity.Additionandscalarmultiplicationaredeclaredcomponent-wise
and the product f ∗ g is deﬁned by
(f ∗ g)(x, y) :=
∑
xzy
f (x, z)g(z, y)
Let P′ be another poset. By definition, Inc(P, F) is isomorphic to Inc(P′, F) (as F-algebra not just as
ring) if there is a vector space isomorphism φ from Inc(P, F) to Inc(P′, F) which preserves ∗. Exploiting
the ﬁne algebraic structure (radicals, idempotents), Stanley showed in [4] that Inc(P, F)  Inc(P′, F) as
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Fig. 1. A poset and its incidence algebra with respect to the listing λ.
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Fig. 2. Two more listings of the same poset.
F-algebras is only possible when P  P′ as posets. Drawing on work of Johnson [2] we show in Section
2 that Stanley’s theorem can also be derived via the lattices of invariant subspaces of the respective
incidence algebras (Theorem 1).
This is a prelude to our main topic (Section 3): How unique is the representation of an incidence
algebra Inc(P, F) as a subset S ofMn(F), the full matrix algebra over F? The answer we offer in Theorem
2 takes into account three effects. Namely, besides (a) Stanley’s theorem, it is (b) the seemingly simple
fact that applying any ﬁxed permutation τ simultaneously to the rows and columns of every matrix A
in S yields an isomorphic F-algebra S′ whose matrices may display a completely different pattern of
forced 0-entries. The problem is compounded by (c) the inﬂuence of the automorphism group Aut(P)
of the underlying poset.
In Theorem 2 our matrices are subdivided in 2 × 2 = 4 blocks. Among other things, in Section 4 it
is shown that some obvious generalization of Theorem 2 to 3× 3 = 9 blocks fails.
2. An alternative proof of Stanley’s theorem
All occuring incidence algebras Inc(P, F) will more succinctly be represented as subalgebras S of
Mn(F) where n = |P|. Specifically, by writing Mn(F , λ) rather than Mn(F) we mean that the rows and
columns of A ∈ Mn(F , λ) are labelled according to the same ﬁxed permutation λ of P. It is well known
that
(1)Mn(P, λ) := {A ∈ Mn(F , λ)|Ai,j = 0 whenever i  j}
is a subalgebra of Mn(F), and as such isomorphic to Inc(P, F). We emphasize that i  j concerns the
ordering in the poset P and not among natural numbers, even when the elements of P happen to be
natural numbers. Consider the poset in Fig. 1a.
The empty squares in Fig. 1b correspond to the 0-entries of everyA inMn(P, λ). An entry F in position
(i, j) signiﬁes that all x ∈ F (including x = 0) can occur as (i, j)-entry in any A ∈ Mn(P), independent of
all other entries. Every listing λ of P, always used to simultaneously label rows and columns, gives rise
to such a (0, F)-pattern, or brieﬂy pattern.
Different listingsmay induce different (0, F)-patterns but these still represent Inc(P, F). For instance,
the listing λ1 = {a, c, e, b, d} in Fig. 2 arises from λ = {a, b, c, d, e} in Fig. 1b by applying the permutation
τ :=
(
a b c d e
a c e b d
)
. The corresponding permutation matrix T ∈ Mn(F) deﬁned by
Ti,j :=
{
1 if τ(i) = j
0 otherwise
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Fig. 3. The structure of a block diagonal (0,F)-pattern (Q1,Q2). What the question mark stands for, and how it inﬂuences the
isomorphism type, remains to be seen.
;
P ,( )2 :=:=) ,( P 1 (Q1,Q 2) :=
a b
f
e
d
a
b
c
d
e
f
edc
F
F
F
F
F
F  F  F
F
f
Fig. 4. Two concrete posets and the corresponding block diagonal (0,F)-pattern (Q1,Q2).
yields an F-algebra isomorphism A → TAT−1 from M5(P, λ) onto M5(P, λ1). Clearly τ : P → P is not an
automorphism of (P,) since e.g. b ∈ P has no upper covers, whereas τ(b) = c has two upper covers.
In fact the automorphism group Aut(P) reduces to {id}. Generally τ is an automorphism of a poset (P,)
iff i  j ⇔ τ(i) τ(j), i.e. iff the corresponding coupled permutation of rows and columns does not
change the (0, F)-pattern, i.e. iff TAT−1 = A for all A ∈ Mn(P, λ).
LikeM5(P, λ1), all incidence algebras can be given byupper triangularmatrices; onemerely needs to
label rows and columns according to a shelling1 of (P,). Another shelling λ2 = {c, a, b, e, d} gives rise
to another triangular matrix algebra M5(P, λ2)  M5(P, λ1) (see Fig. 2). Mostly our considered listings
λ are not assumed to be shellings.
To prepare for an alternative proof of Stanley’s theorem, consider the distributive latticeL(P) of
all order ideals2 of P. It turns out that the latticeLn(P, λ) of invariant subspaces X ⊆ Fn of Mn(P, λ)
is isomorphic toL(P). In fact, Mn(P, λ) is a reﬂexive subalgebra of Mn(F) in the sense that the algebra
Alg(Ln(P, λ)) of all A ∈ Mn(F , λ) that leave all X ∈Ln(P, λ) invariant, is not just a superset ofMn(P, λ)
(which is trivial) but coincides withMn(P, λ). Conversely, every distributive latticeL of subspaces of
Fn is the lattice of invariant subspaces of some incidence algebra, and is reﬂexive as a lattice. All of this
is long known, though the old proofs and terminology are partly awkward. For instance, the “spirit” of
reﬂexivity pervades the pioneeringwork of Johnson [2], without beingmade explicite. A fresh account
is given in [1].
Theorem 1 [4]. If Mn(P, λ)  Mn(P′, λ′) as F-algebras, then P  P′ as posets.
Proof. The assumptionMn(P, λ)  Mn(P′, λ′) can by reﬂexivity (see e.g. [1, Theorem 4]) be rewritten as
Alg(Ln(P, λ))  Alg(Ln(P′, λ′)). By [2, Theorem 7.1], the latter entailsLn(P, λ) Ln(P′, λ′), which in
turn forcesP  P′ by the intrinsic characterizationofP as theposet of join irreducibles of theunderlying
distributive lattice (Birkhoff’s theorem). 
1 Shellings are also known as linear extensions of (P,).
2 An order ideal of a poset P is a subset X ⊆ P such that (∀x ∈ X)(∀p ∈ P)(p x ⇒ p ∈ X). Switching to yields the concept
of an order ﬁlter. The supremum respectively infimum inL(P) is just union respectively intersection of order ideals.
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Fig. 5. Two (0,F)-patterns Q and Q′ that result from different plug-ins into (Q1,Q2) from Fig. 4.
3. Rigid block diagonal patterns
From the preceding remarks it is clear that changing (0, F)-patterns may or may not change the
isomorphism type of the represented incidence algebras. We wish to exhibit a block diagonal (0, F)-
pattern (Q1,Q2) of type shown in Fig. 3, such that different (admissible) choices Q3 for the top right
quadrant always represent nonisomorphic incidence algebras. In this casewe call the pair (Q1,Q2) rigid.
How must Q1,Q2 be chosen in the ﬁrst place for this definition to make sense? If the resulting
pattern Q with quadrants Q1,Q2,Q3,0 is supposed to be the (0, F)-pattern of some poset (P,), i.e.
Q = Mn(P, λ) with λ := {a, . . . , b, c, . . . , d}, then the zero quadrant forces P1 := {a, . . . , b} to be an order
ideal of (P,) such that Mm(P1, λ1) = Q1 with λ1 := {a, . . . , b} of cardinality m. Dually, P2 := {c, . . . , d}
necessarily is a order ﬁlter of (P,) such that Mm′ (P2, λ2) = Q2 with λ2 = {c, . . . , d} of cardinality m′.
Generally we shall call such a pair (P1, P2)(Pi /= ∅) an IF-partition3 of the poset (P,). We see that for
starters the diagonal (0, F)-pattern (Q1,Q2) needs to be the concatenation of the (0, F)-patterns of (any)
two posets (P1,) and (P2,). There are two, mutually dual restrictions for the plug-ins Q3. Namely,
whenever Q3 has an (i, j)-entry F , and k  i, then Q3 must also have the (k, j)-entry F (since P1 is an
order ideal). Dually, ifQ3 has an (i, j)-entry F , and k  j, thenQ3 must have the (i, k)-entry F . It turns out
(Section 4) that the set Plug(Q1,Q2) of all such admissible Q3’s forms a distributive lattice with respect
to “union” and “intersection” of plug-ins.
Example 1. Consider the two posets P1 = {a, b, c} and P2 = {d, e, f } and the corresponding block diago-
nal (0, F)-pattern shown in Fig. 4. Here are two (0, F)-patterns Q and Q ′ resulting from two admissible
plug-ins Q3 /= Q ′3, as well as the diagrams of the corresponding posets (P,≤) and (P′,≤) (Fig. 5).
Although Q /= Q ′ as mere patterns, the algebras Q = Mn(P, λ) and Q ′ = Mn(P′, λ) are isomorphic
because P  P′ as posets (which is clear from their diagrams). Thus (Q1,Q2) is not rigid, and it is
clear from the above that this will happen whenever P1 or P2 possess nontrivial automorphisms. The
argument below at ﬁrst seems to establish that conversely Aut(P1) = Aut(P2) = {id} is also sufﬁcient:
Namely, we wish to derive a contradiction from assuming that Q ′
3
/= Q3 yet Q  Q ′ as algebras. By
Theorem 1 there must be some permutation τ /= id which, when applied simultaneously to the rows
and columns of Q , yields Q ′. Because of the stable zero quadrant, τ cannot map between P1 and P2.
Thus either Q1 or Q2 (or both) undergoes a nontrivial permutation of its rows and columns. However,
Q1 and Q2 come out unscathed in Q
′. This entails that either (P1,) or (P2,) admits a nontrivial
automorphism, in contradiction to Aut(P1) = Aut(P2) = {id}).
3 There are as many IF-partitions of (P,) as there are ideals P1 with ∅ P1  P because P2 := P − P1 is automatically a ﬁlter
of P.
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Fig. 6. A poset P with IF-partition P1 = {1, 2, 3} and P2 = {4, 5, 6}, along with the corresponding (0,F)-pattern.
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Fig. 7. The (0, F)-patterns arising from swapping 2,4, and then 3,5.
Example 2. Let us pinpoint the snag in the preceding argument. Consider the poset P in Fig. 6 with
IF-partition P1 = {1, 2, 3}, P2 = {4, 5, 6}, and Aut(P1) = Aut(P2) = {id} (Fig. 6). Consider the permuta-
tion τ := (2, 4)(3, 5) that does map between P1 and P2. And indeed, the zero quadrant gets spoiled by
switching rows 2 and 4, and columns 2 and 4 (Fig. 7a). However, following up with the transposition
(3, 5) restores the zero quadrant (Fig. 7b).
By definition, a pair (P1, P2) of posets satisﬁes the IF-condition if Aut(P1) = Aut(P2) = {id}, and if
additionally each poset (P,) for which (P1, P2) is an IF-partition is “automorphism-friendly” in the
sense that for every other IF-partition (Pα , Pβ) of P with Pα  P1, Pβ  P2 there is a τ ∈ Aut(P) with
τ(P1) = Pα and τ(P2) = Pβ .
Example 3. Thepairofposets (P1, P2)deﬁnedbyFig.8doesnot satisfy the IF-condition.WhileAut(P1) =
Aut(P2) = {id} as required, we claim that there is a poset (P,) with (P1, P2) as IF-partition which
is not automorphism-friendly (Fig. 9). Here P1  Pα , P2  Pβ , but there is no τ doing the job since
Aut(P) = {id}.
Example 4. Let us see that the block diagonal (0, F)-pattern (Q1,Q2) belonging to P1 = λ1 = {a, b, c, d, e}
and P2 = λ2 = {f , g,h} in Example 3 is not rigid (Fig. 10).
We have Q1 = Q ′1,Q2 = Q ′2,Q3 /= Q ′3, yet Q  Q ′ as algebras since one checks that Q ′ arises from
Q upon applying this row–column coupled permutation τ (at this stage identify e′ = e, . . . , c′ = c in
Fig. 10):
τ :=
(
a b c d e f g h
e d h b a g f c
)
.
For the sequel it is convenient to also adopt a slightly different view. Namely, consider a distinct poset
(P′,≤) on some set {a′, . . . ,h′} disjoint from {a, . . . ,h}, along with the IF-partition (P′α , P′β) of Fig. 11.
While τ considered as map P → P is not and isomorphism, considered as map P → P′(τ (a) = e′, τ(b) =
d′, etc.) it is an isomorphism of posets. As such τ maps the IF-partition (Pα , Pβ) upon (P′α , P′β). Thus
M8(P
′, {e′, d′, . . . , c′}) is just the Q ′ in Fig. 10.
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Fig. 9. The poset P witnesses that the pair (P1, P2) in Fig. 8 does not satisfy the IF-condition.
Theorem 2. Fix an ordered pair of posets (P1, P2). Then the following are equivalent:
(a) For each ﬁxed listing λi of Pi the block diagonal pattern (Q1,Q2) deﬁned by Qi := M(Pi, λi), is rigid.
(b) (P1, P2) satisﬁes the IF-condition.
Proof. As to (a) ⇒ (b), choose an arbitrary listing λ1 (not necessarily a shelling) of the elements of
(P1,), say λ1 = {a, . . . , b}. Similarly say P2 is listed as λ2 = {c, . . . , d}. This determines a block diagonal
(0, F)-pattern (Q1,Q2). It is clear from Example 1 and the subsequent remarks that Aut(P1) = Aut(P2) =
{id} is necessary for (Q1,Q2) to be rigid.
Let (P,) be a poset with (P1, P2) as IF-partition, and let (Pα , Pβ) be another IF-partition of (P,)
such that Pα  P1 and Pβ  P2.We need to exhibit a τ ∈ Aut(P)with τ(P1) = Pα , τ(P2) = Pβ . For starters,
there are isomorphisms τ1 : P1 −→ Pα and τ2 : P2 → Pβ . Let thebijection τ : P → P be the concatenation
of τ1 and τ2. Put λ := {a, . . . , d} and λ′ := {τ(a), . . . , τ(d)}. Since τ restricted to Pi is an isomorphism, the
(0, F)-patterns Q := M(P, λ) and Q ′ := M(P, λ′) look like Fig. 12.
Because (Q1,Q2) is rigid by assumption (a), one has Q
′
3
= Q3, i.e. Q ′ = Q . This implies that the
bijection τ : P → P is in fact an automorphism of P.
As to (b) ⇒ (a), choose again w.l.o.g. the listing a, . . . , b of P1, and c, . . . , d of P2. In order to show
that the corresponding block diagonal (0, F)-pattern (Q1,Q2) is rigid, extend it to the (0, F)-patterns Q
respectively Q ′ by adding any Q3,Q ′3 ∈ Plug(Q1,Q2). So far, up to the labels τ(a), . . . , τ(d) the state of
affairs can be visualized by Fig. 12. We have to show that Q  Q ′ as algebras can only happen when
Q ′
3
= Q3. First, fromQ  Q ′ and Theorem1 follows that there is a bijection τ : P → P such thatQ ′ arises
from Q by applying τ simultaneously to the rows and columns of Q (see Fig. 12 again). It will be more
illuminating to view τ as an isomorphism τ : P → P′ where (P′,) is a posetwith a ground set {a′, . . . , d′}
disjoint from P (cf. Example 4). Thus, putting λ′ := {a′, . . . , d′} the (0, F)-patternMn(P′, λ′) coincideswith
the Q ′ from before (Fig. 13).
In general the isomorphism τ is different from the map σ : P → P′, σ(k) := k′. But we are going to
show that in any case σ is also an isomorphism4. Thiswill of course establish our claimQ ′
3
= Q3. Putting
P′α := {a′, . . . , b′}, P′β := {c′, . . . , d′}, it is clear from Fig. 13 that (P′α , P′β) is an IF-partition of (P′,). Besides
(P′α , P′β) there is another IF-partition of (P′,), namely (P′1, P′2) deﬁned by P′i := τ(Pi).
4 In Example 2 one has σ /= τ and both are isomorphisms. In Example 4 the map which corresponds to our σ (namely a →
e′ , . . . ,h → c′) is not an isomorphism. After all, (Q1,Q2) in Example 4 is not rigid.
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Fig. 12. Two (0, F)-patterns of the poset P, one for λ, one for λ′ .
Because P′
1
 P′α (both possess an encoding by Q1) and P′2  P′β (both encoded by Q2), there is
by (b) an automorphism P′ ∼−→ P′, denote it by τ(k) → f (k), which maps P ′
1
onto P′α and P′2 onto P
′
β .
Because Aut(P1) = Aut(P2) = {id} by (b), there is exactly one isomorphism P′1
∼−→ P′α and exactly one
isomorphism P′
2
∼−→ P′β . Therefore P′1
∼−→ P′α necessarily is the isomorphism τ(k) → k′(k = a, . . . , b), and
P′
2
∼−→ P′β is τ(k) → k′(k = c, . . . , d). Hence f (k) = k′(k = a, . . . , d), and so σ as composition of the iso-
morphisms k → τ(k) → k′, is itself an isomorphism. 
4. Some related issues
As to the algebraic structure of Plug(Q1,Q2), if we identify Q3 ∈ Plug(Q1,Q2) with the subset
Q3 = {(i, j)|the entry in row i and column j is F}
of P1 × P2 then it turns out that Plug(Q1,Q2) is a sublattice of the powersetP(P1 × P2). Indeed, a set
X ∈P(P1 × P2) is in Plug(Q1,Q2) if and only if it satisﬁes this condition:
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Fig. 14. Some possible plug-ins and the posets they produce.
(2) From (i, j) ∈ X follows that (k, j) ∈ X(k < i) and that (i, k′) ∈ X(j < k′)
One checks that with X ,Y also X ∪ Y and X ∩ Y satisfy (2). In the language of closure systems
and implications [6] property (2) translates to the statement that Plug(Q1,Q2) is the closure system
determined by the family of implications
{(i, j)} → {(k, j), (i, k′) | k < i, j < k′} (i ∈ P1, j ∈ P2).
Example 5. Let P1, P2, and (Q1,Q2) be as in Example 1. Using the (a,B)-algorithm [5], Plug(Q1,Q2) can
be generated compactly as a many-valued context:
3
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Pα = {1, 2, 3, 5}
Pβ = {4, 6, 7, 8, 9}
Pα = {1, 2, 5, 6}
}3, 4, 7, 8, 9{=Pβ
}Pα = {1, 5, 6, 7
Pβ = {2, 3, 4, 8, 9}
Fig. 15. All three posets possess an IF-partition (P1, P2) consisting of a 4-chain and a 5-chain.
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(1,4) (1,5) (1,6) (2,4) (2,5) (2,6) (3,4) (3,5) (3,6)
b2 1 b
′ 0 1 a′ a b1 0
b2 1 1 0 1 2 a b1 1
1 1 b 1 1 a a′ b′ 0
1 1 1 1 1 2 a b 1
a b b′ 0 0 a′ 0 0 0
b 1 b′ 0 0 a′ a 1 0
a b 1 0 0 2 0 0 1
b 1 1 0 0 2 a 1 1
The eight rows represent the parts of a partition of Plug(Q1,Q2). For instance, the last row encodes
the family of all Q3 ∈ Plug(Q1,Q2) that have all of these properties:
(1, 5), (1, 6), (3, 5), (3, 6) ∈ Q3; (2, 4), (2, 5) ∈ Q3;
((3, 4) ∈ Q3 ⇒ (1, 4) ∈ Q3)
There are six such Q3’s. They are pictured in Fig. 14, along with the posets they produce.
The cardinality of Plug(Q1,Q2) is the sum of the cardinalities of the rows, which is
15+ 10+ 9+ 6+ 9+ 9+ 6+ 6 = 70.
The above concerns any pair of posets (P1, P2) and any associated block diagonal pattern (Q1,Q2). In
fact, Aut(P1) /= {id} in Example 5.
But let us now focus on pairs (P1, P2) that satisfy the IF-condition. We emphasize that the IF-
condition does not make sense for single posets, just for pairs of posets. For instance, the IF-parti-
tion ({a, b, c, d, e}, {f , g,h}) of (P,) in Fig. 9 does not satisfy the IF-condition, whereas the IF-partition
({a, b, c, f }, {e, d,h, g}) of the same poset (P,) satisﬁes it by Corollary 3.
Corollary 3. Let Qi (i = 1, 2) be full and upper triangular, i.e. with F’s on and above the diagonal and 0
otherwise. Then the block diagonal pattern (Q1,Q2) is rigid.
Proof. ByTheorem2 it sufﬁces to verify that anypair of chains (P1, P2) satisﬁes the IF-condition. Clearly
Aut(Pi) = {id}. If say P1 = {1, . . . , 4}, and P2 = {5, . . . , 9}, one checks that the only posets (P,) which
admit an IF-partition (Pα , Pβ) different from (P1, P2) are shown in Fig. 15.
In all three cases there is τ ∈ Aut(P) with τ(P1) = Pα and τ(P2) = Pβ . This generalizes to arbitrary
pairs of chains (P1, P2). 
This leads us to the strong IF-condition. It is satisﬁed by (P1, P2) ifAut(P1) = Aut(P2) = {id} and if each
poset (P,) with IF-partition (P1, P2) has no other IF-partition (Pα , Pβ) with Pα  P1, Pβ  P2. Trivially
the strong IF-condition implies the IF-condition. For instance if P1 is a singleton and P2 any chain, then
(P1, P2) satisﬁes the strong IF-condition.
The idea of a block diagonal pattern (Q1,Q2) and of plug-ins Q3 may surely be adapted to various
other situations. We close by showing that an obvious generalization of Corollary 3 does however fail.
Example 6. Let (Q1,Q2,Q3) be the block diagonal pattern that consists of three full 3× 3 triangular
matrices. The corresponding three disjoint chains P1, P2, P3 are padded up to posets P = λ = {1, . . . , 9}
and P′ = λ′ = {1′, . . . , 9′} as indicated (Fig. 16). Although the associated (0, F)-patterns Q and Q ′ are
distinct, it happens that Q  Q ′ as algebras because
τ :=
(
1 2 3 4 5 6 7 8 9
1′ 2′ 3′ 4′ 7′ 8′ 5′ 6′ 9′
)
is an isomorphism P
∼−→ P′ (Fig. 16).
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2
3
4
5
6
7
8
9
:=λ( P, ) yields Q :=
F
F
F
F
F
F
F
F
F
F
F F F F F F F F
F
F F F
F F F
F F F F F
F
F
F
F
F
4
2
1
3
5
6
7
8
9
1 2 3 4 5 6 7 8 9
1
1
2
3
4
5
6
7
8
9
λ, ) :=, ,
,
,
,
,
,
,
,
,
yields Q , :=
F
F
F
F
F
F
F
F
F
FF
F
F
F
F
F F F
FF
F F F
F
F
F FF F F FF
F
9
8
7
6
4
3
2
1
1 3 4 5 6 7 8 9
5
,
,
,
,
,
,
,
,
,
, , , , , , , ,2 ,
( P,
F
F
Fig. 16. Two shelled posets and their corresponding upper triangular (0, F)-patterns.
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