A proof of a new integral inequality for the Riesz transforms is presented, together with applications to obtain blow-up, in finite time, for a general class of initial data on a non-linear transport equation having a non-local velocity field given by the Riesz transforms of the active scalar.
Introduction.
The main purpose of this paper is to present the proof of the positivity of certain quadratic form involving the Riesz transforms in euclidean space R n , namely we have the inequality
(cf. eq. 70), where Rf (x) = (R 1 f (x), . . . , R n f (x)) is the singular integral operator given by
f is a suitable smooth function with constant sign vanishing at the origin and C α is strictly positive in the range 0 < c(n) < α < 1 (c n above is taken to properly normalize the Riesz transforms.)
The one-dimensional case has been considered in references [1] and [2] and has been applied to obtain finite time blow-up for a nonlinear transport equation with a nonlocal velocity field, given by the Hilbert transform of the active scalar. The n-dimensional inequality presented here follows the steps of the one-dimensional case and its proof will also uses the Mellin transform, which appears very naturally given the radial character of the weights involved. However, the n-dimensional case presents new features which shed light over the 1-dimensional case. In particular, it occurs that the inequality holds for f with or without constant sign so long as their spherical harmonic expansion do not contain terms of degree 1. But if f consists of a sum of radial functions multiplied by spherical harmonics of degree 1 then the inequality is no longer true and the corresponding Mellin multiplier is negative near zero. It is then easy to see that for non-negative (or non-positive) functions f the first effect dominates over the second to yield the desired positivity.
We can then use the inequality to show blow-up in finite time for the following equation:
for every sufficiently smooth initial datum Θ 0 ≥ 0 (and non identically zero) having compact support. More concretely, the norm ∇Θ(·, t) L ∞ blows up at a finite time which depends only upon Θ 0 .
2 The n-dimensional inequality.
Given f a function of several variables, let us consider its development into spherical harmonics.
where in eq. 1 f k,l ∈ C ∞ c (R + ) and {Y k,l } 1≤l≤d(k) is an orthonormal basis of the homogeneous harmonic polynomials or degree k in S n−1 = {x ∈ R n : |x| = 1} (see [5] for more details).
Then, the Fourier transform Ff (ξ) = f (ξ) := R n e −ix·ξ f (x) dx can be written as and J ν stands for the Bessel function of the first kind of order ν ≥ 0 (see [7] for details) On the other hand, the vectorial Riesz transform f → Rf (x) := c n P.V R n f (y)
x−y |x−y| n+1 dy;
can also be written with the aid of the Fourier transform as Rf (ξ) = ξ i|ξ| f (ξ). That is:
Let P k be the space of arbitrary homogeneous polynomials of degree k on R n . It is known that if ℘ k is the subspace formed by homogeneous harmonic polynomials of degree k, then P k = [k/2] l=0 |x| 2l ℘ k−2l . We shall identify any polynomial P with its restriction to the sphere S n−1 (it is in this way that we obtain the spherical harmonics A k ; they are restrictions to the sphere S n−1 of homogeneous harmonic polynomials: A k := ℘ k | S n−1 . Note, however, that we shall identify any spherical harmonic Y with x → Y x |x| ). In this fashion, the decomposition A = k≥0 A k turns out to be an orthogonal one with respect to the product (f, g) := S n−1 f (u)g(u) dσ(u); dσ(u) being the standard Lebesgue measure on S n−1 . So, {Y k,l } 0≤l≤d(k) is an orthonormal basis of A k .
Next, we consider the linear operator
We shall make use the next Lemma:
Lemma 1. The operator X enjoys the property
and if
(the scalar product is the one of R n ), then we have that, for k ≥ 0, 
that is to say, f is homogeneous of degree of homogeneity λ and f is differentiable, then we have (x·∇)f = λf . For a given p ∈ ℘ k since ∆(uv) = u∆v+v∆u+2∇u·∇v, we get ∆(
note that now we operate over the solid harmonics, rather than over the spherical ones.)
(we used that ∆p = 0 and that ∂ i p is homogeneous of degree k − 1.) and therefore we obtain α = 1 n+2(k−1) and the explicit formulae
and this proves our first assertion for the operator X.
The second assertion can be proven now by direct computation (below, we assume x ∈ S n−1 ):
again by Euler's Theorem; on the other hand, it is clear that
Write then, using Lemma 1
(Of course, we assume that
An important consequence of eqs. 9 and 6 is that the scalar operator f → x |x| · Rf (x) := R s f (x) can be expressed in the following simple way:
Our next step will be to substitute the quadratic form
involving the vectorial operator R by a combination of quadratic forms involving only scalar operators. To do that, we integrate by parts: Define Q α (f ) to be the quadratic form above. Then
where the operator Λ in (11) is f → div (Rf ). An easy computation shows that this operator can be expressed in Fourier space as Λf (ξ) = |ξ| f (ξ). Let's analyze how the operator Λ acts:
Write Λf (x) = (2π) −n Λf (−x). Then, if f has the development given in eq. 1, we get
But because the spherical harmonics Y k,l (x) are orthogonal one another, we can write
which reduces our computation to the case where f (x) = g(|x|)Y (x); Y ∈ A k and normalized. Next, we write the integral giving q α in polar coordinates,
A similar calculation can be carried out for the quadratic form ρ α and we obtain, for the same f as above,
In this way our original quadratic form Q α completely splits and can be written as
(if f has the development given in eq. 1) and the behavior of Q α for f (x) = g(|x|)Y (x); Y ∈ A k and normalized shall be the content of Thm. 4 below. Consider the one-dimensional operator
It is a formally self-adjoint operator in L 2 (R, dx) (because the kernel √ xyJ ν (xy) is real and symmetric). We have
and
The operators H ν ; ν ≥ −1/2 enjoy the property H 2 ν = Id (which is known as Hankel s Theorem and whose proof is provided in [6] .
1 ) Using the recurrence 1 An easy way of looking at this result is noting that the Mellin trans-
(again, look at [6] ). Since
as an straightforward computation shows and M(yJ ν )(λ)M(yJ ν )(−λ) = 1, and the result follows.
formula (x ν+1 J ν+1 (x)) = x ν+1 J ν (x) and integration by parts, it is easy to show that
Moreover, the operators H ν are self-adjoint (since they have a real and symmetric kernel) and then, the relation H 2 ν = Id imply that H ν is unitary (on L 2 (R + , dx).) Now, eqs. 10,19 show that we need to know how act the composed operators H ν H ν±1 , and to this end, we need previously to establish several properties of the family H ν ; ν ≥ −1/2 :
exists for all x and defines a continuous function on R + . Also it shows the following behavior for small argument: 
Before presenting the proof of this Theorem, let us deduce the following 
, and observe that it satisfies the iden-
and because ϕ ν (λ)ϕ ν (−λ) = 1 ∀λ, it follows that H 2 ν = Id, implying that H ν is idempotent. A unitary and idempotent operator is clearly self-adjoint.
Proof of Thm. 1. We shall make use the following well-known facts about the behavior of Bessel functions for small and large arguments (see, e.g [7] ):
Therefore, for ν ≥ −1/2 and for all x ≥ 0 follows that |j ν (x)| ≤ Cx ν+1/2 , where j ν (x) := √ xJ ν (x). Using the recurrence formulae for Bessel functions, we can write
Now, if g is such that
for all x ≥ 0. Plugging (24) into the estimate
we obtain the continuity of
We have that min{xy, 1} is bounded and for fixed y ≥ 0 goes to zero as long as x does. Then, from the Dominated Convergence Theorem, eq. 20 follows.
If g has a continuous bounded first derivative and g(x) = O(x −1 ) when x → ∞, then we estimate H ν g(x) in the following manner:
Since g has a bounded first derivative, it is clear (integrating by parts), that
The other term needs more care: We write
(cf. [7] .) Also,
Let us consider
To estimate the remainder part, let us consider the integral
xy g(y) dy which we shall split in the following manner:
Integrating by parts, and using that g has a bounded first derivative, it follows that C = O(x −1 ) also. We have
, so the claim about the behavior of H ν g for large argument follows. H ν g is also differentiable for x > 0, and a formal computation of its derivative yields
Now, this procedure is justified as long as y → yj ν (xy)g(y) is integrable, which it is the case, since our hypothesis about g and the fact that ν ≥ −1/2 imply that
showing integrability (here, y is defined by y := (1 + y 2 ) 1/2 ). To justify eq. 22, by eq. 21 we observe that assuming our hypothesis on g we have,
converges absolutely for all real λ and, for any fixed λ, we can write
where the interchange of the integration order is justified because
In the conditionally convergent integral I(λ) :
As we will see, I(λ) is finite. Therefore,
) and we can write
Plugging estimate (27) into eq. 26 yields
Since
which is controlled by the integrable integrand y −1/2 y −1−ε and for y > 0 goes to zero as long as R goes to +∞, we obtain
It remains to compute I(λ).
But the reference [6] contains a proof of the following fact:
Taking in eq. 28, z = iλ + ν + 1 yields the desired result.
The next point we want to tackle is to understand how are like the operators H ν+1 H ν . We need to point out that these operators can be written in a closed way only for ν of the form k−1/2; k ∈ N. On the other hand, we will always have explicit expressions for those operators "at the Mellin Transform side". Anyhow, although it is hard to compute in general the operator H ν := H ν+1 H ν , we can always write the operator H ν := H ν+1 H ν−1 into a simple form. These latter operators can be used also to produce a recurrence formula for the family H ν . That is the content of the next Lemma 2 (The operators H ν ). The operators H ν enjoy the following properties:
(Expression "at the Mellin transform side.")
M(x 1/2 H ν g)(λ) = δ ν (λ)M(x 1/2 g)(λ); δ ν (λ) := ν + iλ ν − iλ ; g ∈ L 2 (R + , dx)(29)
(Recurrence for the operators H ν .)
(At eq. 29, it is understood that the equality holds almost everywhere.)
From Lemma 2 we can easily deduce the next
1. The multipliers µ ν (λ) verify the recurrence relation
The multiplier of H
follows at once and 1. is now an immediate consequence.
Proof of Lemma 2. The proof of 1. is straightforward using Thm. 1: since the operators H ν are all multipliers (up to a sign change) of Mellin transform, we can compute
Finally, the first half of eq. 30 follows from the calculation
which clearly imply
. Now, the other half of eq. 30 follows upon conjugation and applying twice the previous procedure.
The next Lemma shows that we need to worry about the value of Rf (0) (Rf is again the Riesz transform) only if f has a non-trivial projection into the space L
(c n is given by eq. 3).
(In 2., note that
Proof. First of all, let us note that the projections π j can be explicitly written upon fixing an orthonormal basis Y
The function so defined does not depend on the choice of the basis of A k , but recalling that A k consists of restrictions of harmonic polynomials of degree k ≥ 0, it follows that π k f is as regular as f is. So, if f belongs, say, to
where this sum both converges in
On the other hand, for regular f , the Riesz Transform Rf is also as regular as f is (this follows, for instance, from the fact that the Riesz transform preserves all the scale of Sobolev spaces H k (R n )). Therefore, for such an f , Rf exists everywhere and defines a regular function. Assuming a decomposition of f as in eq. 33, we can compute
If we assume instead that f (x) = g(|x|)
In order to include the case of spherical harmonics of degree k = 1, let us formulate the next Lemma:
and normalized is the following: (we take δ := i. Assume first that k ≥ 2, using eqs. 18 and 19 we can write:
For some ε to be chosen later, let us consider
and so we have obtained g has a holomorphic Mellin transform in a strip {z ∈ C : | z| < σ} for some σ > 0. Then, relation (22) also holds by analytic continuation on that strip, and also in the maximal domain of the complex plane where these functions are defined. A similar calculation for the term I yields the first half of eq. 34. The other half is completely similar, only recalling that the multiplier of H * ν is µ ν (−λ).
ii. If k = 1 and the constant term Rf (0) vanishes, still the argument for the case k ≥ 2 is valid, and to take care of the general case, we use the following auxiliary Lemma: 
Assuming Lemma 5 is correct, we can finish at once the proof of Lemma 4 noting that f (x) = g(|x|)Y (x); Y ∈ A 1 normalized, and ρ α f is given by eq. 15, we have the identity R
. Now, an immediate consequence of
And taking in eq. 37 ν = n−2 2 yields the desired result. Proof of Lemma 5. If K = K(f ) = 0, we have, using Thm. 1 that
Therefore, the validity of Lemma 5 follows by analytic continuation (along the same kind of argument used for the proof of Thm. 4 for the case k ≥ 2). Now, if we do not longer assume that K = 0, we argue as follows:
Therefore,
Now, it is immediate that
We can also compute that
Mg(λ). Taking now the limit t → ∞ we obtain the desired result.
Since ν n k = n−2 2 + k, we can relate, using the recurrence formula (31) the Mellin multiplier of µ ν n k to the one of
It is then necessary to regain information, as accurate as possible of the behavior of these two multipliers. It turns out that µ −1/2 can be written in closed form using elementary functions, whereas µ 0 is the product of an elementary function with Euler's Beta function. That is the content of the next Lemma 6 (The elementary multipliers). The multipliers µ 0 and µ −1/2 are given by the following formulas:
2.
where in eq. 39 B(z) := B(z, z); B(z, w); z, w > 0 is the Beta function (Γ(z)Γ(w) = B(z, w)Γ(z + w).) (Also, note that the relation (39), valid for (iz) > −1, can be extended using that
Proof. Let us consider first the case of the multiplier µ −1/2 : using eq. 22 of Thm. 1 and the well-known relation for the Gamma function Γ(z)
To compute µ 0 let us write z = λ + iα; α > −1. Then we have
Therefore, we have obtained the explicit formula
We are also interested on the behavior of µ 0 for z = λ + iβ (β = n 2 + δ), for z < 1 we get:
The multiplier µ −1/2 is the easiest to understand, and it appeared in the study of the one-dimensional case (see [1] and [2] ) (in fact, this multiplier actually amounts for the operator "Hilbert transform of the even extension of f "; no such simple description is available for the operator µ 0 .) Anyway, if it were not for the appearance of the Beta function in µ 0 , its analysis would be completely similar to the one of µ −1/2 . In fact, this latter function enjoys the property that along any straight line parallel to the real axis, its real part is even, positive, and similar to a constant (of course, with the exception of the lines i( 1 2 + 2k) + R; k integer.) Its imaginary part is, instead, an odd function. We want to show that the functions appearing in eq. 34 enjoy similar properties. To do so, we need to establish the following Lemmata: 
Proof. (Induction.) The claim of Lemma 7 is obvious if n = 1. For n = 2 we compute
It is trivial to check that under our hypothesis, U 2 is even and V 2 is odd, which proves the case n = 2. For any n ≥ 2, we write F n = F n−1 f n an we apply the induction hypothesis. , enjoys the property that its real part is even, positive, and similar to a constant and also that its imaginary part is odd and positive for positive t.
Proof. Ignoring the effect of the Beta function terms, the claim about µ 0 is easy to verify. To consider now the effect of those terms, let us compute, for γ > 0 and real t:
It is easy to check that the function g(
c n x n ; |x| < 1 such that all the coefficients c n > 0. Plugging this development into our previous computation we get, since γ > 0 and the integral above is absolutely convergent,
(Integration term-by-term is justified due to the fact that a Taylor series converges uniformly in the interior of its domain of convergence.) The coefficients c n are easily computed to be
Now, using the well-known Stirling asymptotic formula for the factorial, we get c n ∼ (πn) −1/2 ; n → ∞. Therefore, the series . So, we can write B γ (t) = B R γ (t) + itB I γ (t), where
The 
They are also continuous, being uniform limits (do to the fact that
To continue, we must understand their behavior for large t. But it is known that, within any "keyhole" domain D ε := {z ∈ C : |z| > 1, | arg z| < π − ε}; 0 < ε < π, the asymptotic Stirling formula
is valid, and then a simple calculation using this formula yields
for any γ > 0, which allows us to conclude the proof of the Lemma.
In the following we shall encounter products of the kind 
and F (λ) is even.
G(λ) is odd and 0 ≥ G(λ)
Proof. With g(x) := 
For 0 ≤ x < 1, we have the estimate log(1 − x) ≤ −x. Therefore, using that
is non-increasing we obtain
and this proves that
To obtain the reverse estimate, we observe that if 0
2η . Now, reasoning like for eq. 73, we obtain
To control the other terms in the product of the Lemma, we use the following expansion for the complex logarithm:
; |z| < 1.
Assume now that |z| < 1 is real: then, the series defining φ(z) and ψ(z) are alternating, and the following estimates hold:
Now, we want to control the product
To do so, we use the expansion for the logarithm just mentioned to get, with
We estimate S 1 as follows:
The expression above is clearly
, therefore it is uniformly bounded from below.
We estimate S 2 in a similar way, (we assume below λ ≥ 0):
The next step now is to show that the Mellin's multiplier λ → µ n−2
2 ) is a positive (this multiplier is the one corresponding for radial functions).
Lemma 10. We have the following identity for radial functions on R n :
where ϕ δ,n (λ) is positive, even and similar
Proof. We shall divide the proof in two cases depending on whether the spatial dimension n is odd or even. The case of odd dimension is simpler, because the multiplier µ −1/2 is given by an elementary function:
1. n odd:
Assume n = 2m + 1; m ≥ 1. Then, ν n 0 = −1/2 + m and using the recurrence formula (31) we get
Taking as before z = λ + iβ we obtain:
Therefore, we can write
On the other hand, we have
Also, using Lemma 9 we can write m j=1 σ 2j+δ (λ) = F (λ)e iG(λ) for some functions F and G with the properties mentioned on that Lemma.
As a consequence,
By a computation analogous to the one carried out in Lemma 4 we obtain, if f (x) = g(|x|):
From eq. 47 we get
cosh πλ + cos πδ ,
The conditions given on δ and
The function in eq. 50 is odd, and using the estimate sinh x > x > sin x; x > 0, it follows that it is positive for positive λ. Therefore,
We have the estimate, for λ ≥ 0 (recall the proof of Lemma 9):
On the other hand, sup λ≥0 g(λ) = I(ν 0 ) (cf. the proof of Lemma 9.) Since ν 0 ≥ 2, we obtain
(Note that 
Then, using the estimates on g(λ) and the elementary properties of alternating series it follows that
(λ + iβ) > 0 ∀λ and this function behaves asymptotically (for λ → ∞) like λ, we have finally obtained the proof of Lemma 10 for n odd.
n even:
Assume now that n = 2m; m ≥ 1. Then,
A computation similar to the case of n odd yields, for even n:
= (−1)
We can also compute
where again B denotes Euler's Beta Function.
Using Lemma 8, we can write
where P (λ) is like in eq. 49, Q(λ) is like in eq. 50, b(λ) is a positive function similar to 1, and c(λ) is a function odd and positive for positive λ. As a consequence,
which is even, positive and ∼ λ , and
which is odd. And this proves Lemma 10 for the case of even n. Although it is not needed for Lemma 10 to hold, the function
has the property of being positive for λ ≥ 0. Since we shall need it later on, let us now provide its proof: Recall eq. 42, and assume first that n = 2m with m odd. Then, with the notation of Lemma 8, and with g(λ) being the same function of Lemma 9, we have
Assume that we have proven that
(and since the function above is even, it is positivity everywhere follows.) Moreover, it is obvious that
where F and t = λ/2, we have:
The case of n = 2m and even m can be obtained in a similar manner, using now the expression
(Note that in the course of the proof, we have justified the validity of eq. 47 for any dimension n.)
Having obtained the main result for radial functions, our next step should be to consider the case of f (x) = g(|x|)Y (x); Y ∈ A k and normalized. We already know (Lemma 4) how to write the behavior of Q α for such an f in terms of the corresponding Mellin multipliers. We can extend the result of Lemma 10 as follows:
Lemma 11. We have the following identity for functions f (x) = g(|x|)Y (x); Y ∈ A k ; k ≥ 2 and normalized:
where ϕ δ,n,k (λ) is positive, even and similar to k + λ (uniformly in k.) (again, δ = 1+α 2 .) Proof. Again we have two cases: k even and k odd. This is so because the recurrence relation eq. 31 and Lemma 4 implies that the multiplier of µ ν n k (λ+iβ) can be related to the one of µ ν n 0 (λ + iβ) or µ ν n 0 (−λ − iβ) according to whether k is even or odd. Now, let us note that eq. 47 (extended to any dimension n and using the formula µ ν (−z) = µ ν (z) −1 ) can be easily generalized to yield
where F (λ) and G(λ) are the same as in eq. 47. Now, note that it is possible to write µ n−2
where F 1 (λ) is an even function ∼ 1. Using Lemma 4, the recursion relation eq. 31 and eq. 11 we can easily obtain a formula similar to (52), namely:
Then, Lemma 1, eq. 6 and the recurrence eq. 31 allows us to compute
That is,
Then, a completely similar calculation to the one carried out in Lemma 10 yields, for k > 1,
Now, let us consider the case k > 1 odd. Then,
where
is positive, even and ∼ 1. Furthermore,
is odd and satisfies 0 ≤ Q 1 (λ) ≤ Cλ λ −2 ; λ ≥ 0, as it is easy to check. Observe that σ ν (λ) = F ν (λ)e iGν (λ) implies that
Then, it holds that both functions A δ,n (λ) and B δ,n (λ) are even and ∼ 1. Recalling eqs. 54,58 and 65, we can write:
In eq. 66 the only non-positive term inside the brackets is I 1 (λ) := −A δ,n (λ) sin πδ cos g(λ), but taking 0 < α < 1 sufficiently close to 1, |I 1 (λ)| ≤ ε uniformly in λ for any given ε > 0; more precisely we can take α < 1 such that sin πδ = ε. The other terms inside the bracket in eq. 66 are easily estimated from below by Cλ 2 for some universal C > 0 (not depending on α.) Therefore, ϕ δ,n,1 (λ) ≥ 0 if |λ| ≥ cε 1/2 for some absolute c > 0, implying that . Therefore, the condition Θ 0 ≥ 0 is preserved under the dynamics of eq. 71. Furthermore, we can formulate a result of preservation of support, (Lemma 13 below), but first let us formulate the existence, well-posedness and regularity result (Lemma 12 below). Lemma 13 will be useful so long as we can restrict ourselves to functions Θ ∈ C α ; α > 0. This is a consequence of the following Proof. We can assume Θ to be real (the extension to complex Θ is straightforward) and we have the evolution estimate (recall that div R(Θ) = ΛΘ.)
Similarly,
Proof. Consider the trajectory x M (t) associated to the maximum of Θ: pick a point x M ∈ R n such that Θ 0 attains its maximum at it and let it evolve according to the equation    x (t) = −R(Θ)(x(t), t)
x(0) = x M so that max Θ(·, t) = Θ(x M (t), t); 0 ≤ t < T and take the change of variable x → x = x − x M (t). Now, let Θ(x , t) := Θ(x, t). Then, 
