INTRODUCTION
We consider numerical approximations of strictly hyperbolic systems of conservation laws with source terms (also called balance laws) which can be written in one space dimension under the following form:
Ut + f'(U), = G(U), 2 E R, t>o (1) together with an initial data which is assumed to have bounded and moreover small total variation. The smooth functions F and G are called, respectively, the fluxes and the source terms.
The mathematical thetory for this class of problems has been carried out in, e.g., [l] . We are mainly interested in the derivation of an efficient numerical process providing a reliable approximation of the entropy solution of (1) . There are several classical ways to discretize 
where f and g are smooth functions and BV(R) denotes the space of bounded variation functions [25] . In [12] , Kruzkov showed the existence and uniqueness of the entropy solution in the space LM (0, T; BV(W)) for (2) . At the numerical level, the most commonly used schemes for computational approximations were based on splitting techniques solving iteratively the convection step and the ordinary differential equation associated to the right-hand side. Unfortunately, these approaches are not totally satisfactory as it has been quoted in, e.g., [2, 11, 26] . We now briefly recall the Godunov-type ;scheme proposed in [14] . We introduce a computational grid with uniform time-step and mesh size denoted, respectively, At and Ax. where a(~) = Z. The solution of this problem is composed of two waves: one is associated with the homogeneous equation (i.e., g(v) z 0), the other is a steady contact discontinuity modeling the action of the nonconservative term. We introduce now a function 4 such that 4'(v) = 3.
If we assume that f' 2 (I: > 0 in the domain of interest, in order to avoid any problem with nonlinear resonant situations, we are led to solve in each cell the following initial-boundary value problem:
where z~jn_~,~ is defined by (3) '4 (u:
The unusual jump rel.ation on 4(u) comes from the fact that the local averages of a present at each interface a discontinuity of size Ax. One notices that the function 4 exhibits vertical asymptotic lines as u ;approaches a zero of g, This means in particular that it is always possible to perform a jump of :size Ax along the curve '1~ ++ 4(u) in this area; of course, the change for u will be very small.
The solution of (3) is given by a L'-contraction semigroup [27]: w(., t) = S(t)v(., 0), and consequently, we can define an approximation of u(., t) by the following process:
uA"(.,t) = S(t -nAt) [PAZ o S(At)]" PAZ(uo), (4 where n denotes the integer part of t/At and P AZ the projector onto piecewise-constant functions PAz(uo) = THEOREM 1. (See [13, 14] .) If ua E L1 n BV(R) is such that g(uc) has a compact support, then scheme (3),(4) is stable in L"(0, T; BV(iR)), T > 0 under the homogeneous CFL condition sup If' (uj") 1 at I nx.
(5) j,n Moreover, the following error estimate holds:
where 'u. is the unique entropy solution of (2) and N = max{g'(< (2) . A numerical scheme is said to be well-balanced (WB) if it leaves invariant PAX (ii) f or any value of Ax > 0 under a given CFL condition.
We remark that the WB property obviously holds for the scalar scheme (3),(4). In fact, at least for any smooth steady state solution of (2), the differential equation f(~)~ = g(u) holds with an appropriate initial datum at infinity. This means in particular that for all j E Z, we have uj"-i,z = I$' and then ujn+' = UT under the lbomogeneous CFL restriction (5). Definition 1 admits clearly a straightforward extension to the case of systems.
A Nonconservative Version of the Scalar Well-Balanced Scheme
Shortly, we present the way we propose to make a link between the preceding ideas and the nonconservative formalism of [22] . Let us consider the following problem:
with Br/;,,(R) 3 aAx : R + lR (7)
Seeking a regularization of the ambiguous product g(u)atZ, one may define it as a Bore1 measure built on a locally Lipschitzian paths family @ and denoted by [g(u)u,"Z], (In the Appendix, we recall some basic results about the theory of nonconservative products.) The path @ is, therefore, written for a BV function with two different kinds of discontinuities: the first one comes from the convection term and verifies classical Rankine-Hugoniot relations, but the second one is really a nonconservative one and renders locally the action of the source term. Consequently, we introduce the augmented problem ut + f(u) 
Consequently, Cp has to be chosen in such a way that (9) and (10) admit the same steady contact discontinuities. An answer is given by the following result. The regularity condition on g/f' means in particular that resonant regimes are excluded from this framework. We refer to [28] for a study of resonance in the context of balance laws. At least under the hypothesis f'(G) # 0, the Riemann problem for (8) can be solved uniquely by wave curves intersection in the phase plane. According to (12), one has to join the states VL = (UL, atZ) and V' = (uR,ap) thanks to a medium state V, = (~~,ai") lying on the integral curve of f(G)Z = g(G)& coming from VL.
An Extension to Strictly Hyperbolic Systems of Balance Laws
We go one step further considering the following system where F and G are smooth C' functions: U, + F(U), = G(U) with (x,t) E R x W:,
We propose to regulariz,e the nonconservative terms G(U).a, by an integral curve of the steadystate system F(o)z = G(a). The same way, we obtain a similar nonstrictly hyperbolic system operating on the augmented unknowns vector V = (U, aAz)
The regularizing family of paths is now At this level, a Godunov-type scheme for (13) relying on Riemann problems of type (14) is totally determined by the regularization (15). The major drawback for this .approach is the complexity of the nonlinear algebraic system one has to solve to derive the numerical fluxes at each interface. One possible way to circumvent this difficulty is to introduce linearized approximate Riemann solvers as building blocks for the numerical scheme. This matches the approach proposed in [15] . However, in this case one loses part of the robustness inherent to the scalar scheme (3),(4). C onsequently, we present in the next section the derivation of an efficient robust and well-balanced numerical scheme for which one avoids intricate and computationally expensive calculations.
3. A WELL-BALANCED FLUX-SPLITTING NUMERICAL SCHEME
Introduction of Nonconservative Riemann Problems
We are now interested in the derivation of a robust well-balanced scheme to compute approximate solutions of the Cauchy problem for the following strictly hyperbolic system:
As in the scalar case, we introduce a uniform discretization in space and time by means of the parameters Ax and At denoting, respectively, the cells width and the time step. We assume that the initial data for the numerical scheme is obtained by taking the local averages of Uu, which means (u,") jGz = PA5(W and we want to derive a numerical scheme able to generate at each time tn = nAt a piecewise In the homogeneous case for which G(U) G 0, the flux-splitting approach can be introduced by taking in each mesh cell the average of the solutions of these two Riemann problems:
Thanks to the sign assumption for the eigenvalues of the Jacobians dF*(U), their solutions have a very simple structure and a numerical scheme can be easily deduced. We define 
In order to extend to inhomogeneous problems, we are about to follow the same type of ideas.
The main change will occur at the level of the elementary Riemann problems. More precisely, going back to the original system (16), we first introduce as in the former section the augmented unknowns vector V = (tJ,aAx) where aAx still denotes the piecewise constant function written in (7). We are about to concentrate the effects of the source term at the borders of the space cells as in the scalar scheme; ,that means that the elementary Riemann problems we have to consider now are of the type
UT' for 2 < j + i Ax, U-(x, nAt) = ( > ujn+1> for x 2 j+ i Ax, ( > where the functions G* are to be determined in a convenient way. Of course, the family of paths Cp is still the one introduced in (15).
LEMMA 1. Assume that Ff E C1(RN) and U H dF(U)-'G(U)
is locally Lipschitz in 0 c RN, there exists a unique couple of locally Lipschitz functions G* such that for any Ax > 0
They are given by VUER, G*(U) = dF*(U).dF(U)-tG(U).
PROOF.
We consider thle stationary generalized jump relation (see (50) in the Appendix) between VL = (U~,ap) and VR = (U~,ai~) for systems (14) and (15): S o, using the definition of a, the same way we derive
and then
The WB property will be ensured if (21) preserves the microscopic profiles x H o(x) given by (20) for any value of Ax > 0. Therefore, we can derive these two expressions with respect to the parameter Ax and the only choice for G+ according to the underlying differential equations is given by G+(U)
Th e same way we define G-(U)
and the first property of (19) is obvious considering the requirements on Ff . 
These nonconservative problems are nonstrictly hyperbolic: they have a solution in the class of Lax if we assume no interference between the genuinely nonlinear fields and the steady nonconservative discontinuity [30, 31] . At this point, we are in position to carry out the last steps exactly the same way as in the homogeneous case. The resulting (formally) first-order numerical scheme (see Figure 1 ) reads
and remains clearly stable under the same type of CFL assumption than (17). 
Properties of the Proposed One-Dimensional Numerical Scheme
The main core of the scheme (23) is, therefore, the handling of the source term by means of the generalized nonconservat,ive jump relations written in (22) which give rise to the states UJ!*,,,. Considering the definition of @ (15), we can state the following result. Written like (25), this scheme appears clearly as a very natural extension of the scalar scheme (3),(4). M oreover, one easily sees that it remains stable under the same CFL condition (17) since the action of the sources is handled as generalized jump relations without any consequence upon the choice of the time step At.
As an illustrative example, we consider the shallow water equations with topography (see, e.g., For this system, U = (h, hu) E JR: x lR is the unknowns vector, F(U) = (hu, hu2 + h2/2) is the fluxes vector and G(U) = (0, -h.q,) is the source term. The notations are classical: h denotes the sum of the free surface elevation and the undisturbed depth of fluid, u is the velocity of the fluid, and the given function q(x) describes the topography of the bottom. In this particular case, it is even not necessary to i&roduce any new function in order to derive a WB scheme since we already have an x-derivative in the right-hand side of (26). Consequently, it is straightforward to derive a nonconservative reformulation associated to the family of paths Q The numerical results are shown in Figures 2 and 3 displaying, respectively, the free surface elevation over the topography and the mass flow rate at time T = 0.12 for both schemes (29),(30). We ran the WB scheme with Ax = 0.02 (50 grid points) and the classical one with Ax = 0.02, Ax = 0.005. We kept clonstant the fraction At/Ax = 0.04 for both of them. Therefore, it is possible to compare the nuLmerica1 results, especially the consistency with theoretical relations (28). It is noticeable on Figure 2 that the classical approach converges to the WB one as the grid is refined. Looking at the mass flow rates on Figure 3 , one sees clearly that the classical scheme exhibits a spurious bump at the location of the topography variation. This feature disappears as Ax is decreased. On tlhe other hand, the WB scheme is far more accurate, even on a grid four times coarser as it is shown on Figure 3 . Some various one-dimensional numerical tests have been carried out to evaluate the performances of such an algorithm. Since the stiffness of the sources has no influence on the mesh size because of the nonconservative formulation, one can consider a very wide range of problems. One restriction is of course the transonic regimes in which the Jacobian of the fluxes dF(U) becomes singular. We refer for example to [15, 24] for some other computational results.
How to Extend to Two-Dimensional
Problems?
At this stage, it is convenient to move back to the very simple case of the scalar 2D advection equation 
Its exact solution is obvious: ~(5, y, t) = ug(z -at, y -bt)eat. In order to extend the preceding ideas, the first step is to introduce a smooth function K E C1(R2) whose divergence is N to 
'Ut + g(u)y = h(u). 5-lw2 f'(u)2 + g'(uyKy' Kt =O.
And we are back in the preceding framework designed for scalar one-dimensional problems (3) and (4). Of course, the jump relations are a bit more intricate in this case because of the new terms one has to take into account in order to follow the propagation directions. The extension to systems is carried out with the same ideas using the nonconservative formulation.
The next section is devoted to the study of an example for which these computations can be achieved.
EXAMPLE:
.A 2D SIMPLIFIED TWO-PHASE FLOW MODEL
The Physical Model
Throughout this section, we will be interested in the numerical approximation of the following two-dimensional system.: This kind of problem belongs to the class studied in, e.g., [35,37-391. It models the flow of two species sharing the same volumetric velocity. In this work, we will mainly consider the case of a very simplified system for a vapor/water mixture as it may be encountered in nuclear reactor cores. Therefore, the unknowns (p, c, U, w) E ll?.: x [0, l] x R2 denote, respectively, the density of the mixture, the mass fraction of the vapor, and the two components of the common velocity vector. The global pressure law is usually given by a perfect gas law depending on the vapor fraction only and vanishing when c = 0: P(P, 4 = (PWpxY~ with pvapor = 1.6~~ 1.6 -~ (1 -c) and y=2.
For technical reasons, one may choose to work with the following one whose expression is easier to handle in a flux-splitting approach and whose graph is quite similar to the original as soon as the vapor fraction isn't too close to zero:
On the right-hand side, the source term models a damping effect due to microscopic obstacles whose characteristic scale is much smaller than the one of the macroscopic flow. The smooth function Ic(z, y) 2 0 is used to localize its effects in a particular region of the considered domain. A concrete example is given by very thin grids placed in a square sectioned duct. In this case, their presence will be reflected by a nonzero value of the coefficient k. We will consequently use the following notations:
F(U) = (pu, put, pu2 + p, pwu) ,
WU) = (0,0,-P~l~I,0).
And system (38) rewrites in a condensed form as
It is proved in, e.g., [35] that this system is strictly hyperbolic. In order to use the results of the former section, the first step is to introduce an appropriate decomposition of the flux functions 
Following the ideas proposed in the preceding section, we split the source term in the following way:
where M = pu and N = pv. In order to construct a flux splitting scheme, we are about to solve in each cell one-dimensional Riemann problems for the following two systems: Of course, we keep on using the same regularizing path (15) to handle the nonconservative terms. As any two-dimensional Godunov-type scheme does, this splitting is likely to upset the balance between the fluxes in each x, y direction. On the other hand, it is commonly used and the numerical results (see, e.g., Figures 5 and 9 ) suggest that this error remains low compared with the one coming from the centered discretization of the right-hand side.
To derive the states on each side of the cell interfaces which are to be used in the numerical fluxes, we need the steady-state jump relations. As in the one-dimensional case (29), the modified states Uz$,,,,j and UEf3k1/2 are prescribed by the jump relations (45) a.nd (46). These nonlinear equations may be solved for example by means of a Newton iterative algorithm.
Numerical Results
We are going to display numerical computations achieved for problem (38) in some industrially relevant situations. As a first example, we consider a duct as in We compared the decay of the residues for the WB scheme (47) with the one coming out of a classical flux-splitting approach with a centered discretization of the source terms (compare with (30)):
In Figure 5 , we display also the history of the residues in the infinity norm IIUn+l -PI/, for this test case on two different grids: a coarse one (Ax = Ay = 0.02) and a finer one (Ax = Ay = 0.01). This comparison shows clearly the advantages of this nonconservative algorithm.
The second numerical run consists in solving system (38) in a situation where the source terms are confined in some small regions of the computational domain. The physical motivation may be the study of the effects of very thin and localized grids onto the whole flow (see Figure 8) . We 'We do not claim anything concerning singular source terms. In the present case, this choice for Ic corresponds to a possible discretization of a smooth but very localized sink term on a coarse computational grid. We refer to, e.g., [40] concerning an analysis of nonconservative numerical schemes. . . We display the values at numerical steady-state for the pressure and the axial velocity for both schemes on different grids on Figures 10-13. Looking at Figures 11 and 12 one notices that the classical appnoach does not capture accurately the pressure jumps, even with a fine computational grid. This brings spurious oscillations on the axial velocity in these regions of the flow. Conversely, the axial velocity computed by the WB scheme is free from any oscillations. As before, we also compare the residues decay in the infinity norm with the one obtained by means of a classical approach with a centered source terms discretization: see Figure 9 . We used two sets of parameters with both numerical schemes: Ax = 0.04, Ay = 0.02, At = 0.007 (coarse grid) and Ax = 0.02, Ay = 0.01, At = 0.003 (fine grid). Once again, it is clear that the proposed nonconservative treatmlent of the sources is better suited for this kind of delicate computations. 
CONCLUSION
We proposed in this paper a new way to process source terms for hyperbolic systems of balance laws in one or two space dimensions. It mainly relies on a reformulation of these zero-order terms as a vector of nonconservative products which are regularized by integral curves of the steady state equations.
This provides a way to solve homogeneous Riemann problems and a Godunov type scheme can be deduced. In order to avoid intricate computations of elementary solutions in each computational cell, a simpler flux-splitting technique has been developed. Numerical results reveal practical evidence of the nice behaviour of this kind of approach. 
where 6(x0) denotes the Dirac mass at the point x0.
The Bore1 measure ~1 is called nonconservative (NC) product and is usually written [A(W) W,]+. The authors of [22] found again the classical results of the usual theory for conservative strictly hyperbolic systems, especially the structure of the Riemann problem for systems written in nonconservative form which is still composed of (N + 1) constant states separated by N simple waves. These are on one hand shocks or rarefaction waves if the field is genuinely nonlinear (GNL), on the other lone, contact discontinuities if the field is linearly degenerate (LD). The main difference comes from the fact that everything which deals with discontinuities (W-, W+) depends explicitly on the path @ through the generalized Rankine-Hugoniot relations where o denotes the speed of the singularity in the (x, t) plane.
