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Abst ract - - In  this note, we discuss a Markov chain formulation of the k-SAT problem and tile 
properties of the resulting transition matrix. The motivation behind this work is to relate the phase 
transition in the k-SAT problem to the phenomenon of "cut-off" in Markov chains. We use the idea 
of weak-lumpability to reduce the dimension of our transition matrix to manageable proportions. 
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1. INTRODUCTION 
The k-SAT problem, a good introduct ion to which is in [1], is as follows: assume that  we are 
given a set of n l iterals (Boolean variables) {s~, . . . ,  sn}. Choosing each t ime k of these, we create 
~n clauses (disjunctions).  The question is to find an assignment of these variables such that  the 
conjunct ion of all the clauses is true. 
There is a very intr iguing observation. Define P (n ,  k, m) to be the probabi l i ty  that  a k-SAT 
problem in n l i terals having m clauses has a solution. Then the l imit 
f(c,k) = lira P (n ,  k, nc) 
exists for all c > 0. Furthermore,  the function f (c ,  k) is piecewise constant,  tak ing the value 1 
for c < c,(k) and 0 for c > c,(k). It has been proved by Goerdt  [2] that  this s i tuat ion obta ins  tbr 
A: = 2, and that  c.(2) = 1. Fr iedgut [3] has shown that  for all k, there must be a phase t rans i t ion 
( though not the existence of c* (k)). There are strong indications that  c.(3) = 4.25. 
In this note, we discuss a Markov chain formulat ion of the k-SAT problem and the propert ies  of 
the result ing t rans i t ion matr ix.  The mot ivat ion behind this work is to relate the phase t rans i t ion 
in the k-SAT problem to the phenomenon of "cut-off" in Markov chains explored by Diaconis 
and others [4-6]. In other words, we interpret  he phase trans i t ion in k-SAT as an O(n) cut-off 
in the approach to the stat ionary  d istr ibut ion (corresponding to all vertices painted)  as n - -  oc. 
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2. MAPP ING k-SAT 
ONTO A 
VERTEX PA INT ING PROBLEM 
An assignment of the literals can be thought as an integer in the set {0, . . . ,  2 ~ - 1}, or 
alternatively, as a vertex in the unit cube Q~ c Z n and, as is shown in [7], solving a k-SAT 
problem in n literals having m clauses is the same as taking an n-cube with white vertices, 
m times choosing at random an (n - k)-face and applying black paint to the set of the vertices 
of that face. 
Clearly, this formulation of k-SAT defines a Markov process with transition matrix P of size 
2~C ~ N x N, N = 2 n. This transition matrix has a structure that can be exploited. Take a state 
with m painted (n - k) faces. The probability for remaining in that state after one application 
of paint is m/(2kckn), while the probability of moving to another state with m painted faces is 
zero. This simple observation is the key to the theorem formulated below. 
• As N grows incredibly fast with n, one would like to lump together as many states of the 
Markov chain as possible. This, however, has to be done in such a way as to ensure that the 
lumped process is again Markov. For example, in the well-known lumping of the Ehrenfest urn [8, 
Section 7.3], we obtain a Markov process with p states out of one with 2 p states. In contrast o 
vertex painting, however, the Ehrenfest process is strongly lumpable. 
Define the set of N-vectors II to be those N-vectors that have 1 in any of the locations 
corresponding to a state with one painted face and zero, otherwise. We shall prove below that 
for an initial state 7r E I I ,  the Markov chain P is weakly lumpable with respect o a partition of 
states of size 2kCk~ -- C k + 1, which for large n is O(nk). In our discussion of weak lumpability, 
we closely follow Kemeny and Snell [8, Section 6.4]. 
DEFINITION. Consider a Markov chain with transition matrix P on a state space R partitioned 
so that R = {R1, . . . ,  Rp} and let f j  represent he outcome of the jth step of the chain. Then, 
for a given starting vector It, the Markov chain is weakly lumpable with respect o this partition 
if, for all t, i l , . . . ,  is e {1, 2, . . .  ,p}, 
Pr~(fn+l ERt  } fn E Ri.  A . . .  A f l  E R~ 1 A fo E Rio) 
is independent of all the past history except he n th step. 
Define the restriction of a probability vector/3 to Ri,/3 i, to be the probability vector having 
components proportional to those of • in locations corresponding to states of Ri and zero oth- 
erwise. Next, for each itinerary starting with 7r and ending in Rs in m steps, define a vector ~rm 
recursively by 
7to = 7r i° ,  7rl = (7coP)~1,..., ~rm = (rCm-lP) ~m = (Trtr~-lP)  s, (2.1) 
and denote the set of all such vectors by Ys. 
THEOREM 2.1. (See [8, Theorem 6.4.1].) The lumped chain is a Markov chain for the initial 
vector rc if and only if, for all s, and t, PrZ(f l  ERt )  is the same for all/3 E Ys. This common 
val~e is the probability of moving to the set Rt from the set Rs in the lumped process. 
In the painting procedure, define Rra to be the set of all states having exactly m painted (n -  k) 
faces, such that the number of painted vertices i  less that 2 ~. Define RF to be the (absorbing) 
set of all painted states in which M] the vertices of the hypercube have been painted. Clearly, the 
total number of nonempty sets thus defined is 2kCn k - C~ -4- 1 (i.e., in the case of painting edges 
in a 3-cube, where N -- 4096, this number is I0). 
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TttEOREM 2.2. The Markov chain of the painting process is weakly lumpable with respect to 
the partition 
{th,... R2~c~-c~ RF}, 
tbr any initial vector 7r E I I .  The resulting transition probabilities are independent of" the choice 
otTr. 
P FtOOF. Let us consider all itineraries ending in one of the nonabsorbing states R~. By the nature 
of the process, each such itinerary having nonzero probability must have length at least ,s. '1\) 
the (unique) itinerary of length s corresponds a probability vector/3 ~ Y~. We claim that in fact 
this is the only vector in Y~. Consider any other itinerary. If it is to end up in in 17~ in more 
than s steps, it must have stayed in some of the states Rk, k < s for a number of steps. Suppose 
]~j is the first state where it stays for more than one step. We show that this has no influence on 
the iterative procedure (2.1). Thus, 7rj = (Trj_lP) i and ~rj+l = (TrjP)J. However, the structure 
of the matrix P is such that the above procedure gives us 7rj+~ = 7rj, since 7rj has only entries 
corresponding to the states in Rj, and the submatrix of P corresponding to /7; × /~; is the 
diagonal matrix j/(2kC~)IIRJl . Hence, staying at a state for a number of steps has no influe.nce 
(,n the evolution of the vectors in Y~. Finally, since all states in R1 are symmetry-related, the 
probabilities obtained by the above procedure are independent of the choice of 7r ~ 11. 
COROLLARY 2.3. The transition matrix T of the weakly lumped Markov process corresponding 
to (n -- k)-face painting of the n-cube is an M x M upper-triangular stochastic matrix (where 
M = (2 k - 1)C~ + 1) with the properties that 
(a) its diagona/entries are nondecreasing; 
(b) T[i,j] = O if i + l < j < M; 
(c) the second eigenvalue o fT  is 1 - 1/2 k for all n. 
Heuristically, weak lumpability in this case seems to come from the upper-triangularity of tile 
matrix which places severe restrictions on the itineraries and the fact that the entries corresp,:)nd- 
mg to /~ i  have the simple form used above. 
In our opinion, it is the interplay between the simple banded structure of the matrix and the 
spectral gap (Parts (b) and (c) of the above corollary, respectively), that determines the order of 
the cut-off. For corroborating evidence, see [7]. 
The construction of Theorem 2.1 allows us to compute the weakly lumped transition matrix at. 
least for moderately sized n. More precisely, the strategy is first to use symmetry to (strongly) 
lump the process, and then to appeal to Theorem 2.1. This strategy is demonstrated in the two 
examples below. We note that the second step is elementary, but that it requires a nontrivial 
extension to the Pdlya theory of enumeration to perform the first reduction. 
3. EXAMPLES 
We now give two examples to illustrate our weak-lumping procedure. First, we consider the 
problem of painting the edges of a circuit graph with six initially white vertices and edges num- 
bered 1 to 6. Suppose that at each step, we pick an edge and colour both of the vertices incident 
to it black. We want to understand the statistics of the lumped process. 
Initially, we perform a (strong) lumping of the process using symmetry under the dihedral 
group D6. This reduces the number of states from 63 (we do not need the totally white state) 
to eight with the transition matrix, equation (3.1.), where Sl = [1] ([1] stands for the equivalence 
class of a colouring in which only the vertices incident to edge 1 are coloured black), s.2 =: [12[, 
s3 : [13], 84 : [14], 85 -~  [123], s6 = [124], s7 = [1234], and into s8, we lump all the colom'ings in 
which all six vertices had been painted, i.e., equivalence classes [135], [1245], etc. 
52 M. GRINFELD AND P. A. KNIGHT 
p = 
-1 2 2 1 
0 0 
6 6 6 6 
2 2 2 
o ~ o o 6 6  
2 1 2 
0 0 ~ 0 6 6  
2 4 ooo~o~ 
3 oooogo 
3 
0 0 0 0 0 
6 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 
0 0 
1 
o 
0 0 
2 1 
6 6 
1 2 
6 6 
4 2 
6 6 
0 1 
We can now perform the weak lumping with respect to the following partition: 
R2 = {s2, s3, s4}, R3 = {Ss, s6}, R4 = {sT}, and R5 = RE = {ss}. Set 
= ¢r 1 = ~r~ = [1, O, O, O, O, O, O, 0]. 
Then 
~rlP = ' 6 '  6 '  6 '0 '0 '0 '0  ' 
(3.1) 
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Figure 1. The  transit ion matr ix  after the first step of lumping. 
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Hence, T l l  = 1/6, T12 = 5/6, T13 = T14 ---- T15 
obta in  the matr ix  1 5 
6 6 
1 
0 
3 
T = 
0 0 
= 0. Continuing the i terat ion defined by (2.1), we 
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It  is easi ly seen that  if we take a circuit of 3n + 3 vertices, n > 1 and paint  sets of consecutive 
n edges, Theorem 2.2 no longer holds. In any case, this is an interest ing problem in its own right, 
which seems feasible, as the group of symmetr ies D3n+6 is much smaller than in the case of' Qn. 
Our second example concerns edge paint ing of the 3-cube. This is a 2-SAT problem in three 
variables. Here, the first step can be automated by exhaust ively determining all the appropr ia te  
symmetry  classes. This  gives us a 77 × 77 matr ix  whose nonzero structure is i l lustrated in F igure 1. 
The next step is then straightforward.  The result ing 10 × 10 stochastic matr ix  is 
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