Abstract. One of the main mechanisms to generate non-stationary data is that the system's environment is always changing with time. It is appropriate to approximate non-stationary time series using the model: X n+1 = F (X n ; U n ); where U n is the system's environment at the time n. If the U n is not observable, we may consider to use the model: X n+1 = F (X n ;Û n ); by somehow learning the functionÛ n from the available data provided the unknown U n is generated from a deterministic system. Several non-stationary time series are tested using the above models. Satisfactory results have been obtained including free-run predictions and bifurcation diagram recovering.
INTRODUCTION
Recently there have been many discussions on predictions of non-stationary time series, e.g., 7, 8, 10] . To improve the predictions, we may need to know what are the mechanisms to produce the nonstationarity of time series. One of the main mechanisms which is quite obvious and we have understood is that the system's environment is changing with time, or say, there exists external dynamics (driving force) acting on the system. To describe this kind of dynamics, we consider the following system, X n+1 = F(X n ; U n );
x n = h(X n ); (1) where the U n is the system's environment or driving force, which is independent of X but dependent on time n; h is a measurement function.
The system (1) generally produces non-stationary time series fx n g. But,
when we say \nonstationarity", we may not strictly follow its mathematical de nition. More discussions on nonstationarity of time series data could be referred to 6]. In this paper, we are interested in extraction of the dynamics from the time series data generated by (1) , where U n known and unknown are both considered. c 1997 American Institute of Physics 1 2 For simplicity we take the U n to be scalar and denote it u n . If u n can be measured, we t the following predictive model, x n+1 = f(x n ; x n?1 ; ; x n?(d?1) ; u n ; u n?1 ; ; u n?(l?1) ); (2) where d and l are the embedding dimensions, (the time delay is assumed to equal 1 in this paper). We will use the averaged false nearest neighbor method to nd the dimensions d and l 1, 5] in our examples, and thereafter we always assume that the d and l have been chosen.
In many practical situations, however, the u n may not be measured. In this case, we consider the following model instead of (2), x n+1 = f(x n ; x n?1 ; ; x n?(d?1) ;û n ;û n?1 ; ;û n?(l?1) ); (3) whereû n is somehow used to reconstruct the u n in (2) provided the unknown u n is generated from a deterministic system. In our early paper 3], we simply setû n = n and l = 1 and obtained some satisfactory results. Hereû n will be learned during the process of training model.
Using the above two models we test several non-stationary time series including testing free-run predictions and recovering bifurcation diagrams. Next section we brie y introduce our modeling method -wavelet networks. Then we show our numerical simulations.
WAVELET NETWORKS WITH LINEAR TERMS
Our remaining problem is to approximate the function f in (2) used to compensate for the orientation selective nature of the dilations (to make the network more exible), w i 's are weight coe cients; and Nb is the number of bases used. An algorithm for deriving the tting parameters of (4) was proposed in 2] and here we only mention that it is a form of backpropagation.
To approximate the f in (2), we just take y n = (x n ; x n?1 ; ; x n?(d?1) ; u n ; u n?1 ; ; u n?(l?1) ) 3 and derive the parameters in (4) by minimizing the prediction error:
To approximate the f and theû in (3), we rst approximate theû using polynomials, i.e., letû n = Np X i=1 i (n=s) i?1 ; where s is a scaling factor and we let it equal the length of the time series, and i 's are the parameters to be determined. Then we take y n = (x n ; x n?1 ; ; x n?(d?1) ;û n ;û n?1 ; ;û n?(l?1) ) and derive all parameters by minimizing the prediction error (5).
NUMERICAL SIMULATIONS
We tested several arti cial time series including time series generated from H enon map, Ikeda map, and Lorenz equations with driving forces, and some segments of Santa Fe data set B 9]. We have obtained satisfactory results on all of them. Due to the requirement of limit number of pages, in this section we only show our results on the time series from the Ikeda map 4] with driving force. (Note that the Ikeda time series was the most complicated one among the time series we tested; actually the Ikeda attractor is much more complicated than H enon and Lorenz attractors).
We generate our time series data using the following Ikeda map with driving force, x n+1 = 1 + u n (x n cos( ) ? y n sin( )); y n+1 = u n (x n sin( ) + y n cos( )); For each of the three cases, we generate 600 data points and record the x component values, i.e., x 1 ; x 2 ; ; x 600 . Shown in Figure 1 are the time series. Now we assume that the fu n g is unknown. For each case, we use the rst 550 data points to t the predictive model (3) with the embedding dimension d = 4 and l = 1. We let Nb = 5 1 in the approximation model (4) and Np = 4 1 for theû n . Then we test free-run (iterative) predictions on the remaining 50 data points. We also t a normal predictive model, i.e., without theû n in the model (3), and then test predictions on the same data points. Shown in Figure 2 are the prediction results. One can see that the predictive model (3) performs better than the normal predictive model. In the following, we turn to test the same time series data as the above, but assume that the fu n g is known; i.e., we have time series data (x 1 ; u 1 ); (x 2 ; u 2 ); ; (x 600 ; u 600 ): We still use the rst 550 data points to t the predictive model (2) with the embedding dimensions d = 4 and l = 1. We let Nb = 5 1 in the approximation model (4). Then we test free-run predictions on the remaining 50 data points, where only initial state values x 547 ; x 548 ; x 549 ; x 550 and u n ; n = 551; 552; ; 600 are known. Shown in Figure  3 are the prediction results. We can see that the prediction results are much better than those with unknown u n shown in Figure 2 .
We make a few remarks on our results above. 1) when we used higher embedding dimensions the predictions did not improve signi cantly; 2) our method did not strongly depend on the number of data points which we used to t the predictive models, provided the driving forces come from deterministic systems with nice smooth properties; 3) in practical tests the predictions with the driving forces changing in a torus are much better than those with the driving forces monotonically increasing; but we need to investigate further if it is true in principle; it may be related to the recurrence of the driving forces.
As a nal test, we would like to see how the models we have tted can capture the dynamics of the underlying system. Once we get the predictive model (2), we can analyze its bifurcation behavior with regarding the u n as a bifurcation parameter, for example, let u n = for all n, we can get the asymptotic behavior of x in (2) at this parameter value : Now we let change, we can get the bifurcation diagram of the predictive model. We take the case of parameter changing chaotically as an example. Shown in Figure 4a is the bifurcation diagram generated from the predictive model (2) we tted, where the parameter change from -0.34 to 0.7. As a comparison, the actual bifurcation diagram from the Ikeda map (6) is shown in Figure 4b . We can see that the two bifurcation diagrams are almost same. It implies that our models can well capture the dynamics of the underlying system.
