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Abstract—In recent years the field of neuromorphic low-power
systems gained significant momentum, spurring brain-inspired
hardware systems which operate on principles that are fun-
damentally different from standard digital computers and
thereby consuming orders of magnitude less power. However,
their wider use is still hindered by the lack of algorithms that
can harness the strengths of such architectures. While neuro-
morphic adaptations of representation learning algorithms are
now emerging, the efficient processing of temporal sequences or
variable length-inputs remain difficult, partly due to challenges
in representing and configuring the dynamics of spiking neural
networks. Recurrent neural networks (RNN) are widely used in
machine learning to solve a variety of sequence learning tasks.
In this work we present a train-and-constrain methodology that
enables the mapping of machine learned (Elman) RNNs on a
substrate of spiking neurons, while being compatible with the
capabilities of current and near-future neuromorphic systems.
This "train-and-constrain" method consists of first training
RNNs using backpropagation through time, then discretizing
the weights and finally converting them to spiking RNNs by
matching the responses of artificial neurons with those of the
spiking neurons. We demonstrate our approach by mapping
a natural language processing task (question classification),
where we demonstrate the entire mapping process of the
recurrent layer of the network on IBM’s Neurosynaptic System
"TrueNorth", a spike-based digital neuromorphic hardware
architecture. TrueNorth imposes specific constraints on con-
nectivity, neural and synaptic parameters. To satisfy these
constraints, it was necessary to discretize the synaptic weights
to 16 levels, discretize the neural activities to 16 levels, and
to limit fan-in to 64 inputs. Surprisingly, we find that short
synaptic delays are sufficient to implement the dynamical
(temporal) aspect of the RNN in the question classification task.
Furthermore we observed that the discretization of the neural
activities is beneficial to our train-and-constrain approach.
The hardware-constrained model achieved 74% accuracy in
question classification while using less than 0.025% of the
cores on one TrueNorth chip, resulting in an estimated power
consumption of ≈ 17µW .
1. Introduction
The ever growing availability of large-scale neuromor-
phic hardware systems [1], [2], [3], [4] enables large-scale
simulations of neural networks in real-time on an extremely
low power budget. One interesting application of such neuro-
morphic systems is to use them for pattern recognition tasks
such as handwritten digit recognition or natural language
processing, which on the long-term could prove useful for
example for mobile devices or robotic systems where energy
efficiency is very important.
Currently, the best recognition performance of spiking net-
works on the most widespread machine learning benchmark
MNIST (handwritten digit recognition) is based on a machine
learning technique called convolutional neural network [5].
Those networks are pre-trained on a conventional computer
and then converted to spiking neural networks (SNN) [6].
Convolutional neural networks work extraordinarily well
for vision [7], [8], [9] and auditory tasks [10]). While
convolutional neural networks have proven successful for
some challenges in natural language processing [11], [12],
the sequential nature of language lends itself to solutions that
explicitly model histories of arbitrary length with complex
dependencies across time.
During the recent renaissance in machine learning neural
network (NN) research, machine learning recurrent neural
networks (RNN) have proven to be an essential tool for
learning to interpret and generate language. RNNs have been
trained to state-of-the-art performance on many challenging
NLP tasks including language translation [13], image caption
generation [14], estimation of semantic similarity [15], and
language modeling [16]. Note that despite also being called
"recurrent neural network" this type of RNN is very different
from the type of RNN typically seen in computational
neuroscience and neuromorphic engineering (see discussion
section for more details on other types of RNNs). Therefore
we will say explicitly if we refer to machine learning RNNs.
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In this article, we extend the application of machine
learning RNNs to the neuromorphic domain by converting
them to spiking RNNs. Specifically, the goal is to show
how to convert machine learning RNNs to spiking ones, for
the purpose of simulating them on power-efficient hardware
while maintaining high classification performance. Equipped
with this approach, future advances in the development
of machine learning RNNs can lead to higher performing
spiking RNNs. Our workflow for solving this conversion task
consists of first training Elman RNNs (a simple machine
learning RNN) [17] on a conventional computer and then
using the trained weights with the defined connectivity to
create a spiking equivalent. This spike-based RNN is then
implemented on IBM’s Neurosynaptic System "TrueNorth".
Some of the issues that arise during the conversion of
Elman recurrent networks to spiking neural networks have
been addressed by the conversion of convolutional neural
networks and fully-connected networks, e.g. the substitution
of artificial neurons with spiking neurons by using rectified
linear units (ReLU) and replacing them with integrate-and-
fire neurons [6], [18], [19]. However, RNNs feed back
the activity of the hidden-neurons to themselves. This is
a distinguishing feature of RNNs that serves as a memory
of previous inputs. In spiking RNNs, this feedback must
be represented in a spiking fashion and presents one of the
most challenging aspects of spike-based RNNs. Surprisingly,
we find that using synaptic delays lasting only 15 time steps,
effectively corresponding to a 4 bit discretization of the
hidden-state, does not impair the functionality of the RNN.
While it already represents a challenge to design high-
performance spike-based recurrent networks, implementing
those on neuromorphic hardware adds another layer of com-
plexity. Most neuromorphic systems pose several constraints
on the types of networks that can be implemented like
limited connectivity or limited resolution of the synaptic
weights. Therefore only a few recognition systems have been
implemented on neuromorphic hardware [20], [21], [22].
2. Material & Methods
In this section we describe the chronological process
of creating a spike-based RNN. We start by explaining the
exact task and the associated dataset, then describe the pre-
processing of the data and after that the architecture of
the machine learning RNN. All parts described in these
subsections (sections 2.1 up to 2.3) are, with some modifi-
cations, based on existing work. The following subsection
2.4 describes the main contribution of this work (besides
the introduction to TrueNorth itself). We explain how the
input is converted from rates to spikes and how the spikes
are converted back to rates to calculate the output. After
that we cover the discretization of the trained weights for
use on TrueNorth. The last (and most important) part of
the TrueNorth subsection covers how the hidden state of
the recurrent layer is represented on TrueNorth. Finally, the
last subsection covers two different versions of the machine
learning RNN that are used for comparison to our TrueNorth
implementation.
2.1. Question Classification Task
Here we use the question classification data set pre-
sented in [23]. The goal of this task is to classify question
sentences into one of six coarse categories and potentially
into finer grained subcategories. For example, the question:
"How much does the human adult female brain weigh ?"
expects an answer of the type "Number". In the previous
example, "Number" is the coarse category, while "fine" type
is the "weight" category. In this project we used only the
coarse categories which included: Abbreviation, Description,
Number, Entity, Human, and Location. The training dataset
consisted of 5000 labeled sentences, and a evaluation (test)
set that is not used during training consisting of 500 labeled
sentences. For training and testing of the recurrent network
we also added a special End Of Sentence (EOS) word (a
vector of zeros) at the end of every input sentence.
2.2. Pre-Processing and Word Vectors
We aim to train our system to generalize from a narrow
training set to the entire universe of possible questions. It
must be robust to many forms of natural linguistic variation
that may occur. For example, if the question above were
instead submitted as "What is the mass of an average man’s
brain ?" the system would benefit from understanding that
mass and weight have similar attributes. Therefore we equip
our algorithm with a model of word semantics trained in
advance using the word2vec [24] library. Word vectors
such as these have been employed in many state-of-the-art
language processing systems in both academia and industry
[25], [26].
The goal of word2vec is to embed each word into a
high-dimensional space such that words with latent semantic
similarity ("good", "awesome") are near each other but distant
from dissimilar words ("terrorist", "aardvark"). We used the
word2vec skipgram variant with negative sampling, which
effectively learns to model word meaning by predicting
word coocurrences from a large text corpus. Specifically,
we trained 64-dimensional word vectors using 3.4 billion
tokens from text of the English Wikipedia. The preprocessing
included removing punctuation, setting all letters to lower
case, and substituting uncommon words with an ’unknown’
token. Our training process resulted in vector representations
for 324264 commonly occurring words. Input questions were
then transformed to the sequence of their word vectors, with
one vector for each word in the input, and with unknown
words mapped to the average word vector.
2.3. Neural Network Architecture and Training
The machine learning RNN we train as a basis for the
spiking RNN exclusively uses standard techniques from
machine learning. Besides using ReLUs there are no special
requirements for the architecture itself and can therefore be
modified easily, for example to use convolutional features or
a deeper or bigger network to achieve better performance.
Figure 1. Recurrent Neural Network model for solving the question
classification task. The network consisted of a projection layer (48 units), a
recurrent layer (16 units) and a softmax layer for classification (6 units). At
each time step, the recurrent layer takes an input from the projection layer
and the previous step of the recurrent layer. The output the recurrent state
is used for classification. The scope of our implementation is indicated by
the shaded box.
The network consists of a projection layer (48 units), a re-
current layer (16 units) and a softmax layer for classification
(6 units), see figure 1. This combination of different types of
layers, here a so called fully-connected (or projection) layer,
an Elman or simple RNN and a softmax layer is common in
machine learning NNs [27]. The dimension of the projection
layer and the recurrent layer were constrained to fit on one
core of a TrueNorth chip (see below). Furthermore, due to
good performance and to ease the mapping to TrueNorth
spiking neurons, the network utilized rectified linear units
(ReLU) without biases [28] throughout. The neural network
was trained using "backpropagation through time" with
stochastic gradient descent [29]. This was trained using the
Pylearn2 and Theano packages [30].
All of the 48 neurons in the projection layer receive
the 64-dimensional word vector as inputs. The output of
those 48 neurons are then used as 48-dimensional input for
each one of 16 neurons in the recurrent layer. Additionally,
each neuron in the recurrent layer receives input from all 16
neurons in the recurrent layer, hence the name recurrent. The
output of the recurrent layer neurons are then fed as input
to a softmax layer that computes the final classification.
2.4. TrueNorth Implementation
2.4.1. TrueNorth and Neuron Conversion. The IBM Neu-
rosynaptic System "TrueNorth" is a non-von Neumann
architecture that integrates 1 million programmable spiking
neurons [1]. The system consists of 4096 cores with 256
neurons per core, and each core can accommodate up
to 65536 synapses in a crossbar fashion. Each neuron’s
equations and synaptic states are updated every millisecond,
which we will call 1 tick. Note that although a continuous
time neural network is being simulated, those discrete updates
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Figure 2. TrueNorth implementation of a recurrent neural network. The
feedback in the recurrent network is implemented using the synaptic delays
(delay of 15 ticks, the maximum supported on TrueNorth). The effect
of the maximum delay is to limit to 16 ticks the time window during
which the spikes are counted (15 ticks from the delay plus 1 tick for
transmission). For every connection, we used 4 axons per dimension to
implement 4-bit weights. The input to the recurrent neural network and the
output to the softmax classifier is computed offline on the computer. This
architecture can support recurrent neural networks that verify the condition
Nin +Nhid <= 256/Ns.
are a common way to numerically approximate the change
of a continuous system.
By using four synapses per actual input, 4-bit precision
synapses can be implemented, which leads to a fan-in of
64 per neuron. As a proof of concept, we focused on
implementing the recurrent layer on TrueNorth, see figure
2. We only used a single core since it is sufficient to
understand the conversion method and the main challenge
when converting RNNs compared to other networks like
convolutional neural networks. We chose to only convert the
recurrent layer (i.e. the part with solid blue background in
figure 1 or its TrueNorth implementation in figure 2) and not
convert the other layers since those have been successfully
implemented on TrueNorth in the past [6], [18], [22].
Using Ns-bit weights, the dimension of the recurrent
layer is limited to Nin +Nhid ≤ 256/Ns, where Nin is the
number of inputs, Nhid is the number of (hidden) units in
the recurrent layer and Ns is the resolution of the connection
weights in bits.
To map the ReLUs onto TrueNorth, we used linear neu-
rons, whose membrane state follows the following dynamics:
V (t+ 1) = V (t) +
255∑
i=0
Aiwijs
Gi
j
if V (t) < 0 : V (t)← 0
if V (t) > T : V (t)← V (t)− T
(1)
where Ai(t) is the input spike on axon i, sGij is the
synaptic weight, Gi ∈ {0, 1, 2, 4} is the axon type and wij ∈
0, 1 is the synaptic connectivity between axon i and neuron
j. For the full neuron equation see [31]. The above equations
imply that, after a spike is elicited, the membrane state is
subtracted an amount corresponding to the firing threshold.
This enables the neuron to fire a number of times that is
proportional to the synaptic input.
The model was written in MATLAB, using the integrated
programming environment for IBM’s Neurosynaptic System.
One parameter of the model is the simulation platform. By
switching this parameter between "TN" and "NSCS" the exact
same program can be run on a connected TrueNorth chip or
it can be run using the NSCS simulation environment. Note
that there is an exact one to one correspondence between
the results of the simulation environment and the TrueNorth
chip, which means the code can be run using either system
(given that the user has a TrueNorth chip available).
2.4.2. Input Encoding and Output Decoding. During the
training of the Elman RNN, the input to the recurrent layer
is encoded by the output of the projection layer. However,
after conversion to a spiking network, the input needs to be
provided in the form of spikes. Here we use a simple rate
code of the output, i.e. the higher the input of the recurrent
layer the higher the number of input spikes. More specifically,
we use Poisson spike trains with firing rates corresponding to
the rate of the represented input dimension of the projection
layer. Each word in an example sentence is presented for
16 ticks. This means there can be up to 16 input spikes for
each of the 48 inputs and for each input word. Therefore the
input resolution is discretized from 32 bit to 4 bit. Between
different sentences we reset the neuron and synapse state.
Similarly, we use a rate code for the output of the
recurrent layer, i.e. each of the 16 neurons can fire up to 16
spikes which again represents a discretization of the 32 bit
precision used for training to 4 bit.
2.4.3. Weight Discretization. The weight discretization
method described here is the same as described in [18].
Since each synapse on TrueNorth is either present or not but
its weight can only be one of the 4 chosen types, the weight
resolution could be interpreted as being single bit. However,
by using 4 axons for each actual input, it is possible to
achieve a 4-bit accuracy for each actual input. For example,
by choosing the 4 axon types to be {1,2,4,-8} and then
combining them appropriately any number between -8 and
7 can be represented.
To accommodate the network parameters on TrueNorth,
the weights of the machine learning RNN were bounded to
(-1, 1), scaled and discretized to 4 bit. To cancel the effect
of the scaling, the input to the recurrent layer was scaled by
1/16.
2.4.4. Hidden State Encoding. The encoding of the hidden
state represents a crucial part of this work since this is
(besides the different training for the Elman RNN) the main
difference to fully-connected networks. The challenge is that
the hidden state in the Elman RNN is the output of the
recurrent layer for the last input word. While this is easy
to implement on traditional hardware, it is not immediately
clear how to "store" this for the next input.
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Figure 3. Sample Raster Plot of the TrueNorth for the recurrent units. The
question class for the question "How much does the female brain weigh ?
" is correctly identified as "Number" (NUM). Note that the shown neurons
are located in the recurrent layer and do not represent the output neurons.
The shown 16 neurons are combine in the output layer to determine the
class with the highest response.
We decided to represent the hidden state of the spiking
RNN using synaptic delays. Using a single connection, True
North has the ability to implement delays up to 15 ticks,
i.e. the spike will arrive 16 ticks (1 tick from transmission
and 15 ticks from delay) after the source neuron fired at the
destination neuron. Therefore, 16 ticks of the spiking RNN
correspond to one time step in the machine learning RNN.
Note that this is the reason we chose a duration of 16 ticks
for each input word.
An example time course is depicted in figure 3. At ticks
1 to 16, the input spikes from the projection layer to the
recurrent layer represent the word "how". There are no other
spikes arriving during those first 16 ticks. However, as soon as
one of the neurons in the recurrent layer spikes, all recurrent
neurons which are connected to this neuron will receive this
spike exactly 16 ticks later, e.g. the spike fired by neuron
13 at tick 10 which means that all neurons connected to
neuron 13 will receive a spike at tick 26 (in addition to other
possible spikes from recurrent neurons and in addition to
the input spikes from the projection layer). Note that the
spikes are not being aggregated but instead arrive always
with the exact time difference they were fired in. This is an
important difference to the machine learning RNN where
all information is aggregated before a result is calculated
and which potentially leads to decreased perfomance of the
spiking RNN compared to the machine learning RNN.
After the first word was presented, the spikes correspond-
ing to the next word "much" are used as input from the
projection layer during the ticks 17 to 32. Simultaneously,
the spikes that were fired by the neurons from the recurrent
layer during the first word "how" are arriving. Therefore the
delay lines are essentially storing the spikes fired during the
last input word.
The integration time effectively determines the discretiza-
tion of the activation function or how many spikes can be
fired for each example. Since the duration of the delay has
to be equal to the time intervals between new inputs, the
maximum delay limits the possible integration time. Note
that it is possible to increase this delay by chaining delays
of additional axons (16 more ticks per axon).
2.5. Setups for Comparison
In order to be able to better compare the performance of
the machine learning RNN with its TrueNorth counterpart,
we used two intermediate setups. The first one is equivalent
to the original machine learning RNN but the weights are
scaled and discretized to 4 bit (since the ReLUs have no bias,
the scaling actually has no influence on the performance).
The second setup uses, in addition to the weight discretization
to 4 bit, a discretization of the hidden state to 4 bit. This
is achieved by discretizing the ReLU function such that
the activation is one of 16 different values to mimic the
TrueNorth neuron.
3. Results
For all four setups we used the question classification
test set introduced in [23]. The respective accuracy of all
four setups is shown in table 3. Training of the original
ReLU NN with floating point weights yields a classification
accuracy of 85%. The variance of the results was obtained
by using different initializations of the parameters of the
original network. When reducing the precision of the weights
to 4 bit, the accuracy dropped to 72.2%. In the next step
we discretized the hidden state to 4 bit. To our surprise, this
modification increased the accuracy of the network to 78.4%.
Lastly, the network was implemented as TrueNorth
network by substituting the ReLUs by TrueNorth linear
neurons and converting the 48-dimensional real-valued inputs
to 48 Poisson spike-trains, each with a firing-rate proportional
to the values of the corresponding input dimension. The
resulting TrueNorth network shows an accuracy of 74% on
the question classification test set.
We also embedded this TrueNorth network in an inter-
active question classification system, where a user can type
in a question and the system outputs the question type as
well as a plot of the spike-responses of the hidden neurons.
Besides being able to classify more obvious questions like
"where was peter born" as "location", it can also deal with
more ambiguous cases where the question word does not
determine the question type. For example it classifies "what
city was peter born in" also as a "location", "what is the
meaning of life" as "description", and "what is the company
that created truenorth" as "entity". Since ’peter’ is a word
that often occurs in Wikipedia, it is represented in the word
space and can therefore be part of a query. On the other hand,
the word ’truenorth’ is not often mentioned in the Wikipedia
corpus and is therefore not represented in the word space.
In our interactive system we substitute such words with the
average over all word vectors to minimize distortion.
4. Discussion
4.1. Result Interpretation
Our results demonstrate a proof-of-concept recurrent
neural network that can be trained offline and afterwards
mapped onto the highly power-efficient TrueNorth chip.
Furthermore, we show that synaptic delays are sufficient
for supporting the temporal dynamics of simple recurrent
neural networks. Using a 15 tick delay for "storing" the state
of the neurons corresponds to discretizing the state to 4 bit.
However, while the accuracy of the machine learning RNN is
comparable to reported results in the original and following
studies (84% - [23], 86.2% - [32] and 85.6% - [33]), there is
a performance gap between the machine learning RNN and
the TrueNorth network. By having a closer look at the four
different models we can understand why this gap exists.
The biggest drop in performance is due to the discretiza-
tion of the synaptic weights, as can be seen by comparing
the first and the second model in table 3. However, this
performance decrease due to discretization is expected and
has been the topic of other studies. In order to reduce
performance losses due to weight discretization, it is possible
to choose better discretization methods than simple rounding.
For example, it is possible to include discretization in the
training of the network [21] (by using rounded weights
during the forward pass of backpropagation) or by rounding
probabilistically after training [34].
The second step was to discretize the hidden state to
4 bit. Interestingly, this discretization does not decrease
the classification performance of the network but rather
increases it. While we do not assume that this holds true
in general for RNNs, the discretization might help in cases
where there is only a limited number of target labels (in
the presented example it was six). A possible explanation
is that the discretization prevents the drift between states
if not much relevant information is contained in the new
input. As an example, if a questions starts with "where", it
is highly likely that the answer is a location. This "location"
state of the hidden neurons then needs to be maintained in
the face of irrelevant information like "is" or "the" which
is especially challenging for recurrent networks for longer
input sequences.
Lastly, the mapping and the corresponding conversion to
a spiking network caused a drop in performance of 4.4%.
While this is much less than the drop caused by the weight
discretization, it is still significant. However, other studies
that investigated the performance loss due to conversion
from ReLUs to spiking units shows that the goes to zero
as integration times increase, see [6], [18]. This increase in
integration time is very easy to achieve in systems that do not
rely on feedback from a recurrent layer by simply presenting
each example for a longer period. When using the delay
mechanism presented here it is also necessary to be able to
Configuration Accuracy
ReLUs, 32bit weights, 32bit hidden state (PC) 85%
ReLUs, scaled 4bit weights 32bit hidden state (PC) 72.2%
ReLUs, scaled 4bit weights, 4bit hidden state (PC) 78.4%
TrueNorth neurons, scaled 4bit weights, 4bit spiking hidden state (TrueNorth) 74%
TABLE 1. ACCURACY OF THE DIFFERENT NETWORKS
use delays which are as long as the desired integration time.
One possibility would be to use multiple axon in a chain (of
course this would come at the expense of available axons
and it might be more useful to instead increase the size of
the network).
4.2. Comparison to Recurrent Neural Networks
In this work we used established machine-learning tech-
niques, specifically Elman RNNs [17], and converted them to
spiking neural networks. The reason for using this approach
is that our goal is to achieve competitive performance on
practically relevant tasks and similar conversion methods
already have been shown to be very effective for vision
tasks [6], [19]. However, more biologically plausible recur-
rent neural networks have been used for decades [35]. In
contrast to machine-learning neural networks, learning more
biological neural networks for real-world pattern recognition
tasks only started to gain momentum recently [36], [37],
[38], [39], [40]. Such networks are usually trained using
spike-timing-dependent plasticity (STDP) [41] but there
are also studies suggesting the usage of morphological
learning [42]. At this point however, more biologically
realistic approaches are not (yet) competitive with deep
neural network to SNN conversion methods (in terms of
recognition performance). Specifically, MNIST which is the
most common benchmark in machine learning, the best
reported performance using conversion methods is above
99% [6] and the best performance using more biologically
plausible networks is 95% [40].
The decision to use Elman networks instead of more
sophisticated machine learning RNNs like long short term
memory networks (LSTM) [43] or gated recurrent units
(GRU) [44] was based on the short length of the input
sequences, which allowed us to train without a significant
risk of vanishing gradients. Additionally, recently Elman
networks have been shown to match the performance of
state-of-the-art LSTMs and GRUs when using some im-
provements on the basic structure such as restricting the
recurrent connectivity matrix [45] and correctly initializing
the recurrent connectivity matrix [46]. Since we are focusing
on the conversion and not optimizing the performance of
the machine learning RNN, we did not use those methods
here. Nor did we spent significant time optimizing our word
vectors to maximize performance on this particular task.
However, the advantage of the conversion method is that
such modifications can be applied to the underlying machine
learning RNN without needing to change any parts the
conversion method. Moreover, other improvements (possibly
found in the years to come) in training procedures, weight
initialization or better loss functions are equally easy to use
in conjunction with the presented framework since also all of
them require no changes in the presented conversion method.
4.3. Implications
We showed how to implement high-performance recur-
rent neural networks on neuromorphic hardware. This offers
great potential for a range of extremely low-power natural
language understanding applications. While the presented
conversion method was only tested for a question classifica-
tion task, the underlying machine learning RNN has been
successfully used in a wide variety of setups including vision,
audio and natural language processing tasks [47], [48], [49],
[50]. Since the presented conversion method is oblivious
to which task the machine learning RNN was trained on,
it can be easily applied to other domains and tasks. While
traditional hardware on computers such as CPU’s or GPU’s
easily consume 100 W or more, an entire TrueNorth chip
consumes up to 70 mW and contains 4096 cores [1]. Here,
we only used one of those cores, which means that our
system has an estimated power budget of only about 17
µW . Even assuming that there is overhead in using only
one core, there are orders of magnitudes difference in power
consumption between the used neuromorphic system (as
there would be with almost all other neuromorphic systems)
and traditional hardware.
Considering this extremely low power-budget, such pat-
tern recognition systems can prove useful for low-power
applications like mobile devices or robotics but also for
server farms where power consumption presents a major
cost factor. In future work it would be interesting to see
how the discretization of the hidden state influences the
performance for more complex tasks, e.g. when predicting
more than one of six classes. Another point to be addressed
is to better understand the influence the discretization of the
hidden state has on the hidden state trajectory over time, i.e.
how it perturbs the occurring changes.
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