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Abstract
We study the problem of estimating a compact set S ⊂ Rd from a trajectory of a
reflected Brownian motion in S with reflections on the boundary of S. We establish
consistency and rates of convergence for various estimators of S and its boundary.
This problem has relevant applications in ecology in estimating the home range of an
animal based on tracking data. There are a variety of studies on the habitat of animals
that employ the notion of home range. This paper offers theoretical foundations for a
new methodology that, under fairly unrestrictive shape assumptions, allows one to find
flexible regions close to reality. The theoretical findings are illustrated on simulated
and real data examples.
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1 Introduction
Set estimation deals with the problem of approximating, in statistical terms, an unknown
compact set S ⊂ Rd. Most of the related literature assumes that the sampling information
is given by independent observations whose distribution is closely related to the set S.
When it comes to set estimation methods, the emphasis in the existing literature is mostly
on the geometrical assumptions on S and not on the sampling model. The extent to
which a given set estimator efficiently reproduces the unknown set depends heavily on its
geometry. Since the early work of Re´nyi and Sulanke (1963, 1964), significant effort has
been made to enlarge the class of sets to estimate, propose efficient estimators, and analyze
their asymptotic properties, see Cuevas and Fraiman (2009) for a survey. The best known
estimator, introduced by Chevalier (1976), is simply the union of balls centered at the n
sample points of radius n. Devroye and Wise (1980) show that if n → 0 and ndn → ∞,
then the estimate is universally consistent with respect to the measure of the symmetric
diference, see (2) for a formal definition. More precisely, they show that the distance in
measure converges to 0 in probability for all absolutely continuous distributions supported
on S. Regarding estimates with geometric shape restrictions, the works of Walther (1997),
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Rodr´ıguez-Casal (2007) for the class of r-convex sets or the more recent work of Cholaquidis
et al. (2014) for the class of ρ-cone-convex sets show the relevant role of the geometrical
assumptions. Recall that a closed convex set can be characterized as the intersection of all
closed half spaces containing the set. An r-convex set is characterized as the intersection
of complements of open balls of radius r that do not intersect the set. This condition
implies the outside r-rolling condition according to which, informally, at every point of the
boundary one can place an open ball included in the complement of the set. In both cases,
letting r → ∞, one obtains the convex sets. However, the class of r-convex sets is much
more flexible, allowing also holes and smooth inlets in the set, see Figure 1. In terms of set
estimation, if a set is assumed to be r-convex, then it can be efficiently approximated from
the r-convex hull of a random sample of points taken into it, see Rodr´ıguez-Casal (2007).
Figure 1: On the left, an example of an r-convex set with inlets and holes. The value of r
corresponds to the radius of the largest ball that can roll outside the set. The set on the
right is neither convex nor r-convex for any value of r.
The R-package alphahull, described in Pateiro-Lo´pez and Rodr´ıguez-Casal (2010), pro-
vides a practical implementation of the r-convex hull estimator for the i.i.d. case in dimen-
sion d = 2. In this work, we are concerned with another aspect of set estimation that has
been less studied. We are interested in the problem of estimating an unknown set S from
a trajectory of a stochastic process that lives in the set. Up to our knowledge there are
no results in the set estimation literature for this framework. We work with the model of
reflected Brownian motion. While it is an admittedly simplistic model for many applica-
tions, it offers a general, rigorous, and well understood framework. Possible extensions and
generalizations are discussed in Section 5 below.
In Section 2, we discuss conditions for the existence of the reflected Brownian motion and
its stationary uniform distribution and establish connections between these probabilistic
conditions and geometric constraints on its support. In Section 3 we prove consistency of
several estimates of S based on a trajectory of a reflected Brownian motion (RBM). We
also describe geometric conditions that ensure consistency. In particular, we introduce and
study the behaviour of two estimates, the r-convex hull of a trajectory and the so-called
RBM-sausage. These estimates may be considered as analogues of the r-convex hull of a
random sample and the Devroye and Wise (1980) estimate in the i.i.d. case, respectively.
2
The study of properties of the Brownian sausage goes back to 1933 (see Kolmogoroff and
Leontowitsch (1933)). This estimator is closely related to kernel density estimation (KDE)
methods. Indeed, the estimate of Devroye and Wise (1980) is nothing but the set where
a kernel density estimator using the uniform kernel is positive. On the other hand, the r-
convex hull provides a quite flexible family of estimators, with good asymptotic properties
in the i.i.d. case. In Section 4 we obtain upper bounds for the rates of convergence.
In Section 5 we generalize the stochastic model generating the observed trajectories. In
particular, we consider the general class of reflected diffusions, a class of stochastic processes
that include reflected Brownian motion as a special case. This class allows one to deal with
processes with non-uniform stationary distribution on the support, an important aspect
of some of the applications in home-range estimation. We show that both estimators
considered for reflected Brownian motion are well defined and consistent for any kind of
reflected diffusion under mild conditions. However, obtaining rates of convergence remain a
challenge in the general case. In Section 6 we describe the simulation and real-data studies
that illustrate the behavior of the set estimation methods described in the paper. The code
used in the paper is available in a new release of the R package alphahull 2.0. Before
introducing the formal framework, we discuss the application of the proposed methodology
in home-range estimation from animal tracking data, through real data examples.
Home-range estimation is a principal concern in animal ecology. Home range was first
defined by Burt (1943) as “the area traversed by the individual in its normal activities of
food gathering, mating, and caring for young”. Since this first definition, the concept of
home range has evolved, giving rise to a considerable amount of literature on the subject
(reviews are given, for instance, by Worton (1987) and Powell (2000)). The home range
of an animal is usually estimated from a set of locations collected over a period of time.
A first approach was to estimate the animal’s home range by means of the convex hull
of the observed location points (Hayne (1949)). This “minimum-convex-polygon” method
has well-known shortcomings. A major drawback is that the estimated home range can
include areas of land which are never used. This overestimation can be reduced with the
use of more flexible estimators such as the α-hull, see Burgman and Fox (2003). Other
home-range estimation methods describe the animal’s home range by the so-called uti-
lization distribution (density function that describes the probability of finding the animal
at a particular location). Since their introduction by Worton (1989) in the context of
home-range data, methods based on kernel density estimation have been widely used for
estimating the utility distribution. We refer to Seaman and Powell (1996) for an evaluation
of the performance of these methods. More recently, Getz and Wilmers (2004) and Getz
et al. (2007) proposed the nonparametric kernel method “local convex hull” that estimates
the utilization distribution from the union of local nearest-neighbour convex hulls.
These methods of home-range estimation generally treat the recorded locations as inde-
pendent observations. However, the advances in animal tracking technology (VHF radio
transmission, Argos system, GPS, etc.) have allowed one to almost continuously record
the movements of animals. In this context, the independence of observations cannot be
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assumed and new mathematical models are needed. Modelling the movement of an animal
in its home range as a continuous stochastic process provides a more realistic framework
in which tracking data can be analyzed. Existing stochastic models for describing animal
movement can be found in Okubo and Gross (2001), Preisler et al. (2004) and references
therein. Other relevant references include Bo¨rger et al (2008), Fryxell et al. (2008), Patter-
son et al (2008) and Tang and Bennet (2010). Some recent results consider more involved
statistical problems in the home-range setup which are not covered by our proposal, which
only deals with the “densely sampled data”. Fleming et al. (2015) consider the problem
of home-range estimation when only a short trajectory is observed and propose a method
called AKDE (autocorrelated KDE) that takes into account the autocorrelations to pro-
vide a bandwidth (typically much larger) to be used in KDE and predict future animal
movement. Buchin et al. (2012) consider the case where the trajectories are only observed
at a low sampling rate and analyse animal movement using the Brownian Bridge movement
model (BBMM; Horne et al. (2007)), which selects a Brownian Bridge trajectory between
each pair of nearest points in time in the low sampling rate original trajectory. On the
contrary, the densely sampled data corresponds to a high sampling rate. As mentioned in
Kie et al. (2010) “the closer locations are in time, as obtained using GPS technology, the
closer locations are in space, and kernel estimators can estimate utilization distribution
well without the need for Brownian Bridge”. As we show it in this paper, our proposal
works well in this setup. Benhamou (2011) proposes to use movement-based kernel density
estimation (MKDE) to estimate the utilization distribution using the circular bivariate
Gaussian kernel, where the bandwidth varies for each data-point.
As an alternative approach, mechanistic models (see Moorcroft and Lewis (2006), Potts
and Lewis (2014)) incorporate interaction behavior to characterise home ranges. For ex-
ample, Potts, et al. (2013) (see also Giuggioli et al. (2011)) consider a model where several
individuals interact in the home range. “Animals are modeled to move at random but
constrained to roam within areas that do not contain scent of cospecifics”. The scent per-
sists for a limited amount of time. Otherwise the individuals perform a nearest neighbor
random walk (NNRW) or a ballistic walk (BW).
Because of the fairly unrestrictive nature of the shape assumptions, the methods based on
the r-convex hull of a trajectory and the RBM-sausage can identify hard boundaries in the
home range. Moreover, the estimation is based on a trajectory of a stochastic proccess,
more in line with the recent literature on home-range estimation methods. It can be argued
that the reflected Brownian motion is a simplified model for animal movement. One of the
main limitations of this model is that the stationary distribution is necessarily uniform
over the domain, which may not be a realistic assumption for animal movement as it does
not allow one to contemplate the notion of “core area” (the area where the animals spend
most of the time). A more general related model that incorporates non-uniform stationary
distributions is reflected Brownian motion with drift (Kang and Ramanan (2014), Harrison
and Williams (1987)). As an alternative, in Section 5 we discuss the general model of
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reflected diffusions, a class of stochastic processes that include reflected Brownian motion
as a special case.
As mentioned before, advances in tracking technology have provided researchers the op-
portunity to obtain large amount of tracking data from a large variety of species with a
high temporal resolution. Movebank is an online database that gives open access to animal
movement data collected by researchers. As an illustration, we have considered data from
the “Dunn Ranch Bison Tracking Project”. Over the last years, the Nature Conservancy
in Missouri (http://www.nature.org/) has been working on the restoration of the Dunn
Ranch Prairie, located in northwest Missouri. A herd of bison was introduced onto the
ranch in order to restore the prairie ecosystem. The bison roam across a large fenced area.
In Figure 2 we show the movements of two bison with n = 9635 (left), n = 19380 (right)
recorded positions. In red, we represent the boundary of one of the proposed estimators,
the r-convex hull estimator of the trajectory, for r = 0.005.
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Figure 2: Movements of two bison in the Dunn Ranch Prairie with n = 9635 (left), n =
19380 (right) recorded positions. In red, boundary of the r-convex hull estimator for
r = 0.005.
For the bison with n = 9635 recorded positions, we have computed the continuous version
of the Devroye-Wise estimator (the reflected Brownian sausage), for different values of the
smoothing parameter T , see Figure 3. A detailed discussion of these estimators is given
in the next sections. In Section 6, we analyse the behaviour of the r-convex hull estimator
with respect to (i) how much the estimated home range differs when we observe the real
movement to pass from time 0 to T , 0 to 2T , etc. (short trajectories) and (ii) a variation
on the discretization time (low sampling rate).
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Figure 3: Movements of one bison in the Dunn Ranch Prairie with n = 9635 recorded
positions. In red, boundary of the reflected Brownian sausage DT for T = 0.0005 (left)
and T = 0.001 (bottom).
2 Setup
In this section we establish conditions for the existence of the reflected Brownian motion
and its stationary uniform distribution, and study the connections between these condi-
tions and some geometric constraints on its support. In particular, we analyze how the
regularity required on the support is naturally related to rolling-type properties, which are
usual assumptions in set estimation. We first introduce some notation and basic definitions
used throughout the manuscript.
Notation and basic definitions.
Given a set S, we denote by ∂S, int(S), and S the boundary, interior, and closure of S,
respectively. We denote by 〈·, ·〉 the usual inner product in Rd and by ‖·‖ the Euclidean
norm.
Let B(x, ) denote the closed ball of radius  centred at x. The open ball is denoted
by B˚(x, r). Given a bounded set A ⊂ Rd and  > 0, B(A, ) denotes the parallel set
B(A, ) = {x ∈ Rd : d(x,A) ≤ }, where d(x,A) = inf{‖x− a‖ : a ∈ A}.
Given x ∈ Rd, a unit vector ξ ∈ Rd, and ρ ∈ (0, pi/2], C(x, ξ, ρ) denotes the convex cone
with vertex x, angle ρ, and orientation ξ, defined by
C(x, ξ, ρ) =
{
y ∈ Rd : 〈y − x, ξ〉 ≥ ‖y − x‖ cos ρ} .
The closed compact cone of radius h is Ch(x, ξ, ρ) = C(x, ξ, ρ) ∩B(x, h).
The performance of a set estimator is usually evaluated through the Hausdorff distance (1)
and the distance in measure (2) given below. The distance in measure takes the mass of
the symmetric difference into account while the Hausdorff distance measures the difference
of the shapes.
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Let A,C ⊂ Rd be non-empty and compact. The Hausdorff distance between A and C is
defined as
dH(A,C) = max
{
max
a∈A
d(a,C), max
c∈C
d(c, A)
}
. (1)
If µ is a Borel measure, the distance in measure between A and C is defined as
dµ(A,C) = µ(A4C), (2)
where 4 denotes symmetric difference.
The reflected Brownian motion.
Let D be a domain in Rd (that is, a connected and open set) with closure D and boundary
∂D. We are concerned with the problem of existence and uniqueness of solution for a
reflected stochastic differential equation on the domain D. This problem has been discussed
by Tanaka (1979) when D is a convex domain and by Lions and Sznitman (1984) and
Saisho (1987) when D is a general domain satisfying certain regularity conditions. In
particular, Saisho (1987) proved that if D satisfies the uniform exterior sphere condition
and the uniform interior cone condition (formalized in Definitions 1 and 2 below), then
there exists a unique strong solution of the Skorohod stochastic differential equation
Xt = X0 +Bt +
∫ t
0
η(Xs)dLs, t ≥ 0, (3)
where Bt is a d-dimensional Brownian motion, η denotes the inward unit vector on the
boundary ∂D and L is a continuous nondecreasing process with L0 = 0 and
Lt =
∫ t
0
I{Xs∈∂D}dLs.
Roughly speaking, the process behaves in the interior of the set like an ordinary Brownian
motion and reflects at the boundary.
Following the notation by Saisho (1987), for x ∈ ∂D, let
Nx =
⋃
r>0
Nx,r,
Nx,r =
{
η ∈ Rd : ‖η‖ = 1, B˚(x− rη, r) ∩D = ∅}.
Definition 1. The domain D satisfies the uniform exterior sphere condition if there exists
a constant r0 > 0 such that, for any x ∈ ∂D,
Nx = Nx,r0 6= ∅. (4)
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For each x ∈ ∂D, the family of sets Nx,r is decreasing with respect to r. Condition (4)
means that there exists r0 such that for all x ∈ ∂D, taking r ≤ r0 does not add any new
direction in Nx,r. It is not easy to characterize geometrically this condition. However we
prove below that the family of sets that satisfy (4) is between two well-known classes: it
is contained in the class of r0-convex sets (see Bramson et al. (2012)), and contains the
class of sets that satisfies the outside and inside r0-rolling condition (stated in the proof of
Proposition 3).
Definition 2. The domain D satisfies the uniform interior cone condition if there exist
δ > 0 and ρ ∈ (0, pi/2] such that for any x ∈ ∂D there exists a unit vector lx with
C(y, lx, ρ) ∩ B˚(x, δ) ⊂ D, ∀y ∈ B˚(x, δ) ∩ ∂D. (5)
In Bramson et al. (2012) it is shown that this condition is equivalent to the domain being
Lipschitz (see for instance Definition 9 in Bramson et al. (2012)). From a geometric point of
view this condition is related to the cone-convexity property introduced in Cholaquidis et al.
(2014): a set S ⊂ Rd is ρ-cone-convex, for some ρ ∈ (0, pi/2], if there exists δ > 0 such that
for all x ∈ ∂S there is an open cone, denoted C˚(x, lx, ρ), such that C˚(x, lx, ρ)∩B˚(x, δ) ⊂ Sc.
Condition (5) is stronger than the ρ-cone-convexity property in the sense that it requires
that the same direction lx works for a neighborhood of x.
The trap condition.
Apart from the uniform exterior sphere condition and the uniform interior cone condition,
another important notion is that of a non-trap domain. Let B ⊂ D and consider the first
hitting time of B by X, TB = inf{t > 0 : Xt ∈ B}.
Definition 3. As defined by Burdzy et al. (2006), we say that D is a trap domain for the
stochastic process Xt if there exists a closed ball B ⊂ D with non-zero radius such that
sup
x∈D
ExTB =∞, (6)
where Ex denotes the expectation of the distribution of Xt starting from x. Otherwise D is
called a non–trap domain.
It is proved in Lemma 3.2 in Burdzy et al. (2006) that if Xt is a reflected Brownian motion
in
a connected open set D with finite volume and B1 and B2 are closed non–degenerate balls
in D, then supx∈D ExTB1 <∞ if and only if supx∈D ExTB2 <∞.
The non–trap condition is related to the uniform ergodicity of reflected Brownian motion
in D. Indeed, this is shown in the following proposition given in Burdzy et al. (2006).
Condition (iii) will be used in Section 4 to obtain the rates of convergence of the proposed
estimators.
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Proposition 1. (Burdzy et al. (2006), Prop. 1.2) Let D ⊂ Rd be a connected open set
with finite volume, and denote by ΠD the uniform probability measure in D. Let Xt be the
reflected Brownian motion in D. Then the following are equivalent.
(i) D is a non-trap domain for Xt;
(ii) limt→∞ supx∈D ‖Px(Xt ∈ ·)−ΠD‖TV = 0;
(iii) There are positive constants α and β such that
sup
x∈D
‖Px(Xt ∈ ·)−ΠD‖TV ≤ βe−αt;
where ‖µ‖TV stands for the total variation norm of the measure µ.
Consider a non-empty compact set S ⊂ Rd with connected interior. We show in Proposi-
tion 2 below that, if S = int(S) and int(S) satisfies the uniform interior cone condition,
then int(S) is non-trap. To formalize the argument of the proof, we need the following
definitions.
Definition 4. A bounded domain D satisfies the interior cone condition if there exists
ρ ∈ (0, pi/2] and h > 0 such that for all x ∈ D there exists a unit vector ξx, such that
Ch(x, ξx, ρ) ⊂ D.
Proposition 2. Consider a non-empty compact set S ⊂ Rd with connected interior. Sup-
pose that S = int(S) and int(S) satisfies the uniform interior cone condition. Then int(S)
is a non-trap domain for the reflected Brownian motion Xt in int(S).
Proof. First, we prove that, under the stated assumptions, int(S) satisfies the interior cone
condition given in Definition 4. Reasoning by contradiction, if int(S) does not satisfy the
interior cone condition, there exists xn ∈ int(S) , and two sequences ρn > 0 and hn > 0
with ρn, hn → 0 such that
∀ξ with ‖ξ‖ = 1, Chn(xn, ξ, ρn) ∩ int(S)c 6= ∅. (7)
As S is compact, {xn} has a subsequential limit x ∈ S. We may assume, (taking a
subsequence if necessary) that xn → x. As hn → 0 and (7) holds, we have that x ∈ ∂S.
Since int(S) satisfies the uniform interior cone condition, there exist δ > 0, ρ ∈ (0, pi/2],
and a unit vector lx such that (5) holds. Let us take n large enough such that hn < δ/4.
Taking ξ = −lx in (7), there exists yn ∈ ∂S and yn ∈ Chn(xn,−lx, ρ)∩ int(S)c. As hn < δ/4
we have that yn ∈ B(x, δ/2). Again by the uniform interior cone condition, we have that
C(yn, lx, ρ)∩B˚(x, δ) ⊂ S and xn ∈ C(yn, lx, ρ) (see Figure 4). We consider two cases. First,
if xn ∈ int(C(yn, lx, ρ)), then Chn(xn, lx, ρ) ⊂ int(C(yn, lx, ρ)) ⊂ int(S) which contradicts
(7). Now, if xn ∈ ∂C(yn, lx, ρ) (as in Figure 4) then we can take a unit vector ν such
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Figure 4: In solid lines the ball B(x, δ/4) and the cones Cδ(x, lx, ρ), Chn(xn,−lx, ρ) and
Chn(xn, ν, ρ). In dotted lines the cone Cδ(yn, lx, ρ).
that Chn(xn, ν, ρ) ⊂ C(yn, lx, ρ) and, as xn ∈ int(S), Chn(xn, ν, ρ) ⊂ int(S) which, again,
contradicts (7).
Now, by Lemma 7 in Haj lasz (2001), if a domain satisfies the interior cone condition, then
it is a John domain (i.e., there is a constant C ≥ 1 and a distinguished point x0 ∈ D such
that each point x ∈ D can be joined to x0 by a curve γ : [0, 1] → D such that γ(0) = x,
γ(1) = x0 and d(γ(t), ∂D) ≥ C−1‖x− γ(t)‖). Corollary 2.9 and Proposition 1.4 in Burdzy
et al. (2006) show that every John domain with finite volume is a non–trap domain.
Rolling-type conditions. We have shown that if S ⊂ Rd is a non-empty compact set with
with connected interior and S = int(S) such that int(S) satisfies both the uniform exterior
sphere condition and the uniform interior cone condition, then int(S) is non-trap and there
exists a unique strong solution of the Skorohod stochastic differential equation (3). Next
we analyze how the required regularity on ∂S is related to three well known rolling-type
properties (positive reach, r-convexity and outside rolling condition). These rolling-type
properties have been used in set estimation as shape restrictions that cover large families
of sets (much larger than the family of convex sets). We refer to Cuevas et al. (2012) for
more details.
Following the notation in Federer (1959), let Unp(S) be the set of points x ∈ Rd having a
unique projection on S, denoted by ξS(x). That is, for x ∈ Unp(S), ξS(x) is the unique
point that achieves the minimum of ‖x− y‖ for y ∈ S. We write δS(x) = inf{‖x− y‖ : y ∈
S}.
Definition 5. For x ∈ S, let reach(S, x) = sup{r > 0 : B˚(x, r) ⊂ Unp(S)}. The reach of
S is defined by
reach(S) = inf
{
reach(S, x) : x ∈ S},
10
and S is said to be of positive reach if reach(S) > 0.
Definition 6. A set S ⊂ Rd is said to be r-convex, for r > 0, if
S = Cr(S),
where
Cr(S) =
⋂{
B˚(x,r): B˚(x,r)∩S=∅
}
(
B˚(x, r)
)c
is the r-convex hull of S.
Definition 7. Let S ⊂ Rd be a closed set. A ball of radius r is said to roll freely in S if
for each boundary point s ∈ ∂S there exists some x ∈ S such that s ∈ B(x, r) ⊂ S. The
set S is said to satisfy the outside r-rolling condition if a ball of radius r rolls freely in Sc.
The relationship between positive reach, r-convexity, and outside rolling condition is ana-
lyzed in Cuevas et al. (2012). It is proved that the class of sets with reach r is included
in the class of r–convex sets, which is included in the class of sets satisfying the out-
side r–rolling condition. The following result by Bramson et al. (2014) shows the relation
of the uniform exterior sphere condition and the uniform interior cone condition to the
rolling-type conditions.
Lemma 1. (Bramson et al. (2014), Lemma A.3) Let D be a bounded domain that satisfies
the uniform exterior sphere condition and the uniform interior cone condition. Then D
has positive reach.
Remark 1. The relationship between the constant r0 of the uniform exterior sphere con-
dition, the angle ρ of the uniform interior cone condition, and the value of reach(D) is
discussed in Bramson et al. (2014).
Remark 2. A direct consequence of Lemma 1 and Propositions 1 and 2 in Cuevas et al.
(2012) is that if S ⊂ Rd is a non-empty compact set such that int(S) satisfies both the
uniform exterior sphere condition and the uniform interior cone condition, then S satisfies
the outside rolling condition. In fact, we only need to assume that int(S) satisfies the
uniform exterior sphere condition with radius r0 to prove that S satisfies the outside r0–
rolling condition. Note that, if r0 is the uniform exterior ball radius, for any s ∈ ∂S,
Ns,r0 6= ∅. Then there exists η := η(s) ∈ Ns,r0 such that B˚(s− r0η, r0) ∩ int(S) = ∅. That
is, s ∈ B(s− r0η, r0) ⊂ Sc (a ball of radius r0 rolls freely in Sc). The converse implication
is not true. Consider the set S = R \ int(A), with R = [−1.5, 2.5] × [−1.5, 1.5] and A =
B
(
(0, 0), 1
)∪B((1, 0), 1), see Figure 5. It is clear that a ball of radius r0 = 1 rolls freely in
Sc. We have that x = (1/2,−√3/2) ∈ ∂S. Note that Nx = {η : ‖η‖ = 1, 〈η, ξ〉 ≥ cos(pi/6)},
being ξ = (0,−1), but Nx,1 = {v1, v2} being v1 = (−1/2,−
√
3/2) and v2 = (1/2,−
√
3/2).
Therefore, int(S) does not satisfy the uniform exterior sphere condition with r0 = 1.
11
xFigure 5: In gray, S = R \ int(A), with R = [−1.5, 2.5]× [−1.5, 1.5] and A = B((0, 0), 1) ∪
B
(
(1, 0), 1
)
. The set S satisfies the outside r0–rolling condition for r0 = 1 but int(S) does
not satisfy the uniform exterior sphere condition for r0 = 1.
Proposition 3. Let S ⊂ Rd be a non-empty compact set with connected interior satisfying
S = int(S). Suppose that for some r0 > 0, a ball of radius r0 > 0 rolls freely in S and Sc.
Then the reflected Brownian motion in int(S) exists and int(S) is non-trap.
Proof. By Proposition 2 it is enough to prove that int(S) satisfies the uniform exterior
sphere condition and the uniform interior cone condition. We prove first that the uniform
interior cone condition holds. By Theorem 1 of Walther (1999), ∂S is a (d−1)-dimensional
C1 submanifold, and the outward unit vector η(x) in a point x ∈ ∂S is Lipschitz. Then
there exists δ0 > 0 such that for all x, y ∈ ∂S, if ‖x− y‖ < δ0, the angle between η(x) and
η(y) is smaller than pi/6. As a ball of radius r0 rolls freely in Sc for every point x ∈ ∂S,
Cr0(x,−η(x), pi/3) ⊂ B(x − η(x)r0, r0) ⊂ S. If y ∈ B˚(x, δ0) ∩ ∂S, Cr(y,−η(x), pi/6) ⊂
Cr(y,−η(y), pi/3) ⊂ Sc. Then, the uniform interior cone condition is satisfied with δ = δ0
and ρ = pi/6. To prove that the uniform exterior sphere condition is satisfied, observe that
by Lemma 2.3 in Pateiro-Lo´pez and Rodr´ıguez-Casal (2012), for all x ∈ ∂S, Nx,r0 = η(x)
and then Nx,r0 6= ∅. It remains to prove that Nx = Nx,r0 . Since B(x − r0η(x), r0) ⊂ S it
follows that if for some r, Nx,r 6= ∅ then Nx,r = η(x), and then Nx = η(x).
3 On the consistency of the estimators
Denote by WT = {Xt : 0 ≤ t ≤ T} the trajectory of the reflected Brownian motion in
a domain S, up to time T . We prove the consistency of several estimates of S based on
observing WT , both in terms of the Hausdorff distance and distance in measure. Theorem
1 establishes the consistency of any estimate ST containing the trajectory, under the condi-
tion that the estimate is contained within S or within B(S, εT ), for εT → 0. We may apply
the result to two estimates in particular, the r-convex hull of a trajectory, Cr(WT ), and the
so-called RBM-sausage DT = B(WT , T ) = {x ∈ Rd : ∃t ∈ [0, T ] such that ‖x−Xt‖ ≤ T }.
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Theorem 1. Let S ⊂ Rd be a compact set satisfying S = int(S). Suppose that int(S) is
connected and satisfies conditions (4), (5).
i) If ST is any set such that WT ⊂ ST ⊂ S a.s., then, with probability one
dH(ST , S)→ 0 as t→ +∞.
ii) The same result holds under the weaker condition WT ⊂ ST ⊂ B(S, εT ) for some
sequence εT → 0.
iii) In particular, Cr(WT ) and DT are consistent estimates since they satisfy the condition
WT ⊂ ST ⊂ B(S, εT ).
Proof. i) As ST ⊂ S, ∀ε > 0 we have ST ⊂ B(ST , ε) ⊂ B(S, ε) and we only need to prove
that for all ε > 0, S ⊂ B(ST , ε) a.s. for T large enough. Reasoning by contradiction,
suppose that there exists ε > 0 such that ∀T > 0 there exists xT ∈ S but xT /∈ B(ST , ε).
Then B(xT , ε) ∩ ST = ∅. As S is compact, there exists x ∈ S and a sequence Tn → ∞
such that xTn → x as n → +∞. Clearly B˚(x, ε) ∩ ST = ∅ for all T . As S = int(S),
we can take z ∈ B(x, ε/2) and 0 < δ < ε/2 such that B(z, δ) ⊂ B˚(x, ε) ⊂ S. Since S
satisfies the non-trap condition (6), with probability one, there exists a time T1 such that
XT1 ∈ B(z, δ), a contradiction. The proof of ii) is similar.
The next theorem establishes the consistency of the r-convex hull of the trajectory Wt in
terms of the distance in measure. In order to use this estimate, one must know a value r for
which S is guaranteed to be r-convex. Below we discuss how one may avoid this condition
by choosing r in a data-dependent manner (see Remark 4).
Theorem 2. Let S ⊂ Rd be a compact set satisfying S = int(S). Suppose that int(S) is
connected and satisfies conditions (4), (5). Let r ∈ (0, r0) where r0 is the constant given
in (4). Then, with probability one,
dµ(Cr(WT ), S)→ 0 as T → +∞,
where µ denotes the Lebesgue measure in Rd.
Proof. Observe that µ(∂S) = 0. By Theorem 3 in Cuevas et al. (2012) we have that
dH
(
∂Cr(WT ), ∂S
)→ 0, which implies that dµ(Cr(WT ), S)→ 0 as T → +∞.
In the next result we prove that the surface area of the r-convex hull of the trajectory WT
is a consistent estimate of the surface area of any r-convex set. To make the statement
precise, we need the following definitions and a key result by Federer (1959).
Definition 8. A set S satisfies the property of interior local connectivity if there exists
α0 > 0 such that for all α ≤ α0 and for all x ∈ S, int(B(x, α) ∩ S) is a non-empty
connected set.
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Definition 9. The outer Minkowski content of S ∈ Rd is given by,
L0(∂S) = lim
→0
µ
(
B(S, ) \ S)

,
provided that the limit exists and it is finite.
Theorem 3. (Federer (1959), Th. 5.6) Let S ⊂ Rd be a compact set with reach(S) > 0.
Let K be a Borel subset of Rd. Then there exist unique Radon measures Φ0(S, .), . . . ,Φd(S, .)
over Rd such that for 0 ≤  < reach(S),
µ(B(S, ) ∩ {x : ζS(x) ∈ K}) =
d∑
i=0
d−ibd−iΦi(S,K),
where b0 = 1, ζS(x) is the unique projection of x on S and, for j ≥ 1, bj is the j-dimensional
measure of a unit ball in Rj.
The measures Φj are the curvature measures associated with S, and in particular, L0(∂S) =
Φd−1(S, ∂S).
In what follows we show that the Minkowski content of the r-hull of a discretization of
the trajectory WT provides a consistent estimate of the surface area of the set S in the
two-dimensional case. Note that the result does not imply that L0(∂Cr(WT )) → L0(∂S).
To prove such a statement one would need that Cr(WT ) satisfies the property of interior
local connectivity, which is unclear to us.
Theorem 4. Let S ⊂ R2 be a compact set satisfying S = int(S). Suppose that int(S) is
connected and satisfies conditions (4), (5) and the interior local connectivity property. Let
AN(T ) ⊂WT be a sequence of subsets of finite cardinality such that dH(AN(T ), S)→ 0 a.s.
as T →∞. Then
L0
(
∂Cr(AN(T ))
)→ L0(∂S) a.s. (8)
Proof. The proof makes use of the following extension of Lemma 1 in Cuevas et al. (2012)
Lemma 2. Let S ⊂ R2 be a compact r-convex set satisfying S = int(S) and the property
of interior local connectivity. If AN ⊂ S is a sequence of sets with finite cardinality such
that dH(AN , S) → 0, then there exists r0 > 0 such that reach
(
Cr(AN ) \ I(Cr(AN ))
)
> r0
for all N , where I(Cr(AN )) is the set of isolated points of Cr(AN ) (i.e., I(Cr(AN )) = {x ∈
Cr(AN ) : B(x, η) ∩ Cr(AN ) = x for some η > 0}).
The proof of Lemma 2 follows the same lines of that of Lemma 1 in Cuevas et al. (2012)
with minor changes, so we omit it.
Now, from Lemma 2 we have that both the set S˜N(T ) = Cr
(
AN(T )
) \ I(Cr(AN(T ))) and S
have positive reach. Since we also have that dH(S˜N(T ), S)→ 0 a.s., and the assumptions of
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Theorem 5.9 in Federer (1959) are satisfied (see also Remark 4.14 in that paper) the proof
will be complete. Indeed, Theorem 5.9 in Federer (1959) establishes that the curvature
measures are continuous with respect to dH (see Remark 5.10 in Federer (1959)). In
particular we obtain that Φd−1(S˜N(T ),K) → Φd−1(S,K) for any closed ball K such that
S ⊂ K. Using Remark 5.8 in Federer (1959) and S˜N(T ) ⊂ S we get that Φd−1(S˜N(T ),K) =
Φd−1(S˜N(T ),K ∩∂S˜N(T )) = Φd−1(S˜N(T ), ∂S˜N(T )) and also Φd−1(S,K) = Φd−1(S, ∂S). The
proof of (8) is concluded by noting that L0(∂S˜N(T )) = Φd−1(S˜N(T ), ∂S˜N(T )) and L0(∂S) =
Φd−1(S, ∂S).
4 Rates of convergence
In this section we establish upper bounds for the rates of convergence of the set estimates
discussed in the previous section (the r-convex hull of a trajectory and the RBM-sausage),
both for the expected Hausdorff distance and for the expected distance in measure.
Let S ⊂ Rd be a compact set satisfying S = int(S). Suppose that D = int(S) is connected.
Recall that, if D is non-trap then, by Proposition 1 (iii), there exist constants α, β > 0
such that
sup
x∈D
‖Px(Xt ∈ ·)−ΠD‖TV ≤ βe−αt .
These constants and the volume of the domain S play a key role in the following estimate
of the rates of convergence of the set estimate.
Theorem 5. Let S ⊂ Rd be a compact set such that S = int(S) and int(S) is a non-
trap domain. Let {Xt : t ≥ 0} be a reflected Brownian motion in S. Let ST be any
measurable set containing the trajectory WT such that ST ⊂ S. Then for all T > 0 and for
 < 2(2βµ(S)/v0)
1/d (where v0 = µ(B(0, 1)) is the volume of the unit ball in Rd),
P{dH(ST , S) > } ≤ (/4)
−dµ(S)
v0
exp
−T (/2)dv0α
2µ(S) log 2βµ(S)
v0(/2)d
 .
Proof. Define δ = v0(/2)
d/(2µ(S)). Let
n =
⌊
T
1
α log
β
δ
⌋
, (9)
and define ti =
i
α log
β
δ for i = 1, . . . , n. Note that the condition for  guarantees that
β/δ > 1. (Roughly speaking, t1, . . . , tn divide the interval [0, T ] in n intervals of length
1
α log
β
δ .)
Denote the -inner parallel set of S by
S() = {x ∈ S : B(x, ) ⊂ S} . (10)
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Then
P{dH(ST , S) > } ≤ P{∃x ∈ S() : ∀t ∈ [0, T ] : Xt /∈ B(x, )}
≤ P{∃x ∈ S() : ∀i ∈ {1, 2, . . . , n} : Xti /∈ B(x, )} .
Let x1, . . . , xN ∈ S() be such that
S() ⊂ B(x1, /2) ∪ · · · ∪B(xN , /2),
and N is the smallest positive integer such that such covering of S() is possible. N =
N(/2) is called the /2-covering number of S(). It is easy to see (and well known) that
N ≤ µ(S)/µ(B(0, /4)) = (/4)−dµ(S)/v0.
If for some x ∈ S we have Xti /∈ B(x, ) for all i = 1, . . . , n, then there exists a j ∈
{1, . . . , N} such that Xti /∈ B(xj , /2) for all i = 1, . . . , n. Thus, continuing the chain of
inequalities above,
P{dH(ST , S) > } ≤ P{∃j ∈ {1, . . . , N} : ∀i ∈ {1, 2, . . . , n} : Xti /∈ B(xj , /2)}
≤ N sup
x∈S()
P{∀i ∈ {1, 2, . . . , n} : Xti /∈ B(x, /2)}
Next, we estimate the probability on the right-hand side. For all x ∈ S,
P{∀i ∈ {1, 2, . . . , n} : Xti /∈ B(x, /2)} (11)
= P{Xtn /∈ B(x, /2)|∀i ∈ {1, 2, . . . , n− 1} : Xti /∈ B(x, /2)}
×P{∀i ∈ {1, 2, . . . , n− 1} : Xti /∈ B(x, /2)}
= P{Xtn /∈ B(x, /2)|Xtn−1 /∈ B(x, /2)} × P{∀i ∈ {1, 2, . . . , n− 1} : Xti /∈ B(x, /2)}
(since Xt is a Markov process)
Now, by Proposition 1 (iii),
P{Xtn /∈ B(x, /2)|Xtn−1 /∈ B(x, /2)} ≤ 1−
(/2)dv0
µ(S)
+ βe−α(tn−tn−1)
= 1− (/2)
dv0
µ(S)
+ δ
= 1− (/2)
dv0
2µ(S)
by the definition of δ. Hence, we have
P{∀i ∈ {1, 2, . . . , n} : Xti /∈ B(x, /2)} ≤
(
1− (/2)
dv0
2µ(S)
)
P{∀i ∈ {1, 2, . . . , n−1} : Xti /∈ B(x, /2)}
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and by iterating the argument,
P{∀i ∈ {1, 2, . . . , n} : Xti /∈ B(x, /2)} ≤
(
1− (/2)
dv0
2µ(S)
)n
≤ exp
(
−n(/2)
dv0
2µ(S)
)
.
Summarizing, and substituting the value of n and δ, we have
P{dH(ST , S) > } ≤ (/4)
−dµ(S)
v0
exp
−T (/2)dv0α
2µ(S) log 2βµ(S)
v0(/2)d
 .
Theorem 5 implies that, ignoring logarithmic factors, dH(ST , S) is roughly of the order of
(Tα/µ(S))−1/d. More precisely, we have the following:
Corollary 1. Let S ⊂ Rd be a compact set such that S = int(S) and int(S) is a non-trap
domain. Let {Xt : t ≥ 0} be a reflected Brownian motion in S. Let ST be any measurable
set containing the trajectory WT such that ST ⊂ S. Then
dH(ST , S) = o
(( log(T )2
T
)1/d)
a.s.
Proof. Since dH(ST , S) is non-increasing it suffices to prove that
dH(Sn, S) = o
(((log(n))2
n
)1/d)
a.s.
We show that, for all  > 0,
∑∞
n=1 P(andH(Sn, S) > ε) < ∞ where an =
(
Kα
3
n
(log(n))2
)1/d
and then apply the Borel-Cantelli lemma. Observe that, if we denote K = ν0
d/(2d+1µ(S)),
then
P(andH(Sn, S) > ) ≤ adnK−12d−1 exp
(
− nKα 1
adn log(K
−1βadn)
)
= K−12d−1 exp
(
log(adn)− nKα
1
adn log(K
−1βadn)
)
.
Then
∑∞
n=1 P(andH(Sn, S) > ε) <∞ follows from the fact that
lim
n→+∞
1
log(n)
[
log(adn)− nKα
1
adn log(K
−1βadn)
]
= −2.
We may now apply the previous results to analyze the RBM-sausage DT = B(WT , T ) for
some appropriately chosen decreasing function T .
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Theorem 6. Let S ⊂ Rd be a compact set such that S = int(S) and int(S) is a non-trap
domain. Let {Xt : t ≥ 0} be a reflected Brownian motion in S. Assume that the surface
area L0(∂S) exists. Let DT = B(WT , T ), with T ∼
(
log(T )2
T
)1/d
. Then dµ(DT , S) =
O
((
log(T )2
T
)1/d)
a.s.
Proof. Observe that µ(DT , S) = µ(DT \ S) + µ(S \ DT ). By the existence of L0(∂S) we
have µ(DT \ S) = O(T ). Since WT ⊂ S we may apply Corollary 1 to conclude that
dH(WT , S) = o(T ) a.s., and then, for T large enough, S ⊂ DT , a.s., so µ(S \DT ) = 0.
Remark 3. As it is typically the case in non-parametric estimation, the choice of the
smoothing parameter is a crucial point. Since in practice the data of the trajectory are
always discretized, we suggest two different approaches to select εT , built from the dis-
cretization of the trajectory.
• If we assume that the set S is connected, we may use the analogue of the proposal of
Baillo et al (2000) for the i.i.d case. More precisely, the smoothing parameter εT is
chosen as:
T = inf { > 0 : DT is connected} .
An easy-to-implement algorithm is also proposed in Baillo et al (2000), reminiscent
of the minimal spanning tree.
• For the general case, we suggest the following procedure. After discretization, split
the sample at random in two sub-samples WT1 and WT2 of the same size n. Then the
smoothing parameter is given by
T = inf { > 0 : WT2 ⊂ B(WT1 , )} ,
which is easy to calculate. Indeed, for each point Wi ∈WT2 i = 1, . . . n, let di stand
for the distance of Wi to its nearest neighbor in WT1 and let d = (d1, . . . , dn). Then
T = maxi=1,...,n di. A more robust version is to take T as the 1 − δ quantile of the
vector d for a small value of δ.
Remark 4. The consistency of the r-convex hull estimator Cr(WT ) of the trajectory WT
is established in Theorem 2 under the sometimes unrealistic assumption that a lower bound
is known for the maximal value of r0 under which the set S is r0-convex. Here we suggest a
way of choosing the parameter r in a data dependent manner. If the set S is r–convex for
some r > 0, then it is also r′–convex for any 0 < r′ < r and a sufficiently small value of
the parameter will do the job. However, in practice this does not provide a guide to choose
the parameter. One may choose r in a data dependent way by selecting rˆ satisfying
dH (Crˆ(WT ), B(WT , T )) ≤ inf
r>0
dH (Cr(WT ), B(WT , T )) + δ
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for an arbitrary small δ > 0, where T is chosen as suggested by Theorem 6. Thus, rˆ is
a value that makes the r–convex hull as close as possible to the RBM–sausage. It is an
easy exercise to prove that Crˆ(WT ) is a consistent estimate of S under the conditions of
Theorem 2, taking δ → 0.
We close this section by establishing rates of convergence of the r-convex hull of the
trajectory WT . For the simplicity of the exposure we concentrate on the 2-dimensional
case. The argument may easily be generalized for d > 2 to obtain E
(
dµ(ST , S)
)
=
O
(
log(T )/T )−2/(d+1)
)
.
Theorem 7. Let S ⊂ R2 be a non-empty, connected and compact set such that S = int(S).
Suppose that a ball of radius r rolls freely in S and in Sc. Let {Xt : t ≥ 0} be a reflected
Brownian motion in int(S). Let ST = Cr(WT ). Then
E
(
dµ(ST , S)
)
= O((log(T )/T )−2/3) ,
where µ denotes the Lebesgue measure.
Definition 10. Let x ∈ R, r > 0 and Ex,r =
{
B(y, r) : y ∈ B(x, r)}. Following Pateiro-
Lo´pez and Rodr´ıguez-Casal (2013) the family of subsets Ux,r is said to be unavoidable for
Ex,r, if, for all B(y, r) ∈ Ex,r there exists U ∈ Ux,r such that U ⊂ B(y, r).
Proof. First observe that, by Proposition 3, the reflected Brownian motion exists and is
non-trap. Let S(r/2) be the r/2-inner parallel set of S defined in (10). For every x ∈ S
we may take an unavoidable family Ux,r with 6 elements, such that, for all U ∈ Ux,r,
µ(U ∩S) ≥ L1r2 if x ∈ S(r/2), and µ(U ∩S) ≥ L2r1/2d(x, ∂S)3/2 if x ∈ S \S(r/2) where L1
and L2 are positive constants (see Propositions 1 and 2 in Pateiro-Lo´pez and Rodr´ıguez-
Casal (2013)). Then
E
(
dµ(S, ST )
) ≤ ∫
S
∑
U∈Ux,r
P
(
U ∩WT = ∅
)
dx
=
∫
S1
∑
U∈Ux,r
P
(
U ∩WT = ∅
)
dx+
∫
S2
∑
U∈Ux,r
P
(
U ∩WT = ∅
)
dx. (12)
Where S1 = S \ S(r/2) and S2 = S(r/2). First we bound the second term in (12). Define
δ = L2r
2/2, n as in (9). Since a r-convex set is also r′-convex, with r′ < r, we can assume
without loss of generality that r/2 < 1 and β/δ > 1. Define ti =
i
α log
β
δ for i = 1, . . . , n.
For all U ∈ Ux,r,
P{U ∩WT = ∅} ≤ P{∀i ∈ {1, 2, . . . , n} : Xti /∈ U}.
Now, if we proceed as in (11),
P{∀i ∈ {1, 2, . . . , n} : Xti /∈ U} = P{Xtn /∈ U |Xtn−1 /∈ U}P{∀i ∈ {1, 2, . . . , n−1} : Xti /∈ U},
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and by Proposition 1 (iii),
P{Xtn /∈ U |Xtn−1 /∈ U} ≤ 1− L2r2 + βe−α(tn−tn−1)
= 1− L2r2 + δ
= 1− L2r
2
2
,
by the definition of δ. Hence, we have
P{∀i ∈ {1, 2, . . . , n} : Xti /∈ U} ≤
(
1− L1r
2
2
)n
≤ exp
(
−nL1r
2
2
)
.
Then the second term is O(e−k1T ) for some constant k1 > 0. To deal with the first term,
we proceed the same way as before. If we take δ = L2r
1/2d(x,∂S)3/2
2 (observe that β/δ > 1),
we have that
P{∀i ∈ {1, 2, . . . , n} : Xti /∈ U} ≤
(
1− L2r
1/2d(x, ∂S)3/2
2
)n
≤ exp
(
−nL2r
1/2d(x, ∂S)3/2
2
)
≤ exp
− T
1
α log
( 2β
L2r1/2d(x,∂S)3/2
) L2r1/2d(x, ∂S)3/2
2
 .
Then,
∫
S1
∑
U∈Ux,r
P
(
U ∩WT = ∅
)
dx ≤ 6
∫
S1
exp
− T
1
α log
( 2β
L2r1/2d(x,∂S)3/2
) L2r1/2d(x, ∂S)3/2
2
 dx .
Let F (u) = µ{x ∈ S : d(x, ∂S) ≤ u} be the distribution of the distance to the boundary ∂S
with respect to the Lebesgue measure. Since the set Sc has positive reach, F is polynomial
in u) (see Pateiro-Lo´pez and Rodr´ıguez-Casal (2012)) and m = maxu∈[0,r/2] F ′(u) < ∞.
Then, if u = d(x, ∂S),∫
S1
∑
U∈Ux,r
P
(
U ∩WT = ∅
)
dx ≤ 6m
∫ r/2
0
exp
(
− T
1
α log
( 2β
L2r1/2u3/2
) L2r1/2u3/2
2
)
du . (13)
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Now let z = αTL2r
1/2u3/2/2
.
= c1Tu
3/2. Then
∫ r/2
0
exp
(
− T
1
α log
( 2β
L2r1/2u3/2
) L2r1/2u3/2
2
)
du =
2
3
(Tc1)
−2/3
∫ c1T (r/2)3/2
0
z−1/3 exp
(
− z
log
(βαT
z
)) dz.
Since r3/2 < 1,
1
T
2
3
∫ c1T ( r2 ) 32
0
1
z
1
3
exp
(
− z
log
(βαT
z
)) dz ≤ 1
T
2
3
∫ c1T
0
1
z
1
3
exp
(
− z
log
(βαT
z
)) dz. (14)
Taking T large enough such that c1T > αβ, we can majorize the right hand side of (14) by
1
T
2
3
∫ αβ
0
1
z
1
3
exp
(
− z
log
(βαT
z
)) dz + 1
T
2
3
∫ c1T
αβ
1
z
1
3
exp
(
− z
log(T )
)
dz .
Finally, taking s = zlog(T ) ,∫ c1T
αβ
1
z
1
3
exp
(
− z
log(T )
)
dz = log(T )2/3
∫ c1T/ log(T )
αβ/ log(T )
1
s
1
3
exp(−s)ds
≤ log(T )2/3
∫ +∞
0
1
s
1
3
exp(−s)ds = K(log(T ))2/3.
5 Reflected diffusions
As mentioned in the introduction, even though the reflected Brownian motion is a natural
model, it may be too simplistic for some applications. In particular, the fact that its
stationary distribution is uniform on the domain fails to capture some important aspects
of animal movement. In order to address this problem, we suggest the more general, albeit
less understood, model of reflected diffusions.
A reflected diffusion in a connected and open domain D ⊂ Rd corresponds to the solution
of the stochastic equation
Xt = X0 + Ut +
∫ t
0
η(Xs)dLs, (15)
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where
Ut =
∫ t
0
σ(Xs)dBs +
∫ t
0
b(Xs)ds,
and Bt is a d-dimensional Brownian motion, η denotes the inward unit vector on the
boundary ∂D, L is a continuous nondecreasing process with L0 = 0, and
Lt =
∫ t
0
I{Xs∈∂D}dLs.
Saisho (1987) proved that under the geometric conditions (4) and (5) there exists a unique
strong solution to (15) whenever σ and b are Lipschitz functions.
By taking σ = 1 and b = 0, one recovers reflected Brownian motions. By other choices of σ
and b one obtains a rich class of stochastic processes with possibly non-uniform stationary
distribution. A simple special case is the reflected Brownian motion with constant drift µ,
that corresponds to Ut = Bt + tµ in (15). Harrison and Williams (1987) proved that in
this case, the stationary distribution has the form C(µ) exp(〈γ(µ), x〉) for some C(µ) > 0
and γ(µ) ∈ Rd.
Assuming that the domain D is non-trap for the reflected diffusion Xt, one may generalize
Theorem 1. Indeed, by observing that the proof of the theorem relies on the non-trap
condition, we have that if S is a compact set satisfying S = S and int(S) is connected, for
any reflected diffusion in int(S) for which int(S) is non-trap,
i) dH(ST , S)→ 0 as T → +∞, under condition WT ⊂ ST ⊂ B(S, εT ) for some sequence
εT → 0 and any ST which contains the trajectory WT = {Xt : 0 ≤ t ≤ T}.
ii) In particular, Cr(WT ) andDT are consistent estimates since they satisfy the condition
WT ⊂ ST ⊂ B(S, εT ).
On the other hand, the non-trap condition is close to be necessary for consistency of DT .
In fact, is necessary for the complete convergence with respect to the Hausdorff distance.
Indeed, if int(S) is a trap domain, there exists a closed ball B with radius δ > 0 and a
sequence xn ∈ int(S) such that E(T xnB ) → +∞. Let  < δ/4. If dH(ST , S) converges to 0
completely, then
∞∑
n=1
P (dH(Sn, S) > ) =: A <∞. (16)
By choosing x0 ∈ int(S) such that E(T x0B ) > A + 1, we have
∑∞
n=1 P (T
x0
B ) > A. On the
other hand, for all n we have {ω : T x0B > 0} ⊂ {ω : dH(Dn, S) > }, contradicting (16).
Understanding the geometric conditions for the domain that imply the non-trap property
for general reflected diffusions remains an interesting research problem.
Also, to obtain rates of convergence for general reflected diffusions remains an open prob-
lem. In particular, one needs to extend Proposition 1 in Burdzy et al. (2006) to the case
of general diffusions with non-uniform stationary distribution.
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6 Some comments on the implementation of the estimators
In practice, given a trajectory {Xt : 0 ≤ t ≤ T} in the plane, we can approximate the
r-convex hull of the trajectory and the RBM-sausage estimator, by adapting the imple-
mentation in the i.i.d. case. The computation of the r-convex hull estimator is based on
the algorithms presented by Edelsbrunner et al. (1983). The details of its implementation
in R (R Core Team (2014)) can be found in Pateiro-Lo´pez and Rodr´ıguez-Casal (2010).
Regarding the RBM-sausage estimator, the implementation is based on the computation
of intersections of pairs of balls of radius T . We refer to Edelsbrunner (1995) for efficient
algorithms on the structure of a union of balls. The code for the computation of the r-
convex hull of the trajectory and the RBM-sausage estimator is available in a new release
of the R package alphahull 2.0 that includes specific functions for these methods.
Next, we present an illustration of the estimation of a non-convex compact set S ⊂ R2
from a simulated trajectory of a planar reflected Brownian motion. An application to real
data sets in the context of home-range estimation is discussed in Section 1.
Let C be the region delimited by the so-called crooked egg curve. The polar equation of
the crooked egg curve is
r = sin3(θ) + cos3(θ).
Points (x, y) in the curve satisfy (x2 + y2)2 − (x3 + y3) = 0. Let us consider the set
S = C \ B˚ with B˚ = B˚((0.05, 0.6), 0.15). In Figure 6 we have simulated trajectories of a
reflected Brownian motion on S. The reflection is pushed in the direction of the inward unit
normal vector on the boundary. We represent in red, the boundary of the RBM-sausage
DT . We analyse the behaviour of DT with respect to how much the estimation differs
when the algorithm is applied to a path from time 0 to T , or to the same path from time
0 to 2T , etc. (short trajectories). The behaviour of the estimator is similar to that of
the BBMM represented in green. The results based on the BBMM are provided in the R
package BBMM, see Nielson et al. (2013). Since these are simulated data, the choice of the
location error is based on visual exploration of the result. We assume that the trajectories
are observed at a high sampling rate and the parameter corresponding to the time between
successive observations is set small.
In Figure 7 we show the r-convex hull estimator and analyse its behaviour for lower sam-
pling rates. We start with a simulated reflected Brownian motion with size N = 10000 and
step h = 0.001 (left) and then select N = 2000 (middle) and N = 500 (right) equally spaced
in time points. We also show the results based on the BBMM, choosing increasing values
of the parameter corresponding to the time between successive observations. As expected,
see Horne et al. (2007), the BBMM identifies the movement path with progressively less
confidence as the time interval increases.
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Figure 6: In gray, support limited by a crooked egg curve and a circumference. In blue,
path of a simulated reflected Brownian motion. From left to right, size N = 1000, N =
5000 and N = 10000 (with step h = 0.001). In red, boundary of the RBM-sausage DT
for T = 0.04. In green, home-range estimation based on the BBMM (99% utilization
distribution estimated).
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Figure 7: In blue, path of a simulated reflected Brownian motion with size N = 10000 and
step h = 0.001. In red, boundary of the r-convex hull estimator for r = 0.1 for the original
path (left), N = 2000 (middle) and N = 500 (right) equally spaced in time points. In green,
home-range estimation based on the BBMM (99% utilization distribution estimated).
7 Concluding remarks
We present a new approach to estimate the support of the stationary distribution of a
reflected diffusion based on a single trajectory. We consider two estimators: the r-convex
hull of the trajectory and the Devroye-Wise estimate. Under the non-trap assumption both
estimates are consistent with respect to the Hausdorff distance, as well as the distance in
measure. These conditions are necessary in order to obtain complete consistency. We also
provide algorithms for efficient computation of the estimates.
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Our main application is the home-range estimation problem. We illustrate the behaviour
of our proposal through two real data examples as well as simulated data. We also compare
with the BBMM method in two different setups: short trajectories and low sampling rates.
The results are encouraging.
We study in detail the case of the reflected Brownian motion and we obtain rates of
convergence with respect to the Hausdorff metric, the distance in measure, and the L1
distance.
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