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−
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𝑅𝑒𝐶𝑒 𝑅𝑒𝑖𝑡 + 𝑣1,𝑡




𝑈𝑡 = 𝑈𝑂𝐶𝑉,0 + 𝐾0𝑆𝑡 + 𝑠 𝑆𝑡 + 𝑅0𝑖𝑡 + 𝑈𝑒,𝑡 +𝑤𝑡
Identifying the State Space Models with Nonlinear Response
𝑥𝑡+1 = 𝐹𝑥𝑡 +𝐻𝑢𝑡 + 𝑣𝑡: 𝑣𝑡~𝑁(0, 𝑄) State equation
Observation equation𝑦𝑡 = 𝐶 + 𝐺𝑥𝑡 + 𝐽𝑢𝑡 + 𝑠(𝑥𝑡) + 𝑤𝑡: 𝑤𝑡~𝑁(0, 𝑅)
We propose a Expectation-Maximization (EM) algorithm-based method to identify the state space models with 
nonlinear response
1. Kalman filter (Expectation). Estimate the state with linear response and input.
2. Reconstruction (Maximization Ⅰ). Identify the nonlinear response in the model using nonparametric methods 
such as kernel functions or neural network models.
3. Parametrization (Maximization Ⅱ). Use the MLE method or EM algorithm to estimate the parameters in the 
linear part of the state space model
𝑠(𝑥𝑡): Unknown nonlinear response
Problem 1. Given the input set 𝑈𝑇 = {𝑢0, … , 𝑢𝑇} and observation set 𝑌𝑇 = {𝑦0, … , 𝑦𝑇}, to obtain ෠𝜃𝑚
∗ and Ƹ𝑠∗(𝑥𝑡)
which satisfies
max log 𝑝𝑦0(𝑦0) + σ𝑡=0
𝑇 log 𝑝𝑦𝑡+1 𝑦𝑡+1 𝑌𝑡, 𝑈𝑡,
෠𝜃𝑚, Ƹ𝑠 𝑥𝑡 .




max log 𝑝𝑦0(𝑦0) + σ𝑡=0
𝑇 log 𝑝𝑦𝑡+1 𝑦𝑡+1 𝑌𝑡, 𝑈𝑡,
෠𝜃𝑚, ෠𝜃𝑠 .
Non-parametric model
Ƹ𝑠np 𝑥𝑡 = σ𝑖=1
𝑁np 𝛽𝑖 ℎ 𝑥𝑡, 𝑎𝑖 , 𝑏𝑖 , ෠𝜃𝑠 is the vector of unknown parameters in 𝛽𝑖 , 𝑎𝑖 , 𝑏𝑖. 
