Abstract
Introduction
Testing consists in checking the conformity of an implementation by performing experiments on it. The application of formal testing techniques [7, 26, 25, 35] to check the correctness of a system requires to identify the critical aspects of the system, that is, those aspects that will make the difference between correct and incorrect behavior. While the relevant aspects of some systems only concern what they do, in some other systems it is equally relevant how they do what they do. For instance, the time consumed by each operation should be considered critical in real-time systems.
In order to perform this task, several techniques, algorithms, and semantic frameworks have been introduced in the literature. The testing community has shown a growing interest in extending these frameworks so that not only functional properties but also quantitative ones could be tested. Thus, there have been several proposals for timed testing (e.g. [31, 11, 17, 36, 12, 34, 24, 8] ). Even though the inclusion of time allows the specifier to give a more precise description of the system to be implemented, there are frequent situations that cannot be accurately described by using a simple notion of time such as a task takes t seconds to be performed". For example, we may desire to specify a system where a message is expected to be received with probability , and so on. This is an advantage with respect to usual deterministic time where we could only specify that the message arrives in the interval (0, ∞). Thus, stochastic extensions of classical formal models have appeared in the literature (see e.g. [14, 1, 18, 5, 15, 9, 29, 28] ). As we have shown in the previous example, the main idea underlying stochastic models is that time information is incremented with some kind of probabilistic information.
In contrast with testing timed systems, testing stochastic systems has received almost no attention. In fact, to the best of our knowledge, there are only three works in the field [4, 27, 33] . We think that this lack of research is due to the technical difficulties in the definition of the corresponding notions of testing. For example, even if we consider white-box testing, as it is the case of [4, 27] , we still have technical problems as the aggregation of delays. In the case of black-box testing, that we consider in this paper, the problem of detecting time faults is much more involved than in the case of timed testing. This is so because we will suppose that the test(er) has no access to the probability distribution functions associated with delays. Let us remark that due to the probabilistic nature of time in stochastic timed systems, several observations of a system may lead to different execution times. Actually, this may happen even if the implementation performs in all the cases the same sequence of actions (and through the same sequence of states).
One of the possibilities to formally specify systems is to use X-machines [19] . They can be seen as a form of finite state machine where transitions are labelled with relations over a basic data set. This set of relations is called the type of the machine and represents the operations that can perform. Different types of machines derived from the original model, in particular, stream X-machines. Stream X-machines have an internal memory; the input, the current state, and the current value of the internal memory determine the next state, the output, and how the memory is updated. The main advantages of using them for representing systems is that they can be adapted to the different necessities the systems can present as well as they allow to integrate control and data processing. This formalism has been used to specify systems in different areas [20, 3, 23] and several testing techniques have been developed.
The standard stream X-Machines test generation algorithm is based in the W-method introduced by [10] in the context of finite state machines. The method presents some restrictions: (a) specification and implementation must be deterministic (b) the functions associated to the transitions are correctly implemented and (c) it assumes that certain conditions, called design for test conditions, hold. Under these assumptions the set of tests generated by this method is guaranteed to determine the correctness of the system [21, 20] . This integration of specification and test generation is one of the most significant benefits of using deterministic stream X-machines in software development. Since this method was developed, it has been extended for reducing the imposed conditions (for a survey see [6] ).
In this paper we present a formal testing methodology where the temporal behavior of systems is considered. Specifically, we will consider the approach sketched in [33] in the context of stream X-machines. A suitable extension of the classical concept of stream X-machine will allow a specifier to explicitly denote temporal requirements for each action of a system, taking advantage of the power that this model provides. In the new formalism we will consider that the delay between the input is applied and the output is received is given by a random variable ξ. In order to cope with this extension, the semantic frameworks have to be strongly modified. In this line, we propose a conformance relation according to our notion of correct implementation respect to a specification for systems that present stochastic information.
Regarding the derivation of test sets, we adapt the standard algorithm used for deterministic stream X-machines. The inclusion of stochastic information is included in the tests, allowing to check that the implementations fulfill the time restrictions present in the specification in accordance with the notion of conformance considered.
The rest of the paper is organized as follows. In Section 2 we present basic concepts regarding random variables and finite automata. In Section 3 we introduce our model to represent stochastic systems by means of stochastic stream X-machines. In Section 4 we introduce a notion of conformance for our framework where temporal behavior is taken into account. In Section 5 we show how stochastic stream X-machines can be tested and how to derive test sets from stochastic stream X-machines, and the application of the test set with our notion of conformance. Finally, in Section 6 we present our conclusions.
Preliminaries
In this section we introduce some basic concepts that will be used along the paper.
Random variables
We will consider that the sample space (that is, the domain of random variables) is the set of real numbers IR. Besides, random variables take positive values only in IR + , that is, in the set of non-negative real numbers. The reason for this restriction is that they will always be associated with time distributions, so they cannot take a negative value.
Definition 1
We denote by V the set of random variables (ξ, ψ, . . . to range over V). Let ξ be a random variable. We define its probability distribution function as the function
is the probability that ξ assumes values less than or equal to x. Let ξ, ξ ∈ V be random variables. We write ξ = ξ if for any x ∈ IR we have F ξ (x) = F ξ (x). We will denote by θ the random variable which probability distribution function is defined by F (x) = 1 for all x ∈ IR + .
Given two random variables ξ and ψ we consider that ξ + ψ denotes a random variable distributed as the addition of the two random variables ξ and ψ.
We will call sample to any multiset of elements belonging to a set. Let A be a set. We denote the powerset of A by P(A). We denote the set of multisets in A by ℘(A). Let ξ be a random variable and J be a sample of positive real numbers. We denote by γ(ξ, J) the confidence of ξ on J.
In the previous definition, a sample simply denotes a collection of observed values by means of an experiment. In our setting, samples will be associated with time values that implementations take to perform sequences of actions. We have that γ(ξ, J) takes values in the interval [0, 1]. Intuitively, bigger values of γ(ξ, J) indicate that the observed sample J is more likely to be produced by the random variable ξ. That is, this function decides how similar the probability distribution function generated by J and the one corresponding to the random variable ξ are. In the appendix of this paper we show how confidence is formally defined.
Finite automata
We denote by C * the set of all finite sequences with elements in C,c denotes a sequence with length greater than 0 while denotes the empty sequence. For allā,b ∈ C * , ab denotes the concatenation of the sequencesā andb. For
Definition 2 A finite automaton, in short FA, is defined by a tuple A = (S, s 0 , I, F, Γ) in which S is a finite set of states, s 0 ∈ S is the initial state, I is the finite input alphabet, F : S × I −→ P(S) is the transition function, and Γ ⊆ S is the set of final states.
Intuitively, if A receives an input i ∈ I when in state s ∈ S it moves to some state in the set F (s, i).
is defined as follows:
In the same way, for a state In what follows we will refer to deterministic and minimal FAS where all states are terminal, that is, Γ = S, and we will denote them by a tuple A = (S, s 0 , I, F ).
Finite automaton testing
A test set is a set of input sequences obtained from a specification such that can be applied to an implementation to establish whether these two machines are equivalent, that is, if their behaviors are the same. If they are not equivalent then there will exist an input sequence in the test set that will detect the difference. Several methods have been presented for generating test sets from an FA specification [10, 13, 30, 2] . In this paper we will apply the W-method that was initially introduced by [10] in the context of completely specified finite state machines and extended by [2] to partially specified finite state machines and finite automata.
Definition 4 Let S and I be two FAS over the same input alphabet I. A finite set T ⊆ I * is a test set of S with respect to I if L(S) ∩ T = L(I) ∩ T implies L(S) = L(I).
We will define some basic concepts that are the basis of the W-method: State cover, transition cover, and characterization set of a minimal FA.
Definition 5 Let
* is a state cover of A if for all s ∈ S there exists i ∈ R such that T r * (s 0 ,ī) = s. We say that P ⊆ I * is a transition cover of A if for all s ∈ S there existsī ∈ P such that T r * (s 0 ,ī) = s and for all i ∈ I we haveīi ∈ P . Finally, W ⊆ I * is a characterization set of A if W distinguishes between any two distinct states of A.
That is, a state cover is a set of input sequences that allows us to access from the initial state to the states of the machine. Let us note that if R is a state cover of A then
The following theorem is the theoretical basis of the Wmethod in the context of deterministic finite automata.
Theorem 1 [2]
Let A and A be two minimal deterministic FAS over the same input alphabet I. Let n be the number of states of A and m be the number of states of A , with m ≥ n. Let P and W , respectively, be a transition cover and a characterization set of A and
A stochastic extension of stream X-machines
In this section we introduce our stochastic extension of the classical stream X-machine model. The main difference with respect to usual stream X-machines consists in the addition of time. We use random variables to model stochastic delays. This extension will allow a specifier to explicitly denote temporal requirements for each action of a system.
where I is the set of input actions, O is the set of output actions, S is a finite set of states, Mem is the memory, Φ, called the type of M , is a finite set of partial functions, φ : Mem× I −→ O × Mem×V represents timed processing functions, F : S × Φ −→ S is the next state function, s 0 ∈ S is the initial state, and m 0 ∈ Mem is the initial memory value.
We can represent a SSXM by a finite automata where the elements of the type Φ are used as input alphabet, and the internal memory is not considered. The FA A(X) = (S, s 0 , Φ, F ) over the alphabet Φ is called the associated FA of X.
Intuitively, we can think of a SSXM as a state transition diagram where arcs are labelled by processing functions. Each function receives an input and current memory values and produces an output while may modify the memory. Additionally, a random variable ξ ∈ V indicates that the time invested by the system for performing these actions will be equal to t time units with probability F ξ (t).
Example 1 Let us consider the machine depicted in Figure 1 in which the initial state is s 1 . Each processing function has associated random variables depending on the input and memory value that they receive. Next we explain how the random variables are distributed. Let us consider that ξ 1 is uniformly distributed in the interval [0, 2]. Uniform distributions assign equal probability to all the time values in the interval. The random variable ξ 2 follows a Dirac distribution in 4. The idea is that the corresponding delay will be equal to 4 time units. Finally, ξ 3 is exponentially distributed with parameter 2. Let us consider that the initial memory value is m 0 = 0. Intuitively, if the machine is in state s 1 and it receives the input a then it will produce the output b and modify the value of the memory to 1 after a time given by ξ 1 . For example, we know that this time will be less than 1 time unit with probability 1 2 , it will be less than 1.5 time units with probability 3 4 , and so on. Finally, once 2 time units have passed we know that the output b has been performed (that is, we have probability 1).
Next we present some notions regarding stream Xmachines that will be used throughout the paper and some results that will be adapted to be applied to our formalism.
We say that X is completely specified if for all s ∈ S, m ∈ Mem, and i ∈ I, there exists φ ∈ Φ such that (m, i) ∈ dom(φ) and (s, φ) ∈ dom(F ).
A SSXM is deterministic if given a state s, for any input value and any memory value there is only one processing function that can be applied. In turn, a SSXM is completely specified if for all s ∈ S, m ∈ Mem and i ∈ I there is always a possible transition. If a deterministic SSXM is completely specified then there is only one transition for any s ∈ S, m ∈ Mem, and i ∈ I.
Next we introduce a partial function that establishes the relation between a pair (memory values, input sequence) and a triplet (output sequence, updated memory values, random variable) produced by the application of a sequence of timed processing functions.
Definition 8 Given a sequenceφ ∈ Φ
* , we consider φ :
function inductively defined in the following way:
In the previous definition we have used the notation (a, b) ∈ f instead of the more standard f (a) = b.
Let us note that when we consider a deterministic SSXM each computation from the initial state to any other state is completely determined by the input sequence and the initial memory value.
A SSXM gives rise to a relation between the input sequences applied to the machine and the output sequences that it produces. This relation is given by the execution of a sequence of processing functions, from the initial state of the machine, that allows to obtain an output sequence in response to an input sequence. In our formalism, we will require, for dealing with the specified temporal restrictions, to extend this relation with the time that the machine needs for performing the processing functions. Thus, we introduce a new notion of correspondence between input sequences and pairs of output sequences and random variables. 
The function computed by X f X : I * → O * is defined as follows:
Let us note that if the machine X is deterministic and completely specified then f X and ft X are total.
Conformance
In order to properly define how to test an implementation against a specification it is necessary to state what it means for an implementation to be correct. It is usual when testing from a stream X-machine to assume that the implementation under test (IUT) behaves like an unknown stream X-machine. For the sake of simplicity we will assume that , 1, ξ2)  φ2(1, a) = (b, 0, ξ2)  φ2(1, b) = (b, 0, ξ2)  φ3(0, a) = (b, 0, ξ1)  φ4(0, b) = (a, 1, ξ3)  φ4(1, a) = (a, 1, ξ3)  φ4(1, b) = (b, 1, ξ3 ) both, implementation and specification, are given by deterministic SSXMs. This framework can be easily extended to cope with non-determinism by considering [16, 22] . First we introduce some auxiliary definitions.
We say that the pair
In addition, we say that
We denote by STraces(X) and NSTraces(X) the sets of stochastic and non-stochastic traces of X, respectively. The usual approach is that an implementation conforms to a specification if they describe the same behavior, that is, if the functions computed by them are equivalent. Additionally, we need to describe what means for a implementation to be temporally correct with respect to a specification. It would be reasonable to require that any sequence of the implementation have associated the same delay as the one specified by the specification. This reasoning leads us to define our first notion of conformance.
Definition 11
Let S and I be two deterministic SSXMs. We say that I non-stochastically conforms to S, denoted by I conf ns S, if f I = f S .
We say that I stochastically conforms to S, denoted by I conf s S, if ft I = ft S In addition to requiring non-stochastic conformance we have to ask for some conditions on delays. Thus, I conf s S also requires that any stochastic trace of the specification that is performed by the implementation must have the same associated delay. Even though this is a very reasonable notion of conformance, the fact that we assume a black-box testing framework disallows us to check whether the corresponding random variables are identically distributed. In fact, we would need and infinite number of observations from a random variable of the implementation (with an unknown distribution) to assure that this random variable is distributed as another random variable from the specification (with a known distribution). Thus, this notion is useful only from a theoretical point of view since, under our assumptions, it cannot be tested in finite time that an implementation conforms with respect to a specification. We have to give more realistic notion of temporal conformance based on a finite set of observations that is less accurate but that is checkable.
We introduce a new implementation relation that takes into account a sample of time values. The idea is to compare these time values with the random variable associated to it.
Definition 12
We say that a pair (ρ, t) is a timed sequence if ρ is a sequence of inputs/outputs and t ∈ IR + . Let Ψ = {ρ 1 , . . . , ρ m } be a set of input/output sequences and H = { | (ρ 1 , t 1 ) , . . . , (ρ n , t n )| } be a multiset of timed sequences. We say that Sampling (H,Ψ) : Ψ −→ ℘(IR + ) is a sampling application of H for Ψ if for all ρ ∈ Ψ we have Sampling (H,Ψ) (ρ) = { |t | (ρ, t) ∈ H| }.
Let I and S be two deterministic SSXMs. Let H = { | (ρ 1 , t 1 ) , . . . , (ρ p , t p )| } be a multiset of timed sequences with ρ j ∈ NSTraces(I) for all 1 ≤ j ≤ p. Let 0 ≤ α ≤ 1, Ψ = {ρ | ∃ t : (ρ, t) ∈ H} ∩ NSTraces(S), and let us consider Sampling (H,Ψ) . We say that I (α, H)−stochastically conforms to S, denoted by Iconf (α,H) s S, if Iconf ns S and for all ρ ∈ Ψ we have that (ρ, ξ) ∈ STraces(S) then γ(ξ, Sampling (H,Ψ) (ρ)) > α.
The idea underlying the new relation is that the implementation must conform to the specification in the usual way, that is, I conf ns S. Besides, for any trace of the implementation performed by the specification, the time values associated to it in the sample fit the random variable indicated by the specification. This notion of fitting is given by the function γ that it is formally defined in the appendix of this paper.
Definition and application of tests
A test consists of a sequence of inputs that will be applied to an IUT, a sequence of expected outputs and a random variable that will be compared with the different time values that the implementation spends for giving the response. The ultimate goal of testing is to determine whether the IUT is a correct implementation of the specification. On the one hand, we must prove that the functions computed by both SSXMs are identical, that is, we need to determine the functional correctness of the IUT with respect to the specification. On the other hand, we have to check the nonfunctional correctness of the system, that is, the IUT fulfills the temporal requirements established in the specification. We will check that the time values the implementation takes for performing each test match the random variable associated with the test. We will collect a sample of time values (one for each test execution) and we will compare this sample with the random variable. By comparison we mean that we will apply a contrast to decide, with a certain confidence, whether the sample could be generated by the corresponding random variable.
Definition 13
A test is a triplet T = (ī,ō, ξ) whereī is a sequence of inputs,ō is a sequence of outputs, havingī and o the same length, and ξ is a random variable.
Let T = (i 1 , . . . , i r , o 1 , . . . , o r , ξ) be a test and ρ = (i 1 /o 1 , . . . , i r /o r ) a sequence of iputs/outputs. We write T ρ −→ ξ. We say that I passes a set of tests T , denoted by pass(I, T ), if for all test T = (ī,ō, ξ) ∈ T we have f I (ī) =ō.
We say that
is a timed execution of I if the observation of I shows that the sequence
We denote the application of the test T to the implementation I as I T . We say that (ρ, t) is a test execution of I and T if T ρ −→ ξ for some ξ ∈ V and (ρ, t) is a timed execution of I.
Definition 14
Let I be a SSXM and T = {T 1 , . . . , T n } be a set of tests. Let H 1 , . . . , H n be test execution samples of I and T 1 , . . . , T n , respectively, and H = n i=1 H i . Let Ψ = {ρ | ∃ t : (ρ, t) ∈ H} and let us consider Sampling (H,Ψ) . Finally, let 0 ≤ α ≤ 1.
We say that the implementation I (α, H)−passes the set of tests T if pass(I, T ) and for all ρ ∈ Ψ and all T ∈ T
Intuitively, an implementation passes a set of tests if two conditions hold. First, the output obtained by means of the interaction with the implementation are those expected. Once we know that the functional behavior of the implementation with respect to the set of tests is correct, we need to check time conditions. The set H corresponds to the observations of the (several) applications of the tests belonging to T to I. Thus, we have to decide whether, the observed time values (that is, Sampling (H,Φ) (ρ)) match the definition of the random variable appearing in the test corresponding to the execution of that sequence (that is, ξ). As we commented previously, we assume a function γ that can perform this hypothesis contrast. In the appendix of this paper we give the technical details about the definition of this function (we will use Pearson's χ 2 hypothesis contrast).
Next, we will adapt the testing method for deterministic stream X-machines, developed by [21] , that provides us with a test set derived from the specification and allows to determine the functional correctness of the implementation. This method assumes the implementation has the same type as the specification and that the processing functions are correctly implemented, that is, they have been tested in advanced and are equivalent to the ones in the specification. Testing is simplified then to determine whether these functions have been combined correctly. This method is proved to detect all the faults of the implementations considering the system must satisfy some requirements, called design for test. In fact, the method reduces the testing of SSXMs to testing that their associated automata are equivalent. After we obtain a test set for the associated automata, we will translate, by means of the fundamental timed test function, the processing functions sequences belonging to the test set into triplets (input sequence, output sequence, random variable) that will be used to test the SSXM. Let us note that in the standard approach this function only translates the test set for the associated automata to a set of input sequences. When we deal with SSXMs we also need to check the correctness of the temporal requirements established for each trace. Thus, the new fundamental timed test function must provide us with the associated random variables in the specification that allow us to compare them with the time values obtained from the interaction with the implementation.
Definition 15
Let X and X be two deterministic SSXMs with the same input alphabet I and output alphabet O. Then, a finite set R ⊆ I * is a test set of X with respect
We say that R s ⊆ I * × O * × V is a timed test set of X with respect to X if {ī | ∃ō, ξ : (ī,ō, ξ) ∈ R s } is a test set of X with respect to X . We say that X and X are testing compatible if they have the same input actions, output actions, memory, initial memory values, and identical types.
The processing functions have to fulfill some requirements, called design for test conditions, that allow us to translate the test set obtained from the associated FA into a timed test set of the SSXM. These conditions are outputdistinguishability and input-completeness.
Definition 16
A type Φ is called input completed if for all m ∈ Mem and all φ ∈ Φ there exists i ∈ I such that (m, i) ∈ dom(φ).
The first condition means that two different functions of Φ cannot generate the same output for a given input i and memory value m. We will be able to distinguish between any two different processing functions observing outputs. The second property ensures that any processing function can be exercised from any memory value using the suitable input.
We need a method that translates sequences of processing functions, corresponding to the test set derived from the FA, to sequences that can be applied to our systems. Next, we introduce this function.
Definition 17 Let
X = (I, O, S, M em, Φ, F, s 0 , m 0 ) be a deterministic SSXM with type Φ input-complete. A function Ω : Φ * → I * × O * × V is
called a fundamental timed test function if its definitions fulfills:
Let us remark that Ω is input-complete then, there always existī.
The next theorem is the basis for deterministic SSXM testing. It is a simple adaptation of a similar result appearing in [21] .
Theorem 2 Let X be a deterministic SSXM with type Φ input-complete and output-distinguishable and X a deterministic SSXM testing compatible with X. If Ω is a fundamental timed test function of X and Z ⊆ Φ * is a test set of A(X) with respect to A(X ) then T s = Ω(Z) is a timed test set of X with respect to X . Now we can use Theorems 1 and Theorem 2 to generate a test set of a specification with respect to an implementation.
Theorem 3
Let S be a deterministic SSXM and I be a deterministic SSXM testing compatible with S, with type input-complete and output-distinguishable. Let n be the number of states of S and m be the number of states of I. Let A S and A I be their associated automata, respectively, and Ω be a fundamental timed test function of S. Let P and W , respectively, be a transition cover and a characterisation set of S and Z = (
is a timed test set of S with respect to I.
In the following, for a given specification S, any timed test set obtained by applying the method described in the previous result will be denoted by tests(S).
Theorem 4
Let S be a deterministic SSXMs and I a deterministic SSXM testing compatible with S, with type inputcomplete and output-distinguishable. Let 0 ≤ α ≤ 1 and H be a multiset of test executions of I and the tests belonging to tests(S). We have that:
I (α, H)−stochastically conforms to S I (α, H)−passes tests(S)
Proof : First, let us show that I (α, H)−passes tests(S) implies I (α, H)−stochastically conforms to S. We will use the contrapositive, that is, we will suppose that I (α, H)−stochastically conforms to S does not hold and we will prove that I does not (α, H)−passes tests(S). If I (α, H)−stochastically conforms to S does not hold then we have two possibilities:
1. Either I conf ns S does not hold, or 2. there exists ρ ∈ Ψ = {ρ : (ρ, t) ∈ H} ∩ NSTraces(S) such that (ρ, ξ) ∈ STraces(S) and γ(ξ, Sampling (H,Ψ) (ρ)) > α does not hold.
Let us consider the first case, that is, we suppose that I conf ns S does not hold. Then, we automatically infer f I = f S . By the previous theorem we have that tests(S) is a timed test set of I with respect to S. By definition of timed test set, there exists (ī,ō, ξ) ∈ tests(S) such that f I (ī) = f S (ī). Thus, we conclude I does not (α, H)−passes tests(S) since f I (ī) =ō. Now, let us suppose that I (α, H)−stochastically conforms to S does not hold due to the second case. If ρ ∈ Ψ then there exists (ρ, t) ∈ H for some t ∈ IR + . Since H is a test execution sample of I and the tests belonging to tests(S), there exists T = (ρ, ξ) ∈ tests(S) such that T ρ −→ ξ. Since, we assumed that γ(ξ, Sampling (H,Ψ) (ρ)) > α does not hold, we conclude that I does not (α, H)−passes tests(S).
Let us prove now that I (α, H)−stochastically conforms to S implies I (α, H)−passes tests(S). We will use again the contrapositive, that is, we will assume that I does not (α, H)−passes tests(S) and we will conclude that I does not (α, H)−stochastically conforms to S. If I does not (α, H)−passes tests(S) then we have two possibilities:
1. Either pass(I, tests(S)) does not hold, or 2. there exists ρ ∈ Ψ and T ∈ tests(S) such that T ρ −→ ξ and γ(ξ, Sampling (H,Ψ) (ρ)) > α does not hold.
Let us consider the first case, that is, we suppose that pass(I, tests(S)) does not hold. Then, there exists (ī,ō, ξ) ∈ tests(S) such that f I (ī) =ō. Thus, f |I = f |S and I conf ns S does not hold. We conclude I does not (α, H)−stochastically conforms to S. Now, we consider the second possibility. If ρ ∈ Ψ then ρ ∈ NSTraces(S). If there exists T ∈ tests(S) such that T ρ −→ ξ then there exists (ρ, ξ) ∈ STraces(S). Besides, we have that γ(ξ, Sampling (H,Ψ) (ρ)) > α does not hold. So, I does not (α, H)−stochastically conforms to S.
Conclusions
We have presented a methodology for testing temporal aspects of systems where temporal behavior is critical. The model introduced for specifying the systems is a suitable extension of the classical concept of stream X-machine, where temporal requirements have been represented by means of random variables. Implementation relations have been introduced for describing the notion of conformance of an implementation with respect to a specification up to a certain degree of confidence.
The task of testing an implementation for conformance to a specification, both modeled by means of deterministic stochastic stream X-machines, has been tackled by adapting the standard technique for stream X-machines based in the W-method.
7 Appendix: Statistics Background: Hypothesis Contrasts.
In this appendix we introduce one of the standard ways to measure the confidence degree that a random variable has on a sample. In order to do so, we will present a methodology to perform hypothesis contrasts. The underlying idea is that a sample will be rejected if the probability of observing that sample from a given random variable is low. In practice, we will check whether the probability to observe a discrepancy lower than or equal to the one we have observed is low enough. We will present Pearson's χ 2 contrast. This contrast can be applied both to continuous and discrete random variables. The mechanism is the following. Once we have collected a sample of size n we perform the following steps:
• We split the sample into k classes which cover all the possible range of values. We denote by O i the observed frequency at class i (i.e. the number of elements belonging to the class i).
• We calculate the probability p i of each class, according to the proposed random variable. We denote by E i the expected frequency, which is given by E i = np i .
• We calculate the discrepancy between observed frequencies and expected frequencies as
Ei
. When the model is correct, this discrepancy is approximately distributed as a random variable χ 2 .
• We estimate the number of freedom degrees of χ 2 as k − r − 1. In this case, r is the number of parameters of the model which have been estimated by maximal likelihood over the sample to estimate the values of p i (i.e. r = 0 if the model completely specifies the values of p i before the samples are observed).
• We will accept that the sample follows the proposed random variable if the probability to obtain a discrepancy greater or equal to the discrepancy observed is high enough, that is, if X 2 < χ 2 α (k − r − 1) for some α high enough. Actually, as such margin to accept the sample decreases as α increases, we can obtain a measure of the validity of the sample as max{α | X 2 < χ 2 α (k − r − 1)}.
According to the previous steps, we can now present an operative definition of the function γ which is used in this paper to compute the confidence of a random variable on a sample.
Definition 18
Let ξ be a random variable and J be a multiset of real numbers representing a sample. Let X 2 be the discrepancy level of J on ξ calculated as explained above by splitting the sampling space into k classes The previous definition indicates that in order to perform a contrast hypothesis, we split the collected values in several intervals having the same expected probability. We compute the value for X 2 as previously described and check this figure with the tabulated tables (see, for example, www.statsoft.com/textbook/sttable.html) corresponding to χ 2 with k − 1 freedom degrees. Let us comment some important details. First, given the fact that the random variables that we use in our framework denote the passing of time, we do not need classes to cover negative values. Thus, we will suppose that the class containing 0 will also contain all the negative values. Second, let us remark that in order to apply this contrast it is strongly recommended that the sample has at least 30 elements while each class must contain at least 3 elements.
Example 2 Let us consider a device that produces real numbers belonging to the interval [0, 1]. We would like to test whether the device produces these numbers randomly, that is, it does not have a number or sets of numbers that are more probable to be produced than other ones. Thus, we obtain a sample from the machine and we apply the contrast hypothesis to determine whether the machine follows a uniform distribution in the interval [0, 1]. First, we have to decide how many classes we will use. Let us suppose that we take k = 10 classes. Thus, for all 1 ≤ i ≤ 9 we have a i = 0.i and P (ξ ≤ a i ) = Since the sample has 48 elements we have that the expected frequency in each class, E i , is equal to 4.8.
In contrast, the observed frequencies, O i , are 4, 3, 7, 4, 4, 3, 7, 6, 5, 5. Next, we have to compute
Finally, we have to consider the table corresponding to χ 2 with 9 freedom degrees and find the maximum α such that 4.08333 < χ 2 α (9). We conclude that, with probability α, the machine produces indeed random values.
