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Abstract
We give a closed formula for the derivative of arbitrary order of the function g(x) =
exp(f(x)).
1 Introduction
The computation of derivatives of functions of the form exp(f(x)) are very useful in analysis,
when one is interested in boundedness properties of such functions, and especially in financial
mathematics and probability, where this particular form of functions arises naturally. In this
paper we will give a closed form for [exp(f(n))](n), n ∈ N.
2 Notation
Let us denote by N∞ the collection of sequences of natural numbers, with the additional
restriction that only a finite number of the elements of the sequence can be positive:
N
∞ =
{
k = {ki}∞i=1
∣∣∣∣∀i ∈ N∗, ki ∈ N ∧
∞∑
i=0
ki < ∞
}
In other words, ∃n ∈ N : ∀i > n, ki = 0; in such cases we will also be writing k =
(k1, k2, . . . , kn, 0, . . .) = (k1, k2, . . . , kn), i.e. we will use vector notation. We also define
the constant ß = (1, 2, 3, . . .), i.e. ∀i ∈ N∗, si = i.
We will write k! =
∞∏
i=1
ki! =
n∏
i=1
ki!, and also
(
f (ß)
)k
=
∞∏
i=1
(
f (i)
)ki
.
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3 The general formula: a sketch
We claim that the derivative of order n of the function given is of the form:(
ef(x)
)(n)
= ef(x)
∑
{k|k∈N∞,k·ß=n}
ank
(
f (ß)
)k
(1)
We will proceed now to prove that this sum extends over the ks we claim it does, and also find
the exact value of the coefficients an
k
∈ R. Notice that the n in this notation is superfluous,
as it can be inferred by k, but it will prove convenient later, as a marker of the order of the
derivative the coefficient belongs to.
4 The proof
Theorem 1. (1) holds if an+1
k
= an
k−e1 +
n∑
i=1
(ki + 1)a
n
k+ei−ei+1
, where the ei, i ∈ N denote
the sequences in N∞ whose elements are all 0, except the ith element which is 1.
Proof. For n = 1 the formula is true, as
(
ef(x)
)′
= ef(x)f ′(x), so that the summation extends
indeed over all ks such that k · ß = 1, i.e. only on k = (1, 0, 0, . . .) = 1, and a11 = 1.
Assume now that the formula is true for n; we need to show it true for n + 1. But the
formula for n+ 1 can be obtained by the formula for n by differentiation:
ef(x) ∑
{k|k∈N∞,k·ß=n}
ank
(
f (ß)
)k
′
=
= ef(x)
∑
{k|k∈N∞,k·ß=n}
ankf
′
(
f (ß)
)k
+ ef(x)
∑
{k|k∈N∞,k·ß=n}
ank
((
f (ß)
)k)′
=
= ef(x)
∑
{k|k∈N∞,k·ß=n}
(
ank
(
f (ß)
)k+e1
+ ank
n∑
i=1
kif
(i+1)
(
f (ß)
)k−ei)
=
= ef(x)
∑
{k|k∈N∞,k·ß=n}
(
ank
(
f (ß)
)k+e1
+ ank
n∑
i=1
ki
(
f (ß)
)k−ei+ei+1)
= . . .
Observe here that k + e1 and k − ei + ei+1, i = 1, . . . , n are solutions of the equation
ß · x = n + 1. On the other hand, if x is a solution of this equation, it has at least one
positive entry, hence at least one of the vectors x− e1, x+ ei− ei+1, i = 1, . . . , n will belong
in N∞. But as all such vectors that are in N∞ are solutions of the equation ß · y = n, and
as, by our inductive assumption, all solutions of this latter equation in N∞ appear in the
summation of (1), there will exist a k ∈ N∞ so that either x = k+e1 or x = k−ei+ei+1 for
some i = 1, . . . , n. In other words, the summation in the last formula of the above derivation
extends on all {k|k ∈ N∞,k ·ß = n+1}. So, we can go on with the derivation, by rearranging
terms:
. . . = ef(x)
∑
{k|k∈N∞,k·ß=n+1}
[
ank−e1 +
n∑
i=1
ank+ei−ei+1
](
f (ß)
)k
=
= ef(x)
∑
{k|k∈N∞,k·ß=n+1}
an+1
k
(
f (ß)
)k
2
This completes the proof.
We are still not finished, though: we need to find an explicit formula for the coefficients.
All we proved so far about them is that they can be determined recursively, hence uniquely,
as this recursive determination makes them unique. The notation we are about to use is
compatible with the notation used in [1].
Theorem 2. Let k ∈ N∞ and n ∈ N so that ß · k = n. Then, ank =
1∏n
i=1 ki!
n!∏n
i=1(si!)
ki
=
n!
k!(ß!)k
. For values of k, n that do not satisfy the equality above, we set ank = 0.
Proof. All we need to show is that this definition is consistent with the recursive definition
of the coefficients in the previous theorem.
To begin with, observe that, assuming all quantities appearing are positive,
ank−e1 =
1
(k1 − 1)!
∏n
i=2 ki!
n!
sk1−11
∏n
i=2(si!)
ki
=
k1s1
n+ 1
an+1
k
and
ank+ej−ej+1 =
1
(kj + 1)!(kj+1 − 1)!
∏n
i=1,i 6=j,j+1 ki!
n!
(sj!)kj+1(sj+1!)kj+1−1
∏n
i=1,i 6=j,j+1(si!)
ki
=
=
kj+1
kj + 1
sj+1!
sj !
an+1
k
=
kj+1
kj + 1
sj+1a
n+1
k
Now, observe that the equalities we have obtained are true even if not all the intermediate
quantities are positive, as then the coefficients on both sides are 0, and so that the equalities
become 0 = 0. Then,
ank−e1 +
n∑
i=1
(ki + 1)a
n
k+ei−ei+1 =
an+1
k
n+ 1
(
s1k1 +
n∑
i=1
si+1ki+1
)
= an+1
k
ß · k
n+ 1
= an+1
k
Finally, we see immediately that a11 =
1!
1!1!
= 1, as it should be. This completes the proof.
5 Number of summands
How many are the solutions of the equation k · ß = n ∈ N in N∞? They are as many as
the different ways in which we can write n as the sum of non-negative integers not greater
than n, i.e. the number of partitions of n, as it is known in the literature (see [2] for details).
Although there exists an exact formula for this (see [3]), it is not practical at all; fortunately,
simple bounds exist for this number.
6 Non-zero elements of the solutions
How many non-zero elements does k have for a given n? Obviously, at least one. On the
other hand, the first time s non-zero elements will appear in k will be when they are all 1 and
they occupy the lowest possible positions within the sequence, i.e. the first s ones. Hence,
k · ß = n becomes n = 1 + . . .+ s = s(s+ 1)
2
.
3
So, for a given n, what is the maximum number of non-zero elements there can be? As
any nonzero element is as least 1, we need to solve
s(s+ 1)
2
≤ n, or s2 + s− 2n ≤ 0, which
leads to:
s ≤
⌊√
1 + 8n− 1
2
⌋
7 Conclusion
Given the notation we stated in the beginning of the paper, we proved the identity:
(
ef(x)
)(n)
= ef(x)
∑
{k|k∈N∞,k·ß=n}
n!
k!(ß!)k
(
f (ß)
)k
(2)
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