Abstract. We upgrade Howard's divisibility toward Perrin-Riou's Heegner point Main Conjecture to an equality under some mild conditions. We do this by exploiting Wei Zhang's proof of the Kolyvagin conjecture. The main ingredient is an improvement of Howard's Kolyvagin system formalism. As another consequence of it, we establish the equivalence between this main conjecture and the primitivity of the Kolyvagin system in certain cases, by also exploiting a explicit reciprocity law for Heegner points. 
Introduction
Fix a quadratic imaginary field K, a prime p ≥ 5 and an elliptic curve E/Q with good reduction at p and with conductor N E coprime with D K . Let T = T p E be the Tate module of E. For a number field L, let Sel p ∞ (E/L) and S p (E/L) denote respectively the usual discrete and compact p-adic Selmer groups, which fit in the fundamental exact sequences where char(M ) denotes the characteristic ideal of a torsion Λ-module.
In the case where E has supersingular reduction at p, an analogue of such conjecture was considered by Castella-Wan in [CW16] in the case where p splits in K. This is obtained by considering The goal of this paper is two-fold. First, we build on the work of Howard to show how the full Howard's Main Conjecture can be established from the primitivity of the usual Kolyvagin system (Theorem A), by adapting arguments of [MR04] to the setting of [How04a] . Such primitivity was proven in greater generality by Wei Zhang [Zha14] , and this will allow us to obtain new cases of Howard's Main Conjecture (Theorem 1.1.5). We note that our approach is of a different nature than the recent results mentioned above, and that, to the author's knowledge, this is the first instance where one could deduce a main conjecture from primitivity conditions. Secondly, we show how we can use our improvement in the formalism of Howard to determine, at least conjeturally, when the Kolyvagin system of Heegner points should be primitive. Kolyvagin observed in [Kol91, Theorem E] , under mild hypothesis and for elliptic curves E/Q with analytic rank 1 over K, that, conditional on the p part of the BSD formula, primitivity should happen exactly when certain Tamagawa factors are p-indivisible. We'll prove an analog of this for higher analytic rank, but conditional on Howard's Main Conjecture instead (Theorem B). This will be done by considering twists of the usual Kolyvagin system by finite order anticyclotomic characters.
By the work of Cornut-Vatsal in [CV07] , we can choose such twist in a way that the Kolyvagin system has nonzero base class, and hence exploit a explicit reciprocity law for Heegner points to relate the primitivity of the Kolyvagin system with a special value of the BDP p-adic L-function.
The two results above actually amount to the equivalence between Howard's Main Conjecture and primitivity in certain cases (Theorem C).
1.1. Main results. Let E/Q be an elliptic curve and K be an imaginary quadratic field with discriminant D K < −4. Let N = N E be the conductor of E/Q. We assume that (N, D K ) = 1. Let N = N + N − be the factorization such that primes l | N + are split in K and primes l | N − are inert in K. We assume that K satisfies the generalized Heegner Hypothesis (Heeg) N − is a square-free product of an even number of primes.
Let p be a prime number p ∤ D K such that (good) E has good reduction at p,
and denote by T = T p E the Tate module. We assume that (res-surj) the residual representation of T is surjective.
As shown in [Ser72, Théorèm 2], this last condition is true for all but finitely many primes p if E does not have complex multiplication.
For certain arguments we will also need to assume that (split) p splits in K, and that p is not anomalous, that is, (not anom) p ∤ #Ẽ(F v ) for a place v | p of K.
Note that (not anom) is equivalent to
where a p is the usual trace of Frobenius a p := p + 1 − #Ẽ(F p ).
Let K ∞ be the Z p -anticyclotomic extension of K. Let Λ := Z p Gal (K ∞ /K) and denote by m = (p, γ − 1) its maximal ideal, where γ ∈ Gal (K ∞ /K) is any topological generator. We consider the Λ-modules T = T ⊗ Λ, A = T ⊗ Λ ∨ with Galois action on both factors, and Λ action on the second factor.
If M = T or T or A or a quotient of T or T, and F = (F v ) v is a collection of submodules
for every place v of K, we denote
to be the corresponding Selmer group.
We let F BK denote the Bloch-Kato Selmer structure 1 for T, whose local conditions in this case the exact annihilators under Tate duality of the images of the local Kummer maps. We also propagate these conditions to quotients of T. Denote by κ the usual Kolyvagin system of Heegner points for H 1 FBK (K, T ) . This is a collection of classes (see Section 3 for the precise definition) κ = {κ n ∈ H 1 FBK(n) (K, T /I n T ) : n square-free product of Kolyvagin primes} that can be constructed under the above assumptions together with the following Assumption 1.1.1.
For a prime w of K, let F w denote its residue field, and let E be the Néron model of E over K w .
Let π 0 (E 0 ) be the group of connected components of the special fiber E 0 of E, and recall that it has a Gal F w /F w action. We denote by c w (E/K) := #π 0 (E 0 )(F w ) the Tamagawa factor of E/K at w.
Assumption 1.1.1. Either N − = 1 or p ∤ c w (E/Q) for all w | N + .
Remark 1.1.2. This assumption will only be used to ensure that the cohomology classes κ n ∈ H 1 (K, T /I n T ) and its twists lie in the F BK (n) Selmer group, and can likely be removed, as explained in Remark 3.1.2. We also note that such assumption is already implied by the hypothesis of [Zha14, Theorem 1.1].
We say that κ is primitive if its reduction modulo p, We will recall the construction of such Kolyvagin systems in Section 3.
Howard made the following conjecture in the ordinary case, and showed how (1), (2) and one of the divisibilities of (3) follow from the fact that κ 
(1) char(M ) = char (M ) ι , where ι is the endormorphism induced by complex conjugation, E to be semistable, and also allow the case of analytic rank greater than 1.
We'll also obtain a partial converse to Theorem A. We consider the condition
Assumption 1.1.7. Assume (Heeg), (good), (split), (p big) and (res-surj). Furthermore, assume that one of the following is satisfied:
(1) p ∤ a p (a p − 1) or (2) E/K has analytic rank 1.
We will then obtain 
for a Kolyvagin system κ over a discrete valuation ring R. In the above, T is a certain finitely generated R G K -module and M is such that H 1
. This is what ultimately allows Howard to establish the corresponding divisibility in Howard's Main Conjecture. We'll provide an error term for the above inequality
with the property that d(κ) = 0 iff κ is primitive. This mimicks the similar formula obtained To obtain Theorem A from the above, we will obtain the Λ-primitivity of κ Hg from the primitivity of κ. We note that this is the crucial place where (not anom) will be necessary. This relation between different primitivity conditions will be established in Section 3, where we finish the proof of Theorem A.
In other words, we will formalize the implications 
and, thus, comparing these two formulas yield Theorem B, since ∂ (∞) (κ) = 0 ⇐⇒ κ is primitive.
In order to allow for arbitrary analytic rank, we essentially follow the approach alluded to in [BCK18, Remark 1.8]: we will prove an analog of (1. 
Howard's Kolyvagin Systems
2.1. Generalities. We first briefly recall the setting and some notation from [How04a] .
Let K be a quadratic imaginary field and p be a prime, and denote by τ ∈ G Q a complex conjugation. Denote by K[n] the ring class field of conductor n.
Let R be a coefficient ring (a complete, Noetherian, local ring with finite residue field of characteristic p) with maximal ideal m. We consider the category Mod R,K of R G K -modules that are unramified outside a finite set of places.
For T ∈ Mod R,K , we denote T = T /mT, and consider the sets
We recall some local conditions from [How04a, Section 1.1]. We let the strict, relaxed, finite and transverse conditions to be, respectively,
We denote by N = N (L) the set of square-free products of primes in L, with the convention that 1 ∈ N .
We recall that given such a Selmer triple, we denote
We also recall that we propagate the Selmer condition F to submodules and quotients of T : If 0 → 
Finally, we recall the definition of Kolyvagin systems for a Selmer triple (T, F , L). For a l | λ ∈ L 0 (T ), let I l denote the smallest ideal of R containing l + 1 and for which Frob λ acts trivially on
For n ∈ N , we denote I n := l|n I l . These are such that for any nl ∈ N with l a prime, there is a comparison isomorphism 
such that for all nl ∈ N with l a prime, we have
where loc s l denotes the composition
We consider the following hypotheses for a pair (T, F ), from [How04a, Section 1.3]:
(H.0) T is a free, rank 2 R-module,
there is a Galois extension F/Q such that K ⊆ F, such that G F acts trivially on T, and which satisfies (s σ , t τ στ −1 ) = (s, t) σ for every s, t ∈ T and σ ∈ G K . We assume that the local condition F is its own exact orthogonal complement under the induced pairing
(H.5) (a) the action of G K on T extends to an action of G Q and the action of τ splits T =
a r ∈ R, we have H 1 
In particular, this implies that I n R = 0 for all n ∈ N .
The goal of this section is to establish the notion of core vertices, which are the n ∈ N with H(n) ≃ R, and to prove that the isomorphism class of the ideal κ n R does not depend on the core vertex n when p > 4.
. In this case, Howard constructed a generalized form of a Cassels-Tate pairing, and proved:
There is an ǫ ∈ {0, 1} and modules M (n) such that
Together with global duality, the existence of this pairing also implies that: 
and ρ(n) := ρ(n)
The above lemma readily implies the following.
Corollary 2.2.4. For a, b, δ as in Lemma 2.2.2, we have
λ(nl) = λ(n) + k − a − b − δ.
Proof. The two bottom inclusions in Lemma 2.2.2 give us
length (H(n)) = length (H l (n)) + a + b and
Since length (H(n)) = kǫ + 2λ(n) and length (H(nl)) = kǫ + 2λ(nl) by Lemma 2.2.1, subtracting the two equations above give us
from which the claim follows.
The next proposition is a refinement of [How04a, Proposition 1.5.9].
Proposition 2.2.5. For nl ∈ N and d ≥ 0, we have
Proof. By Lemma 2.2.2, the first occurs if and only if λ(n) + d ≥ max(a, b) and the second occurs if and only if
. Assume without loss of generality that a ≥ b.
Now our proposition becomes
which is clearly true by Corollary 2.2.4.
We assume from now on that
By [How04a, Proposition 1.5.5], this is equivalent to ρ(n) ≡ 1 mod 2 for all n ∈ N .
Definition 2.2.6. We call n ∈ N a core vertex if ρ(n) = 1. Note that, under (odd rank), this is equivalent to M (n) = 0 and also to H(n) ≃ R. Denote by X the graph whose vertices are the core vertices, and where we have an edge between vertices n and nl for nl ∈ N and l a prime.
We will use the following lemma repeatedly in what follows.
Lemma 2.2.7 ([How04a, Lemma 1.5.3]). For any nl ∈ N with l a prime,
We will accomplish our goal to prove that the ideal κ n R does not depend on the core vertex n by proving: (1) that the graph X is connected; (2) that κ n R ≃ κ nl R for neighboring vertices n, nl ∈ X . We first see how we prove the latter.
Proposition 2.2.8. Let n be a core vertex and nl ∈ N for a prime l. Then the following are equivalent:
(1) nl is a core vertex,
Moreover, in the case where (1) − (5) hold, we have a well-defined isomorphism
(loc
where we recall that loc
Proof. The kernel of maps (2) and (3) is H l (n) and of maps (4) and (5) is H l (n). By [How04a,
, and so one is 0 if and only the if the other is also 0.
Since n is a core vertex, which means that H(n) ≃ R/m, we have that (4) is equivalent to its kernel
Since n is a core vertex, we must have ρ(n) ± = 1 and ρ(n) ∓ = 0 for some sign ±. By Lemma 2.2.7, this means that nl is a core vertex if and only if loc l H(n) ± = 0. This last condition is equivalent to (4) since ρ(n)
Now assume that nl is a core vertex. By Lemma 2.2.7, ρ(nl) ∓ = 1 and ρ(nl)
Analogously, by (5), loc l :
Now, since φ fs l is an isomorphism that changes the eigenspaces, we have the isomorphism in the proposition.
Corollary 2.2.9. Let κ ∈ KS(T, F , L). If n and m are connected in X , then κ n ∈ H(n) and
Proof. It suffices to consider m = nl. Suppose first that κ n = 0. Let a = length (Rκ n ) − 1. Then a ≥ 0 since κ n = 0, and we have 0 = π a κ n ∈ H(n) [m] . Then by Proposition 2.2.8, we have
and
By the Kolyvagin system relations, we have (φ
. So these two submodules are in fact the same, and we have
Then, by Proposition 2.2.8, this means that
. This implies that a = length (Rκ nl ) − 1, which implies the claim.
The case that κ nl = 0 is completely analogous, and the claim is immediate if κ n = κ nl = 0.
Now we proceed to prove that X is connected. For this part, it will be necessary to assume that p > 4 in order to apply the following lemma.
Proof. We proceed as in [How04a, Lemma 1.6.2]. Let F/Q be the extension in (H.2) and L be the
, and so the restriction map (2.2.a)
is an injection by (H.2). We identify the c i with their images under restriction. Let E i be the
Then G i is a F p vector space with a natural action of Gal (L/Q) , and we let G ± i be the eigenspaces for the action of τ. Note that
We claim that the maps c i :
This would imply, because of (H.1) and (H.5)(a), that c i (G i ) = 0, which is not true by the injectivity of (2.2.a).
Hence there exists a positive proportion of elements η ∈ G
We can use Chebotarev to choose a positive proportion of primes l of Q such that its Frobenius class in Gal (E 1 · · · E n /Q) is τ σ, and at which the localizations of c i are unramified. Then the images of the localizations of the c i in H 1 ur K l , T are the evaluation of c i at the Frobenius of l, who in Gal (E 1 · · · E n /Q) will equal (τ σ) 2 = η, and hence will be nonzero.
Finally, as the Frobenius class of l at Gal (L/Q) is τ, as in [MR04, Lemma 3.5.6(i)] we conclude that l ∈ L s (T ).
Corollary 2.2.11. Assume p > 3, and let s ≥ 1. Let r(n) := max(ρ(n) + , ρ(n) − ). Let n ∈ N be such that r(n) > 1 and let 0 = c ∈ H(n). Then there is a positive proportion of primes l ∈ L s (T )
such that loc l (c) = 0 and r(nl) < r(n).
Note this is where we use p > 3. The third condition can be ensured by the following: consider c = rc for some r ∈ R in a way that 0 =c ∈ H(n) [m] . By [How04a, Lemma 1.3.3] we have
and soc has nonzero projection in one of the eigenspaces, say 0 =c
Now we can choose l such that loc l (c ± ) = 0, and this implies loc l (c) = 0.
By Lemma 2.2.7 and (1), (2) above, we have ρ(nl) ± = ρ(n) ± − 1 for both signs ±, and hence
Now consider the case where, say, ρ(n) ∓ = 0. Then ρ(n) ± > 1. Similarly to the above, we consider primes l, by Lemma 2.2.10, such that
By Lemma 2.2.7 and (1) above, we have ρ(nl) ± = ρ(n) ± − 1 and ρ(nl) ∓ = 1, and hence r(nl) < r(n).
Proof. We will prove that core vertices n and m are connected in X by induction on ν(lcm(n, m))− ν(gcd(n, m)), where ν(t) denotes the number of prime divisors of t. Since n = m are square-free, we may suppose without loss of generality that there is a prime l with l | m but l ∤ n.
Since n is a core vertex, ρ(n) ± = 1 and ρ(n) ∓ = 0 for some sign ±. By Lemma 2.2.7, we have ρ(nl) ± ∈ {0, 2} and ρ(nl) ∓ = 1. If ρ(nl) ± = 0, then nl is also a core vertex and we are done by induction on the pair (n ′ , m ′ ) = (nl, m).
So assume ρ(nl) ± = 2. We choose a prime r ∈ L s (T ) such that
The existence of such an r follows from Lemma 2.2.10, and the fact that p > 4.
Then Lemma 2.2.7, together with (1) and (2), implies that nrl is a core vertex. And (3) and (4) with Proposition 2.2.8 imply respectively that nr and mr are core vertices.
This means that we have a path n, nr, nlr and a path m, mr in X . So we are done by induction on the pair (n ′ , m ′ ) = (nlr, mr).
As mentioned before, this concludes the proof of the following.
Then there is a k ≥ d ≥ 0 such that for any core vertex n, we have
Proof. This follows directly from Theorem 2.2.12 and Corollary 2.2.9.
and only if κ = 0.
Proof. It suffices to prove κ = 0 when d = k, that is, when κ n = 0 for all core vertices n ∈ N .
For any n ∈ N , we will prove that κ n is 0 by induction on r(n) := max(ρ(n) + , ρ(n) − ). Indeed, if κ n = 0 and r(n) > 1, we could choose a prime l ∈ L, by Corollary 2.2.11, such that loc l (κ n ) = 0 and such that r(nl) < r(n). But then the Kolyvagin system relation
would imply that loc l (κ nl ) = 0, which would contradict the induction hypothesis.
2.3. Discrete valuation rings. Now let R be a discrete valuation ring with p > 4.
As in [How04a, Section 1.6], if κ is a Kolyvagin system for (T, F , L), for any integer k > 0 we let κ (k) be its image as a Kolyvagin system for (
where
We also denote by
We note that ǫ does not depend on k, and we continue to assume (odd rank). We also assume that L ⊇ L s (T ) for some s ≥ 1.
Now we use the results of the previous section to improve on [How04a, Lemma 1.6.4].
Proof. By Corollary 2.2.13, we have, for every k
By [How04a, Lemma 1.6.4], we have that κ
We will prove by induction on r(k, n) :
Note that this is immediate for the base case ρ(n) = 1, given the considerations above. So assume ρ(n) > 1. Given that κ (k) n ∈ S (k) (n), it suffices to consider the cases where
Using Corollary 2.2.11, choose a prime l such that nl ∈ N (2k−1) , such that r(k, n) > r(k, nl) and such that
For any a ≥ 0, we have
where the if and only ifs follow respectively from (2.3.a), the Kolyvagin system relation, the induction hypothesis, Proposition 2.2.5 and (2.3.a).
Since
, and the induction is complete.
Definition 2.3.2. For κ ∈ KS(T, F , L), we define
We call κ primitive if ∂ (∞) (κ) = 0.
Let d(κ) be as in Lemma 2.3.1. By the proof of the lemma, we may define it as
Proof. By the definition of d(κ) and
For the second claim, it suffices to prove
is the same as κ (1) = 0. Let n ∈ N (1) be such that κ
(1) n = 0. By Lemma 2.3.1, we have 0 = 
is a free rank-one R module, and there is a finite R-module M such that
Moreover, we have
In particular, we have length
with equality if and only if κ is primitive.
Proof. Except for the last two statements, this is [How04a, Theorem 1.6.1]. Note that, in particular, (odd rank) also follows from the assumptions of the theorem.
For k sufficiently large, we have
and by Lemma 2.3.1, we have
we have κ 1 R = m λ+d(κ) H(1). Hence
The last statement now follows from Proposition 2.3.3.
2.4. Iwasawa modules. For this section, we consider T = T p (E) to be the Tate module of an elliptic curve E/Q. We assume (N E , D K ) = 1 and also (good), (p big), (res-surj).
Recall that Λ = Z p Gal (K ∞ /K) where K ∞ is the anticyclotomic extension of K. We let T := T ⊗ Zp Λ, where the Galois action is on both factors.
Let P = pΛ be a fixed height-one prime of Λ. Let R = S P be the integral closure of Λ/P. We note that S P is a discrete valuation ring and a finite extension of Z p . We let T P := T ⊗ Zp S P with Galois action on both factors, which can also be described as T P = T ⊗ Λ S P .
Recall that we consider a Selmer condition F Λ for T which depends on the type of reduction of E over p. 
is a free, rank 1 S P -module, and
where M P is a finite S P -module with
As in [MR04, Definition 5.3.9], we define the notion of a Kolyvagin system being Λ-primitive, and also of being primitive.
with L ⊇ L s for some s. We say κ is Λ-primitive if for all height-one primes P of Λ, there is k = k(P) ∈ Z >0 such that the image of κ as a Kolyvagin
with L ⊇ L s for some s. We say κ is primitive if its image as a Kolyvagin system for KS(T/m, F Λ , L) is nonzero.
Proof. We first note that the image of κ in KS(T, F Λ , L j ) is also primitive for j ≥ s. Indeed, since
is nonzero and T/m ≃ F p has length 1, we must have d = 0 in Corollary 2.2.13
by Proposition 2.2.14. This mean that κ n = 0 for any core vertex n. By Corollary 2.2.11 there are core vertices n ∈ N (j) for any j, and so by the above the image of κ in KS(T/m, F Λ , L j ) is nonzero for any j ≥ s.
Now, since all height-one primes P satisfy (P, m) = m, we can choose k(P) = 1 in Definition 2.4.2
Similarly to [MR04, Theorem 5.3.10(iii)], we can now improve [How04a, Theorem 2.2.10] to:
ι and a pseudo-isomorphism The idea of the proof is that for almost all height-one primes P, the image κ (P) of κ un-
will satisfy the hypothesis of Proposition 2.4.1.
Even if these hypothesis do not hold for P itself, we may deform it to other primes Q m and use Proposition 2.4.1 for almost all Q m to compare the exponent of P in both sides of the divisibility in (c).
In the proofs of both [How04b, Theorem 3.4.3] and [CW16, Theorem 5.12], it is shown that
there is a finite set Σ Λ of height one primes of Λ such that if P ∈ Σ Λ , the map
has finite kernel and cokernel bounded by a constant that depend only on [S P : Λ/P] . Together with (a), this means that if P ∈ Σ Λ , then κ
is nonzero.
Let f Λ := char(H 1 FΛ (K, T) /Λκ 1 ). Let P denote a height-one prime. If P = pΛ, fix a generator g of P and let Q = (g + p m )Λ. If P = pΛ, let Q = (p + T m )Λ. By Hensel's lemma, there exist an N ∈ Z such that there is an isomorphism of rings Λ/P ≃ Λ/Q when m ≥ N. In particular, in this case, Q is a height-one prime. We may also increase N such that for m ≥ N we have that Q does not divide f Λ nor char(M ), and that Q ∈ Σ Λ . Now let m ≥ N. Since Q ∈ Σ Λ and Λ/P ≃ Λ/Q the kernel and cokernel of
are bounded by a constant that depends only on P. Letting d = rank Zp (Λ/P), the equality (Q, P n ) = (Q, p mn ) together with the above implies that, up to O(1) as m varies, we have
In the same way, we have
up to O(1) as m varies.
For the divisibility in (c), we use the inequality in Proposition 2.4.1 for Q and the equations above to obtain
Letting m → ∞ give us ord P (char(M )) ≤ ord P (f Λ ).
When κ is Λ-primitive, we will be able to obtain the equality of characteristic ideals due to fact that Proposition 2.4.1 provides the error term d(κ (Q) ) in the inequality (2.4.a), and due to the fact that such error term is well behaved under changing m.
The refinement of (2.4.a) is
To prove that ord P (char(M )) = ord P (f Λ ), it suffices to prove that d(κ (Q) ) is bounded as m varies, and for this we will use that κ is Λ-primitive.
Exactly as in [MR04, Lemma 5.3.20], we have κ (P) = 0 when κ is Λ-primitive. By Proposition 2.3.4, this means that d(κ (P) ) < ∞, and so we can choose some k > 0 and n ∈ N (P,k) a core vertex such that κ (P,k) n = 0. If m ≥ k and m ≥ N, then T P /m k ≃ T Q /m k as G K -modules, and so we have both that n is a core vertex for κ (Q) and that κ (Q,k) n = 0. This implies that d(κ (Q) ) ≤ k.
The Kolyvagin systems of Heegner points
In this section, we will briefly recall the construction of the several Kolyvagin systems in this paper, and will establish how they are related modulo p. Then we use the results of the previous section to prove Theorem A.
Let K be a quadratic imaginary field with D K < −4, E/Q an elliptic curve with (N E , D K ) = 1 satisfying (Heeg) and (res-surj). Let p ∤ N E D K be a prime such that (p big) and (good). Let T = T p E be the Tate module of E.
We denote by K[m] the ring class field of conductor m and by K ∞ the anticyclotomic extension of K, which is the
, and denote by k(n) the
Note that if n > n 0 , this is k(n) = n − n 0 + 1, and if
On what follows, χ will be a finite order anticyclotomic character, that is,
n ] and O L its ring of integers, with maximal ideal m L . We assume the n above is minimal, that is, that Ker (χ) = G Kn . If a prime l is split in K, we denote by {σ l , σ * l } the Frobeniuses of the primes above l in K. These Heegner points satisfy the following norm relations for any prime l ∤ m (see [CW16, Proposition
5.1]):
So, we may write
Finally, for a finite order anticyclotomic character χ as above, we define
.
From now on we consider only m a square-free product of Kolyvagin primes, that is, when m ∈ N (L 1 (T )).
) be the Kolyvagin derivative. This only depend on the choice of γ l up to an element of Z · Tr l . We have 
Taking their Kummer images and using (res-surj), we can lift them uniquely to classes
Note that, by construction, κ χ = κ when χ is the trivial character. 
Proof. Let v be a prime of K. We need to prove loc v (κ
is unramified, and the above implies that κ
is also unramified.
If v = l | m, let λ be the unique prime above l in K[l]. We need to prove κ χ m has trivial image in
, it suffices to check that
χ is trivial in the semilocalization
As above, we have loc
where Gal (K n [m]/K) acts on the right hand side by permuting the summands. This means 
But under the hypothesis of Assumption 1.1.7(1), Corollary A.1.3 guarantees that there is an isomorphism
induced by restriction. This let us conclude that loc v (κ Proof. We have that
If n ≤ n 0 , then k(n) = 0 and the claim is now obvious since
and hence
So we now assume n > n 0 , and note that this implies k(n) ≥ 2.
Since p ∤ a p , the claim now follows from the congruence below, together with (not anom). We first deal with the case of good ordinary reduction. We will follow the construction of κ Hg as in [How04a, Theorem 2.3.1]. Recall that Λ = Z p Gal (K ∞ /K) , and that T = T ⊗ Zp Λ with Galois action on both factors.
We define, for n ≥ 0, 
Proposition 3.2.2. Assume p has good ordinary reduction, that κ is primitive and (not anom).
Then κ Hg is primitive.
Proof. Consider the projection map
Since κ is primitive, we can choose m such that this is not divisible by p, and this shows that κ Hg mod m is nonzero.
From now on, we consider the supersingular case. We will follow the construction of κ Hg as in [CW16, Theorem 5.13]. For this, we assume (split), that is, that p = vv in K, where v is the prime associated with the fixed embedding Q ֒→ Q p .
Let a be the inertial degree of primes above v on K n0 /K. Let Φ p k be the p k -cyclotomic polynomial, and defineω
5 We note that the factor p d there is not necessary in our case, as explained in [BCK18, Theorem 3.1].
Let z n [m] be the Kummer image of
. Applying the Kolyvagin derivative for the ǫ = + classes, we obtain classes
Proposition 3.2.3. Assume p has good supersingular reduction, that κ is primitive and (split).
Then κ
Hg is primitive.
Proof. Consider the projection map
3.3. Theorem A. As a direct application of the previous results, we have Proof. This follows from Theorem 3.2.1 together with Theorem 2.4.5.
Proof of Theorem A. By Theorem 3.3.1, it suffices to prove that κ Hg is Λ-primitive when κ is primitive.
If κ is primitive, then κ Hg is also primitive by Proposition 3.2.2 and Proposition 3.2.3, and we conclude that κ Hg is Λ-primitive by Proposition 2.4.4.
Control Theorem
Let K be a quadratic imaginary with D K < −4 and p = vv be a prime that splits in K, with v determined by the fixed embedding Q ֒→ Q p .
The goal of this section is to apply the control theorem of [JSW17] to anticyclotomic twists of certain Galois representation V of G K , and to interpret the terms in such formula in a way that is compatible with the BDP formula in [CW16, Theorem 4.9].
Let L 0 /Q p be a finite unramified extension, and V be a finite dimensional vector space over L 0 with a continuous L 0 -linear action of G K . We denote by ρ :
-lattice of V, and W := V /T its divisible quotient.
Recall that K ⊆ K 1 ⊆ K 2 ⊆ · · · denote the layers of the anticyclotomic extension of K ∞ of K.
We denote by Ψ : G K ։ Gal (K ∞ /K) the natural projection. Let F ∞ be the image of K ∞ under the fixed embedding Q ֒→ Q p , and Q p ⊆ F 1 ⊆ F 2 ⊆ · · · its layers.
Recall that we denote Λ := Z p Gal (K ∞ /K) , and let
with Galois action given by ρ ⊗ Ψ and ρ ⊗ Ψ −1 respectively.
× be a finite order anticyclotomic character, and n be such that Ker (χ) = G Kn . Note that since L 0 is unramified, we have that
We denote by V ⊗ χ the twist of V, with coefficients in L, and with corresponding
We consider the triple
Following [JSW17, Section 2.3.4], for N = M or N = A we define a Selmer structure
and also let
Recall that we identify Λ = Z p T by choosing a generator γ of Gal (K ∞ /K) and letting γ → 1 + T.
is a generator of char(X ac (M )).
Proof. This follows at once from M = A ⊗ χ.
4.2.
Control theorem for anticyclotomic twists. We will also assume the following about V.
(sst) V is semistable as a representation of G Kw for all w | p,
where V τ denotes the representation with same underlining space at V, but with G K -action composed with conjugation by a lift τ of complex conjugation, (geom) V is geometric, which means V potentially semistable at all places w | p (which is true by (sst)) and unramified away from finitely many places, and
This last hypothesis is a technical condition used in [JSW17] , and we refer to [JSW17, Section 2.1] for its definition.
We also assume that
no nonzero Hodge-Tate weight of V is ≡ 0 mod p − 1,
where T = T /mT and m ⊆ O L0 is the maximal ideal of O L0 .
We want to apply [JSW17, Theorem 3.3.1] to V ⊗ χ, and so we note that most of the hypothesis above also hold automatically for V ⊗ χ: since χ is a finite order anticyclotomic character, V ⊗ χ also satisfy (τ -dual), (geom), (pure), (2-dim) and (HT). If m L denotes the maximal ideal of O L , we have that χ ≡ 1 mod m L , since χ factors through a p-extension, and hence
The condition (sst) may not hold anymore for V ⊗ χ. However, such condition is only used in [JSW17, Proposition 3.3.7 case 3(b)]. As we will explain below, it is going to enough for us that (sst) holds for V.
Finally, we assume the two following hypotheses that do depend on the choice of χ.
where we have that
, and that
where S p is the finite set of places where V ⊗ χ is ramified, excluding the places w | p. As mentioned before, we must justify why [JSW17, Theorem 3.3.1] holds since we do not have
The only change is in case 3(b). We will show that it suffices to know that V is semistable for the argument to go through. Let P v = Ker (Ψ) | GK v as in their proof. The argument in [JSW17] relies on (sst) only to prove that (V ⊗ χ) Pv = 0. 
, and the action of the cristalline Frobenius Φ in B cris
In addition to the conditions on V imposed so far, we will also assume that (cris) V is crystalline as a representation of G Kw , for w | p,
and that
Remark 4.3.1. We note how some of the conditions imposed so far are redundant.
(1) The second part of (corank 1) follows from (τ -dual), (no inv) and the first part of (rank 1):
by (no inv) with local Tate duality and the local Euler characteristic formula. Together with the first part of (rank 1), this means that
Since it is also torsion-free, we have implies that m/2 = −m/2 − 1, and so m = −1. In particular, D cris,F k (V ) Φ=1 = 0, and so (Euler factor) holds. The same argument works for V ⊗ χ since it is also (τ -dual), (pure) and (cris).
The conditions (Euler factor) and (χ-Euler factor) imply that we have isomorphisms So under the conditions (Euler factor) and (2-dim), we have that the second part of (rank 1)
is implied by V having Hodge-Tate weights (λ 1 , λ 2 ) with λ 1 ≤ 0 < 1 ≤ λ 2 as a representation of G Kv : this implies the second part of (rank 1) for w = v by the exponential map above, and by (τ -dual) the Hodge-Tate weights of V as a representation of G K v are (1 − λ 2 , 1 − λ 1 ), which also
, and hence the second part of (rank 1) is also satisfied for
We also assume (ordinary) V is ordinary at v.
By this we mean that there is a G Kv -stable subspace V + whose Hodge-Tate weight is λ 2 . We denote
Finally, we assume
) be a nonzero period. When we later apply these results to the case of the Galois representation of an elliptic curve, ω will be a Néron differential. Given such a ω, we consider the isomorphism
We note that the second map is an isomorphism since it is a nonzero map of vector spaces of same dimension by (rank 1). Here, s is such that Ker χ | GK v = G Fs .
We also consider
and we denote 
Proof. Note that (no inv) implies that
is a free rank one O L -module by (rank 1), the existence the above class c ∈ H 1 FBK (K, T ⊗ χ) with non-torsion localization means that we have an injection
So we may write
So it remains to show that
This calculation is done in Appendix A.1. 
for any choice of the two isomorphisms. In other words, for a choice of generator g ∈ (Z/p n−m+1 Z) × and of generator ξ ∈ Gal (F n /F m ) , we let 
,
Proof. From Theorem 4.2.1 and Theorem 4.3.2, it suffices to prove that
We also note that the vanishing of c w (W ⊗ χ) is equivalent to that of c w (W ).
Proposition 4.3.5. For any λ ∈ S p we have
Proof. We need to show that
Since they are finite modules, it suffices to show that
By definition, the unramified cohomology is 4.4. The case of elliptic curves. Now we restrict to the case where T = T p E is the Tate module of certain elliptic curves E/Q. We will assume that E satisfy Assumption 1.1.7(1).
We note that (cris), and hence (sst), follow from
V is a representation of G Q , and V ≃ V ∨ (1). The hypotheses (irred K ) and (no inv) follow from (res-surj), and (geom), (pure), (2-dim) and (HT) are clearly satisfied. The conditions (Euler factor) and (χ-Euler factor) are true by Remark 4.3.1(2), and (ordinary) and (not-anomalous) follow from p ∤ a p (a p − 1). Also, note that in this case L 0 = Q p is unramified.
Finally, we will choose a finite order anticyclotomic character χ such that (corank 1), (sur) and (rank 1) hold. We will show these conditions follow from Proof. From (χ-nontrivial), we have also that κ χ 1 = 0. By Theorem 2.3.6, this implies both (rank 1), as the Hodge-Tate weights are (λ 1 , λ 2 ) = (0, 1), and the first part of (corank 1). By Remark 4.3.1(1), we conclude that (corank 1) holds.
By the above, we have that
, it suffices to prove this for w = v, as (χ-nontrivial) is symmetric in χ and χ −1 .
Let n be such that Ker (χ) = G Kn , and denote K ′ = K n . and let v denote the place above v in
where the horizontal maps are the Kummer maps.
We recall from Section 3.1 that κ
is the image of a point
) is non-torsion, this means we can choose m >> 0 such
GK has nonzero image in the vertical map. This shows that the map loc v ⊗ id is nontrivial.
by the Kummer map, and so, by (4.4.b), we have
where m k denotes the maximal ideal of O F k . For r sufficiently large, this is
where the second equality follows from the exact sequences 0 →Ê(m
Theorem 4.4.3. Let χ be such that s > f 0 and such that (χ-nontrivial) holds. Then
Proof. By Proposition 4.4.2, we have A(T, ω E , s) = A(T, ω E , s − 1) since s > f 0 , and hence
and by Lemma A.1.1 this has the same size as
and now the claim follows from Corollary 4.3.4 for z = κ χ 1 and ω = ω E .
The BDP Main Conjecture
In this section, we continue to assume the setting in the introduction. This means that we consider a quadratic imaginary K with D K < −4, a prime p ≥ 5 with p ∤ D K and an elliptic curve E/Q with (N E , D K ) = 1 with good ordinary reduction at p. We assume (res-surj) and the generalized Heegner hypothesis (Heeg). We let T = T p E be the Tate module of E.
For this entire section, we will also assume that p = vv splits in K with v the place determined by the fixed embedding Q ֒→ Q p .
Theorem 2.7]. Then X ac (A) (see Section 4.1) is Λ-torsion, and
5.1. BDP formulas. To prove Theorem B, we will use the following explicit reciprocity law of Heegner points.
Theorem 5.1.1 ([CH18, Theorem 4.9]). Let χ be a finite order anticyclotomic character with
where ξ = χ The desired equalities follow by taking r = 1 and j = 0 in [CH18, Theorem 4.9], and using that Proof. By the definition of n and s and since s > f 0 , we have s − f 0 = n − n 0 , since both are the exponent of p in the size of the inertia group of Gal (K n /K) . Now the claim follows from the above theorem since g(χ| Gal(Fs/F f 0 ) ) ∼ p p (s+1−f0)/2 = p (n+1−n0)/2 . Proof of Theorem B. For the case that p ∤ a p (a p − 1), let z χ := κ χ 1 and choose χ such that n > n 0 and such that (χ-nontrivial) holds. These holds true for infinitely many χ because of [CV07, Theorem 1.10]. For the case that E/K has analytic rank 1, we let y K := Tr K[1]/K P [1], and will also retain the notation above with χ being the trivial character, so that we can treat both cases at the same time. , such relation implies that κ χ is primitive ⇐⇒ (no split Tam).
In the second case, the claim follows since κ χ = κ. In the first case, by Proposition 3.1.3, the left hand side is equivalent to κ being primitive, so the conclusion of Theorem B follows.
6 Note that cw(W ) = |cw(E/K)| 
Q p , which we will call M ∞ . Then we have
Let f = p f0 = f (F ∞ /F ). Then, by checking the ramification indexes, we have Note that this is the map such that the following diagram is commutative.
Theorem A.2.1. We have
As before, we have . for some u ∈ (Z ur p ) × .
