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The question of globalization of solutions of the Cauchy problem for some
Ž pgeneralizations of Kadomtsev]Petviashvili equations of the form u q u u yt x
a . Ž 2 .1r2D u q e u s 0, where D s y› and e s "1 is examined. It is shownx x x y y x x
that for e s y1 and a G 2, a global estimate on solutions can be derived for large
4ainitial data provided that p - . A consequence of this is that if a is large4 q a
sŽ 2 .enough, the local solution in H R can be globally continued. Q 2000 Academic
Press
1. INTRODUCTION
Considered in this paper is the initial value problem
u q u pu y Dau q e u s 0, x , y g R2 , t ) 0,Ž .Ž .t x x x y yx 1.1Ž .½ u x , y , 0 s u x , y .Ž . Ž .0
Ž .Here u s u x, y, t is a real-valued function of three variables x, y, and t,
Ž 2 .1r2D s y› , a G 1, and e s "1.x x
Ž .Equations of the form 1.1 include some generalizations of the Kadomt-
Ž .sev]Petviashvili equations. For instance, when p s 1 and a s 2, Eqs. 1.1
are the usual KP equations, which model the propagation along the x-axis
of nonlinear dispersive long waves on the surface of a liquid when the
Žvariation along the y-axis proceeds slowly. When p s 1 and a s 1 D sx
. Ž .H› , where H connotes the Hilbert transform , Eqs. 1.1 become thex
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Benjamin]Ono]KP equations, which arise in the study of internal waves
Ž w x.in deep stratified fluids see 20 . In the limiting case where the usual KP
equations fail, the term u can be replaced by yu whence a s 4x x x x x x x x x x
Ž w x w x.see Abramyan and Stepanyants 1 and Karpman and Belashov 13 .
Ž .A theory of local existence of solutions for the initial value problem 1.1
w x w xcan be formulated along the lines of Isaza et al. 11 , Saut 19 , and Ukai
w x sŽ 2 .24 in the classical Sobolev spaces H R for s G 3. A more difficult
question is whether or not this local solution can be extended to a global
w x Ž .solution. It was shown in 4 that if a s 2, the Eq. 1.1 does not admit any
nontrivial solitary-wave solution if e s y1 and p G 4 or e s q1 and p
arbitrary. On the other hand, if e s y1 and p is an integer such that
1 F p - 4 or a s 4 and p arbitrary, then nontrivial solitary wave solution
Ž .exist. By a solitary-wave solution is meant a solution of the form u x, y, t
Ž . Ž .s u x y ct, y . Observe quickly that Eq. 1.1 can be rewritten in the
equivalent form
u q u pu y Dau q e›y1 u s 0, 1.2Ž .t x x x x y y
Ž .by integrating Eq. 1.1 with respect to the x variable from y‘ to x, where
›y1 is an anti-derivative and this will be made precise shortly.x
w x Ž .In 23 , it was shown that for the generalized KP I a s 2, e s y1 , the
Ž 2 .solution evolving and corresponding to large initial data u g V R0 1
Ž . Ž .defined below remain the class V R for all time t ) 0 provided that1
p - 4r3. The key ingredient in proving this result was the estimate
< < pq2pq 2 2 5 5 Ž4yp.r2 5 5 p 5 y1 5 pr2u F c u u › u , 1.3Ž .L ŽR . 0 0 0x x y
valid for 0 F p F 4. The present paper is an extension of this earlier paper.
Ž .Thus a version of the above estimate for solutions of Eq. 1.1 valid for
Ž . Ž .a G 2 will be derived. As is usual for equations of the form 1.1 or 1.2 ,
the question of existence of global solution is closely related to the
conservation laws satisfied by the solutions of the equation. In general, Eq.
Ž .1.2 admits the conserved quantities
M u s u2 dx dy , 1.4Ž . Ž .H
2R
pq21 e u22a r2 y1E u s y D u q › u q dx dy ,Ž . Ž . Ž .H x x y
2 2 2 p q 1 p q 2Ž . Ž .R
1.5Ž .
and hence in the case e s y1, some useful information can be derived
about the question of global solutions. However, for e s 1, the second
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conserved functional E is useless as per the existence of global solutions.
w xBourgain 6 in the case p s 1, e s 1, and a s 2 proved global well-posed-
sŽ 2 .ness in H R for s G 0. In what follows, consideration will only be given
Ž .to the case e s y1 where a priori estimates can be derived from M u
Ž .and E u .
Ž .The generalization of the estimate 1.3 will only hold for a G 2;
difficulties arise for a - 2 as our calculation will show. In trying to bound
< < pq2 5 ar2 5 5 ar2 52H u dx dy by D u and D u , one runs across a secondary0 0R x x
5 5 ‘ 2 ‘ 2problem of trying to obtain a suitable bound for u s sup H u dxL L y g R y‘y x
and this latter term can only be bounded by the two terms if a G 2. To put
this discussion in correct perspective, we introduce the following notations.
For any a G 1, define the space
h 2
a 22 Ã< < < <V R s f 1 q j q f j , h dj dh - ‘ ,Ž . Ž .Har2 2½ 52 ž /jR
Ã 2 a r2Ž .where f connotes Fourier transformation. Thus f g V R if f , D f ,ar2 x
y1 2Ž 2 . y1 2Ž 2 .and › f are all in L R . By › f g L R is meantx y x y
$ h
y1 2 2Ã› f s f j , h g L R .Ž . Ž .x y j
hBecause of the singularity of the symbol at j s 0, one needs thatj
ÃŽ x .Ž . Ž .f 0, y s 0 the Fourier transform in the variable x , which of course isy
equivalent
‘
f x , y dx s 0, 1.6Ž . Ž .H y
y‘
Ž 2 .for all functions f in V R . Thus, a necessary condition for a function far2
Ž 2 . 2Ž 2 .to be in the function class V R is that f s g for some g g L R .ar2 y x
y2 2Ž 2 .Similarly, define › f g L R asx y y
$ 2h
y2 2 2Ã› f s f j , h g L R ,Ž . Ž .x y y 2j
and hence we must require
ÃŽ x .f j , yŽ .y y
lim s 0.
jj“0
Ž .This condition will be satisfied if 1.6 holds together with
‘ x
f x , y dx dx s 0. 1.7Ž . Ž .H H y y 1 1
y‘ y‘
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y2 2Ž 2 .Hence › f g L R is equivalent to saying that f s h for somex y y y y x x
2Ž 2 .h g L R .
5 5 2Ž 2 . 5 5We will let ? denote the norm in L R , while ? will stand for0 s
sŽ 2 . s Ž . sr2the norm in the classical Sobolev spaces H R . Hence, if J s 1 y D ,
5 5 5 s 5 w xthen f s J f . If A and B are operators, the commutator A, B iss 0
w s x sŽ . sdefined to be AB]BA. In particular, J , f g s J fg y fJ g, where f is
regarded as a multiplication operator.
Ž 2 . b 1r2 2Ž 2 .It is easy to see that if a G 2 and f g V R , then D D f g L Rar2 x y
a 1for 0 F b F y . This follows because by Plancherel's theorem,4 2
5 Ža r4.yŽ1r2. 1r2 5 2D D f 0x y
h2Ža r4.yŽ1r2. 1r2 a r2 Ã Ã5 5s D D f dx dy s c j N f f N dj dhŽ .H Hx y
2 2 jR R
h
ar2 a r2 y1Ã Ã5 < < 5 5 < < 5 5 5 5 5F c j f f s c D f › f .0 0 0 0x x yj
Ž 2 .This gives the regularity in the variable y of functions f in V R .ar2
Ž . 2Now observe that by integrating Eq. 1.2 over R , it follows that
d
u x , y , t dx dy s 0, 1.8Ž . Ž .H
2dt R
and hence,
u x , y , t dx dy s u x , y dx dy. 1.9Ž . Ž . Ž .H H 0
2 2R R
Ž .Moreover, by integrating Eq. 1.1 with respect to x over R, we find that
u x , y , t dx s 0, 1.10Ž . Ž .H y y
R
Ž .and therefore, since u x, y, t vanishes as y “ y‘,
u x , y , t dx s 0. 1.11Ž . Ž .H
R
Also observe that if u s w, then w satisfies the equationt
w q wu p y Da w q e›y1 w s 0,Ž . xt x x x y y
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and hence integrating the above equation with respect to x over R, we
have
d
y1w dx q e › w dx s 0,H H x y ydt R R
Ž .and in view of 1.11 ,
›y1 w s ›y1 u s 0,H Hx y y x y y t
R R
so that if
‘ x
u x , y dx dx s 0, 1.12Ž . Ž .H H 0 y y 1 1
y‘ y‘
then
‘ x
u x , y , t dx dx s 0, 1.13Ž . Ž .H H y y 1 1
y‘ y‘
w x Ž .for all t ) 0. As was shown in 19 , to justify the time-independent of E u ,
one needs that the initial data be such that u s h for some h g0 y y x x
2Ž 2 .L R .
lŽ .Let H R denote the Sobolev space in just the variable x of order l. Asx
lŽ .is well known, the norm of a function f in H R is equivalent tox
1r2
‘
2 l 2Ãl5 5 < < < <f ; 1 q j f j , y dj .Ž .Ž .H ŽR . Hx ž /y‘
The plan of this paper is as follows. The derivation of the global
Ž 2 .estimate as advertised on the solution in the function space V R willar2
sŽ 2 .be presented in Sect. 2, while the existence of a global solution in H R
for large a will be shown in Sect. 3.
2. MAIN RESULT
Before stating our main result in this section, we first state the local
Ž .existence theory for the initial-value problem 1.1 . As earlier eluded to,
this local existence and uniqueness theorem can be obtained along the
w x w xlines of arguments of Saut 19 and Ukai 24 given in the case a s 2.
THEOREM 2.1. Let
X s f g H s R2 , ›y1 f g H s R2 ,Ž . Ž . 4s x
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Ž . 2 2and let u g X where s G a q 1 be such that › u s › f for some0 s y 0 x
2Ž 2 . Ž .f g L R . Then there exists T ) 0 such that 1.1 has a unique solution
u g C 0, T ; H s R2 l C1 0, T ; H syŽaq1. R2 ,Ž . Ž .Ž . Ž .
›y1 u g C 0, T ; H sy1 R2 .Ž .Ž .x y
Ž . Ž . Ž . Ž .Moreo¤er, the functionals M u and E u defined in 1.4 and 1.5 are
independent of t.
w x w xProof. The existence part of Theorem 2.1 was proved by 19 and 24 in
the case a s 2. By mimicking their proof, the existence result for general
dispersion in x can be obtained.
Ž . Ž .To prove that M u is independent of t, multiply Eq. 1.2 by u and
integrate over R2 to obtain
1 d 2 pq1 a5 5u ?, t q u u dx dy y D u u dx dyŽ . 0 H Hx x x
2 22 dt R R
q e ›y1 u u dx dy s 0. 2.2Ž .H x y y
2R
Since
u pq1u dx dy s 0,H x
2R
a < < aD u u dx dy s i j j u j , h u j , h dj dh s 0,Ž . Ž .Ã ÃH Hx x
2 2R R
and
1 2y1 y1› u u dx dy s y › u dx dy s 0,Ž .H Hx y y x y x2 22R R
Ž .and hence relation 2.2 reduces to
d 25 5u ?, t s 0, 2.3Ž . Ž .0dt
Ž .which implies that M u is independent of t.
Ž .To prove that E u is independent of t, we set w s u . Then w satisfiest
w q wu p y Da w q e›y1 w s 0,Ž . xt x x x y y
2.4Ž .p a y1½ w x , y , 0 s u x , y , 0 s yu u y D u y e› u .Ž . Ž .t 0 0 x x 0 x x 0 y y
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Then
u pq10y1 a y2 2 2› w x , y , 0 s y y D u y e› u ’ c g L R . 2.5Ž . Ž . Ž .x x 0 x 0 y yp q 1
By Duhamel formula,
w j , h , t s eiŽ < j < a jye Žh 2 rj .. t w j , h , 0Ž . Ž .Ã Ã
$t a 2iŽ tys.Ž < j < jye Žh rj .. pq i e jwu j , h , s ds 2.6Ž . Ž .H
0
and
1 $ta 2 a 2i tŽ < j < jye Žh rj .. iŽ tys.Ž < j < jye Žh rj .. pw j , h , t s e c q i e wu j , h , s ds.Ž . Ž .Ã H
j 0
2.7Ž .
2Ž 2 . ‘Ž .Since c g L R by assumption, and u g L 0, T ; R ,
w s u s y u pu y Dau q e›y1 u g L‘ 0, T ; H sy Žaq1. R2 ,Ž .Ž .Ž .t x x x x y y
Ž .and with s G a q 1 , we have
wu p g L‘ 0, T : L2 R2 .Ž .Ž .
‘Ž .Hence, w g L 0, T ; X , which implies that0
›y1 u s ›y1 w g L‘ 0, T ; Hy1 R2 .Ž .Ž .x y t x y
Observe that
d 2y1 y1 y1 y1 y1 y1 1² :› u dx dy s 2 › u › u dx dy s 2 › u , › u ,Ž .H H H , Hx y x y x y t x y t x y
2 2dt R R
² y1 y1 : y1 1 y1 y1› u , › u s y › u › u dx dy ,H , H Hx y t x y x t x y y
2R
and
u pq1
y2 y1 a 2 2e› u s y› u s q D u g L R .Ž .x y y x t xp q 1
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Ž .Now multiply Eq. 1.2 , which by the way can be rewritten as
pq1u
a y2u y D u y e› u y s 0,t x x y y p q 1
x
a y2 Ž pq1 . 2by D u y e› u y u rp q 1 and integrate over R to find thatx x y y
u pq1
a y2u D u y e› u y dx dy s 0H t x x y y
2 ž /p q 1R
or
pq2d 1 e u22a r2 y1D u y › u y dx dy s 0, 2.8Ž .Ž . Ž .H x x y
2dt 2 2 p q 1 p q 2Ž . Ž .R
Ž .which proves that E u is independent of t.
The main contribution of this paper is the following.
Ž s Ž 2 .. y 1THE O RE M 2.2. Let u g C 0, T ; H R with › u gx y
Ž sy1Ž 2 ..C 0, T ; H R where s G a q 1 be the solution to the initial-¤alue prob-
Ž .lem 1.1 as obtained in Theorem 2.1, and let e s y1 and a G 2.
4aŽ . Ž .1 If 1 F p - , then there is monotone increasing function b l4 q a
Ž .defined on the inter¤al 0 - l - g F ‘ with lim b l s 0 such thatl“ 0
5 5 2 5 5 2sup u ?, t F b u , 2.9Ž . Ž .Ž .V ŽR . V ŽR .0ar2 a r2
w xtg 0, T
Ž . 5 5 2where the right-hand side of 2.1 is independent of T and u - g .V ŽR .0 ar2
4aŽ . Ž .2 If p s , then a similar inequality to 2.1 holds true pro¤ided4 q a
5 5u is small.0
4aŽ . Ž .3 If - p F 2a , the same conclusion as in 2 holds true if4 q a
5 5 2u is sufficiently small.V ŽR .0 ar2
Ž .Proof. Relation 2.3 implies that
5 5 5 5sup u ?, t s u ,Ž . 0 00
w xtg 0, T
Ž .while 2.8 says
E u s E u ,Ž . Ž .0
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which for e s y1, the above relation becomes
5 ar2 5 2 5 y1 5 2D u ?, t q › u ?, tŽ . Ž .0 0x x y
12 2 pq2a r2 y1
pq 2 25 5 5 5 < <F D u q › u q u0 0 L ŽR .x 0 x 0 y 0p q 1 p q 2Ž . Ž .
1 pq2
pq 2 2< <q u ?, t . 2.10Ž . Ž .L ŽR .p q 1 p q 2Ž . Ž .
The rest of the proof of Theorem 2.2 will be completed by estimating
pq2
pq 2 2< <u which is accomplished through the following two lemmas.L ŽR .
Ž 2 .LEMMA 2.3. If u g V R and a G 2, thenar2
5 5 2 ‘ 2 5 51y Ž2ra . 5 51q Ž2ra .2u F c u u . 2.11Ž .L L 0 V ŽR .y x a r2
Proof. For each y g R,
‘
2 225 5u s u dxL ŽR . Hx
y‘
‘ y
s 2 uu dy dxH H y
y‘ y‘
y ‘
y1s y2 u › u dx dyH H x x y
y‘ y‘
‘
y12 25 5 5 5F c u › u dyH L ŽR . L ŽR .x x yx x
y‘
‘
y11 25 5 5 5F c u › u dyH H ŽR . L ŽR .x yx x
y‘
1r2 1r2
‘ ‘
2 2y11 25 5 5 5F c u dy › u dyH H ŽR . H L ŽR .x yx xž / ž /y‘ y‘
2
‘ 22ra 1yŽ2ra . y1
ar2 25 5 5 5 5 5F c u u dy › u ,H H ŽR . L ŽR . 0Ž . x yx xž /y‘
since
1r2 1r2
‘ 22y1 y1 y125 5 5 5› u dy s › u dx dy s › u ,Ž .H L ŽR . H 0x y x y x yx ž /ž / 2y‘ R
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Ž w x.and by interpolation see Lions and Magenes 15 ,
1 a r2 2H R s H R , L R ,Ž . Ž . Ž .x x x u
2with u s . Thusa
1r2
‘
2 4ra 2yŽ4ra . y12 a r2 25 5 5 5 5 5 5 5u F c u u dy › uL ŽR . H H ŽR . L ŽR . 0x yx x xž /y‘
1r2Ž .2ra 1y 2ra‘ ‘
2 2 y1
ar2 25 5 5 5 5 5F u dy u dy › uH H ŽR . H L ŽR . 0x yx xž / ž /ž /y‘ y‘
Ž .Ž Ž ..1ra 1r2 1y 2ra‘ ‘
2 2 y1
ar2 25 5 5 5 5 5F c u dy u dy › uH H ŽR . H L ŽR . 0x yx xž / ž /y‘ y‘
5 51y Ž2ra . 5 5 2r a 2 5 y1 5F c u u › u ,0 V ŽR . 0x yar2
where use has been made of Holder's inequality, and by Plancherel,È
‘
2 a 2
ar25 5 < < < <u dy s 1 q j u j , y dj dyŽ .Ž . ÃH H ŽR . Hx 2y‘ R
< < a < < 2s 1 q j u j , h dj dhŽ .Ž . ÃH
2R
5 5 2 2F u .V ŽR .ar2
Therefore,
‘
2 1yŽ2ra . 1qŽ2ra .2
‘ 2 25 5 5 5 5 5u s sup u dx F c u u ,L L H 0 V ŽR .y x a r2
y‘ygR
which proves the Lemma.
Ž 2 . pq2Ž 2 .LEMMA 2.4. If a G 2 and p F 2a , then V R ; L R in thear2
sense that
< < pq2pq 2 2 < < pq2 5 5 Ž pr2.yŽ2 pra .q2 5 5 Ž pr2.qŽ2 pra .2u s u dx dy F c u u . 2.12Ž .L ŽR . H 0 V ŽR .ar22R
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prŽ2Ž pq2..Ž . pq2Ž .Proof. Because of the imbedding H R ; L R , we havex
‘ ‘
pq2 pq2< < < <u dx dy s u dx dy ,H H H
2R y‘ y‘
‘
pq2
p rŽ2Ž pq2..5 5F c u dy.H H ŽR .x
y‘
Now by interpolation,
prŽ2Ž pq2.. a r2 2H R s H R , L R ,Ž . Ž . Ž .x x x u
Ž Ž ..with u s pr a p q 2 , we have that
< < pq2u dx dyH
2R
‘
pra Ž pŽay1.q2 a .r a
ar2 25 5 5 5F c u u dyH H ŽR . L ŽR .x x
y‘
Ž .pr2 a 2 ayp r2 a‘ ‘
2 Ž2w pŽay1.q2 a x.rŽ2 ayp.
ar25 5 5 5F c u dy u dy ,2H H ŽR . H L ŽR .x xž / ž /y‘ y‘
Ž .by Holder's inequality with exponents 2arp and 2ar 2a y p . Hence,È
pr2 a
‘
pq2 2
ar2< < 5 5u dx dy F c u dyH H H ŽR .xž /2R y‘
Ž .2 ayp r2 apr2 ‘
2 2
2 25 5 5 5= sup u u dy .L ŽR . H L ŽR .x xž /y‘ygR
Finally, as shown earlier,
‘
2 2
ar25 5 5 5u dy F u ,H H ŽR . V ŽR .x a r2
y‘
‘
2 2
25 5 5 5u dy s u ,H L ŽR . 0x
y‘
and together with Lemma 2.3, we obtain
pr2pq2 pra 1yŽ2ra . 1qŽ2ra . Ž2 ayp.r a
2 2< < 5 5 5 5 5 5 5 5u dx dy F c u u u uH V ŽR . 0 V ŽR . 0ar2 a r22R
5 5 Ž pr2.yŽ2 pra .q2 5 5 Ž pr2.qŽ2 pra .2F c u u ,0 V ŽR .ar2
which proves the Lemma.
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Ž .Completing the proof of Theorem 2.2, from 2.10 therefore with the use
of Lemma 2.4, it follows that
5 5 2 2 5 5 2 2 < < pq2pq 2 2 < < pq2pq 2 2u ?, t F u q c u q c uŽ . V ŽR . V ŽR . L ŽR . L ŽR .0 0ar2 a r2
5 5 2 2 5 5 Ž pr2.yŽ2 pra .q2 5 5 Ž pr2.qŽ2 pra .2F u q u uV ŽR . 0 V ŽR .0 0 0ar2 a r2
5 5 Ž pr2.yŽ2 pra .q2 5 5 Ž pr2.qŽ2 pra .2q c u u0 V ŽR .ar2
5 5 2 2 5 5 pq2 2F u q uV ŽR . V ŽR .0 0ar2 a r2
5 5 Ž pr2.yŽ2 pra .q2 5 5 Ž pr2.qŽ2 pra .2q c u u . 2.13Ž .0 V ŽR .0 ar2
Ž . Ž . Ž .It follows that if pr2 q 2 pra - 2, or equivalently p - 4ar 4 q a ,
an application of Young's inequality can be made to the third term on the
Ž .right-hand side of 2.13 to yield
5 5 2 2 5 5 2 2 5 5 pq2 2u ?, t F c u q c uŽ . V ŽR . V ŽR . V ŽR .0 0ar2 a r2 a r2
4a y 4 q a pŽ . ŽŽ pr2.yŽ2 pra .q2.Ž4a rŽ4ayŽ4qa . p..5 5q u 004a
4 q a 2
25 5q p u ?, t 2.14Ž . Ž .V ŽR .ar24a
Ž .and hence inequality 2.1 will result with
b l s c l2 q l pq2 q lŽŽ pr2.yŽ2 pra .q2.Ž4a rŽ4ayŽ4qa . p.. . 2.15Ž . Ž . Ž .
Ž . Ž . Ž . Ž .It is clear from 2.13 , that if pr2 q 2 pra s 2, or p s 4ar 4 q a ,
then
5 5 4a rŽ4qa . 5 5 2 2 5 5 2 2 5 5 pq2 21 y c u u F u q c u ,Ž .0 V ŽR . V ŽR . V ŽR .0 0 0ar2 a r2 a r2
5 5 5 5 yŽ4 qa .r4aand hence if u is chosen sufficiently small, i.e., u F c ,0 00 0
where c is the best constant in Lemma 2.4,
5 5 2 5 5 2sup u ?, t F c u .Ž . Ž .V ŽR . V ŽR .0ar2 a r2
w xtg 0, T
Ž . 5 5 2A similar inequality holds true if 4ar 4 q a - p F 2a and u isV ŽR .0 ar2
not too large. This completes the proof of Theorem 2.1.
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Ž .Remark 2.5. 1 Theorem 2.2 should be compared with a previously
known result concerning the initial value problem of the form
u q u pu y Dau s 0, x g R, t ) 0,t x x
2.16Ž .½ u x , 0 s u x ,Ž . Ž .0
ar2Ž .where the existence of global weak solutions in H R for large initial
Ž w x.data is assured provided that p - 2a see 21 . A crucial ingredient in
Ž .obtaining that result was the analogue of inequality 2.9 which says
5 5 ar2 5 5 ar2sup u ?, t F c u , 2.17Ž . Ž .Ž .H ŽR . H ŽR .0
w xtg 0, T
valid for p - 2a . In that case as a increases, so does the range of p. In
Ž .Theorem 2.2, however, as a increases, even though 4ar 4 q a increases
also, it can not exceed 4 no matter how strong the dispersion in x gets.
Ž . Ž .2 The result of Theorem 2.2 shows that, as long as p - 4ar 4 q a
Ž 2 .and the initial data u g V R , the solution amenating according to0 a r2
Ž 2 .Theorem 2.1, remains in the class V R for all subsequent time andar2
Ž 2 .hence if blow-up in the V R -norm in finite time were to occur in thear2
Ž .solution obtained from Theorem 2.1, then it must be for p G 4ar 4 q a
and for large initial data. One can reasonably conjecture that the solution
Ž .of the equations of the form 1.1 with e s y1 should blow-up in finite
Ž .time for p G 4ar 4 q a . This conjecture, while very hard to prove
analytically can be supported by numerical studies carried out for the
Ž w x.generalized Korteweg]de Vries equation see 3 .
Ž . Ž .3 Proving inequality 2.9 in the case when 1 F a - 2 has so far proved
elusive. The difficulty, as earlier eluded to, is that Lemma 2.3 can only be
proved for a G 2. In particular, for the generalized Benjamin]Ono]KP
Ž .equations, the question of global or blow-up solutions is open for
e s y1, p - 4 and for e s 1, p G 1.
Ž .4 A type of blow-up which is only due to the transverse dispersion is
Ž .valid for solutions of equations of the form 1.1 in the case e s y1. That
Ž .is, that certain solutions of equations of the form 1.1 cannot remain in
1Ž 2 . Ž w x.the Sobolev space H R for all time if p G 4 see Saut 19, 20 . The idea
is to define
I t s y2 u2 x , y , t dx dy ,Ž . Ž .H
2R
then derive the virial identity
d2
I tŽ .2dt
p e p y 4Ž . 22a r2 y1s 4e pE t q D u dx dy y › u dx dy ,Ž . Ž . Ž .H Hx x y
2 22 2R R
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5 Ž .5which leads to the blow-up of u ?, t in finite time if e s y1 and0y
p G 4. This type of blow-up does not depend on the dispersion in x.
Observe that the blow-up occurs when
4a
p G 4 s lim
4 q aa“q‘
Ž Ž ..the limit of the critical exponent for the validity of inequality 2.1 . If
e s 1, this virial identity is useless as to the question of blow-up solutions
Ž .of Eq. 1.1 .
Ž .5 For the model system that was studied numerically by Karpman and
w xBelashov 13
u q u pu q u q d u y ›y1 u s 0, 2.18Ž .t x x x x x x x x x x y y
which is a generalization of the fifth order K]dV, our result applies for
d s y1 and a s 4 to show that the solution corresponding to large initial
Ž 2 .data in V R remain in that class for all subsequent time provided p - 2.2
w xIn 4 , the equation was shown to have no nontrivial solitary wave solutions
if d s q1 and p G 4, or d s q1, 1 F p - 4 and for sufficiently large
velocity c. For d s y1 and p arbitrary, the equation admits a nontrivial
‘Ž 2 .solitary wave solution that is in H R .
Ž . Ž . Ž . Ž6 The solitary wave solution of Eq. 1.1 has the form u x, y, t s f x
.y ct, y , where
f x , y s c1r p¤ c1r a x , cŽ1ra .qŽ1r2. y ,Ž . Ž .
and ¤ satisfies
y¤ q ¤ p¤ y Da¤ y ¤ s 0.Ž .x x x x y yx
Ž .Let d c be the moment of instability
d c s E f q cM f .Ž . Ž . Ž .
Ž . Ž . Ž . Ž .Then d9 c s M f , since E9 f q cM9 f s 0. By changing variables, it
follows that
d9 c s c2r p ¤ 2 c1r a x , cŽ1ra .qŽ1r2. y dx dyŽ . Ž .H
2R
s cŽ2r p.yŽ2ra .yŽ1r2. ¤ 2 x , y dx dyŽ .H
2R
s cŽ2r p.yŽ2ra .yŽ1r2.K ,
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Ž .where K is a positive constant independent of c. Thus, d0 c ) 0 if
Ž .p - 4ar 4 q a , and hence an orbital stability theory could be attempted
w xalong the abstract theory of Grillakis et al. 10 . Indeed, for the generalized
Ž . w xKP I equation a s 2 , it was shown recently in 5 that the set of ground
states is stable if 1 F p - 4r3 and that the solitary waves are unstable for
4r3 - p - 4. This closes the technical loophole left in the proof of the
w xinstability result given in 25 .
Ž .7 Lemma 2.4 is closely related to the imbedding results for anisotropic
w xSobolev spaces that was studied by Besov, Il'in, and Nikolskii 2 .
sŽ 2 .3. GLOBAL EXISTENCE IN H R FOR LARGE a
Ž .Obtaining higher order global estimates like 2.9 leads to a continuation
of the local solution of Theorem 2.1 to a global one. Such estimates even
in the case a s 2 and p ) 1 are hard to obtain. However, if a G 10 it is
possible to extend the local solution obtained in Theorem 2.1 to a global
one. For simplicity of the exposition, we will consider only the case when
a s 10, since the other case is immediate.
Ž sŽ 2 ..Let u g C 0, T ; H R be the solution corresponding to the initial
2 2 2Ž 2 .data u g X , where s G 11, with › u s › f for some f g L R .0 s y 0 x
Ž 2 . Ž 2 . Ž . Ž 2 .Clearly u g V R since X ; V R for s G 11. Hence u ?, t g V R0 5 s 5 5
independently of t by Theorem 2.2 if p - 20r7. In particular, › k, ›y1 ux x y
2Ž 2 . 5 5 2g L R for k s 0, 1, . . . , 5, with bounds that depend only on u .V ŽR .0 5
Now
< < ‘ ‘ 5 51r2‘ 2 5 51r2‘ 2u F c u uL L L L L Lxy x y x y x
1r2 1r21r2 1r2 1r2 1r2y1 y15 5 5 5 5 5 5 5F c u › u u › u0 0 0 0x x y x x x x y
5 51r4 5 y1 51r2 5 51r4F c u › u u0 0 0x x y x x x
5 5 2F c u . 3.1Ž .Ž .V ŽR .0 5
Similarly
< < ‘ ‘ 5 51r2‘ 2 5 51r2‘ 2u F c u uL L L L L Lx x x xy x y x y x
1r2 1r21r2 1r2 1r2 1r2y1 y15 5 5 5 5 5 5 5F c u › u u › u0 0 0 0x x x x y x x x x x x y
5 51r4 5 y1 51r2 5 51r4F c u › u u0 0 0x x x x y x x x x x
5 5 2F c u . 3.2Ž .Ž .V ŽR .0 5
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Ž .Differentiating equation 1.2 with respect to y, multiplying the resulting
expression by u and integrating over R2, it follows thaty
1 d p
2 py1 2u dx dy s y u u u dx dy ,H Hy x y
2 22 dt 2R R
and thus obtain
d 2 py1 2 25 5 < < < < 5 5 5 5u F c u u u F c u ,0 ‘ ‘ 0 0y x y ydt
5 5 2where c depends only on u . Integrating with respect to t from 0 toV ŽR .0 5
t, we have
t2 2 25 5 5 5 5 5u ?, t F u q c u ?, t dt .Ž . Ž .1 1 H 10
0
Using Gronwall's lemma, it is inferred that
5 5 2 5 5 2 ctu ?, t F u e . 3.3Ž . Ž .1 10
w x y1 2 Ž .for any t g 0, T . Now apply the operator › › to both sides of Eq. 1.2 ,x y
multiply the resulting expression by ›y1 u , and integrate over R2 tox y y
obtain
1 d 2y1› u dx dyŽ .H x y y
22 dt R
s y ›y1 u pu ›y1 u dx dyŽ .H y yx x x y y
2R
s y u pu ›y1 u dx dyŽ .H y x y yy2R
p 2py1 2 y1 py1 y1s yp u u › u dx dy q u u › u dx dy ,Ž .H Hy x y y x x y y
2 22R R
so that
d 2 py1 2 py1 2y1 y1 y14 25 5 < < < < 5 5 < < < < 5 5› u F c u u › u q u u › u0 ‘ L ŽR . 0 ‘ ‘ 0x y y y x y y x x y ydt
2 2y1 y14 2< < 5 5 5 5F c u › u q › u . 3.4Ž .L ŽR . 0 0y x y y x y y
MICHAEL M. TOM80
Ž .But from inequality 1.3 ,
< < 4 4 2 5 5 5 5 2 5 y1 5u F c u u › uL ŽR . 0 0 0y y x y x y y
5 5 5 5 5 y1 5 2F c u u › u , 3.5Ž .0 0 0y x x x x y y
and hence
< < 2 4 2 5 51r2 5 51r2 5 y1 5u F c u u › u . 3.6Ž .L ŽR . 0 0 0y y x x x x y y
Therefore,
d 2 2y1 y15 5 5 5› u F c › u , 3.7Ž .0 0x y y x y ydt
5 5 2 5 5where c here depends on u , u , and T. Integrating with respectV ŽR . 10 05
to t, there tanspires the relation
t2 2 2y1 y1 y15 5 5 5 5 5› u ?, t F › u q c › u ?, t dt ,Ž . Ž .0 0 H 0x y y x 0 y y x y y
0
and hence by Gronwall's lemma again, it follows that
5 y1 5 2 5 y1 5 2 cTsup › u ?, t F › u e . 3.8Ž . Ž .0 0x y y x 0 y y
w xtg 0, T
Ž .Now differentiate Eq. 1.2 twice with respect to y, multiply the resulting
expression by u , and integrate over R2 to findy y
1 d
2u dx dyH y y
22 dt R
s y u pu u dx dyŽ .H y yx y y
2R
p
py1 2 py1 2s y u u u dx dy q p u u u dx dyH Hx y y y x y y
2 22 R R
p
py1 2 py2 3s y u u u dx dy y p p y 1 u u u dx dyŽ .H Hx y y y x y
2 22 R R
y 2 p u py1u u u dx dyH y y y x y
2R
p p p y 1 p y 2Ž . Ž .
py1 2 py3 4s y u u u dx dy q u u u dx dyH Hx y y x y
2 22 4R R
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y 2 p u py1u u u dx dyH y y y x y
2R
py1 2 py3 4
4 2< < < < 5 5 < < < < < <F c u u u q u u u‘ ‘ 0 ‘ ‘ L ŽR .x y y x y
py1
4 2 4 2< < < < < < 5 5q u u u u‘ L ŽR . L ŽR . 0y x y y y
2 y15 5 5 5 5 5 5 5 5 5F c u q u u › u u0 0 0 0 0y y y x x x y y y y
1r4 3r8 1r4 1r4 15r8y15 5 5 5 5 5 5 5 5 5q u u › u u u0 0 0 0 0y x x x y y x x x x y y
2 15r85 5 5 5 5 5F c u q u q u0 0 0y y y y y y
25 5F c 1 q u , 3.9Ž .0y y
5 5 2 5 5 5 y1 5where c depends on u , u , › u , and T. Therefore,V ŽR . 1 00 0 x 0 y y5
t2 2 25 5 5 5 5 5u ?, t F u q c u ?, t dt .Ž . Ž .2 2 H 20
0
Another application of Gronwall's lemma yields
5 5 2 5 5 2 ctu ?, t F u e , 3.10Ž . Ž .2 20
w x 5 5 2 5 y1 5for all t g 0, T and where c depends on u , › u , and T.V ŽR . 00 x 0 y y5
s Ž . Ž .Now apply the operator J to both sides of 1.2 where s G 11 , multiply
the resulting expression by J su, and integrate over R2 to obtain
d 2 s p s5 5u s y J u u J u dx dyŽ .s H x
2dt R
p 2py1 s s s pw xs y u u J u dx dy y J u J , u u dx dyŽ .H Hx x
2 22 R R
5 5 2 5 s p 5 5 5w xF c u q J , u u u , 3.11Ž .s 0 sx
w s x sŽ . s w xwhere J , g f s J fg y gJ f. But the commutator estimates of 17 show
that
s p p p5 5 < 5 5 5 5 < <w xJ , u u F c = u N u q u uŽ0 s s ‘x ‘ x
p< < 5 5 5 5 < <F c =u u q u u ,‘ s s ‘x
5 p 5 Ž < < .5 5 Ž w x.and since s G 11 ) 1, u F c u u see 21, p. 43 , and hences ‘ s
5 s p 5 < < 5 5w xJ , u u F c =u u .0 ‘ sx
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Therefore,
d 2 2 25 5 5 5 < < 5 5u F C u q =u u ,s s ‘ sdt
or equivalently
d
5 5 < < 5 5w xu F C 1 q =u us ‘ sdt
5 5 5 5 5 5'F C 1 q =u log 2 q u u ,Ž .½ 51 s s
by using the inequality
< < 5 5 5 5'f F C 1 q f log 2 q f ,Ž .½ 5‘ 1 s
Ž w x.valid if s ) 1 see 7 . Hence
d
5 5 5 5 5 5 5 5'u F C 1 q u log 2 q u u . 3.12Ž . Ž .½ 5s 2 s sdt
It follows that
5 5 be
g t
u ?, t F e , 3.13Ž . Ž .s
w x 5 5for t g 0, T and for some constants b and g depending on u ,s0
5 5 2 5 y1 5 Ž .u , › u , and T. Inequality 3.13 implies the existence of aV ŽR . 00 x 0 y y5
finite number A such that
5 5sup u ?, t F A , 3.14Ž . Ž .s
w xtg 0, T
and consequently
5 y1 5sup › u F A , 3.15Ž .sy1x y
w xtg 0, T
y1 sŽ 2 .and hence › u g H R . Thereforex
5 5sup u F 2 A. 3.16Ž .X s
w xtg 0, T
Ž . Ž . Ž .By virtue of 3.16 , 1.12 , and 1.13 , the local solution obtained from
Theorem 2.1 can be continued to a slightly larger time interval. This
process can be iterated to obtain a global solution. Thus, the following
global existence theorem.
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4aTHEOREM 3.1. If a G 10, e s y1, and p - , then T in Theorem 2.14 q a
can be taken arbitrarily large. That is T s q‘.
REFERENCES
1. L. A. Abramyan and Yu. A. Stepanyants, The structure of two-dimensional solitons in
Ž .media with anomalously small dispersion, So¤ . Phys. JETP 61 1985 , 963]966.
2. O. V. Besov, V. P. Il'in, and S. M. Nikolskii, ``Integral Representations of functions
Imbedding Theorems,'' Vol. 1, Wiley, New York, 1978.
3. J. Bona, V. A. Dougalis, and O. A. Karakashian, Fully discrete Galerkin methods for the
Ž .Korteweg-de Vries equations, Comput. Math. Appl. 7 1986 , 859]884.
4. A. De Bouard and J.-C. Saut, Solitary waves of generalized Kadomtsev-Petviashvili
Ž .equations, Annales Institut Henri Poincare, Analyse Non Lineaire 14 1997 , 211]236.Â Â
5. A. De Bouard and J.-C. Saut, Remarks on the stability of generalized KP solitary waves,
in ``Contemporary Mathematics,'' American Mathematical Society, Vol. 200, pp. 75]84,
Providence, RI, 1996.
6. J. Bourgain, On the Cauchy Problem for the Kadomtsev-Petviashvili Equations, Geomet-
Ž .ric Funct. Anal. 3 1993 , 315]341.
7. H. Brezis and T. Gallouet, Nonlinear Schrodinger evolution equations, Nonlinear Anal.
Ž .TMA 4 1980 , 677]681.
8. A. V. Faminskii, On the Cauchy problem for certain multidimensional generalizations of
the KDV equation, in ``Memorias Escueia de Verano,'' pp. 15]26, Universidad Nacional
de Colombia, 1994.
9. A. S. Fokas and L. Y. Sung, On the solvability of the N-wave, Davey-Stewartson and
Ž .Kadomtsev]Petviashvili equations, In¤erse Problems 8 1992 , 673]708.
10. M. Grillakis, J. Shatah, and W. Strauss, Stability theory of solitary waves in the presence
Ž .of symmetry, 1, J. Funct. Anal. 74 1987 , 160]197.
11. P. Isaza, J. Mejia, and V. Stallhohm, Local Solutions for the Kadomtsev]Petviashvili
2 Ž .equations in R , J. Math. Anal. Appl. 196 1995 , 566]587.
12. P. Isaza, J. Mejia, and V. Stallhohm, Efectos regularizantes de la ecuacion KP-II
linealizada, Memorias Escueia de Verano,'' pp. 55]70, Universidad Nacional de Colom-
bia, 1994.
13. V. I. Karpman and V. Yu. Belashov, Dynamics of two-dimensional solitons in weakly
Ž .dispersive media, Phys. Lett. A 154 1991 , 131]139.
14. V. I. Karpman and V. Yu. Belashov, Evolution of three-dimensional nonlinear pulses in
Ž .weakly dispersive media, Phys. Lett. A 154 1991 , 140]144.
15. J.-L. Lions and E. Magenes, ``Probleme aux Limites Non Homogenes et Applications,''Â Â
Vol. 1, Dunod, Paris, 1968.
Ž .16. T. Kato, On the Cauchy problem for the generalized Korteweg-de Vries equation, Ad¤ .
Ž .Math. Supplementary Studies, Stud. Appl. Math. 8 1983 , 93]128.
17. T. Kato and G. Ponce, Commutator estimates and the Euler and Navier Stokes equa-
Ž .tions, Comm. Pure Appl. Math. 41 1988 , 891]907.
18. C. E. Kenig, G. Ponce, and L. Vega, Oscillatory integrals and regularity of dispersive
Ž .equations, Ind. Uni¤ . Math. J. 40 1991 , 33]69.
19. J.-C. Saut, Remarks on the Generalized Kadomtsev]Petviashvili equations, Ind. Uni¤ .
Ž .Math. J. 42 1993 , 1011]1026.
20. J.-C. Saut, Recent results on the Generalized Kadomtsev]Petviashvili Equations, Acta
Ž .Appl. Math. 39 1995 , 477]487.
MICHAEL M. TOM84
21. J.-C. Saut, Sur quelques generalisation de l'equation de Kortweg-de Vries, J. Math. PureÂ Â Â
Ž .Appl. 58 1979 , 21]61.
Ž .22. M. Schwarz, Periodic Solutions of Kadomtsev]Petviashvili, Ad¤ . Math. 66 1987 , 217]233.
23. M. M. Tom, On the Generalized Kadomtsev]Petviashvili equation, in ``Contemporary
Mathematics,'' Vol. 200, pp. 193]210. American Mathematical Society, Providence, RI,
1996.
24. S. Ukai, Local solutions of the Kadomtsev-Petviashvili equations, J. Rac. Sci. Uni¤ . Tokyo
Ž .Sect. 1 A Math. 36 1989 , 193]209.
25. X. P. Wang, M. J. Ablowitz, and H. Segur, Wave Collapse and instability of solitary waves
Ž .of a generalized Kadomtsev]Petviashvili equations, Physics D 78 1994 , 241]265.
26. X. Zhou, Inverse scattering transform for the time dependent Schrodinger equations withÈ
Ž .application to the KP equations, Comm. Math. Phys. 128 1990 , 551]564.
