We prove inequalities on non-integer powers of products of generalized matrices functions on the sum of positive semi-definite matrices. For example, for any real number r ∈ {1} ∪ [2, ∞), positive semi-definite matrices A i , B i , C i ∈ M ni , i = 1, 2, and generalized matrix functions d χ , d ξ such as the determinant and permanent, etc., we have
Introduction
Let G be a subgroup of the symmetric group S n of degree n, and let χ be a linear character of G. The generalized matrix function associated with G and χ (also known as the G-immanant) of a matrix A = (a ij ) ∈ M n is defined by
For simplicity, we write d(A) = d G χ (A) if the function d G χ is understood in the context. Denote by X ⊗ Y the tensor (Kronecker) product of two matrices X and Y . It is known that there is a decomposable tensor v χ ∈ C n 2 such that d(A) = v * χ (⊗ n A)v χ ; see [4, 6, 7] . So, one can use the theory of tensor products and quadratic forms to study inequalities on generalized matrix functions; see [1, 2, 3, 5, 8, 9] and their references. For example, for any positive semi-definite matrices A, B ∈ M n and any positive integer k, we have
Letting k = nℓ with ℓ ∈ N, and using ⊗ ℓ v χ , we see that
Using similar techniques, one can obtain inequalities on the integer powers of for positive semi-definite matrices A 1 , . . . , A m ∈ M n .
In this paper, we are interested in inequalities related to non-integer powers of generalized matrix functions. In some situations, such inequalities can be obtained by using the theory of majorization and Schur convex functions. Recall that for real vectors u, v ∈ R n , we say that u is weakly majorized by v, denoted by u ≺ w v, if the sum of the k largest entries of u is not larger than that of v for k = 1, . . . , n. Furthermore, if the sums of the entries of u and v are the same, we say that u is majorized by v, denoted by u ≺ v. A function f : R n → R is Schur convex if f (u) ≤ f (v) whenever u ≺ v. It is known that if f is Schur convex and if f is increasing in each coordinate, then f (u) ≤ f (v) whenever u ≺ w v. One may see [2, 8] for the background on majorization and Schur convex functions.
For two positive semi-definite matrices A and B, we have the weak majorization relation
for any Schur convex and increasing function f ; see [2, Chapter II] and [8, Chatper 3] . For example, for any p ≥ 1, the (
is a Schur convex function. So, we have
Actually, for any two positive semi-definite matrices A, B ∈ M n , it is known that (see [2, Section IX.8.16]),
As a result, we have the weak majorization relation
Thus, we have
for any Schur convex and increasing function f . For example, for any p ≥ 1, the (
Applying this to the determinant and permanent functions, we have
However, for three or more positive semi-definite matrices, one may or may not be able to apply these arguments. For example, it is known that (see [1, 5] )
for any Schur convex and increasing functions f . In particular, for any p ≥ 1,
On the other hand, it is also known that
However, in general,
for a Schur convex function. We will give examples in the next section showing that there is p > 1 such that
is not valid even though one can use the tensor product and quadratic form techniques to show that (1.3) holds for all positive integer p.
In this paper, we will develop a general scheme to prove inequalities involving the (non-integer) powers of generalized matrix functions. For example, we will prove in Section 2 that (1.3) is valid for any p ∈ {1} ∪ [2, ∞). A general scheme and more results will be described in Section 3. Further extensions of our techniques will be mentioned in Section 4.
Results on three matrices
Suppose we have three positive semi-definite matrices A, B, C ∈ M n . It was proved in [1] that
Applying the quadratic form using v χ on both sides, we have
Applying the quadratic form using ⊗ ℓ (v χ ) on both sides, we have
As mentioned in Section 1, in general,
Thus, we cannot apply the Schur convex function result to conclude that
for r ≥ 1. Nevertheless, we have the following. Theorem 2.1 Suppose A, B, C ∈ M n are positive semi-definite matrices, and r ∈ {1} ∪ [2, ∞). Then for any generalized matrix function d(X), we have
Proof. To prove (2.4), let
so that
We have ∂f ∂x 12 = r (
By symmetry, ∂f ∂x i ≥ 0 on X for all 1 ≤ i ≤ 3. Therefore, for every x ∈ X, we have
The following example shows that the bound the region for r in Theorem 2.1 is best possible for n = 1.
Example 2.2 Let
The following example shows that even for n > 1 the region for r in Theorem 2.1 cannot be extended to [1, ∞) .
Let x = 0.17 and r = 1.4. Then direct calculation shows that
A general scheme and additional results
The following observations capture the main idea in the proof of Theorem 2.1.
and f : X → R be a function with continuous partial derivatives.
Suppose A 1 , . . . , A m ∈ M n are positive semi-definite matrices with m ≥ 3 and d a generalized matrix function on M n . For any subsequence J of the sequence K = {1, . . . , m}, denoted by J ≤ K, let A J = j∈J A j and |J| be the number of terms in J.
The following two generalizations of (2.2) are given in [1, Corollary 3.4, Theorem 4.3].
We are going to generalize (3.1) and (3.2). We continue to use the notation I ≤ J if I is a subsequence of J. We first prove the following lemma, which shows that d(A J ) can be written as the sum of non-negative numbers x I with I ≤ J.
Lemma 3.2 Suppose d(A)
is a generalized matrix function on M n and A 1 , . . . , A m ∈ M n are positive semi-definite matrices. Let
Proof. Let x J satisfy the hypothesis of the lemma. We may relabel A 1 , . . . , A m , and assume that J = {1, . . . , |J|}.
We prove the result by induction on |J|. The case for |J| = 1 is trivial as d(A 1 ) = x 1 ≥ 0. The case for |J| = 2 follows from
Suppose the result holds for any q matrices chosen from {A 1 , . . . , A |J| } with q < |J|. Then we see that x I ≥ 0 for every I ≤ J with |I| < |J|. It remains to show that x J ≥ 0. By (3.1), Therefore, we can choose
The following theorem extends [1, Corollary 3.5], which corresponds to the case when r = 1. (−1)
where K = {1, . . . , m}.
Proof. By Theorem 3.3 in [1] , for all positive integer p, we have
For a positive integer r, let p = nr and v ∈ C n 2 such that d(A) = v * (⊗ n A) v for all A ∈ M n . Then the result follows by applying the quadratic form using ⊗ r v on both sides of (3.4).
(3.5)
We will prove that ∂f ∂x I ≥ 0 for all I ≤ K, so that f (x) ≥ f (0) = 0 for x ∈ X. It turns out that we need to use the nonnegativity of the higher order partial derivatives of f to prove that the first partial derivatives of f are nonnegative, which corresponds to the case when t = 1 in the following claim.
Claim: Let 1 ≤ t ≤ m − 1 and I 1 , . . . ,
Note Let |I| = p. We have
= r(r − 1) . . . Suppose the result holds for some 1 < t ≤ m − 1. Let I 1 , . . .
, where x ′ J = x J if J ≤ I and 0 otherwise. By (3.7), we have
by (3.6).
Example 3.4 Suppose m ≥ 3 and
Then f (m, r) is the m th finite difference (with step size = 1) of the function g(x) = x r at 0. By the mean value theorem of finite difference [10] , f (m, r) has the same sign as g (m) (x) for x > 0. Therefore, f (m, r) = 0 for r = 1, 2, . . . , m − 1 and f (m, r) < 0 for m − 2i < r < m − 2i + 1 with
Hence, the condition on r ≥ m − 1 in Theorem 3.3 is necessary.
The next result extend the inequality in [1, Theorem 4.8] to non-integer powers. 
that simplifies to (3.8).
To prove Theorem 3.5, we first consider the special case where ℓ = p − 1 and k = p − 2 in the following lemma.
Then f (x) ≥ 0 for all x ∈ X.
Proof. By the comment after Theorem 3.5, it suffices to prove the case when p = m. We need to show that for all x ∈ X,
For x ∈ X, let x 0 be the projection of x to X 0 . Then we have g(x) ≥ g(x 0 ). It suffices to prove that ∂g ∂x I (x 0 ) ≥ 0 for all x 0 ∈ X 0 , and
x I . Without loss of generality, we may assume that I = {m − q + 1, . . . , m} with q < m + 1 2 .
We show that b ≺ w a in the following.
For each J ≤ K with |J| < m + 1 2 , note that every s K contains a copy of x J and each s(i) (respectively, s(i, j)) contains a copy of s J if and only if i ∈ J (respectively, both i, j ∈ J). Consider the following cases:
. In this case, n(a, J) = k ≥ n(b, J).
consists of (m − 1)(m − 2) copies of s K and 2 copies each of s(i, j), where 1 ≤ i < j ≤ t 1 − 1 and 2 copies each of s(i, t 1 ), where 1 ≤ i ≤ k 1 2 and a copy of s(
For every integer m, t, we have
In particular, we have
This shows that t 1 ≤ t 2 .
On the other hand,
a i such that either i or j ∈ J \ I.
Consider the following subcases:
Case 2a: t 1 < t 2 or t 2 < j v+1 . Then t 1 < j v+1 . We have
≥ n(b, J).
Case 2b: t 1 = t 2 and t 2 = j v+1 . Then by (3.11),
So we have
Proof of Theorem 3.5.
for all 1 ≤ k < ℓ < p ≤ m. By Lemma 3.6, (3.12) holds for ℓ = p − 1 and
Therefore, we have
Remark 3.7 When m = p = 3, ℓ = 2, k = 1, (3.8) reduces to (2.4). Therefore, Example 2.2 shows that the condition r ≥ 2 in Theorem 3.5 is best possible.
Additional results and techniques
For any partition {I 1 , . . . , I k } of {1, . . . , m}, and for any Schur Convex function f :
More generally, suppose (I 1 , . . . , I k ) and (J 1 , . . . , J k ) are two collections of muti-subsets {1, . . . , m}, we can define (I 1 , . . . , I k ) ⊳ (J 1 , . . . , J k ) if the union of ℓ subsets in the family (I 1 , . . . , I k ) is always contained in the union of ℓ subsets in the family (J 1 , . . . , J k ) for ℓ = 1, . . . , k. We have the following. 
One can also take partial sum of the positive semi-definite matrices A 1 , . . . , A m in Theorem 3.5, and obtain the following result that removes the restriction r ≥ 2.
Following the argument at the end of the proof of Theorem 3.5, we have
which is equivalent to (4.1).
Let P k be the set of functions Φ on [0, ∞) such that Φ (i) (x) ≥ 0 for all 0 ≤ i ≤ k and x ≥ 0. Then the term d(A J ) r in Theorem 2.1 (respectively, Theorem 3.3 and Theorem 3.5) can be replaced by Φ(d(A J )) for all Φ ∈ P 2 (respectively, P m−1 and P 2 ).
Finally, we point out that following the same proof in [1] , (2.1) can be generalized to the following: Proposition 4.3 Suppose A i , B i , C i ∈ M n i are positive semi-definite matrices for 1 ≤ i ≤ k. Then
Consequently, we have For given generalized matrix functions d i on M n i , we can choose unit vectors v i ∈ C n 2 i such that d i (X) = v * i Xv i for X ∈ M n i . Let v = ⊗ k i=1 v i and apply the quadratic form using v on both sides of (4.3). We have
Thus we can replace d(X) in Theorem 2.1 by a product of generalized matrix functions d(X 1 , . . . , X k ) = d 1 (X 1 ) · · · d k (X k ). For example, if we set d(X 1 , X 2 ) = det(X 1 )per(X 2 ), then for any positive semidefinite matrices A 1 , B 1 , C 1 ∈ M n 1 , A 2 , B 2 , C 2 ∈ M n 2 and r ∈ {1} ∪ [2, ∞), we have 
