INTRODUCTION
Optimization is essentially an option to develop scientific and systematic sorting and possible solutions of an engineering problems. The final aim of optimization is the selection of solutions, which in a framework defined by the terms of benchmark accepted or imposed initially, lead to the most advantageous use of the available resources for its materialization. Optimizing an aerospace structure can be done by optimizing the separate components, subassemblies or distinct constructive parts of structure.
The main purpose of structure optimization, or in other words, the optimal design of the structure, is to determining its shape. Determination of stresses and displacements constitutes a later stage in the design process, which checks if the structure meets the performance requirements shape and dimensions for the initial aim. [1] The main criteria used to calculate an optimal aerospace structure are: minimum weight, minimum stresses (maximum strength), minimum potential energy of deformation, maximum rigidity, minimal displacements, rigidity to weight, a form with an equal strength, minimum costs etc.
The criteria of choosing the shape of the structure depends on the conditions which must be satisfied by the structure, each of the criteria having crucial importance on the result of optimization. The purpose of the paper is to present a brief description of the optimization methods used in aerospace engineering with its limitations in achieving technological, installation, transportation, operating, aesthetic, ergonomic, ecological design considerations.
BRIEF HISTORY AND MATHEMATICAL FORMULATION OF OPTIMIZATION
Since 1906 when the Danish mathematician Jensen introduced the concept of convexity of a function, it had an important role in optimization methods further elaborated. Many applications based on convex optimization of a function have been improved in recent years. In 1939 Kantorovich was the first to develop an algorithm based on linear programming convex optimization. The applicability of such an algorithm in aerospace engineering reemerged in the 70s when Smith and Farsh conducted research on optimization of laminated composites, thickness of the layers being seen as a continuous variable and the optimization problem was considered linear. In 1951 Khun and Tucker, studied nonlinear optimization problems and developed optimal conditions. More exactly, optimal conditions proposed were linear inequalities known as Khun-Tucker conditions for finding optimum in non-linear programming problem. In aerospace engineering these conditions have resulted in the enforcement of constraints in achieving an optimized design.
Various constraints, such as maximum stress, were considered by Narayana and Lopez, constraints of production were studied by Wang, Williams and Llamas and constraints of stiffness were studied by Liu, Toropov and Barton which were focused on dimensions of sections panels [11] . Also, Guo, Bannerjee and Cheung made an aeroelastic optimization of composite wings and studied the effect of laminate stiffnesses on the critical flutter speed. The conclusion showed that the effects of bend-twist coupling stiffnesses are more significant than the bending stiffness, and that the optimization of the fiber orientation is the best option to achieve the maximum speed without affecting the wing weight.
It has been shown that the implementation of procedures and modules for calculation in optimization finite element programs is very effective. To optimize a structure a computational model is developed for a preliminary version of the structure. One or more design parameters are defined for this model -known as design variables -and values and/or their possible ranges of values -referred as constraints-in the form of equality or inequality functions [2] . The optimization process should determine the minimum value of a function   X F dependent on design variables, named objective function. This function is designed so that when minimized or maximized it will achieve the intended purpose.
For the particular case of aeroelastic tailoring, the objective function includes components on the structure behavior under load defined by the designer and the constraints represent relations that must be satisfied for the design solution to be accepted.
The equality form of constraints can be written as:
and the inequality form of constraints is:
Formulating a minimization problem in mathematical programming requires identifying the design variables vector components. 
in the presence of constraints   0
OVERVIEW OF TRADITIONAL OPTIMIZATION ALGORITHMS
Traditional optimization methods which determine a minimum or maximum of a function can be divided into unconstrained and constrained methods.
Even though the unconstrained optimization problem has little direct practical applications, due to its simplicity, a number of constrained optimization problems can be solved by reducing them to unconstrained optimization problems.
Searching methods for a minimum of a function with n unrestricted design variables can be divided into three categories:
-random search methods; -unidirectional search methods; -gradient methods. A random search method determines the global minimum of a function with n variables and is based on generating a random group of numbers in a predetermined area. [3] Unidirectional search method or relaxation methods determine the minimum function F , changing the components of the vector X . It starts with changing the first component, the other is kept constant, as long as the function F decreases (figure 1a). In the case of a n variables function, the essence of the minimum search along a direction consists in determining a position vector 
for a given direction  it will be sought that    f is minimized, and the problem of minimizing a function of n variables is reduced to a succession of minimization function   X F with respect to a single variable (figure 1b). In the unidirectional search method, the value of the analysis function is calculated in a succession of points in order to determine the direction in which the search should be followed to find the minimum. The decision on the search direction to be followed after each new point is determined only by the value of the function. For this reason, the unidirectional search method applied for the case of a function with n variable leads to difficulties in its mathematical implementation [4] .
In view of the minimization goal, Powell has developed a method of searching the minimum in which search directions are chosen so as to increase the amount of information needed to find the way to the minimum.
The first cycle of Powell proposed method of searching along n directions n S S S ,..., , 2 1 linearly independent, as in the unidirectional search method, starting from a position vector 0 X . After completing a cycle, searching resumes on 1  n directions previously taken and a new direction, a direction that is better than the direction eliminated. How each cycle provides new direction is determined as a quadratic function which is minimized in exactly n cycles.
More efficient methods of searching local minimum are based on information for each data point given by the gradient function whose minimum is sought A suggestive image of the behavior of the traditional gradient method applied to a function of two variables is illustrated in figure 2 [5] . Convergence difficulties encountered in the simple gradient method can be removed using the conjugate gradient method introduced by R. Fletcher and C.M. Reeves. Using optimization methods without constraints, a Fortran program has been written to optimize the profile of two NACA airfoil. The optimized NACA 4412 airfoil with no constraint is presented in figure 3 and the optimized NACA 2412 airfoil without constraints is presented in figure 4 . (4) and (5) is a linear programming problem. In all other possible cases, linear constraints and nonlinear objective function, nonlinear constraints and linear objective function, nonlinear constraints and nonlinear objective function, the mathematical model defined by equations (4) and (5) leads to a nonlinear programming problem [6] .
The conditions that must be met for an optimum with local or global constraints were established by Khun and Tucker (1950) , by generalizing the method of Lagrange multipliers (figure 5). Projected gradient method was developed by J. Rosen and includes the design field gradient boundary and makes a shift towards data projection instead of gradient direction. [7] In the particular case of aerospace optimization design problems the design variables X , the objective functions   X F and the constraint functions g(x) involves different disciplines making the search of the optimal design a difficult job because it is in fact a multidisciplinary problem involving aerodynamics, structural analysis, dynamics and aeroelasticity [8] .
A multi objective optimization method then consists of n variables, g constraints, and m objectives ( Multi objective optimization algorithms are frequently characterized by layering the performance. [9] Theoretical formulation for a multi objective optimization was made by Von Neumann and it was used first in economics and politics by Von Neuman, Pareto, Nash and Von Stackelberg. Based on these applications?, Pareto, Nash and Von Stackelberg, introduced and used Games strategies in engineering for solving multi objective optimization problems.
CONCLUSION
In the coming years, new aircraft designs will continue to employ increasing amounts of composites and other advanced materials. Optimization techniques will play an everincreasing role in determining how to use these materials at their best. In this paper the most important tools and techniques that will facilitate the optimal usage of composite materials in future aircraft design have been reviewed [10] .
