This paper presents a new kind of acoustic features for HMM speech recognition. These features try to capture phonespecific segmentation information using multiple temporal resolutions. Experiments show that word accuracy can be improved by WO when combining these features with traditional mel-cepstral coefficients in a speaker-independent word recogniser. This improvement is mostly due to a reduced number of insertion and deletion errors.
INTRODUCTION
Extracting reliable acoustic features from speech signals is one of the prevailing issues in preprocessing for speech recognition. The impact of selecting robust features on overall recognition performance has only recently been demonstrated [9]. Most of today's systems use some variant of LPGbased or cepstral coefficients, thus assuming quasistationarity of the speech signal for the duration covered by a single feature vector.
T&nporal changes in the spectra of speech signals are believed to play an important role in human perception. One way to capture this information is to use delta coefficients or Werewed coefficients that measure the change in CO&dents over time [3, 6] . Performance Acoustic segmentation often provides valuable clues to improve recognition of diphtongs, nasals and stops. However, such information has proven difficult to integrate into the HMM framework since segmentation and classification are simultaneously optimized during maximum likelihood decoding. Attempts to separate these two steps usually result in degraded performance.
In the remainder of this paper, we present segmental COeficients, a new type of feature which effectively measures structural properties of speech. Experiments show that a 7% relative increase in recognition accuracy can be achieved for speaker-independent word recognition by combining melcepstral and segmental coefficients.
RELATED WORK
Explicit segmentation infomation has been used previously in HMM speech recognition [2, 81 to improve phone recognition by modifying inter-model transition probabilities or to segment the speech signal before using HMMs to determine the most likely phone sequence (71. However, these approaches depend aitically on the segmentation accuxacy, since segmentation erros cannot be recovered later on. The approach described in this paper diffas from previous a p proaches in four ways:
1. Segmental structure is considered an intrinsic feature of phones that is best modelled at the frame level.
2.
Segmental structure is analysed using multiple temporal resolutions.
Standard training algorithms such as Viterbi or
forward-backward training, can be used. Manual adjustment of weights is not n e c w .
recognition instead of phone recognition.
Segmentation
Wormation is used to improve word __.
SEGMENTAL COEFFICIENTS
Instead of separating segmentation and dassification, we try to utilize the segmentation infoxmation in the acoustic signal 24% on the frame level in the form of additional coefficients during training as well as during the Viterbi alignment. This is different from previous approaches where segmentation information was only used during recognition and segmentation parameters had to be chosen manually.
To use segmentation information on the frame level, it has to be represented by a change function. Several such functions based on different multidimensional representations of the speech signal have been proposed to measure spectral variation. The one used here has also been successfully used for multilevel phone segmentation of speech in 153 when placing segment boundaries at local maxima of the change function.
We define the segmental coefficient st(.) at frame t as follows:
where E: is the k-th cepstral coefficient at frame t and P is the number of cepstral coefficients. The change function is smoothed by convolving it using the first derivative of a Gaussian fiter of size N . Temporal resolution is controlled by U. Basically, this function compares cepstral vectors sep arated by 2u. Typical values for u range between 2.0 ms and 20.0 ms. These values do not necessarily result in an optimal segmentation of the speech signal into phones as can be seen from Figure 1 . Instead, they are selected to optimize recognition perfomance. 
EXPERIMENTS
Before kalIy integrating segmental coefficients into our speech recognition system, an experiment was made to use these coefficients for the segmentation of speech signals USing a previously described search strategy [5]. The resulting segmentation lattices (see Figure 2 ) exhibits a strong c o d ation to a phonemic segmentation although a certain amount of errors is inevitable. The lattices can either be compared to manual phonemic segmentation to measure the accuracy of detected boundaries or used for restricting the Viterbi search in a subsequent HMM recogniser.
A test set of 704 utterances recorded from four female and seven male speakers was used. Using the data-driven path search algorithm described in [5], a segmentation accuracy of 90.4% was achieved for the best path in each lattice. This shows that segmental coefficients capture important information on the segmental structure of speech signals. The positions of segment boundaries were always within 10 ms away from the reference boundaries.
To assess the potential of segmental coefficients for speech recognition, a speaker-independent word recogniser was built using a commercially available HMM toolkit [lo] .
iu1 experiments were can-ied out using 55 continuous, single- All HMMs are initialised on phone labels generated by forced alignment using multiple pronounciations per word. Four iterations of forward-backward training are then used to train the models.
First, two reference systems were built using standard melcepstral c d a e n t s (Rl) and additionally delta cepstral coefficients (W). The results obtained with these systuns are given in Table 1 .
System I # CO& I Acc I Ins I Del I Sub
R1
I 13 1 31.0 1 1.8 1 31.9 1 35.3 Next, segmental coefficients were used together with md-1 cepstral coeffiaents (Sl). As can be seen from Figure 3 recognition accuracy increases with the number of segmental coefficients used. This shows that no single temporal reso- 
CONCLUSIONS
proal resolution gets too coarse, performance drops again since phonespecific information starts to get distributed to It was Shown that ~~T o~t i n g segmental Properties the neighboring phones. Pjote that the m;;dmum accuracy achieved for system S1 is only 4.5% below the reference system R2 using Merential coefficients. T h i s shows that three segmental coefficients capture almost 95% of the information contained in 13 Merential coefficients. Thus, segmental coefficients can be more reliably estimated given sparse training data. Finally, segmental coefficients were combined with melcepstral and differential coeffiaents yielding 27-dim&od feature vectors. This system (S2) outperforms R2 by 7.1%
at the cost of one additional coeffiaent. of speech cepstra significantly increases word recognition accuracy of speaker-independent HMM word recognises. The sum of insertion and deletion errors drops from 24.5% to 23.2% which shows that less segmentation errors are made. The 1.6% reduction of substitution errors shows that segmental coeffiaents also contribute to the discrimination of otherwise confusable sounds. The results also indicate that delta cepstral Coefficients do not capture all relevant transitional properties of phones.
Currently, experiments are conducted on a larger corpus to investigate the appiication of segmental cohcients in a multiple-mixture context-dependent HMM recogniser. 
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