The reaction-diffusion Holling-Tanner predator-prey model with Neumann boundary condition is considered. We perform a detailed stability and Hopf bifurcation analysis and derive conditions for determining the direction of bifurcation and the stability of the bifurcating periodic solution. For partial differential equation (PDE), we consider the Turing instability of the equilibrium solutions and the bifurcating periodic solutions. Through both theoretical analysis and numerical simulations, we show the bistability of a stable equilibrium solution and a stable periodic solution for ordinary differential equation and the phenomenon that a periodic solution becomes Turing unstable for PDE.
Introduction
We consider the following Holling-Tanner prey-predator model (May, 1973; Yi et al., 2008) 
where v and s are the intrinsic growth rates of the prey (H ) and predator (P) populations, respectively. The per capita growth rate of the prey is of the common logistic form, and K is the carrying capacity, the maximum number of the prey allowed by the limited resource. The predation function is represented by a Holling type-II function which is extensively used in invertebrate ecology. The constant k is the maximum of the predation rate when the predator will not or cannot kill more prey even when the latter is available. The constant D refers to some value of the prey population beyond which the predators attacking capability begins to saturate. The predator population also grows in logistic form, and c is the number of preys required to support one predator at equilibrium, when P equals H/c (Tanner, 1975) . We consider the two populations in a spatial domain r ∈ (0, π), and we use x(r, t) and y (r, t) to denote the population densities of the prey and the predator, respectively. The dispersal of species in X. LI ET AL. the spatial domain is assumed to be random, so that Fick's law holds, and it leads to the well-known diffusion equations as follows:
where d i (i = 1, 2) are the diffusion coefficients. With the addition of diffusion and non-dimensionalization, the system (1.1) becomes
, r ∈ (0, π), t > 0,
where t = vτ , x = H/D, y = cP/D, m = k/(vc) and β = D/K . We assume the no-flux boundary conditions so the ecosystem is a closed one:
The system (1.1) was first studied by Tanner (1975) , and he showed that under certain conditions the relative sizes of growth rates could determine the stability of the system and stated a hypothesis for the conclusion that either a stable prey population possesses strong self-limitation or the growth rate of the prey species is less than that of its predator. He tested his hypothesis by estimating the intrinsic growth rates for certain prey species and their predators. In his book, Murray (2002) studied the stability of the positive equilibrium and the existence of the limit cycles of system (1.1). Hsu & Huang (1995) dealt with the question of global stability of the positive equilibrium in a class of predator-prey systems including system (1.1) with certain conditions on the parameters, applying Dulac's criterion and Lyapunov functions construction. In Hsu & Huang (1998) , they proved the uniqueness of limit cycle when the unique positive equilibrium is unstable. In Hsu & Huang (1999) , they showed that for some parameter range the Hopf bifurcation of system (1.1) is subcritical, i.e., near the Hopf bifurcation point, there exists a small-amplitude repelling periodic orbit enclosing a stable equilibrium and there are multiple limit cycles. Gasull et al. (1997) gave a negative answer to the question: does the asymptotic stability of the positive equilibrium of the system (1.1) imply the global stability? They computed the Poincaré-Lyapunov constants in case a weak focus occurs, and in this way they were able to construct an example with two limit cycles.
For the partial differential equation (PDE) model, Du & Hsu (2004) considered a diffusive LeslieGower predator-prey model, which was a special case of system (1.2), but in a heterogeneous environment. They showed that positive steady-state solutions with certain prescribed spatial patterns can be obtained if the coefficient functions are chosen suitably and observed some essential differences in the behaviour of their model from that of the Lotka-Volterra model that seemed to arise only in the heterogeneous case. Peng & Wang (2005) studied system (1.2), and they obtained the existence and nonexistence of positive non-constant steady states. In Peng & Wang (2007) , they obtained some results for the global stability of the unique positive equilibrium of system (1.2). Recently, Chen et al. (2010) considered a diffusive Leslie-Gower predator-prey model with delay, and they proved the global stability of constant equilibrium even with delay effect, which improved an earlier result of Du & Hsu (2004) .
For the studies of Hopf bifurcation for reaction-diffusion (R-D) system, Yi et al. (2009a) derived an explicit algorithm for determining the direction of Hopf bifurcation and stability of the bifurcating periodic solutions for an R-D system consisting of two equations with Neumann boundary condition. In particular, they have shown the existence of multiple spatially non-homogeneous periodic orbits while the system parameters are all spatially homogeneous. Earlier, Yi et al. (2008) considered a Lengyel-Epstein R-D system of the chlorite-iodide-malonic acid reaction, and they derived the precise conditions on the parameters so that the spatially homogeneous equilibrium solution and the spatially homogeneous periodic solution become Turing unstable. They also studied the global asymptotical behaviour of the Lengyel-Epstein R-D system in Yi et al. (2009b) . Similar work along this line has been done recently for Gierer-Meinhardt model Ruan, 1998) , Sel'kov model (Han & Bao, 2009 ) and a biomolecular model with autocatalysis and saturation law . See also Shi (2009) for a recent survey on abstract bifurcation theorems and applications to spatiotemporal models from ecology and biochemistry.
In this article, we analyse the stability and Hopf bifurcation of the positive equilibrium in both ordinary differential equation (ODE) and PDE models and derive conditions for determining the direction of bifurcation and the stability of the bifurcating periodic solution. For PDE, we also derive the precise conditions on the parameters so that the spatially homogeneous equilibrium solution and the spatially homogeneous periodic solution become Turing unstable. By both theoretical analysis and numerical simulations, we show the coexistence of a stable equilibrium point, an unstable limit cycle and a stable limit cycle for ODE and a Turing unstable periodic solution is attracted by a stable non-constant steady state for PDE. The latter result confirms the results obtained in Peng & Wang (2005) .
The rest of this article is organized as follows: In Section 2, we investigate the asymptotical behaviour of the equilibrium and occurrence of Hopf bifurcation of the local system (the ODE model). In Section 3, we consider the diffusion-driven instability of the equilibrium solution. In Section 4, we analyse the stability of the bifurcating periodic solution, which is a spatially homogeneous periodic solution of the R-D system, through the Hopf bifurcation when the spatial domain is a bounded interval. In Section 5, we carry out some numerical simulations to illustrate the analytical results. In Section 6, we end our investigation with concluding remarks, and we summarize our result in a bifurcation diagram.
Analysis of the local system
For system (1.2), the local system is an ODE in the form of
The non-dimensional form which we use here is different from the ones used in previous papers. By using this form, we can deal with the stability of the equilibrium solutions in an easier way. System (2.1) has two non-trivial equilibrium points, a boundary equilibrium point E 1 ≡ (1/β, 0) and a positive equilibrium point E 2 ≡ (x * , y * ), where
By simple calculations, we know that the boundary equilibrium E 1 is a saddle point with the positive x-axis as its stable manifold. We are interested in studying the properties of the positive equilibrium E 2 ≡ (x * , y * ). Before considering the stability of E 2 , we present the following result, which states that system (2.1) is as 'well behaved' as one intuits from the biological problem. A corresponding result for a different non-dimensional form is presented in Hsu & Huang (1995) without proof. LEMMA 2.1 The solutions of system (2.1) are positive and eventually bounded, i.e., there exists T 0 such that x(t) < 1/β, y(t) < 1/β for t T .
Proof. The phase portrait of (2.1) is shown in Fig. 1 . The nullclines of the systems are:
, on which dx/dt = 0; and C 2 : y = x, on which dy/dt = 0. The first quadrant is divided into four parts D 1 , D 2 , D 3 and D 4 by C 1 and C 2 . The intersection of C 1 and C 2 is the positive equilibrium
Denote D as the rectangular region whose boundary consists of L 1 , L 2 , x-axis and y-axis. It is clear that D is an invariant set and attracts any trajectory starting in the first quadrant. Hence, the solutions are eventually bounded.
Next we prove the positivity of the solutions by showing that trajectories starting from the first quadrant cannot reach the y-axis. To this end we only need to prove that trajectories cannot arrive the y-axis in D 2 . 
It is clear that T 1 is finite. While
there exists an N 0 ∈ N such that
This shows that the time of the trajectory running to the y-axis is far longer than that to C 1 , that is the trajectory runs into D 3 before it reaches the y-axis. From the properties of the vector field shown in Fig. 1 , the trajectories cannot reach the y-axis in D 3 , so any trajectories starting in the first quadrant cannot reach the y-axis.
From the above discussion, we know that there is no homoclinic or heteroclinic orbit in the domain D. Then the conclusion is proved. Now we study the stability of E 2 . The Jacobian matrix of system (2.1) at (x * , y * ) is
where
Note that s 0 + b = − 1 + βx * 2 1 + x * < 0, where we use the fact that y Proof. Part 2 from the analysis given above. Part 1 follows from Theorem 2.2 in Hsu & Huang (1995) . Part 3 is from Lemma 2.1 and the Poincaré-Bendixson Theorem. Suppose (H 1 ) holds, we have
Next we analyse the Hopf bifurcation occurring at (x * , y * ). Since the equilibrium point (x * , y * ) is globally asymptotically stable when (H 1 ) holds, we always assume that β and m are fixed so that (H 1 ) holds in the following, and we use s as the bifurcation parameter. When s is near s 0 , the characteristic equation (2.2) has a pair of complex roots
By the Poincaré-Andronov-Hopf Bifurcation Theorem, we know that system (2.1) undergoes a Hopf bifurcation at (x * , y * ) when s = s 0 . However, the detailed property of the Hopf bifurcation needs further analysis of the normal form. To that end we transform the equilibrium (x * , y * ) to the origin by the transformationx = x − x * andỹ = y − y * . For convenience, we still denotex andỹ by x and y, respectively. Thus, the local system becomes ⎛
where 
Set matrix
,
Rewrite (2.4) in the following polar coordinates form: 5) then the Taylor expansion of (2.4) at s = s 0 yieldṡ
(2.6)
In order to determine the stability of the periodic solution, we need to calculate the sign of the coefficient a(s 0 ), which is given by where all partial derivatives are evaluated at the bifurcation point (x, y, s) = (0, 0, s 0 ). The explicit calculation of the coefficient a(s 0 ) can be found in Guckenheimer & Holmes (1983) , Hassard et al. (1980) , Marsden & McCracken (1976) and Wiggins (1990) . Thus, we can calculate that 
1. The coexistence equilibrium (x * , y * ) of system (2.1) is locally asymptotically stable when s > s 0 and is unstable when s < s 0 . 2. System (2.1) undergoes a Hopf bifurcation at (x * , y * ) when s = s 0 . When a(s 0 ) < 0, the direction of the Hopf bifurcation is supercritical and the bifurcating periodic solutions are orbitally asymptotically stable; when a(s 0 ) > 0, the direction of the Hopf bifurcation is subcritical and the bifurcating periodic solutions are unstable.
The phenomenon of bifurcation for model (1.1) shown by Theorem 2.2 coincide with that in Gasull et al. (1997) and Hsu & Huang (1999) . We have the following result directly from Theorem 2.2 and Poincaré-Bendixson Theorem.
COROLLARY 2.1 Under the assumption in Theorem 2.2, when a(s 0 ) > 0 and s ∈ (s 0 , s 0 + ), there exist at least two periodic orbits for system (2.1).
In Fig. 2 , a subcritical Hopf bifurcation occurs if (β, m) is above the curve P 2 , while a supercritical Hopf bifurcation occurs if (β, m) falls between the curve P 1 and P 2 . For (β, m) below P 1 , the global stability of (x * , y * ) always holds. A corresponding result for a different non-dimensional form is presented in Gasull et al. (1997) .
Turing instability of coexistence equilibrium
In 1953, Turing (1952) showed that, a system of coupled R-D equations can be used to describe patterns and forms in biological systems. Turing's theory shows that the interplay of chemical reaction and diffusion may cause the stable equilibrium of the local system to become unstable for the diffusive 2(1−β) , 0 < β < 1 , the curve
2(1−β) , 0 < β < 1 , which is divided by P 2 into two regions Q 1 where a(s 0 ) < 0 and Q 2 where a(s 0 ) > 0. system and lead to the spontaneous formulation of a spatially periodic stationary structure. This kind of instability is called Turing instability or diffusion-driven instability.
In this part, we derive conditions for the Turing instability for the spatially homogeneous equilibrium solution of the R-D Holling-Tanner model. Here we consider the special case with the no-flux boundary condition in a one-dimensional interval (0, π): The operator φ → −φ on (0, π) with boundary condition φ (0) = φ (π) = 0 has eigenvalues
and normalized eigenfunctions
The linearized system of (3.1) at (x * , y * ) has the form:
where J (s) is the Jacobian matrix defined in Section 2 and
L(s) is a linear operator with domain
D L = X C := X ⊕ i X = {x 1 + i x 2 : x 1 , x 2 ∈ X }, where X := {(x, y) ∈ H 2 [(0, π)] × H 2 [(0, π)]: x (0) = x (π) = y (0) = y (π) = 0} is a real-valued Sobolev space.
Consider the following characteristic equation of the operator L(s):
Let (φ(r ), ψ(r )) be an eigenfunction of L(s) corresponding to the eigenvalue μ, and let
where a k and b k are coefficients. We obtain that
, (k = 0, 1, 2, . . .). 
By analysing the distribution of the roots of (3.3) , we can obtain the following conclusion.
THEOREM 3.1 Suppose that (H 1 ) holds and s > s 0 , such that (x * , y * ) is a locally asymptotically stable equilibrium for system (2.1). Then (x * , y * ) is a locally asymptotically stable equilibrium solution of system (3.1) if and only if one of following is statisfied
and (x * , y * ) is an unstable equilibrium solution of (3.1) if
Thus, the equilibrium (x * , y * ) is Turing unstable if s belongs to the interval:
That is, if s ∈ I K , then (x * , y * ) is locally asymptotically stable with respect to the ODE dynamics (2.1), and it is unstable with respect to the PDE (3.1).
Proof. First, it is clear that, T k+1 < T k for k 0 from the definition of T k , and T 0 < 0. So T k < 0, for all k 0. Hence, the signs of the real parts of roots of (3.3) are determined by the signs of D k , respectively.
The symmetry axis of the graph of
So all roots of (3.3) will have negative real parts under any one of assumptions (H 2 ), (H 3 ) and (H 4 ).
When (H 5 ) holds, D(K 2 ) < 0, (3.3) has at least one root with positive real part. Hence, (x * , y * ) is an unstable equilibrium solution of system (3.1).
The interval I K is non-trivial only for a finite number of eigenmodes K and apparently
To guarantee that I K is non-empty for K 2 < s 0 /d 1 , one can select a large enough d 2 once d 1 is fixed. When these conditions are met and certain transversality and simplicity conditions are satisfied, a pitchfork bifurcation for the non-constant equilibrium solutions occurs at
(see Yi et al., 2009) , so for decreasing s, the constant equilibrium (x * , y * ) loses stability to a non-constant equilibrium before the Hopf bifurcation at s = s 0 < s K . The first such bifurcation point is
.
When s > s * , (x * , y * ) is locally asymptotically stable for the PDE system (3.1), and it is unstable if s s * .
Stability of spatially homogeneous periodic orbits
The PDE (3.1) possesses any periodic solution of (2.1) as a spatially homogeneous periodic solution, including the ones from Hopf bifurcation in Theorem 2.1. We can also perform a Hopf bifurcation analysis (Crandall & Rabinowitz, 1977; Hassard et al., 1980) for (3.1) at the same bifurcation point in (2.1), and bifurcating spatially homogeneous periodic solutions exist near s = s 0 . But the stability of these periodic solutions with respect to (3.1) could be different from that for (2.1). If φ(t) is an unstable periodic solution of (2.1), then it is clearly also unstable for (3.1); while if φ(t) is a stable periodic solution of (2.1), it could be unstable for (3.1) because of diffusion. We use the normal form method and centre manifold theorem in Hassard et al. (1980) to study the direction of the Hopf bifurcation. Let L * be the conjugate operator of L defined as (3.2) in Section 3:
According to Hassard et al. (1980) , we decompose X = X C ⊕ X S , with X C := {zq +zq: z ∈ C}, X S := {w ∈ X : q * , w = 0}. For any (x, y) ∈ X , there exists z ∈ C and w = (w 1 , w 2 ) ∈ X S such that (x, y) = zq +zq + (w 1 , w 2 ) , z = q * , (x, y) .
Thus, In (z, w) coordinates, system (3.1) becomes
, where f 1 and f 2 are defined as (2.3). Straightforward calculations show that
Write w = (w 20 /2)z 2 + w 11 zz + (w 20 /2)z 2 + O(|z| 3 ) for the equation of the centre manifold; we can obtain (2iω 0 − L)ω 20 = 0, (−L)ω 11 = 0 and ω 02 =w 20 . This implies that ω 20 = ω 02 = ω 11 = 0. Thus, the equation on the centre manifold in z,z coordinates becomes
Here all the partial derivatives are evaluated at the point (s, x, y) = (s 0 , 0, 0). Then we obtain
According to Hassard et al. (1980) , > 0. We summarize our analysis results in the following manner. THEOREM 4.1 Suppose that β, m, s satisfy the same conditions as Theorem 2.2, then system (3.1) undergoes a Hopf bifurcation at (x * , y * ) when s = s 0 .
1. The direction of Hopf bifurcation of system (3.1) is the same as that of system (2.1); 2. When a(s 0 ) < 0, the direction of Hopf bifurcation is supercritical, and the bifurcating periodic solutions are asymptotically stable on the centre manifold. Furthermore, they are orbitally asymptotically stable for system (3. 3. When a(s 0 ) > 0, the direction of Hopf bifurcation is subcritical, and the bifurcating periodic solutions are unstable on the centre manifold; thus they are unstable for system (3.1).
Numerical simulations
In this section, we present some numerical simulations to illustrate our theoretical analysis. The ODE model (2.1) has three parameters: β, m, s. We choose parameters:
Under (5.1), we have the equilibrium point (x * , y * ) ≈ (1.0895, 1.0895), and the critical point s 0 ≈ 0.1899 and a(s 0 ) ≈ −0.0370 < 0. By Theorem 2.2, the equilibrium is asymptotically stable when s > s 0 ; a Hopf bifurcation occurs at s = s 0 , the bifurcating periodic solutions occur when s < s 0 and the bifurcating periodic solutions are asymptotically stable (Fig. 3) .
Under (5.2), the equilibrium point (x * , y * ) ≈ (0.3066, 0.3066), the critical point s 0 ≈ 0.1590 and a(s 0 ) ≈ 0.0650 > 0. By Theorem 2.2, the equilibrium is asymptotically stable when s > s 0 ; the bifurcating periodic solutions occur when s > s 0 and the bifurcating periodic solutions are unstable. These are shown in Fig. 4 .
The PDE model has five parameters:
We choose three sets of parameters as follows: Under (5.3), s 0 ≈ 0.1899 and s = 0.25 ∈ T b , i.e., (H 5 ) holds for K = 1, 2, 3, 4. By Theorem 3.1, the homogeneous equilibrium solution (x * , y * ) ≈ (1.0895, 1.0895) of system (3.1) is unstable. Figure 5 shows the Turing instability of the equilibrium solution.
Under (5.4), s 0 ≈ 0.1899, Rec 1 (s 0 ) ≈ −0.0901 < 0 and (H 2 ) holds. By Theorem 3.1, the homogeneous equilibrium solution (x * , y * ) of system (3.1) is locally asymptotically stable (see Fig. 6 ).
Under (5.5), s 0 ≈ 0.1899, Rec 1 (s 0 ) ≈ −0.0901 < 0 and (H 2 ) holds; the choice of s satisfies s < s 0 . By Theorem 4.1, Hopf bifurcation occurs at s = s 0 , the bifurcating periodic orbits exist for s < s 0 , which are orbitally asymptotically stable. This is shown in Fig. 7 .
Under (5.6), s 0 ≈ 0.1899, Rec 1 (s 0 ) ≈ −0.0901 < 0 and (H 5 ) holds for K = 3 in Theorem 3.1; the choice of s satisfies s < s 0 . By Theorems 4.1 and 3.1, the bifurcating periodic orbits exist for s < s 0 , which are Turing unstable. In Fig. 8 , we can see the solution from (x 0 , y 0 ) = (0.1 cos r + 1.08, 0.1 cos r + 1.08) is attracted by a positive non-constant stable equilibrium. This verifies the results previously proved in Peng & Wang (2005) .
Conclusions
A rigorous investigation of the dynamics of an R-D Holling-Tanner model subject to Neumann boundary condition is attempted, and the main purpose of this article is to identify the parameter ranges of stability and instability of spatially homogeneous equilibrium solutions and bifurcating periodic orbits. We summarize our investigation on the bifurcation diagram of the parameters m and s (see Fig. 9 ).
For the ODE system (2.1), a curve L 2 : s = s 0 separates the stable region (above L 2 ) and the unstable region (below L 2 ); a Hopf bifurcation occurs when the parameter crosses L 2 transversally, and at least one periodic orbit exists for parameter values below L 2 . A vertical line L a : Rec 1 (s 0 ) = a(s 0 ) = 0 separates the region of supercritical Hopf bifurcations (on the left of L a ) and subcritical ones (on the
