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Abstract
The last couple of years have marked the entire field of information technology with
the introduction of a new global resource, called data. Certainly, one can argue that
large amounts of information and highly interconnected and complex datasets were
available since the dawn of the computer and even centuries before. However, it has
been only a few years since digital data has exponentially expended, diversified and
interconnected into an overwhelming range of domains, generating an entire universe
of zeros and ones. This universe represents a source of information with the potential
of advancing a multitude of fields and sparking valuable insights. In order to obtain
this information, this data needs to be explored, analyzed and interpreted.
While a large set of problems can be addressed through automatic techniques from
fields like artificial intelligence, machine learning or computer vision, there are various
datasets and domains that still rely on the human intuition and experience in order
to parse and discover hidden information. In such instances, the data is usually
structured and represented in the form of an interactive visual representation that
allows users to efficiently explore the data space and reach valuable insights. However,
the experience, knowledge and intuition of a single person also has its limits. To
address this, collaborative visualizations allow multiple users to communicate, interact
and explore a visual representation by building on the different views and knowledge
blocks contributed by each person.
In this dissertation, we explore the potential of subjective measurements and user
emotional awareness in collaborative scenarios as well as support flexible and user-
centered collaboration in information visualization systems running on tabletop dis-
plays. We commence by introducing the concept of user-centered collaborative vi-
sualization (UCCV) and highlighting the context in which it applies. We continue
with a thorough overview of the state-of-the-art in the areas of collaborative informa-
iii
tion visualization, subjectivity measurement and emotion visualization, combinable
tabletop tangibles, as well as browsing history visualizations. Based on a new web
browser history visualization for exploring user parallel browsing behavior, we intro-
duce two novel user-centered techniques for supporting collaboration in co-located
visualization systems. To begin with, we inspect the particularities of detecting user
subjectivity through brain-computer interfaces, and present two emotion visualization
techniques for touch and desktop interfaces. These visualizations offer real-time or
post-task feedback about the users’ affective states, both in single-user and collabora-
tive settings, thus increasing the emotional self-awareness and the awareness of other
users’ emotions. For supporting collaborative interaction, a novel design for tabletop
tangibles is described together with a set of specifically developed interactions for
supporting tabletop collaboration. These ring-shaped tangibles minimize occlusion,
support touch interaction, can act as interaction lenses, and describe logical opera-
tions through nesting operations. The visualization and the two UCCV techniques
are each evaluated individually capturing a set of advantages and limitations of each
approach. Additionally, the collaborative visualization supported by the two UCCV
techniques is also collectively evaluated in three user studies that offer insight into
the specifics of interpersonal interaction and task transition in collaborative visualiza-
tion. The results show that the proposed collaboration support techniques do not only
improve the efficiency of the visualization, but also help maintain the collaboration
process and aid a balanced social interaction.
Keywords: collaborative information visualization, computer-supported coopera-
tive work (CSCW), user-centered design, emotion visualization, affective user inter-
face, tabletop, touch surfaces, nestable tangibles, subjective evaluation.
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Zusammenfassung
Der gesamte Bereich der Informationstechnologie wurde in den letzten Jahren durch
das Auftreten einer neuen globalen Ressource—den Daten—beeinflusst. Zwar stehen
umfangreiche Informationsmengen schon seit den Anfängen des Computerzeitalters
und sogar seit Jahrhunderten davor zur Verfügung, allerdings hat sich die Menge
dieser digitalen Daten erst in den letzten Jahren exponentiell vervielfacht und ist in
die verschiedensten Einsatzgebieten vorgedrungen. Somit entstand ein ganzes Uni-
versum aus Nullen und Einsen, das nun eine hervorragende Informationsquelle für die
Gewinnung wertvoller Erkenntnisse in verschiedensten Bereichen darstellt. Um diese
Informationen zu erlangen, müssen die Daten jedoch erst erforscht, analysiert und
interpretiert werden.
Viele Probleme können durch automatische Techniken aus Bereichen der Künstlichen
Intelligenz, dem maschinellen Lernen oder der Computer Vision gelöst werden. Bei
einem Großteil der Datensätze und Anwendungen ist jedoch die menschliche Intuition
und Erfahrung entscheidend, um versteckte Informationen entdecken und analysieren
zu können. In solchen Fällen werden die Daten üblicherweise in Form einer interak-
tiven visuellen Darstellung strukturiert und angezeigt, die es den Benutzern erlaubt,
den Datenraum effizient zu erforschen und wertvolle Einblicke zu gewinnen. Allerd-
ings ist die Erfahrung, das Wissen und die Intuition einer einzelnen Person natürlich
begrenzt. Kollaborative Visualisierungen adressieren dieses Problem und erlauben
es, mehreren Benutzern miteinander zu kommunizieren, zu interagieren und visuelle
Darstellungen gemeinsam zu erforschen, indem sie die verschiedenen Ansichten und
Kenntnisse aller Benutzer zusammen berücksichtigen.
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Die vorliegende Dissertation untersucht das Potenzial der Erfassung subjektiver Reak-
tionen und der emotionalen Wahrnehmung in kollaborativen Szenarien. Weiterhin
wird die flexible und benutzerzentrierte Zusammenarbeit in Informationsvisualisie-
rungssystemen auf Tabletop-Displays näher betrachtet. Hierzu wird zunächst das
Konzept der benutzerzentrierten kollaborativen Visualisierung (user-centered collab-
orative visualization, UCCV) eingeführt und der Kontext, in dem dieses Anwendung
findet, definiert. Anschließend gibt die Arbeit einem Überblick über den aktuellen
Stand der Forschung in allen adressierten Bereichen (kollaborative Informationsvisu-
alisierung, Erfassung von subjektiven Reaktionen, Emotionsvisualisierung, kombinier-
bare Tabletop-Tangibles und Visualisierung von Browser-Historien). Basierend auf
einer neuen Webbrowserhistorien-Visualisierung zur Verhaltensanalyse beim paralle-
len Browsen werden zwei neuartige benutzerfokussierte Techniken entwickelt, um die
Zusammenarbeit von mehreren Benutzern in gleichzeitig genutzten Visualisierungssys-
temen zu unterstützen. In diesem Zusammenhang werden die Verwendung von Gehirn-
Computer-Schnittstellen zur Evaluierung der subjektiven Usability-Komponente un-
tersucht und zwei Emotionsvisualisierungstechniken für Touch- und Desktopschnitt-
stellen vorgestellt. Diese Visualisierungen liefern sowohl in Einzel- als auch Mehr-
benutzer-Szenarien ein Feedback über die affektiven Benutzerzustände, wodurch die
Wahrnehmung sowohl der eigenen Emotion als auch die anderer Benutzer gesteigert
werden kann. Ferner wird ein neues Tabletop-Tangible-Design zusammen mit ent-
sprechend angepassten Interaktionsmustern vorgestellt. Die neuartigen, ringförmi-
gen Tangibles minimieren die Verdeckung und erlauben in ihrem Innern weiterhin
Touch-Interaktionen. Zudem können sie als „Interaktionslinsen” verwendet werden
und durch Verschachtelung der Ringe logische Operationen intuitiv ausgeführt wer-
den. Die vorgestellten Visualisierungen und UCCV-Techniken werden jeweils für sich
evaluiert und die Vorteile als auch die Grenzen der jeweiligen Ansätze diskutiert.
Zusätzlich wird die kollaborative Visualisierung mit den zwei UCCV Techniken als
Gesamteinheit in drei Benutzerstudien evaluiert, die einen Einblick in die Besonder-
heiten von zwischenmenschlichen Interaktionen und Aufgabenweitergabe in kollabora-
tiven Umgebungen geben. Die Ergebnisse zeigen, dass die vorgeschlagenen Techniken
nicht nur die Effizienz der Visualisierung steigern, sondern auch die Prozesse der
Zusammenarbeit und die soziale Interaktion verbessern.
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Schlüsselwörter: kollaborative Informationsvisualisierung, computerunterstützte
Gruppenarbeit (CSCW), benutzerzentriertes Design, Emotionsvisualisierung, emo-
tionale Benutzerschnittstellen, Tabletops, berührungsempfindliche Bildschirme, ver-
schachtelbare Tangibles, subjective Evaluation.
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Chapter 1
Introduction
The amount and complexity of digital data has been increasing exponentially for the
last couple of decades. And while the storage technologies manage to retain this entire
universe of ones and zeros, the same cannot be said about our ability to transform
this data into knowledge and insight. Thus, data needs to be explored, analyzed
and interpreted in order to transform it into information, a meta-view of the data
that uses relationships to obtain higher level concepts. In other words, information is
something we can easily understand and process, basically “differences that make a
difference” [16]. At the same time, information can only capture various pieces of the
puzzle, a puzzle that needs to be solved through patterns and comparisons in order
to reach the final goal: knowledge.
While the complexity and size of the datasets is increasingly often addressed through
automatic computational methods from fields like artificial intelligence, machine learn-
ing or computer vision, there are still domains and levels of complexity that result in
some datasets requiring the experience and intuition of a human expert for extracting
higher level knowledge. Humans have been involved in such analysis and knowledge
extraction processes for centuries, however never on a scale similar to the one enabled
today by the explosion of digital data. As a result, often large datasets are being
explored and analyzed in powerful visualization systems that allow users to recognize
patterns in large amounts of data and gather insights about the underlying informa-
tion. This combination of novel technologies, intuitive representations and flexible
interaction techniques allows users to actually see with their physical eyes what they
previously could only perceive in their imagination, in best case [84].
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A single person has a certain education, experience, intuition and cultural back-
ground, each of which can become both an asset and a limitation when exploring
large amounts of data visually. To overcome this, “visualization must be a collab-
orative activity” [315]. As such, visualizations have been designed that explicitly
and implicitly support the collaboration of multiple users to combine their experience
and analytical power, as well as build upon each other’s knowledge and potentially
reach deeper and more valuable insights. As further stated in [279], “the expertise to
analyze and make informed decisions about these information-rich datasets is often
best accomplished by a team”. Yet, visualizations that enable user collaboration do
not simply allow multiple users to share a workspace, but also offer the means for
supporting the dynamic process of social interaction and data manipulation.
Imagine a group of doctors preparing for a surgery by examining the patient’s medical
record on a large multi-touch display. The visualization system being executed on the
display does not only represent all the data and allow participants to interact with it.
Ideally, a collaborative visualization enhances the way the doctors would communicate
and interact, as well as support the exchange and manipulation of the patient’s medical
information. Noticeably, this is a highly complex issue with many factors that need
to be considered, but with the aim that “understanding these collaboration-centered
socio-technical systems could accelerate their adoption and raise their benefits” [259].
Before diving into the various challenges that collaborative visualization faces and the
subset of these challenges that we plan to address in this thesis, we need to take a
closer look at the concept behind collaborative visualization. While the reasoning and
advantages behind both collaboration and visualization have been briefly highlighted,
we now have to address the concept of collaborative visualization specifically. Among
the number of potential definitions discussed in [124], the one proposed by Isenberg
et al. offers the most far-reaching and broad view on the field, by stating that:
Collaborative visualization is the shared use of computer-supported, (in-
teractive,) visual representations of data by more than one person with the
common goal of contribution to joint information processing activities.
When talking about computer-supported collaboration, we also need to highlight the
definition of computer supported collaborative work (CSCW) as described in [15]:
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Computer supported collaborative work should be conceived as an endeavor
to understand the nature and characteristics of cooperative work with the
objective of designing adequate computer-based technologies.
These definitions offer us a frame of reference, where the distinct elements of a suc-
cessful collaborative visualization are formed by the users, the computer system (i.e.,
the domain data, the representation, and the interaction) and the goals. These el-
ements need to be considered both individually and collectively when designing a
collaborative visualization technique, as we will highlight later in this section.
Figure 1.1: Applegate’s place-time matrix of collaboration [7]. The four cells of the
matrix highlight potential collaboration scenarios in the context of visualization. Our
focus in this thesis goes towards the first cell, namely the co-located synchronous
collaboration.
Moreover, collaborative visualization can be further described by inspecting the space-
time matrix classification [7] that basically distributes collaboration based on the
spatial location from where the users are interacting (distributed or co-located) and
the moment in time when they are collaborating (synchronous or asynchronous).
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Figure 1.1 presents Applegate’s space-time matrix of collaboration and specifies a
couple of potential collaboration scenarios. Note that a system does not have to fall
exclusively inside one of the four categories, e.g., online visualization websites where
users can cooperate both in real-time and asynchronously.
Collaborative visualization is however a two edged sword—it promises an increased
rate of knowledge gain as well as better solutions, but it is also challenging to design
due to the inherent multifaceted complexity of the process [279]. Involving elements
of computer graphics, perception, software development, interaction, cognitive and
social psychology, etc., collaborative visualizations have to consider and sustain all
these aspects in order to achieve the final goal.
Context is a keyword when talking about collaborative visualization. People are not
mere machines that can focus on a task, analyze and extract information. The human
condition involves elements of social interaction and close coupling with the physical
environment. As such, people involved in collaborative scenarios are influenced by a
set of contextual features, both in terms of external factors and internal experiences.
Moreover, encompassing this topic under terms like situational or data awareness
does not cover the entire space of the experience [82, 103, 260]. Certainly, awareness
of other users’ actions and changes to the data does influence the entire analysis and
decision making process. However, the contextual dimension should not be reduced
to data-specific terms, as subjective user experiences and interpersonal interaction
can also heavily influence the collaboration process. Users “need to be ’aware’ of each
other in such an environment in terms of their intentions, general feelings, influence
on the shared workspace, etc.” [166].
Considering the multi-dimensional contextual information that our research is trying
to address, we hereby propose the concept of user-centered collaborative visualization.
The term is inspired by the concept of user-centered design (UCD), defined in [270]
as:
An approach to user interface design and development that views the knowl-
edge about intended users of a system as a central concern, including, for
example, knowledge about user’s abilities and needs, their task(s), and the
environment(s) within which they work. These users would also be actively
involved in the design process.
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This UCD definition, as well as corresponding definitions captured by ISO standards
(ISO 13407 and ISO TR 18529), highlight the importance of fine-tuning the system or
visualization for the specific abilities and needs of users, thus minimizing their efforts
to adapt to the novel technology and maximizing their focus and productivity in the
context of the tasks. But, can we talk about a user-centered design in collaborative
visualization? We hereby propose the following definition for the concept of user-
centered collaborative visualization:
User-centered collaborative visualization is the shared use of computer-
supported, interactive, visual representations of data that considers knowl-
edge about the abilities and needs of both the involved users and the group
as such, their task(s), and the environment(s) within which they work, in
order to capture vital contextual information and support the process of
completing the user group’s common goal of contribution to joint informa-
tion processing activities.
In other words, a user-centered collaborative visualization (UCCV) is a user-centered
design process in the context of collaborative visualization tasks, where the abili-
ties, needs, tasks and environments of all the individuals and the resulting group
are considered. While similar to the concept of human-centered visualization envi-
ronments [140], UCCV incorporates additional considerations related to the social
dimension of interpersonal interaction as well as the idea of group dynamics as a
distinct entity. As such, the corresponding visualization techniques need to consider
both the goals of individuals as well as the goal of the entire team. More importantly
however, a UCCV system does not only support each user in his/her activity, but also
the entire group as an independent entity with requirements that allow it to function
efficiently and abilities that exceed the ones of all the individuals in the group (i.e.,
the whole is greater than the sum of its parts). Similarly to UCD, UCCV requires an
active involvement of both users and the group, in order to obtain a balance between
the support offered to the individuals and to the group as a whole entity.
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1.1 Aims of this Thesis
As the exploration space for collaborative visualization is clearly vast, in this thesis we
aim at supporting collaborative visualization in co-located synchronous tasks around
tabletop displays. In this context, we consider the following eight design guidelines
proposed in [251] which are specifically aimed at supporting effective tabletop collab-
oration:
1. support interpersonal interaction,
2. support fluid transitions between activities,
3. support transitions between personal and group work,
4. support transitions between tabletop collaboration and external work,
5. support the use of physical objects,
6. provide shared access to physical and digital objects,
7. consider the appropriate arrangements of users, and
8. support simultaneous user actions.
Based on these guidelines, the research presented in this thesis highlights collabora-
tive visualization topics related to social interaction (i.e., how can we support the
inter-user collaboration) and system interaction (i.e., how can we support the man-
machine interaction), thus addressing the first three guidelines from the previous list.
For the social aspect, we considered the interpersonal interaction by supporting and
exploring the impact of user emotional awareness in tabletop collaboration. While
nowadays cognitive psychologists agree that cognitive and affective features are heav-
ily interconnected [257], there are still a limited number of systems, including in the
realm of CSCW, that take both mental processes and affect into consideration.
Still, emotional states are not only omnipresent in humans, but also an integral part
of reasoning and communication [64,182,238]. User emotional states have been shown
to have an effect on creativity [89], motivation [60] and problem solving [64]. More im-
portantly for the context of collaborative visualization, emotions have been connected
to performance in visual tasks [102, 165], learning [152], and decision making [166].
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As such, researchers now start to recognize that the major challenges of collaboration
might be social and not technical [59, 109], and that these challenges—while glob-
ally more difficult—might improve the performance and nature of collaboration in
significant ways.
Figure 1.2: Multiple users collaborating on a tabletop visualization [46]. Their col-
laboration and interaction with the system can be supported through touch events,
gestures, tangibles, and other interaction metaphors.
Secondly, for the system interaction, we considered potential techniques for actively
aiding flexible and user-centered collaboration in the context of fluid transition be-
tween various activities. As highlighted in Figure 1.2, tabletop interaction breaks
the standardized approach of the desktop computer and enables a flexible interac-
tion based on various techniques for detecting touch events, gestures and even a wide
range of objects. Whatever the concept behind the interaction, one of the main focus
points when developing a multi-touch interface is to seamlessly integrate the various
interaction concepts and metaphors [175]. In this context, tangibles—physical objects
whose presence and manipulation can be detected by the tabletop system—present a
high potential for reusing user mental models.
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More specifically, well-conceived tangibles have a design that allows users to quickly
deduce their visual metaphor (miniature houses or cars that can be positioned on
the tabletop surface [136, 177, 286, 289]) and/or their function (a knob-like object,
a checker piece [110, 209, 225, 308]), by drawing on comparable features to objects or
concepts from the real world. Given the wide range of metaphors that can be employed
for interactive scenarios, our aim was to leverage the experience and dexterity of
users with manipulating physical objects and building on these common real world
interaction models.
1.2 Research Questions and Goals
The topics that are being inspected in this thesis focus on supporting the collabo-
ration visualization process through a user-centered approach. More precisely, one
of the major problems in collaborative visualization is constituted by the fragility
and complexity of the interpersonal interaction and cooperation. Often, collaborative
visual solutions focus merely on supporting the multi-user functionality of an appli-
cation, while at the same time neglecting to develop or extend interaction techniques
to satisfy the requirements of a truly collaborative system. Moreover, the social dy-
namics of a collaborative session are often neglected or ignored. Yet, collaboration
tends to have a highly complex interplay of social and psychological aspects for each
participant, aspects that are rarely considered and which have the potential to make
or break the entire collaboration.
The main goal of this research is to explore and develop novel techniques for support-
ing collaborative visualization through a user-centered approach that considers both
conscious and subconscious features and their relevance to collaborative scenarios.
Specifically, the criteria for fulfilling our goal are defined as:
A. Develop a novel visualization in order to test and evaluate our proposed UCCV
techniques in a realistic (collaborative) visualization scenario.
B. Create awareness of user subjective aspects in collaborative sessions in order to
improve group cooperation, communication and overall social dynamics.
C. Design custom interaction techniques that “naturally” support collaborative vi-
sualization and address issues like privacy, private and shared space, etc.
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D. Evaluate the proposed interaction and visualization techniques both through
conventional and subjective measures in order to capture the quantitative and
qualitative aspects of the proposed solutions.
Throughout this thesis, these criteria are mainly tackled in the context of co-located
synchronous collaborative information visualization, with individual solutions that
can be extended to the other quadrants of Applegate’s place-time matrix.
1.3 Overview and Contribution
This thesis covers a wide range of research topics driven by the goal criteria highlighted
in Section 1.2. Each of these criteria will be addressed individually, highlighting
aspects like motivation, implementation, functionality, evaluation, use cases and more.
A final chapter will connect all these modules in a single collaborative visualization
system that will be further analyzed from the perspective of our initial goal.
In Chapter 2, we give an introduction to collaborative visualization and collaborative
visualization on tabletop displays, specifically. We further present relevant research in
the areas closely connected to concepts and techniques introduced in this dissertation:
emotion visualization and awareness, subjectivity measurements, touch and tangible
interaction, and user parallel web browsing.
In Chapter 3, we introduce WebComets, an interactive visualization technique for
analyzing and comparing user parallel (i.e., tab and window-based) web browsing be-
havior in multi-user multi-session online histories. Besides the representation and its
interactive features, the visualization also supports advanced filtering based on both
content and context information, allowing users to detect and compare highly complex
patterns in the parallel browsing logs. The development of the concept and visual-
ization are proceeded by a requirement analysis focusing on the optimal approach
towards a scalable visual representation for long-term parallel browsing logs. An eval-
uation, a discussion and a use case further support the abilities of our visualization
tool to aid the analysis of parallel online browser histories. The main contributions
of this chapter include:
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1. A novel interactive visualization for representing and analyzing parallel web
browsing behavior, one of the first visualization tools aimed specifically at ana-
lyzing and finding patterns in tabbed browsing data.
2. A motif-enabled search system aimed specifically at detecting and comparing
temporal and semantic patterns—based on content and context information—in
the online browsing graph.
In Chapter 4, we explore the potential of lightweight EEG devices to correctly recog-
nize and classify user emotions in order to use this information for enhancing affect
awareness through emotion visualization and evaluating visualization through sub-
jectivity measurements. For this purpose, we compare the emotion classification ob-
tained by using an EEG headset and its software framework to video logs and user
self-reports. The results of the validation session are highlighted, and a discussion
captures the advantages and limitations of our approach. Moreover, in a new set
of experiments we identify a strong correlation between specific user emotions—e.g.,
frustration and excitement—and moments of insight, further reinforcing the impor-
tance of emotion recognition technology in the context of evaluating visualization
techniques through user subjectivity.
Next, we describe the concept behind an emotion visualization framework for repre-
senting user emotional states in multi-touch (EmotionPrints) and desktop (Emotion-
Scents) environments. A set of design guidelines is highlighted for real-time, in-place
visualization of user emotions, i.e., the visualization of the users’ affective state at
the moment and the location where an action is executed in the interface. Further,
a set of examples capture the potential of our framework in the context of emotional
self-awareness, the awareness of team member emotions in collaborative settings, and
interface evaluation. Subsequent evaluations and discussions address the framework’s
ability to convey emotional states consistently and accurately. The scientific contri-
butions of this chapter include:
1. A study capturing the potential and accuracy of using lightweight EEG technol-
ogy to capture user affective states, and employ this information in the context
of subjectivity-based evaluation.
2. A study highlighting the correlation between specific emotional states (e.g.,
frustration, excitement) and moments of insight, as well as the potential of
using lightweight EEG devices for detecting moments of insight in visualization.
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3. A visualization framework for representing user emotional states on both multi-
touch and desktop (i.e., widget-based) interfaces, irrespective of the technology
used for emotion acquisition.
In Chapter 5, we introduce a novel ring-shaped tangible for supporting intuitive and
collaborative interaction on tabletop displays. We describe the concept and design
of the TangibleRings as well as highlight the functionality in terms of individual and
shared workspace use. In focus is the ability to combine or nest the TangibleRings,
allowing users to generate complex filters, views and queries in the form of a physical
lens. A study and a set of application examples further capture the value of the
TangibleRings metaphor.
Next, we present a modified version of the WebComets visualization described in
Chapter 3 that is specifically designed for tabletop collaboration and is augmented
in terms of interaction by the TangibleRings. We evaluate our tabletop visualiza-
tion, the corresponding interaction techniques and the collaboration support through
both qualitative and quantitative measures, by again employing EEG technology as
described in Section 4.1. We conclude by discussing our findings. The main contri-
butions of this chapter include:
1. A novel concept for nestable passive tangibles employed on tabletop displays in
co-located collaborative settings.
2. A collaborative, interactive visualization for representing and analyzing parallel
web browsing behavior on tabletop displays.
3. A study on the value and potential of an evaluation based on user subjectivity
in a collaborative visualization system.
Finally, in Chapter 6 we present the conclusions of our research and address potential
future extensions for each of the major contributions highlighted above.
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Chapter 2
Related Research
Collaborative visualization is still a relatively new area of research, defined by the in-
tersection of computer-supported cooperative work (CSCW) and visualization. In the
initial years, collaborative visualization was revolving mainly around large scientific
datasets from fields like biology [25,26,87], medicine [98,173,269], chemistry [43,176],
geography and cartography [31, 169], etc. And while the beginnings of collaborative
visualization are in the scientific community [33], nowadays many such collaborative
techniques and representations have been specifically designed for “abstract, nonspa-
tial data” [283] in the context of information visualization [124,140].
As mentioned in the introductory chapter, collaborative visualization can be divided
based on the location (co-located and distributed) and time (synchronous or asyn-
chronous) of the collaboration [7]. Furthermore, in terms of the interaction that can
take place in collaborative scenarios, visualizations support multiple interaction cate-
gories, including viewing the data, interacting and exploring the dataset, and creating
new representations or sharing them with others [198].
Considering the large number of research publications on the topic of collaborative
visualization, the current chapter focuses on highlighting only research that is more
closely related to the topic of this thesis. As such, our attention goes towards user-
centered collaborative visualization with an emphasis on issues related to collaborative
information visualization in co-located synchronous interaction, involving viewing, ex-
ploration, creation and sharing of data. More specifically, the sections in this chapter
highlight the state-of-the-art for: tangible objects for supporting collaborative table-
top interaction (Section 2.1); brain-computer interfaces (BCIs), affective computing
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and emotion visualization with an accent on collaborative scenarios (Section 2.2); and
the visualization of user online browsing behavior and patterns (Section 2.3). Note
that an overview of the research in the context of the various cells in Applegate’s
matrix (see Figure 1.1) can be obtained in [33,100,104,124,315].
While clearly addressing different areas of research, these topics are all connected
by the topic of this thesis, namely user-centered collaborative visualization. On one
hand, the user of novel interaction metaphors around the tabletop display and the
representation of user emotions is meant to explore the their potential in supporting
collaborative visualization sessions. On the other hand, the visualization of users’
online navigation represents the ideal candidate for an collaborative and interactive
application, that not only an unsolved problem, but also offers us a backbone visual-
ization for testing and evaluating the proposed UCCV techniques.
Note that the order of the sections in this chapter, sections that highlight the re-
lated research for the previously mentioned topics, is inverse to the order in which
these subjects have been addressed in Chapters 3–5. This is motivated by the de-
sire to introduce these concepts in a top-down fashion, starting with collaborative
visualization, moving towards the specifics of collaboration and interaction on table-
top displays, and continuing with the importance of social interactions, specifically
emotions, in these interpersonal group settings. Finally, as an application scenario
for (collaborative) visualization, the state-of-the-art in online browsing and website
navigation visualization is presented.
2.1 Collaborative Visualization on Shared
Multi-touch Displays
Large displays are one of the main technologies that support collaborative visualiza-
tion today. Representing mostly the segment of co-located synchronous collaboration,
large screens allow multiple users to view and manipulate visualizations while sharing
the same physical space. This is usually achieved through technologies like large high-
resolution displays [144,226,228,278], tabletop displays [126,131,228,248,249,309] or
multi-display environments [86,87,221,299].
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In this context, research has focused on a wide range of topics related to collaborative
visualization and the corresponding user interaction: coordination and synchroniza-
tion of interaction on a large multi-touch display [88,125,193,195,250,281], orientation
and user perception [22, 42, 154, 310], and awareness of changes in the data or repre-
sentation [125,141,172,276,281].
Besides touch and gesture-based manipulation, another input approach in the context
of these large displays is represented by the various interaction metaphors. One of
the most famous ones in this sense is represented by the magic lens metaphor, which
“filters are new a user interface tool that combine an arbitrarily-shaped region with an
operator that changes the view of objects viewed through that region” [271]. Today,
magic lenses are widely used in various visualizations systems that rely on tabletop
displays. Their functionality allows multiple users to explore the same representation
inside a local view that does not affect the tasks of the other users. Examples in this
sense can be found both in the context of software lenses [21,88,137,215] and hardware
lenses [147, 263, 264]. While quite similar, the software solution usually offers more
flexibility in terms of the interaction and a better integration in the visualization. On
the other hand, lenses that are based on tangible objects offer the user both tactile
feedback, precision and even advantages in terms of privacy.
2.1.1 Tangible Objects and Multi-touch Interaction
One way of enhancing collaborative interaction on tabletops is with the help of tan-
gible objects. Tangibles are physical items that, when positioned on or around a
tabletop, can extend the interaction capabilities of the users by augmenting the touch
interaction, adding a third dimension to the display and/or supporting the collab-
oration process. This often results in a natural integration of virtual and generic
interface elements, integration that is based on the extended experience of most users
with interacting with objects on horizontal surfaces.
In terms of their functionality, tangibles can either be represented by every day objects
(e.g., cups, notebooks) that are given additional meaning and capabilities with com-
bined with the interaction capabilities of the tabletop, or custom artifacts specially de-
signed for complementing touch-based interaction. At the same time, tangibles should
be designed in such a manner that allows users to quickly distinguish the interactions
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they support. Tangibles that employ a visual metaphor rely on their representation to
convey the user what manipulation features they support (e.g., miniature cars, build-
ings, trees that can be positioned on the tabletop [136,175,286,289]), while those that
employ interaction metaphors incorporate visual cues that communicate their func-
tions to the users (e.g., knobs for turning or arrows for pointing [110,130,209,225,308]).
Note that tangible user interfaces (TUIs) not related to tabletop displays and tangible
objects are not considered in this section.
In recent years, there have been many approaches involving tangibles in different
application areas [253], such as information visualization [61, 113], urban planning
[118,289], emergency management [46], and entertainment [209,245]. A more technical
approach is that of Bricks et al. [85], in which they introduce the concept of graspable
user interfaces through the use of physical handles as controls. They used these
handles to operate on top of a large horizontal display surface called “ActiveDesk”.
Other activities and overviews on tangible user interfaces can be found in the works
of Ishii [127, 128] or Underkoﬄer [288]. A more recent example can be found in
[174, 175], where ColorTable is presented: a system used for urban planning that
employs tangibles of different shapes and colors to represent a wide range of real-
life objects. While most of these approaches are based on tangibles implemented
through solid, opaque objects [175,264,289], there are a couple of systems that allow
users to execute touch operations on the tangibles or reuse their area to highlight
information [225,246,298].
With the Urp workbench [289], a system targeting urban planning and architectural
purposes, Underkoﬄer et al. tried to minimize occlusion. Skeleton-like models of
buildings are used to simulate lightning, wind, and shadow conditions during the
design phase. In the work of Patten [208], Sensetables are introduced as physical
objects that can be tracked electromagnetically on the surface of the tabletop. This
approach allows data to be represented also on the tangibles, as a projector is po-
sitioned above the table in order to use both surfaces—tabletop and tangibles—as
screen area. However, in such a projection-based approach, the users can easily add
occlusion by moving their arms between the surface and the projector. At the same
time, metaDESK [286] introduces tangible lenses that augment the displayed infor-
mation and minimize occlusion, but without supporting touch interaction. Similarly,
Völker et al. [295] describe the design of their transparent tangibles that are detected
by capacitive touch displays in the same way as fingers. Note that capacitive sensors
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are a technology that support the detection of conductive objects (e.g., user fingers)
that are in the proximity or in contact with the display. While widely used in multi-
touch displays, there are few tabletop displays that support capacitive technology due
to the size limitations and costs of this approach. However, in the following we will
also highlight a set of tangible objects designed for capacitive displays, but only if
these tangibles are designed to rest on the surface of the touch screen, thus making
their functionality similar to the one of tangibles in the context of tabletops.
The particular case of transparent and translucent tangibles is systematically explored
in [36]. Besides a review of existing research in the area of tabletop tangibles, Büschel
et al. offer a thorough view of the design space of transparent tangibles, their ad-
vantages and current limitations. Closely related, in [308] transparent tangibles of
various shapes are employed as common input devices (e.g., knobs, keyboards, slid-
ers). Jetter et al. [130] introduce another transparent tangible solution for supporting
collaborative product search on tabletop displays. Besides some of the widely ac-
cepted manipulation methods, these facet tokens can also be connected to chains of
logical criterions, thus formulating complex queries.
Baudisch et al. addressed a similar set of problems through their approach called
Lumino [17]. Lumino employs cube-shaped tangibles filled with glass fiber bundles
that traverse the objects from top to bottom. This allows users to stack multiple
tangibles to build tridimensional structures, execute basic touch operations as well as
perceive a low resolution image of the underlying screen area. Still, interaction possi-
bilities are restricted to a simple touch/no-touch detection on the blocks. CapStones
and ZebraWidgets [54] further extends Lumino’s concept of structured transparency
to capacitive tangibles consisting of multiple parts. This approach is only targeting
devices with capacitive touch screens and cannot be used on tabletop computers that
are based on diffuse illumination.
In terms of combining tangibles, Stackables [145] introduced a design for physical
widgets that contain a display and two control wheels. With the help of the controls,
users could adjust and select the facet values, which would also be visible on the
display of the widget. At the same time, these facet values could be modified, stored,
transferred and shared. Stackables could also be combined into vertical stacks, effec-
tively forming more complex queries that would represent logical combinations of the
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individual selections. However, the Stackables are designed as a self-sufficient tan-
gible user interface and not as physical objects for augmenting tabletop interaction.
Moreover, they only support a limited number of logical connectors, which limits the
complexity of the queries that can be formed.
While many of the highlighted solutions address issues related to collaboration, occlu-
sion, combined tangibles, interior touch detection, and cost, none of them manages to
address all these tangible-related concerns at the same time. Our tangible solution,
described in Section 5.1, offers an alternative to the presented approaches by address-
ing all of these issues and highlighting the advantages in the context of collaborative
information visualization.
2.2 Emotions and Their Role in Collaboration
All of us experience emotions throughout our entire lives and in the most varied
circumstances. Emotions influence our social interactions and interpersonal rela-
tions [59, 109] as well as everyday human processes like creativity [89], problem solv-
ing [64], motivation [32, 60], etc. And while emotions manage to spill into almost
every aspect of our days, there are still some domains that are often ignoring human
affective states and their effects.
One such context is given by our interactions with technology. Nowadays, we may
work with specialized tools, communicate online, organize our lives with apps, have
fun with games and experience an entire set of emotions while doing so, anything from
joy to excitement and to frustration. Yet, while we do bring our emotional selves into
the world of computing, this field has still very little in the way of supporting our
emotion-escorted interaction. We communicate our subjective states online through
emoticons [300], emojis [237] and “like” buttons, we smile in the face of an aestheti-
cally pleasing interface but without any reaction from the system, we work together
with our colleagues without knowing how they feel about our task or progress. As
stated by Picard [214] in her work in the field of Affective Computing: “Basic af-
fect recognition and expression are expected by humans in communication. However,
computers today cannot even tell if you are pleased or displeased. They will scroll
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screenfuls of information past you regardless of whether you are sitting forward eagerly
in your seat, or have begun to emit loud snoring sounds”. All this makes our current
technology seem dry, without the ability to capture the entire human experience and
interaction, and center on the most important element of the equation: the user.
Focusing on our research, emotional states have also been linked to collaboration
performance [166] as well as emphaty [115,143]—a driving force for collaboration. At
the other end of the spectrum, affective states have been associated with cognitive
performance and visual judgement [102,165], two relevant attributes in working with
visualization systems. As such, the measurement and integration of user emotional
states into (collaborative) visualization solutions seems to represent the next step in
terms of aiding the process of insight gathering and supporting collaborative analysis.
To consider this affective side of interpersonal interaction in technological settings,
we need to be able to recognize or estimate user emotional states and employ these
findings in the design, functionality and interaction-support of our digital systems.
But before we focus on how we can use technology to detect emotions and how to
convey them in single-user or collaborative settings, we need to clarify what emotions
are and how they are classified. Certainly, subjective human experiences are inherently
subtle and hard to define, resulting in publications that freely mix concepts like affect,
emotion, mood, and sentiment. Furthermore, cognitive psychology offers a relatively
wide array of definitions for all these concepts, leaving many degrees of freedom in
selecting a view on the topic.
In the following, we try to offer a brief overview of the most widely accepted definitions
and classifications of affective states. The notion of affective state covers a set of
concepts, including core affect, emotions, moods, and personality. These concepts
differ in multiple ways, like their triggers and their temporal persistency:
Core affects are defined as “a simple primitive non-reflective feeling most evident
in mood and emotion but always available to consciousness” [232]. Core affect
is thus constantly present in an individual, and it can be experienced either as
part of an emotion or mood, or completely independently [231]. Furthermore,
core affect can be linked to Russell’s circumplex model of affect, detailed later
in this section. Some elementary building blocks of emotion that are included in
the core affect category include concepts like pleasure-displeasure and energetic-
tired.
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Emotions are described as a medium term affective state that is characterized by
their appearance as a response to an external or internal stimulus [241, 242],
represented by a person, an event, a memory, an image, a scent, etc. Thus,
emotions are not bounded by time or reality, as emotions can be generated also
by imaginary experiences or by events from the past. Examples of emotional
states include love, fear, anger, sadness, etc.
Moods are generally not elicited by a concrete stimulus, thus having a more diffuse
nature. While the origin of a mood is rarely known, it is also an affective state
that remains active for longer periods of time than emotions [90].
Personality is a more persistent subjective aspect encoding attitudes towards a con-
cept or object [8, 192]. It can be defined in terms of the “Big Five” personal-
ity factors [97]: extraversion, agreeableness, conscientiousness, neuroticism, and
openness to experience. More importantly, “two of the Big Five core personality
factors can almost be defined in terms of emotional responding” [257], further
supporting the close connection between personality and emotional experiences.
All these subjective states are of particular importance in collaboration, visualization
and interaction. Especially emotions have a high relevance for the topic of this thesis,
as these can be linked to events or objects, thus offering feedback about the interaction
cycle of a user with a system or other users.
In terms of classification, emotion theory has centered around two ways of grouping
affective experiences. On the one hand, some theories focus on defining and analyzing
emotions as a set of distinct states. Some of the more widely used theories include:
Ekman’s theory of six basic emotions [79,206] (disgust, anger, fear, joy, sadness, and
surprise; also called the “big six”) and Plutchick’s theory of eight basic emotions [217]
(disgust, anger, fear, sorrow, joy, acceptance, anticipation, and surprise). Emotions
that do not fall into the category of basic ones are usually defined as combinations or
variations of basic emotions [29].
One characteristic of the basic emotions is that they are, by their nature, easier
to recognize with various technologies, as they would generate distinct functional
patterns in the human body (e.g., brain activation patterns or physiological patterns).
However, studies have shown that non-basic emotions like frustration, boredom and
confusion can be more frequent and thus more useful in human-computer interaction
scenarios [70].
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On the other hand, there are theories of affect that focus on distributing and describing
all emotional states through a set of dimensions [96]. While the number of possible
considered dimension is variable, most widely accepted approaches focus on a 2D or 3D
model: Russell’s circumplex model of affect (see Figure 2.1) encodes emotional states
in a two-dimensional space defined by valence (positive-negative) and arousal (excited-
calm) [230], while the three-dimensional model of Mehrabian incorporating the three
axes of pleasure (valence), arousal and dominance (abbreviated as PAD) [185]. Note
that all these affective theories are mainly considered in the context of universal
emotions, where emotional states are independent of cultural aspects [78,186,217].
Throughout this thesis, Russell’s circumplex model has been selected as the emo-
tional reference system. Its two-dimensional space positions a set of distinct affective
states—28 affect items in [230], 191 affect items in [233]—in terms of valence-arousal
dyads. The model follows the dimensional theory of emotions that states that dif-
ferent emotions can be considered as dissimilar only in terms of one or more distinct
dimensions [156].
While other models are available [72,217], Russell’s model is used also in other affective
systems in visualization [267]. Additionally, arousal has been found to be related to
valence, as “arousal increases when valence extends towards extremely positive of
negative values. But for low values of valence, regardless of the polarity, arousal is
almost always low.” [96] This interconnection has the potential to further reinforce
the correct interpretations of the detected emotions. Additionally, it is noteworthy
that Ekman’s six basic emotions have a correspondence in Russell’s two-dimensional
model, basically offering a correspondence between the two categories of models.
The following sections give an overview of the technologies and approaches that are
being employed for detecting and visualizing user affective states. In Section 2.2.1,
our focus will go towards brain-computer interfaces (BCI) and, more specifically, elec-
troencephalograph (EEG) measurements. The state-of-the-art in lightweight, mobile
EEG headsets is highlighted, as these devices are being used increasingly often for
interpreting user affective states, while at the same time offering a non-invasive solu-
tion to subjectivity measurements. Furthermore, Section 2.2.2 gives an overview of the
emotion visualization techniques with a potential of increasing emotional awareness
and positively impact user experience. These can, in turn, affect user performance
both in single-user and collaborative visualization scenarios, as discussed in Chapter 4.
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Figure 2.1: Russell’s circumplex model of affect [230] encoding user emotions in terms
of two dimensions: valence (positive and negative emotions) and arousal (high and
low excitement).
2.2.1 Detecting User Emotions
While still rare in the computational community, emotion measurement technologies
are being used increasingly often in a variety of commercial and research projects,
focusing mostly on the context of affective interaction and evaluation. However, these
technologies differ a lot in terms of the modality that they inspect and the emotional
variables they can detect [69, 243]. This is mainly due to the fact that these devices
do not detect emotions directly, but instead, they estimate them based on a set of
human responses that are associated to affective states. More concretely, technologies
that estimate user emotions can be grouped into the following three categories:
• Perception-based estimation: includes all elements of human emotion expression
and behavior, including facial expressions, voice tone and modulation, hand and
body movements, etc.
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• Physiological estimation: focuses around the subconscious responses of the hu-
man body (e.g., heart beat, blood pressure, brain activity, sweating, etc.) to
certain emotions. By means of specific technologies—e.g., Electroencephalo-
gram (EEG), Electrocardiogram (ECG), Electromyogram (EMG), Electroder-
mal Activity (EDA), etc.—these subconscious responses can be monitored and
employed as indications of the presence of certain emotional state. These re-
sponses may involve the central nervous system (CNS), the neuroendocrine sys-
tem (NES), and the autonomic nervous system (ANS).
• Subjective feelings: are self-reports of individuals about their perception of
their own emotional states. This category of techniques is widely employed
in user studies from psychology and human-computer interaction, and it is less
technology-dependent than the previous two.
When comparing the self-reports to the device-based emotional readings, a set of ad-
vantages and limitations can be detected. The technology-assisted approaches do not
rely on the user’s self-reports and are therefore less affected by subjective perception.
At the same time, employing perception or physiological estimation of affective states
means that elements like culture or spoken language should not influence the results,
contrary to the self-reports. On the other side, device-enabled emotion measurements
need to be trained or calibrated for the individual. Furthermore, the acquired signals
can be prone to noise as well as affected by external events, adding a new level of
uncertainty to the affective data set (e.g., measuring users’ pupil size under changing
light conditions, measuring users’ blood pressure levels when they are angry, etc.).
One particularly relevant aspect for emotion detection is that each technique inspects
a specific set of affective indicators, and thus is better suited to offer information
about certain emotional states or dimensions. For example, discrete emotions are
usually well perceived through facial expressions or self-reporting, arousal through
blood volume pulse measurements or heart rate, and negative valence through facial
electromyography (EMG) and cortisol measurements.
In terms of emotion detection, the focus of this thesis is on detecting user affective
states through readings obtained by non-intrusive, mobile brain-computer interface
(BCI) devices. A BCI device can be defined as “a system to provide computer ap-
plications with access to real-time information about cognitive state, on the basis of
measured brain activity” [317]. In other words, BCI is an umbrella term for a cate-
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gory of devices that can detect and record the brain activity of a user, independently
of the physical or chemical properties that are being explored. As such, BCIs can
be subdivided into a number of technologies, each of which offering a different set
of advantages and disadvantages in terms of resolution, portability, side effects, and
invasiveness. A couple of well-known technologies include functional magnetic reso-
nance imaging (fMRI), functional near-infrared brain monitoring (fNIRS), positron
emission tomography (PET), and electroencephalogram (EEG).
From all these, besides their application in the field of medicine, EEG devices are most
often employed in interaction, evaluation and subjectivity measurements, mostly due
to its low cost, portability and non-intrusiveness. For this same reasons, this thesis
is focused on estimating user affective states based mainly on EEG readings. The
idea behind electroencephalographic measurements was first introduced in 1912 by
Vladimir Pravdich-Neminsky who measured the electrical signals produced by the
activation of firing neurons in the cerebral cortex of dogs [220,275]. With a principle
that barely changed in over a hundred years, EEG measurements rely on a number of
electrodes positioned at key locations on the scalp, and which can capture and amplify
the activity of the neurons situated in their proximity. This means that modern EEG
devices are still composed of these three basic parts: sensors that are called electrodes
and are placed on the scalp of the user at key locations; an electronic amplifier that
multiplies the signal obtained from the various electrodes; and a processing unit that
either directly extract signal features or forwards the data to another system.
Focusing on the electrodes, these are usually placed following the international 10-20
system that encodes key locations on the human scalp, highlighting at the same time
the corresponding lobes for each sensor location (see Figure 4.3). One should note that
the original or the extended 10-20 system (19 and 70 electrodes, respectively) do not
require an exhaustive use of the standard locations, as the guideline can be employed
with a smaller number of the electrodes positioned at a subset of positions. Further,
an EEG usually requires wet sensors to improve the quality of the electrical signal
from the scalp, but dry sensor solutions are being improved and used increasingly
often in commercial EEG devices.
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In terms of processing, the electrical signal obtained by EEG measurements is in
the area of 5 to 100 µV, requiring a high quality amplifier to avoid introducing ad-
ditional noise into the signal. At the same time, the actual information carried by
the electrical signals is in their frequencies, which are usually categorized in five fre-
quency bands: delta (0Hz to 4Hz), theta (4-8Hz), alpha (8-13Hz), beta (13-30Hz),
and gamma (>30Hz). The alpha and beta bands are most often inspected in the
context of interaction and subjectivity, as alpha waves encode a relaxed, conscious
state, and beta waves an active, engaged one. Moreover, both alpha and beta waves
have been linked to changes in arousal and valence levels. More precisely, various
patterns in alpha and beta waves measured around the frontal lobe have been linked
to arousal and attention levels [3, 66], while asymmetric hemispheric readings of the
alpha levels in the frontal lobe have been shown to encode valence [67]. Note that an
overview of current-day commercial EEG devices can be found in [146,318].
BCI systems can be employed for three main types of tasks: control and interaction,
evaluation and subjective measurements [200]. Recent research in Human-Computer
Interaction has focused mostly on the first category of applications. Solutions have
been proposed that provide people that have motoric disorders with interaction pos-
sibilities [37,157,244]. Ranky et al. [223] introduced the use of the EPOC headset as
a controlling device for a robotic arm, while in [2] an EEG device is used to control
a hand in virtual reality. In terms of specific interfaces, Campbell et al. [38] utilize
the EPOC headset to interact with mobile phones (e.g., dialing a number via EEG).
In [48] vehicle functions (e.g., radio volume, side windows) are controlled via EEG
measurements.
As the third category focuses mostly on user cognitive and affective states, the concept
of affective brain-computer interfaces or aBCI [199] was introduced in order to group
the approaches capable to detect indicatives of emotional states. These indicatives
can be interpreted both as discrete emotional states or as dimensional features of
affect.
An emotion classification model that is valid for most aBCI devices is described
in [129]. Once an EEG device is mounted on the user’s head and the electrodes
are receiving a sufficient signal, the acquisition process can start. As the recorded
signals are also affected by small electrical currents from muscle and eye movements,
in the next step, a filter is applied that removes the electrooculogram (EOG) and elec-
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tromyogram (EMG) signals, while at the same time amplifying the EEG one. Note
that some EEG systems do not filter out the EMG signals, as these can encode addi-
tional affective information through the activation units of the facial muscles. Next,
relevant features are extracted from the electrical signal, an operation that usually
focuses on the various wave bands. Similarly to the classification of facial expressions,
the following stage applies a set of machine learning algorithms to classify the infor-
mation into emotional states of the user. A more detailed view of the classification
of user emotional states based on different metrics—i.e., event related desynchroniza-
tion/resynchronization (ERD/ERS), P300 response, and Steady State Visual Evoked
Potentials (SSVEP)—is given in [191].
Additionally, multiple research publications have focused on EEG signal classification
algorithms for emotion recognition [116,149,188,196,213]. Closely connected to affec-
tive states, cognitive metrics like mental workload have also been measured through
custom algorithms [6,99]. The classification accuracy of affective states based on EEG
readings varies depending on the number of emotions that are being detected and the
classification algorithm. For a simple bipolar valence measurement, an accuracy of
71% to 85% has been reported [129,149]. Moreover, for 2 to 8 emotional states, recog-
nition rates between 50% and 90% have been shown [262]. However, compared to the
performance of facial expression-based emotion estimation, reliable EEG classification
is still relatively difficult to achieve [199]. One reason for this can be the incorrect use
of the EEG equipment.
While there are clearly different approaches to interpreting user emotions, in this
research we focused on employing an approach that is portable and non-intrusive, in
order to ensure its applicability in the context of tabletop collaboration. Our EEG-
based detection, that is described and validated in Section 4.1, allows users to freely
move and interact around large displays, while their brain signals are transmitted and
interpreted as affective states in real-time.
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2.2.2 Emotion Visualization
While still a novel area of research, the visualization of emotions has been addressed
in multiple contexts over the last decades. Emotional states have been extracted from
a variety of sources for the purpose of awareness through visualization, sources that
include language/text [152, 163, 181, 203, 303], audio and video recordings [142, 159,
202], etc. However, our focus in this thesis goes towards visualizing affective states
interpreted directly from users, especially for the purpose of emotional awareness and
reflexion. Similarly to the awareness of interaction, situation and data [23,82,103,260,
291], emotional awareness can affect the quality of interaction and collaboration, be it
through emotional self-awareness or the heightened awareness of the group members’
emotional states [92,93,236].
In the context of emotional self-awareness, one of the main examples is the Affect-
Aura visualization system [184]. The system uses multimodal sensory information,
including audio, video, physiological and contextual logging data, to capture the user
emotional state. Note that the sensory information collected this way is obtained
from an entire set of both portable and fixed sensors, including a webcam, a Mi-
crosoft Kinect device, an EDA, and a GPS device. This information is then encoded
visually into a timeline-based representation, where for each hour a glyph is used to
encode valence with color, arousal with shape and overall user activity with size.
Similarly, the Affective Diary from [266] promotes affective self-awareness by logging
arousal and movement levels through a sensor situated on an armband as well as by
recording additional data from the mobile phone (e.g., photographs, text messages,
location). Again, the information recorded this way is presented in a visualization
that uses mainly colors and shapes to aid reflexion and introspection related to the
user’s own affective states over the day. In the area of emotion annotation, Ohene-
Djan et al. [202] highlight a visualization tool that allows users to express their current
affective state in order to reflect their emotional perception about the activities they
are currently involved in.
Moving away from the logging context, in [189], contact center employees are encour-
aged to express their emotions through affective widgets called moodies. The system
is based on self-report and allows the user to express their emotional states in the
hope of supporting the processing of stressful and negative emotional experiences.
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One major domain where emotional self-awareness is gaining rapid ground are games.
In this environment, emotions detected through automated methods like facial ex-
pressions analysis and BCI systems allow developers to augment both conscious and
subconscious user interaction. In conscious emotion-enhanced interaction, users have
to focus on obtaining a certain emotional or mental state in order to interact with
the game1. One example for this would be a game that requires you to be engaged
or to meditate, be calm, in order to achieve a task. In the subconscious approach,
the game estimates the user emotions in order to over visual feedback to the user or
execute subtle changes in the gameplay. Further details on the topic can be found
in [146].
While emotional self-awareness has been considered as a source of improved inter-
action and user-centered experience, research has also gone into supporting the so-
cial and affective side of collaborative systems through the exploitation of emotional
awareness at the group level.
A mobile collaborative system is presented in [235, 236] that focuses on improving
awareness of social contexts, stress levels and emotional states. The emotional states
and stress levels of the users are self-reported, with the option of augmenting the
provided information with sensor data from devices connected to the mobile. The
application thus incorporates an instant messaging module, as well as an emotion and
context reporting interface including a representation of the group emotional states.
In [274], a solution is presented that combines hardware and software modules for
communicating and increasing user awareness of workgroup emotions. The emotional
states from the group members are obtained by a combination of self-reports and phys-
iological measurements. The objective measurements relied on the data obtained from
probes that were manipulated by the group members, and which reported changes
in temperature and vibration. This way, users could compose kinesthetic expressions
of emotion, which they could decide to share with the group on public and shared
displays. In this particular scenario, group emotional awareness has been linked to
conflict resolution as well as enhanced communication and social relations.
1Games for the Emotiv EPOC headset, https://www.emotiv.com/store/apps/applications/117/
(February 2014).
28
A hardware solution is also described in [197], where a digital photographic frame
is designed with the purpose of communicating emotions over long distances. The
frame, called EmotiPicture, allows users to express their emotional state by offering
an online interface where a person situated at a remote location can select an image
and a corresponding emotion. Locally, the hardware frame is organized in a similar
dual fashion, offering a section for an image to be displayed, and another area for
visualizing the corresponding self-reported emotion.
In [252], the Affector system for emotional reflexion and interpretation is highlighted.
The application is based on self-encoding of user emotions through the modulation and
distortion of a video feed established between two parties. Following the guidelines
of affective interaction more closely, the emotional representations do not follow any
rules, users having the freedom of expressing and decoding each other emotions based
on their own interpretations.
In [92,93], a set of emotional awareness solutions is presented that are intended for col-
laborative applications. The range of the proposed solutions spans from GUI widgets
that encode the three dimensions of pleasure-arousal-dominance (PAD) for distributed
collaboration systems, to affective icons and avatars. Affective icons in the form of a
cartoon figure are also employed in [121], where users are asked to give affective rat-
ings to interface elements on websites. All these representations are meant to enhance
user awareness of emotional distribution among the group members. In terms of emo-
tion recognition, the affective states are acquired through physiological measurement
devices.
Finally, emotional awareness has also been explored in communications systems.
In [267], a mobile phone solution is proposed that enables users to augment their
text messages with emotional information. The affective states are encoded through
the color and shape of the application background, which are mapped to the two-
dimensional space of valence and arousal. The user emotions are self-recorded through
gesture executed with the device stylus, gestures that have at their core pressure and
shaking motion. Related to this, in [227] an email client is highlighted that augments
the text of an email with stylized information about the sender’s emotional state. In
this case, the emotion recognition is powered by facial expression detection and the
inspection of user typing speed as an indication for excitement.
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When considering emotional awareness as the main purpose of emotion visualiza-
tion, an important aspect becomes the ability to integrate affective representations in
pre-existing interfaces. In terms of augmenting and integrating additional levels of in-
formation into these interfaces, researchers have, for example, proposed extensions for
the standard user interface (UI) components that could enrich their informational and
functional attributes. Baudisch et al. [18] present a graphical approach that briefly
highlights those UI components that the user has recently interacted with in order
to support improved user awareness without introducing delays or other interference
in the interaction process. The topic of awareness is further discussed in the context
of collaborative scenarios by Hill et al. [112], where UI components are augmented
with additional information about the interactions that other users executed on these
widgets.
Besides awareness of interaction, another topic that is closely related to the design
of the graphical user interface (GUI) is represented by the distribution of relevant
information in highly complex systems or large structured datasets. In such cases, in-
formation scents or information cues [56] have the potential for guiding the user to the
areas of the system that can offer more relevant information, support his analysis pro-
cess and improve his decision making. An example in this sense is presented by Willett
et al. [313], where GUI widgets are enhanced with additional visual information cues
in order to improve, among others, the information foraging process. Note that all
the above mentioned approaches aim at offering new information without changing
the layout or positioning of the various widgets, thus offering an enhancement and
not necessarily an alternative.
While informational augmentation of UI components has its utility, our attention
is tuned more towards emotional information. Over the years, different approaches
have been proposed to solve the issue of augmenting the interface with emotion visu-
alization solutions. While some are simple enhancements like emoticons [117], others
focused on changing the desktop interface by incorporating human-like interfaces like
emotional virtual agents [162,180], adding affective widgets for emotional interaction
and relief [114, 189] or designing affective systems [4] that can perceive and react to
the user’s emotions in application and task-specific manner.
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Focusing on BCI detected emotions, Liu et al. [164] employ a commercial mobile
EEG headset to detect user emotions and reflect them in the GUI through a 3D
virtual agent. Also, Inventado et al. [122] propose a system that supports the easy
emotional annotation of user interaction. More closely related to our work, Mehra-
bian [185] briefly suggests the representation of emotions in the interface, while Garcia
et al. [92, 93] analyzes the possibilities for supporting emotional awareness in collab-
orative systems. One of the solutions proposed by Garcia et al. [92, 93], the emotion
awareness graph, is particularly relevant for seamlessly integrating emotion visualiza-
tions in a GUI, as it represents a custom UI component that consists of a histogram-
like representation.
In this thesis, we highlight two novel frameworks towards emotion visualization (Sec-
tions 4.3 and 4.4). These representations can offer visual feedback about the affective
states of the users in real-time and post-task, thus supporting emotional self-awareness
and the awareness of other users’ emotions. We further show how raising user aware-
ness of social and interpersonal aspects has a positive effect in collaborative scenarios.
2.3 Visualizing the Web and User Online Browsing
While the previous sections of this chapter focused on user-centered aspects involving
collaboration, interaction and user subjectivity, in this section we explore the exist-
ing visualization approaches for a concrete application: representing online browsing
histories.
Maybe the most common approach for visually encoding browsing histories are tree
representations. Tools like MosaicG [83], PadPrints [111], Organic Bookmark Man-
agement [255], WebMap [71] and Domain Tree Browser [91] use one or multiple vertical
or horizontal 2D trees to represent the domain-structure of the navigated websites. In
some cases, these tree views are coupled with additional list views that highlight the
temporal order of the visits, as the tree representations do not reflect the temporal
succession of events. Additionally, in many cases screenshots of the web pages are used
as thumbnails embedded in the nodes to support the recognition process [83,111,255].
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A comprehensive overview of website log data visualization solutions is given in [183].
Still, all these approaches represent a web page only once in the tree, even if it is
visited multiple times, thus mapping the user navigation pattern to the underlying
website structure and not the other way around.
An alternative 2D graph representation focuses on capturing and visualizing the
branching events in the navigation path [306]. These visualizations manage to cap-
ture the sequential aspect of the browsing process, as each accessed page is drawn as
an additional node in the graph. If the user navigates back and accesses a different
website, the resulting branch will be accordingly represented in the visualization.
A slightly different 2D space-filling solution is offered by the Trails plug-in [316] that
supports a hierarchical, chronological and group-based representation of the visited
pages. Furthermore, it offers a statistical overview of the most often visited websites.
Another method for representing browser histories is highlighted by solutions that
employ one [134] or multiple [58] interconnected linear views that are enhanced by
graphical elements (e.g., thumbnails).
Besides 1D and 2D solutions, web browser histories that employ multiple dimensions
or intuitive metaphors have been developed. VISVIP [62] is a 3D representation of
a navigation log, where two dimensions are used for drawing the website structure,
while the third one encodes the temporal information. On the other hand, the combo
WebBook and WebForager [40] use the concept of a book to give an overview of the
websites as well as offer an intuitive information-space for the user.
A special class of browser histories is represented by the statistical summary histo-
ries. Tools like SlifeWeb2, RescueTime3 or Eyebrowse [292] are mainly focused on time
management and analytics, and allow users to generate their own statistic view about
how they—or others—navigate the Internet. Focused on improving website usabil-
ity, Eick [77] developed a suite of interactive visualization solutions for exploration,
analysis and pattern recognition on website activity logs. In parallel, users now have
the option of employing web browser extensions that focus on online browsing history
visualization. One such example is the Yogurt extension [301] that uses a barcode
2Slife labs time management software, http://www.slifeweb.com (February 2014).
3Rescuetime, http://www.rescuetime.com (February 2014).
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representation to visualize the access history to a set of predefined websites over a
time period of multiple days. A similar yet simpler solution is offered by the Iconic
History [120] browser extension that visualizes the website access history of a user by
generating a continuous favicon stack.
However, browser histories are not the only type of data revolving around complex,
interconnected temporal events. Other time-series visualizations employing similar
visual concepts to our approach include World Lines [305], a visualization technique
for exploring the alternative paths of heterogeneous simulation runs, as well as Cloud-
Lines [153] and LeadLine [302], time-series visualizations for identifying and represent-
ing meaningful events, e.g., in news and social media data.
While diverse and functional, none of these methods focuses on the complex parallel
browsing habits of today, where tabs and windows have become means for the user
to organize thoughts, actions and accessed information [119]. The importance of
a tool for visualizing, analyzing and comparing parallel browser behavior is further
highlighted in [10], since users tend to use multiple windows and tabs as means for
backtracking (e.g., users abandon the use of in-browser back operations in favor of
opening new tabs and switching between them) and multitasking (e.g., users interact
with one tab while web pages are being loaded and processed in others). Similarly,
findings from [265,307] suggest that users often employ parallel browsing in web search
tasks for reasons like comparing search results, executing multiple queries, interacting
with a page while others are being loaded, etc.
In the following chapter, we introduce an interactive visualization tool that aims to
address and highlight user parallel browsing behavior in online browsing histories.
Moreover, the resulting time-series visualization of semi-hierarchical data will be used
further to test and evaluate our user-centered collaborative visualization techniques,
proposed in the Chapters 4 and 5.
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Chapter 3
Visualizing Parallel Web Browsing Behavior
Today, web browsers are the main software systems that are used for accessing the
information and functionality of the Internet. As a result, web browsers have grown in
complexity, in order to support a wide range of applications, including many from the
fields of communication, games, entertainment, development, etc. Given this variety
and complexity of the tasks that can be executed online, web browsers implemented a
set of parallelizing features that allow users to visit web pages in multiple concurrent
threads. The most relevant of these features is the support for multiple browser
windows and tabs. As a result, users can now execute multiple online tasks at the
same time as well as switch back and forth between these web pages. This in turn
is called parallel browsing behavior or tabbed browsing behavior. However, while the
functionality that supports the parallel exploration of online websites is already being
exploited, there are only a limited number of solutions that allow users to detect and
analyze browsing patterns in parallel browser histories.
In this chapter we introduce WebComets, an interactive visualization system for ex-
ploring multi-session multi-user parallel browsing histories. WebComets is aimed at
researchers, usability practitioners, and other professionals for the analysis of larger
parallel browsing datasets and the extraction of relevant online user activity. Fur-
thermore, the size and complexity of user parallel navigation logs, especially when
inspecting data for multiple sessions and users over a long period of time, makes
such a visualization system the ideal platform for testing and evaluating our UCCV
techniques, detailed in Chapters 4 and 5.
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The remainder of this chapter is organized as follows: First, we highlight the mo-
tivation behind this research. This is followed by a requirement analysis, a detailed
discussion of the design decisions and the supported interactions of our proposed visu-
alization. We then introduce a motif-based contextual search for enabling the filtering
and comparison of user navigation patterns. In order to validate our approach, we
describe an evaluation of our tool, and lastly we offer our conclusions. Our inves-
tigations suggest that parallel browser history visualization can offer better insight
into user tabbed browsing behavior and support the recognition of online navigation
patterns.
The following sections are based on the publications entitled “WebComets: A Tab-
Oriented Approach for Browser History Visualization” [50] and “An Interactive Vi-
sualization for Tabbed Browsing Behavious Analysis” [51]. Additional details about
this research project can be found in the bachelor’s thesis “Interaktive Visualisierung
erweiterter Browserchroniken” [285] by Igor Truderung and the master’s thesis “His-
toryLane: Web Browser History Visualization Method” [57] by Igor Chtivelband.
3.1 Motivation
Since the release of the World Wide Web to the public, the Internet instantly became
an important source of information as well as a communication platform without
which today’s world is hard to imagine. However in the last decades, the tasks that
users could execute on the web have also greatly increased in complexity, thus in-
fluencing the range of features that today’s web browsers incorporate. As a result,
users now employ the browser in extremely diverse scenarios, ranging from checking
e-mails, chatting and streaming media, to playing games, managing schedules and
even developing software [292].
Figure 3.1: Multiple tabs open in the same web browser window, allowing the user to
access multiple websites and execute multiple tasks in parallel.
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To meet this tendency, many web browser developers started implementing tabs to
allow users to access and explore multiple web pages simultaneously inside the same
browser window (see Figure 3.1). While similar, this experience is still significantly
different from the one of using multiple browser windows, as the more lightweight
tabs allow users to have an overview of the opened web pages and even organize (e.g.,
group) the various tabs by the topic of the loaded page.
The importance of tab-based operations—also called online parallel browsing behavior—
can be further supported by the work of Miyata et al. [190], where the presence of
foreground and background tasks and their interconnection in the user’s mind are
emphasized from the perspective of cognitive psychology. This has been also recog-
nized in 2011, when the W3C specification of Page Visibility API was proposed that
would allow developers to determine which web pages are in the foreground from a
set of tabs or windows. As such, web browser tabs are specifically designed to fol-
low this principle and allow users to distribute their attention based on this model.
Furthermore, over 97% of today’s web browsers market share support online parallel
browsing in the form of windows and tabs1.
Recent studies on the topic of tabbed browsing have also captured a clear tendency.
Labaj et al. [155] inspected the potential of improving user models by analyzing
parallel browsing logs and exploring user habits. In the work of Dubroy et al. [73], a
strong user bias towards using tabs instead of multiple windows is highlighted. At the
same time, tabs are described as a technique that supports task management, with
the following categorization of common tab usage patterns: reminders and short-term
bookmarks, opening links in the background, multitasking, and comparing. Huang
et al. [119] highlight that 57.4% of Internet sessions in the browser make use of tab-
based parallel navigation. Other findings comprise that these values fluctuate between
4-85% [294]. While not conclusive, such a wide range suggests an even more important
aspect: there is currently only limited information and insight into the way users
explore and organize their parallel browsing experiences, and a visualization tool
would be needed that is capable of capturing and reflecting the intricacies of online
navigation today. Such a powerful representation, enabled by meta-information about
user online sessions, has the potential to simplify the tasks of researchers and analysts
in fields like information retrieval and behavioral sciences.
1W3Schools’ browser statistics, http://www.w3schools.com/browsers/browsers_stats.asp
(February 2014).
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Sadly, in most cases the representation of the history data is limited to a textual list of
website names and URLs that is sorted based on a certain criterion, e.g., chronological
or by load frequency. Additionally, these browser histories give little insight in the
call hierarchy of the web pages, the relevance of a particular site to the users or the
back-forward operations they executed [105]. In other words, while browsers offer
support for parallel browsing, most current histories fail to capture this aspect [119]
and thus do not reveal any interconnection patterns between the web pages or user
sessions. Thus, as temporal features are not sufficiently highlighted in conventional
histories, one cannot recognize the connections between websites and browser windows
and tabs. This information is relevant in a setting where users now engage in parallel
navigation and distributed attention processes between many open browser tabs and
windows.
In the following, we address the problem of designing the WebComets interactive
visualization for Internet browser histories that allows analysts to quickly find, com-
pare and analyze parallel navigation behavior based on a set of existing—e.g., those
described in [119]—and novel metrics as well as supports intuitive search operations
based on content and context information.
3.2 Requirement Analysis
To support flexible search and analysis efforts, all control and interaction elements that
users employ to organize complex and parallel browsing sessions—such as windows,
tabs and back-forward operations—need to be recorded and graphically represented
in a first step. The captured data organized into a set of different user profiles will be
at the core of the later visualization. It has to embed rich meta-information that could
be of interest for the user of WebComets, i.e., for researchers in information retrieval,
behavioral sciences and related fields. Following the study described in [119], typical
research questions for a better understanding of parallel browsing behavior on the web
are for example: When and how often are users parallel browsing on the Internet?
What affects parallel browsing behavior during interaction with web search results?
Another possible research question is to identify reasons why users revisit pages—for
example, because of monitoring pages [1, 139]—and how this is typically done in a
multi-tab browser environment.
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For supporting such studies and for finding answers to such questions, a visualization
tool has to offer specific functionalities. We have composed a list of requirements that
need to be satisfied by a browser history visualization based on preliminary studies,
user feedback about browser histories and their limitations, and information about
the nature of parallel browsing behavior from the previously referenced publications.
Fundamental requirements for the visualization of the captured data are listed in the
following:
1. The visualization should offer an overview of the loaded data and support de-
tailed investigations. This can be achieved by means of tailored interactions and
methods like “details-on-demand” [258].
2. The temporal flow of the visualized navigation sessions needs to be clearly dis-
tinguishable. While most web browsers only display a chronologically sorted list
of the accessed web pages, it is important that the temporal dependencies are
visually and relationally highlighted.
3. For each visited web page, additional meta-data needs to be captured like the
duration of each visit or the duration of interacting with the web page. While
many solutions already count the number of executed accesses to each web
page, it is important to visualize the temporal sequence of events related to any
sequence of navigated pages because documents may be inspected more often
and for longer periods.
4. Website categories, like search engines or news websites, should be introduced
and represented. Current browsers support bookmarking of web pages, which
implies saving the web page’s address while at the same time tagging it with
the help of keywords or categories. These operations increase the retrievability
of stored bookmarks and should also be offered by our system.
5. The visualization should clearly represent which navigation path—or sequence of
visited web pages—the users have followed during their browsing sessions. This
includes information about what browser windows and tabs have been opened
and closed. Thus, it will be possible to reconstruct the steps that lead to the
opening of a particular web page—a missing feature in many related solutions.
Requirements that improve scalability (with respect to log size and number of user
profiles) and analysis possibilities:
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1. Visualizing multiple browsing histories at the same time should be supported in
order to allow comparison and analysis operations (e.g., detect if multiple users
have similar interests).
2. Connections between similar websites should be emphasized as these might be
relevant alternatives in search and analysis tasks.
3. The analysts should be able to search for particular web pages based on content
(e.g., title or category) and context information (e.g., pages accessed prior to
the one in question). While content-based search is present in all history lists,
a search for the context is not supported in most cases.
4. Equally important for the analysis of parallel browsing behavior is the search
for navigation patterns, i.e., finding specific structures (motifs) in the navigation
graph which results from branching out from a linear navigation behavior by
using tabs or additional browser windows.
3.3 WebComets: Tab-oriented Browser History
Visualization
WebComets is a system for the interactive visualization of extended, tabbed browser
histories. It was implemented in Adobe Flash ActionScript due to its rapid prototyp-
ing abilities and the flexibility it offers in terms of online and standalone capabilities.
This was important in an initial step of the research, where we planned to get feedback
about our design also from people situated at remote locations. The representation
and interaction metaphors of WebComets satisfy the requirements highlighted in the
Section 3.2. Figure 3.2 shows a screenshot of our tool.
To achieve the required functionality and analysis capabilities, WebComets cannot
solely rely on information gathered by standard logging systems. For example, brow-
sers like Mozilla Firefox or Internet Explorer do not record the duration for which
a user has actively interacted with a web page. More importantly, browsers do not
focus on capturing the parent-child relationships between accessed web pages and
even less the connections between opened tabs or windows. Other researchers have
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Figure 3.2: WebComets visualization of the parallel browsing histories of two users
(light-brown and light-grey background). Each horizontal line represents the timeline
of a tab that the user has opened, while vertical branches highlight new tabs that have
been created by clicking a hyperlink in the parent tab. The comet-shaped glyphs en-
code loaded websites and their color coding represents topics. Their position on the
time axis depends on the moment when they were accessed. In the current visual-
ization, one can notice that the first user had up to six tabs open within the shown
timeframe. The second user employed two browser windows without additional tabs
and spent most of the time on one web page as represented by the long comet tail in
the second window.
also encountered this difficulty when investigating the parallel browsing behavior of
Internet users [119]. The unavailable information included, among others, missing
source tabs for branching operations and no information on how a tab or window was
created (i.e., new tab or hyperlink click).
To address this, we developed a Mozilla Firefox browser add-on with the help of
Javascript and libraries like jQuery2 and KineticJS3. The add-on incorporates the
ability of recording and saving an Extended Browser History (EBH) inside an SQLite
database. The information collected in this manner can be subsequently accessed and
visualized for multiple browsing sessions and users.
2http://www.jquery.com, jQuery JavaScript library (February 2014).
3http://www.kineticjs.com, KineticJS JavaScript framework (February 2014).
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For any current user profile, the extension saves the navigated URLs together with
relevant additional information. The complete EBH includes a subset of the metrics
employed in [119] and a set of additional metrics relevant to the analysis and compar-
ison of parallel browsing habits and behavior. Thus, for each user profile, the EBH
records the following information:
• user profile information (such as username),
• opening and closing times for each tab and window (tab and window sessions),
as well as
• type of creation for each tab and window, i.e., opened blank or through a link
from another tab or window (branching).
To complement this, the following data will be recorded for every accessed web page:
• the title of the web page including its URL,
• information about how a web page was opened (i.e., through direct input of the
URL in the address bar by the user, through clicking of a link in another web
page, or through the browser’s integrated back/forward operations),
• category of the web page based on a static list of web domains,
• number of accesses to a domain and a particular URL (pageview),
• additional time intervals (i.e., total time representing the time interval when a
web page was loaded and discarded; focus time representing the time interval
for which a web page was in the foreground; and active time representing the
time interval for which the user interacted with a web page).
Note that the tab switches metric proposed by Huang et al. [119] is currently not being
stored in the EBH, as we argue that additional time intervals offer an alternative view
for the distribution of the user’s attention over multiple tabs and windows. In the
following, we highlight the visual design and interaction capabilities of WebComets
together with supplementary information about the EBH.
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3.3.1 Visual Representation
In order to satisfy the requirements highlighted in Section 3.2, the WebComets visu-
alization has to consider a variety of aspects, including the design space analysis for
graphical history tools presented in [105]. Probably the most important one is the
representation of the temporal dimension and the mapping of the web pages to a time
axis. In order to use the larger width to height ratio of modern screens (widescreens),
a visualization concept was devised that maps the timeline to the horizontal axis, from
left to right. In this representation, each accessed web page is displayed as a circle
and gets assigned its corresponding position on the timeline (x-axis), see Figure 3.3.
Figure 3.3: Conceptual representation of a tab timeline that maps the flow of time
from the left to the right. The filled circles on the line represent visited web pages.
Their diameter may represent different attributes.
Figure 3.4: Conceptual representation of the tab hierarchy. Each horizontal line
represents a single tab. Tabs that are connected through a vertical line suggest a
parent-child relationship between the tabs and, respectively, between the web pages
loaded in the tabs at that point in time.
Another important aspect of the visualization is represented by the encoding of the
parallel navigation of the users in multiple browser windows and tabs. WebComets
represents each browser tab as a separate horizontal line segment that is parallel to the
time axis (Figure 3.4). This combination of patches and parallel segments is similar
to the representation of a parallel browsing session in [119], as well as to [153] where
multiple time-series are visualized through a comparable solution.
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As tabs can be opened manually or by clicking a link in another tab, this can result in a
tree-like structure that suggests connections in terms of hyperlinks, but also potential
themes between various websites. This parent-child relationship is represented in the
visualization as two horizontal lines connected by a vertical one (Figure 3.4). At the
same time, if the user opens a tab manually, there is no clear way of connecting the
first web page of this tab to any other already opened pages. Therefore, a new tab
line is shown as disconnected from the rest of the tabs that were already loaded.
At the same time, multiple opened browser windows are visually encoded as framed
rectangular areas, where each rectangle contains a tree-like structure of tabs that re-
flects the opened tabs in each window during the user session (see Figure 3.2). As
a rectangle stretches along the horizontal axis, its left and right margins represent
the opening and closing times of the window. Note that a rectangular representa-
tion can be also activated at the tab-level to enforce the navigation patterns of the
users. All rectangular shapes have a specific background color that identifies them as
windows/tabs belonging to a certain user profile.
Figure 3.5: Circular glyph representation of a visited web page. The figure highlights
two versions of representing the focus (dark blue) and active times (light blue) of the
visited web pages: as a comet tail (left) or as beams (right). The analysts can switch
between the two representations, as the comet tail emphasizes the web pages where
the users spent a lot of time, while the beams allow for a more scalable representation.
The representation of a visited web pages is encoded as a visual metaphor [140], where
each page is represented through a comet-like glyph. Each such glyph has at its
core a pie chart enriched with additional graphical elements. These elements encode
multiple EBH attributes, as shown in Figure 3.5. The circular glyphs are mapped
on the horizontal axis to the moment in time when the corresponding web page was
loaded, while the vertical positioning identifies the host tab where the web page was
loaded. The radius of each circular representation encodes the number of visits (csite)
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the user executed in the current session to a particular domain, e.g., www.google.com.
To correctly visualize this, the maximum visit counts (cmax) are computed for each
domain in the EBH. Also, users have the option of setting and storing the minimum
and maximum size for the pie chart radii (rmin and rmax). Based on these values, the
radius of each web page circle is computed as:
r = (rmax − rmin)(csite − cmax)
cmax − 1 + rmax (3.1)
As a result, pages that are part of domains that are visited more often will have a
larger pie chart than those that have domains that are visited rarely.
At the same time, the pie chart representation is divided into two sectors. The first
sector to the right captures the ratio of visit counts for the current web page com-
pared to the overall visit count for the domain. For example, if the domain google.com
has been accessed six times in total and the current web page (www.google.com/
search?q=conference) only two times, then the pie chart will encode a sector of 1/3.
This is computed by the following formula where clink represents the number of ac-
cesses executed to the current link:
α = 360 · clink
csite
(3.2)
As mentioned previously, the EBH includes three time intervals for every web page:
total, focus and active time. Note that the focus time stores the amount of time
the web page was in the foreground and active time captures the duration for which
there the user was clearly present and interacting with the web page, e.g., by mouse
movements or key strokes. Therefore, the following relationship is valid for any visited
web page:
total_time ≥ focus_time ≥ active_time (3.3)
The total time for a web page is represented by the horizontal segment between its
pie chart representation and the position of the pie chart for the following web page
on the same tab. Because of Eq. 3.3, the focus and active times are visualized as
subsegments of the total time. This is achieved by two representations that resemble
a comet tail and a beam that follow the pie chart on the right side (Figure 3.5). Both
intervals have their origin at the loading time of the current web page. The analysts
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can switch manually between these two encodings of the focus and active times, as our
studies have shown that both representations have their advantages: the comet tails
are better at emphasizing the web pages where the users spent a lot of time, while the
beams have a more concise representation that is more scalable (see Section 3.3.4).
The length along the timeline is computed by Eq. 3.4, where tenter and tquit are the
timestamps for the begin and end of the session; xrightEdge is the rightmost x position
and ∆t is the focus time and active time, respectively.
l = xrightEdge ·∆t
tquit − tenter (3.4)
Figure 3.6: The list of supported categories together with the corresponding colors
for the circular encodings.
The glyphs are colored based on a correspondence table to a preset number of website
categories (Figure 3.6). The categories support the quick differentiation and detection
of various online user activities. They have been generated based on [101,138], where
common in-browser activities are highlighted. For each visited link, a category is
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selected by the Firefox extension by inspecting the domain of the current website.
The process employs a database of domains that is divided into 15 categories. The
lists of relevant domain names for each category have been generated with the help of
the Alexa Top 500 websites database4. If a domain is not found in the database, the
web page will be included in the “unknown” category (see Figure 3.7). In order to
make the different categories as distinguishable as possible, the color selection is based
on recommendations from the Colorbrewer website5 [30]. Moreover, the analysts can
inspect a legend located in the visualization space on the left hand side. By clicking
on a category in the legend view, it is possible to select all web pages from that group.
Figure 3.7: Example of a web page comet from the category unknown.
A common approach for bookmarking systems in browsers is to store not only the
URL and page title, but also the favicon of a web page. A favicon is a small (com-
monly 16x16 pixels), squared icon that identifies the domain of the web page and
usually appears next to the address bar of a browser when a web page is loaded. To
improve the chances of a web page being quickly recognized [135] in the WebComets
visualization, the analysts have the option to additionally display favicons over the pie
charts, if these icons are available (Figure 3.7). Due to the small size of the icons, the
sectors of the pie chart remain distinguishable. The size of the favicon is proportional
to the one of the circle. This means that for small circles, the icons are also reduced
in size. To compensate, users can hover over the icon with the mouse cursor in order
to represent it in its original resolution.
4Alexa: The top ranked sites in each category, http://www.alexa.com/topsites/-category (Febru-
ary 2014).
5Colorbrewer: Color advice for maps, http://www.colorbrewer2.org (February 2014).
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When navigating the Internet, users have multiple options to reach a certain URL:
type it in themselves, click on a hyperlink, execute browser-specific operations, etc.
While some operations suggest relationships between web pages (e.g., hyperlink con-
nections), others might represent a breakpoint in the thought process of the user.
Such a case is usually given when users type in a new URL themselves. To better
highlight this, web pages that are loaded in such a way have a short vertical bar
sticking out from under their glyph to suggest a possible mental breakpoint.
Users may access a web page by utilizing the back and forward navigation buttons of
the web browser. In many modern browsers, these buttons allow the user to navigate
backward and forward one or multiple pages. Such operations are useful especially in
cases where the users feel they have reached a “dead end”. If a web page was loaded
through a back or forward step, this is captured and represented in the visualization
through small arrow-shaped elements on the left or right of the corresponding pie
chart (see Figure 3.5). The numbers #b and #f inside the arrows highlight how
many back or forward operations were executed at once in order to reach this web
page.
3.3.2 Supported Interaction
A set of interaction metaphors enhance the visualization’s abilities by implementing
Shneiderman’s information seeking mantra [258] and by addressing issues like flexi-
bility and scalability. Besides giving an initial overview of the loaded browser logs,
the WebComets interface supports pan and zoom operations, similar to modern in-
teractive maps. While the panning operation is self-evident, there are two zooming
approaches implemented in the tool: one is a regular 2D zoom that allows analysts
to inspect the details in a certain area, while the other is a 1D horizontal zoom along
the timeline that stretches the horizontal axis (Figure 3.8).
When a web page is selected, WebComets searches the browser history to check for
similar web pages. By default, only pages with the same domain are considered to
be similar, but more complicated rules for interconnection can be generated, e.g.,
pages containing a keyword, pages that have a similar active time value, etc. These
are highlighted by adding links between each selected element and its counterpart.
The curved lines (Figure 3.9) are used for showing the presence of similar web pages
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Figure 3.8: Temporal zoom (1D) along the horizontal time axis: original zooming
factor (left) and 30x horizontal zoom (right).
Figure 3.9: Connections between the selected web pages and other glyphs highlighted
through continuous curved lines.
to the selected ones, possibly in areas of the visualization that are currently not
visible. Curves can be easily perceived as they contrast with the overall orthogonal
representation of our approach. To avoid clutter, curves are drawn in such a way
that the probabilities of intersecting lines or a curve intersecting a glyph are reduced.
More precisely, our tool computes a predefined set of possible curves with different
curvatures to connect the two nodes and then utilizes a collision detection algorithm
to identify the curve that intersects the least number of glyphs. This is achieved by
drawing up to 20 consecutive Bézier curves for each pair of nodes. Initially, a curve is
computed with default control point values. If this curve intersects the circle of other
nodes, the control parameters are modified along the vertical axis in order to increase
the curvature of the connection. For the new curve, again we inspect the overlap with
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other nodes. This process continues either until a curve is found that does not overlap
other nodes, or until 20 curves have been computed. In the later case, the algorithm
simply selects the curve parameters for the curve that had the fewest collisions with
other nodes.
It might occur that multiple glyphs are partially or almost totally overlapping. Even
if the analysts have the possibility to execute timeline zoom commands to compensate
for this and clearly separate the overlapping glyphs, this is a vital scalability issue.
To deal with this, WebComets displays partially overlapping pie charts by positioning
the glyph of the web page that has been accessed later on the top of the previous
one. To further compensate, the analysts can move the mouse pointer over a set of
densely grouped circles. By doing so, the glyph with the center closest to the pointer
will be moved to the foreground. This focused glyph is additionally complemented
with graphical elements (e.g., favicon, if not enabled globally) and textual information
(e.g., web page title). In cases where the analysts wish to focus their attention on the
temporal constraints and relationships, all glyphs can be reduced to dots, minimizing
the overlap of glyphs and tails. Furthermore, WebComets detects instances where
two or more glyphs are completely overlapping and replaces these with the one that
has the largest radius. In order to suggest the presence of other circles underneath
it, the border thickness of this circle is increased proportionally with the number of
hidden circles. Besides controlling the depth order of the elements, moving the mouse
pointer over a glyph opens a tooltip that shows the title of the web page and its link
as well as a set of customizable page attributes (e.g., title, URL, or pageviews).
Selecting a glyph can be done by mouse click, or in order to select multiple glyphs, by
holding the Shift-key while clicking. Besides this, analysts can also use the legend to
select all elements from a category or search for certain patterns to highlight glyphs
that satisfy the search rule. Selected web pages are highlighted and an information
box opens in the upper-right corner of the visualization. The information box contains
the attributes of the selected web page, shown in Figure 3.10. This box can also be
customized in order to include all attributes or a subset of them. In cases where
multiple web pages are selected, the information box displays initially only a list with
the titles and URLs of the selected pages. If an analyst moves the mouse cursor over
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Figure 3.10: Information box presenting details about the selected web pages. By
moving the cursor over the list elements, additional information is displayed for the
current web page (right, in light-green).
the list, the selected list element will be expanded to present all available information
of that page. The background color of each list element matches the category of the
web page. A click on the link will open the corresponding web page in the user’s
default browser.
The analysts could find some parts of the visualized history more interesting than
others. Due to this, but also in order to save screen space and offer a better overview,
they have the possibility to collapse tabs or windows that are not relevant in the
current session. For collapsing the representation of a tab, the analysts have to click
the plus icon next to its spawning point; the same is valid for windows. In cases when
a tab is collapsed that also has other tabs created by it, all branches of that tab will be
compacted together with the parent tab, and vice versa for expansion. Nonetheless,
if a glyph is selected and similar web pages were detected on any collapsed tab or
window, then the corresponding elements are still visible by links and additionally
small dots on the tab lines (see Figure 3.11).
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Figure 3.11: Collapsed view. Query-related web pages are also highlighted on the
collapsed tab lines.
Besides the already presented features, analysts have additional option to customize
the level-of-detail in the representation. Certain features—like favicons and back-
forward arrows—are initially disabled and can be included on demand. This allows
analysts to maintain an overall reduced level of complexity for the glyphs and the
structural data, and only access certain information when these become relevant. The
current configuration for the level-of-detail can be stored inside an option window and
includes—but is not limited to—the following: switching between comet tail and beam
representations, customizing min and max values for the pie chart radii, enabling or
disabling web page attributes like favicons or back-forward arrows, and selecting the
EBH attributes to be displayed.
3.3.3 Content vs. Context: A Motif-based Filtering
Highlighting different elements in a browser history is closely coupled with searching
for web pages or navigation patterns. Most web browsers support a text-based search
of their records that limits their ability to detect context information. This limitation
is however overcome by WebComets. Users can search for terms and keyword com-
binations (e.g., apple+pc), strict phrases (by using quotes, e.g., “apple pc"), or even
exclude words from their query (by using the minus sign, e.g., apple-pc).
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Figure 3.12: The motif search window helps analysts construct, save and search for
custom navigation patterns based on web page attributes and context information.
While supporting a text-based search of the extended browser history is vital, the
detection, analysis and comparison of temporal patterns in the navigation graph re-
quires an entirely different approach. Thus, WebComets offers a motif search window
(see Figure 3.12) that allows analysts to define, store and search for custom informa-
tion and patterns of navigation. Inspired by the building blocks concept in [224,296],
motifs in WebComets are custom-defined subgraph structures that can be used for
filtering the current history based on context. As suggested by the buttons in Fig-
ure 3.12, analysts can not only create custom motifs, but also store and load them at
a later point in time.
These subgraphs can be generated in two ways: either by mining substructures from
the currently opened history log files or by manually defining a motif and its cor-
responding rules. In the first case, the analysts would look through the visualized
browser histories and select any subset of glyphs that could be at the core of a paral-
lel browsing pattern. When all relevant elements are selected, the generated motif can
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be edited further in the motif window to generalize or particularize the final structural
pattern. Contrary to this, in the second approach the analysts would start generat-
ing a motif by directly building it in the motif window, adding node after node and
customizing their attributes based on their experience and assumptions.
When creating a custom motif, users can add information about two aspects of the
subgraph: structural information and node (i.e., website) attributes. For the struc-
tural information, users are limited to the navigation patterns commonly supported
by tab-enabled web browsers. This means that, guided by the EBH information,
users can create individual tabs (connections) by adding a horizontal line to a node,
or dependent tabs (parent-child connections) by adding a vertical line that connects
a node to another tab line (see Figure 3.12). On the other hand, double clicking on
any node opens an additional window that allows the user to add or modify all the
attributes of the node/website considered by the EBH database. Note that for nu-
merical attributes, the option exists to define not only exact values but also intervals
and restrictions (e.g., active time more than 4 minutes).
5 min
AND
5 min
OR
5 min
NOT
Motif A Motif B Detected matching patterns
Figure 3.13: Example of logical combinations of custom motifs (left) and their corre-
sponding search results in a parallel browsing log (right).
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When compared to other approaches [170], the WebComets motif search has the
advantage of allowing logical combinations of sought patterns (e.g., find all node
groups that satisfy motif X and do not satisfy motif Y ). Figure 3.13 offers a concrete
example in this sense. Note that in this figure, motif A encodes two restrictions:
a structural one represented by the branching of a new tab, and a node attribute
illustrated by the orange color of the first website on the new tab, suggesting that
this website should be in category “banking”. Motif B encodes only one restriction,
that the total time attribute of the node should be at least 5 minutes long. These two
motifs are then combined with logical operators and their resulting motif is used as
the base for a complex query. The results of the query on a sample parallel browsing
history are highlighted on the right side of Figure 3.13.
As such, users analyzing an EBH can not only look for the topics of the visited pages,
but also detect intricate navigation patterns. For example, the motif search could
detect that in 72% of the cases when Internet users accessed their e-mail accounts,
they also opened a web page from the category “video” in a new tab originating from
their e-mail page. This might suggest that these users received e-mails with links
to video content. Thus, filtering the browser history based on structural aspects can
have many applications, as for example, detecting a web page where the analysts know
some attributes of the originating site, or investigating similar interest and patterns
of navigation between multiple users.
It is also possible to filter out numerical and temporal values by giving exact num-
bers, suggesting min or max thresholds, or defining intervals. These rules are then
incorporated in the motif and displayed under the corresponding pages. In terms of
structure, complex motifs can be built by adding multiple web pages and highlighting
existing relationships between them, be it on the same tab/window or on different
navigation branches. Once the motif specification is finished, the analysts execute
the search operation and the sum of all the rules will be used for filtering the history.
Finally, the nodes that fit the query will be highlighted as already described.
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3.3.4 User Study
Following the guidelines highlighted in [41], an evaluation of the WebComets visu-
alization has been executed in order to capture its advantages and limitations. The
aim of the study was to compare the participants’ performance and accuracy when
inspecting and comparing patterns in multiple parallel browsing histories. For this
purpose, the participants would interact with the same EBH log files by two different
approaches: the WebComets visualization and a list-based browser history. The eval-
uation involved 20 participants with experience in knowledge exploration as well as
extensive background in using diverse web browsers and accessing a variety of online
applications. All participants had prior knowledge and at least some experience with
list-based browser histories.
As an initial step, the participants were randomly divided into two groups of equal
sizes. Each member of the first group would have to solve a task using the WebComets
visualization, while the members of the second group used a list-based history for the
same task. Next, the functionality of the two tools was highlighted to each member
of the corresponding groups. Note that the data contained in the browsing histories
were almost identical in content, except for the fact that the list-based history was
not able to represent the additional fields generated and included in the EBH.
The scenario involved the analysis of two browsing sessions from different users (see
Figure 3.14). An initial assumption was made that the users have participated in
an online conference call where they suggested relevant websites to each other. This
collaborative browsing approach is frequently used in cases where one party tries
to highlight some information to the other. A simple example for this would be
the collaboration between two students that are preparing for an exam at remote
locations. As a result, both users would access multiple similar or identical web pages
in the same time interval. The test persons had to determine if the initial assumption
of collaboration is supported by the browser histories, and if so, what web pages might
have been involved and in what time interval this collaboration took place.
The results were evaluated by inspecting the total time participants took to find a
solution and the time frame they reported as part of the conference session. On
average, participants managed to find a solution more than twice as fast with the
WebComets visualization than with the text-based representation of the navigation
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history (AVGnoWC = 3min 53sec, SDnoWC = 1min 07sec, AVGWC = 1min 38sec, SDWC
= 18sec). An independent samples t-test confirmed that the difference between the
completion times was statistically significant (p = .002). Further, the subjects that
used the WebComets tool have identified the correct time frame in 98% of the cases,
while the group using the list-based browser history has reported a lower success rate
with only a 71% average overlap of the detected collaboration time frame.
Additionally, the participants were given a post-task questionnaire inquiring about the
usability, interaction and graphical aspects of the WebComets visualization. More-
over, participants had the opportunity to express their opinions freely about the
application through a set of open questions. They perceived the comet tails as more
enticing in terms of aspect. However, when working also with collapsed branches, their
preferences shifted towards the beams as these would allow for an easier comparison
of the various time intervals. The outcome suggested a high level of overall satisfac-
tion with the visual representations (e.g., “I found the comets had useful information
and were easy to understand”) and interaction possibilities supplied by WebComets
(e.g., “I like the back and forward arrows. It’s a better solution than repeating the
web page instance” or “I can oversee all important information in one view”), and
that most participants would use such a tool for analyzing parallel browsing behavior
and for detecting and comparing browsing patterns. Based on these findings and the
results of the post-task questionnaire given to the participants, WebComets seems to
address the issues raised by our requirement analysis.
3.4 Summary
In this chapter we presented WebComets, an interactive visualization for tabbed
browser histories, a reflection of user online parallel browsing behavior. After high-
lighting the functional requirements, we focused on the interactive features and fil-
tering capabilities of our tool. WebComets allows its users to more efficiently search
for patterns in parallel browsing sessions by means of motif-based filtering as well as
compare and analyze the tabbed browsing behavior of online users. Finally, an eval-
uation confirmed that our approach has met the initial requirements, and our users
were able to quickly filter navigational information and detect patterns in the online
sessions they were exploring.
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Due to the value and complexity of the data generated by multi-user multi-session
parallel browsing behavior and its suitability for collaborative exploration and analy-
sis, the WebComets visualization was considered ideal for the testing and evaluation
of our methods for supporting user-centered collaborative visualization. As a re-
sult, after a presentation of our techniques for supporting interpersonal awareness
(Chapter 4) and collaborative interaction (Section 5.1), in Section 5.2 we introduce
a touch-oriented adaptation of the WebComets visualization that allows us to eval-
uate the efficiency and effectiveness of our techniques in a collaborative information
visualization application.
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Chapter 4
Emotions in Collaborative Settings:
Detection and Awareness
Contrary to what many people like to believe, emotions have been proven to affect
almost every aspect of human existence. On an individual level, emotional states
have been shown to affect creativity [89] and motivation [32, 60], as well as influence
a person’s judgement, decisions and problem solving ability [64,102]. While all these
processes can be closely connected with visualization, there are also studies about the
direct influence of emotions on visualization scenarios [102,165].
As such, the entire reasoning and analysis process that is specific to visualization ex-
perts can and is influenced by their emotional states and other subjective traits [152,
166]. Yet, the problem gains an additional level of complexity if we consider the
highly dynamic social interactions that take place inside a group. Heer et al. [103]
have already suggested the high importance of awareness and feedback in collaborative
information visualization. However, as highlighted by Garcia et al. [93], awareness in
terms of data and user activities might be insufficient for supporting an efficient col-
laboration and communication process. While these informational levels are certainly
vital, they focus mostly on the awareness of system-user actions. However, the other
side of personal interactions and their subtle dimensions should also not be neglected
(e.g., user personality, intentions, emotional states, etc.). Moreover, both in terms
of individual and collaborative visualization, measurements like user emotions and
cognitive workload are ideal candidates for enhancing common qualitative evaluation
techniques [5,49,210], which thus far have not always managed to capture the personal
experience of the user.
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After having presented our visualization approach for user parallel browsing logs in
Chapter 3, this chapter revolves around two main topics meant to positively influ-
ence interpersonal interaction and collaboration: subjectivity recognition through a
portable electroencephalographic (EEG) headset and the visualization of subjectivity
in various environments and scenarios. More specifically, the structure of this chapter
is presented in Figure 4.1, highlighting both the order of the tackled topics and their
logical interconnection. The two inspected subjective dimensions are represented by
user emotions and user insights, two related concepts that are deeply connected to
social interaction and visualization effectiveness. As suggested in Figure 4.1, the vi-
sualization of user insights is beyond the scope of this thesis and will be address in
future research.
Emotion  detection
Section  4.1
Insight  detection
Section  4.2
Insight  visualization
Emotion  visualization  
on  touch  interfaces
Section  4.3
Emotion  visualization
on  desktop  interfaces
Section  4.4
Detection Visualization
Figure 4.1: Structure and logical flow of the sections in Chapter 4. Note that the
topic of emotion visualization has been subdivided in order to address the individual
requirements of the two main interface types: multi-touch and desktop.
In Section 4.1 we explore the potential of a commercial wireless EEG headset to be
used in the context of recognizing user emotional states in real-time and supporting
the evaluation process. After validating the software framework of the device against
other methods for reporting user emotions, we show in two evaluation scenarios how
lightweight EEG headsets can be used successfully for non-intrusive affective classifi-
cation.
62
In Section 4.2, we employ the previously gained knowledge to move the topic closer
to information visualization, as we explore a potential correlation between moments
of insight—a core concept in visualization—and user emotional reactions. Our results
suggest that there is a strong connection between insight and emotions like frustration
and excitement. We further argue that this indirect detection of insights opens the
door for the objective evaluation and comparison of various visualizations techniques.
In Sections 4.3 and 4.4 we present two visualization frameworks aimed at increasing
emotional awareness and aid system evaluation through emotion visualization. The
first representation, called EmotionPrints, is capable of representing user emotional
valence and arousal in the context of multi-touch systems, while the second one, called
EmotionScents, offers a visualization of valence-arousal pairs specially designed for
desktop graphical user interfaces (GUI) and standardized GUI widgets. With both
visualizations, our goal is to enrich the interface with a new dimension of subjective
information by adding support for emotion awareness as well as post-task analysis and
decision making. In terms of real-time representations, this is achieved by showing
user affective states in the moment when and at the location where the interaction
occurs in order to increase affective self-awareness, support awareness in collaborative
and competitive scenarios, and offer a framework for aiding the evaluation of touch and
desktop applications through emotion visualization. Moreover, both visualizations
have features that support oﬄine analysis of user emotions, further enabling post-
task analysis in order to explore user emotional reactions correlated with application
features or social interactions.
The current chapter is based on a number of scientific publications. Section 4.1 fo-
cusses on the automatic detection of user emotional states with a commercial EEG
device and is also described in “EEG-Based Measurement of Subjective Parameters
in Evaluations” [47] and “Measuring Subjectivity – Supporting Evaluations with the
Emotiv EPOC Neuroheadset” [49]. Further related to user emotions, Section 4.2 in-
spects the potential of detecting moments of insight through affective measures, a
topic that was also covered in the publication entitled “Detecting Insight and Emo-
tion in Visualization Applications with a Commercial EEG Headset” [44]. The last
two sections focus on the visualization of user emotions on multi-touch and desktop
systems, as presented in “Emotion Scents – A Method of Representing User Emotions
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on GUI Widgets” [52] and “Emotion-prints: Interaction-driven Emotion Visualization
on Multi-touch Interfaces” [53]. Details related to this last topic can also be found in
the bachelor’s thesis “EmotionWidgets: Emotionen in GUI Controls” [273] by Kristin
Suchner.
4.1 Detecting Emotions with a Commercial
EEG Headset
The measurement of user satisfaction is and has been a core factor to introducing
new goods and services to the market, in order to minimize the risk of a financial
flop. Evaluation cycles are an essential step for developments, not only in the field of
Human-Computer Interaction (HCI) or Computer Science. In fact, carefully designed
evaluation tests are the decisive factor to find out if a solution (e.g., a new software
product) or even a process (e.g., collaboration) will work as intended, based upon
usability guidelines as well as user experiences. Still, often the outcome of an eval-
uation is somehow doubtful due to the inherent subjectivity. One major component
of this user subjectivity is the emotional state which can not only influence evalua-
tions, but also affect entire social and cognitive processes, including collaboration and
decision making [64, 93, 102]. This makes it even more important to find real-time
techniques for detecting and utilizing user emotional states in order to capture and
raise awareness of this subtle dimension of social interaction and user experience.
With the approach presented in this section, we intend to capture user subjectivity in
real-time, in the form of emotional states. For this, we utilize a consumer market elec-
troencephalographic (EEG) device, the wireless Emotiv EPOC headset (Figure 4.2).
We compare and validate the affective readings obtained through the BCI to widely-
accepted evaluation techniques, like questionnaires, video-log analysis, etc. Our goal
is therefore to employ a lightweight wireless EEG headset as a support device for
subjectivity measurements, and even as a standalone system for fast first impressions.
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Figure 4.2: The Emotiv EPOC EEG headset (images courtesy of Emotiv).
In the following, the focus goes towards validating the output of this EEG headset.
Next, two evaluation scenarios are highlighted, in which the EPOC device is employed
in order to capture in real-time the emotional states of each test subject related to
his/her interaction with a given system. A discussion offers methods for optimizing
the output of the EEG headset and reducing the error rates, while the last subsection
highlights the impression of the users related to the potential of the device.
4.1.1 EPOC Headset Validation
The Emotiv EPOC device is a high-resolution wireless EEG headset that enables the
acquisition and analysis of electric activity detectable on the human scalp. In combi-
nation with the corresponding EPOC framework, the headset captures electric signals
that are mostly produced by the brain and classifies these in terms of expressions,
emotions and commands.
Focusing on the technical features, the wireless EPOC headset is equipped with 14
electrodes (+ 2 references) that capture the electric signal generated by brain activity,
as well as electrooculography (EOG) and electromyography (EMG). The 14 sensors
require a saline solution for transmitting the signal and are spatially distributed ac-
cording to the international 10-20 system for EEG measurements (AF3, AF4, F3, F4,
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Figure 4.3: The 10-20 electrode distribution system and the locations of the EPOC’s
electrodes [254]. The letters correspond to brian lobes—frontal (F), temporal (T),
parietal (P) and occipital (O)—while the numbers further encode the positions—even
numbers on the left, odd numbers on the right.
FC5, FC6, F7, F8, T7, T8, P7, P8, O1, O2, see Figure 4.3). The signal sampling rate
is 128 Hz. An incorporated gyroscope captures the rotation of the user’s head, useful
for the detection of gestures (e.g., nodding, head shaking). Additionally, the battery
lasts for up to 12 hours, which is more than sufficient for most interaction scenarios.
Mainly a gaming device, the EPOC was designed with an entire spectrum of ap-
plication fields in mind, ranging from interaction support for disabled patients to
artistic expression and even market research. But, with features like affordability,
non-intrusiveness and competitive precision [12, 272], this device has the potential
of being successfully used in real-time evaluations of user’s subjective perceptions of
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a multitude of complex software and hardware systems. Furthermore, compared to
other widely used evaluation techniques, a wireless EEG headset has the advantage of
offering results that are rarely influenced by external factors, as the main input data
are the raw signals of the user’s brain activity.
In order to extract higher-level information from the headset without accessing the
raw signals, the Emotiv framework and SDK supports the detection of a set of facial
expressions (e.g., blink, raise brows, smile, etc.), emotional states (e.g., excitement,
frustration, engagement, etc.) and cognitive commands (e.g., left, right, push, pull,
etc., as well as user defined commands). While a step towards designing simple eval-
uation scenarios for capturing the users’ emotional states in real-time, the SDK is not
open-source and the process of interpreting the various user states is not accessible
to the EEG researcher. Still the potential of extracting emotional information from
EEG readings has been shown in multiple instances (e.g., computing a user engage-
ment index [20, 218], real-time classification of facial expression via EEG [106], etc.).
In fact, projects like Emokit1 have tackled this issue partially by trying to reverse
engineer the framework and offer users access to the raw EEG data on multiple plat-
forms. However, there are still only limited studies about the accuracy of the EPOC
framework’s output.
We argue that such a framework can bring multiple benefits to the field of computer
science and subjective measurements, if it is validated. To overcome this problem
and employ the EPOC device together with its framework for evaluations, we initially
compare the data generated by the headset with widely accepted evaluation techniques
(e.g., video log analysis, questionnaires) in a validation stage. While the EPOC device
has functionality that allows the detection of facial expressions, emotional states and
cognitive commands, we are only interested in the first two areas in our tests. This is
due to the fact that expressions and feelings are mostly subconsciously activated and of
high relevance for the overall subjective perception of the users, while cognitive aspects
are more related to the conscious control of a PC-related system via a reproducible
brain signal configuration.
1Open source driver for accessing raw data from the Emotiv EPOC EEG headset,
http://github.com/qdot/emokit (February 2014).
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In the following validation and evaluation scenarios, the EPOC’s capacity to ac-
curately detect and classify facial expressions and emotional states, as well as its
employment in the detection and classification of user subjectivity. Since the com-
pletion of our validation, described later in this section, other research has also
focused on evaluating the EPOC’s capabilities in terms of facial expressions [106],
emotional states [129, 194], cognitive commands [277, 312] and other specific EEG
attributes [12, 75], with overall promising results.
Our study has been executed on 12 test subjects. These participants had a diverse
cultural background and a varying level of familiarity with computers, thus repre-
senting a broad spectrum of potential users. Most of them had little to no previous
experience with EEG systems, while some were previously subjected to EEG medical
tests. Nonetheless, the concept of an EEG headset in Computer Science was not fa-
miliar to any of the subjects. The test group was composed of four women and eight
men, aging 21 to 52, with an average age of 29.75 years.
Facial Expressions
Initially, we focused our attention towards the facial expressions suite incorporated
in the EPOC framework, as facial expressions have the capacity of reflecting the
emotional states of a person. Nowadays, there are multiple techniques for capturing
expressions, and the majority of these rely on video recordings of the user’s facial ges-
tures together with the employment of a classification methods. Still, optical methods
restrict the user’s mobility, as the camera(s) must record the person’s face at every
moment. Also, many for real-time facial expression recognition algorithms still have
difficulties with minor contractions of the facial muscles (i.e., microexpressions) that
are usually detectable for a human observer, but often missed by a classification algo-
rithm. Therefore, based on previous research [13,187] that suggests that EEG/EMG
signals incorporate head muscle movements, we considered capturing the facial expres-
sions of users with the EPOC headset. As the Emotiv framework includes methods
for detecting facial gestures, we compared the output of the headset with the results
of a video log analysis in order to detect the accuracy of the EPOC detection and
interpretation.
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In a first step, the EPOC device was mounted on the test subjects, ensuring the correct
distribution of the 14 electrodes on every user’s scalp. Afterwards, the participants
were granted a ten-minute accommodation phase in which they would familiarize
themselves with the feel of the device. Furthermore, this period of time was used for
an initial calibration of the detection weights that are part of the framework. Details
about this process will be highlighted in Section 4.1.3, focusing on good practices and
error reduction when employing the EPOC device.
Each user was asked to watch a computer screen on which words would appear that
represent facial expressions (e.g., smile, blink, look right, etc.). For the couple of
seconds that the words would be displayed, the users were instructed to execute the
corresponding facial expression for as long or as often as they feel comfortable, but
only while the words are still visible. Our tests involved 8 facial expressions (Figure
4.4), where each expression would randomly appear on the screen at least three times.
In parallel, a webcam was recording the face of each test subject. After the session
was completed, the video logs were analyzed and transcribed in detail, thus enabling
a comparison with the information given by the headset. The transcripts that were
derived include the interpretation of facial expressions as well as any verbal commu-
nication between the participant and the researcher. Furthermore, the transcript is
complemented by comments about expressions and body language as well as pauses
in activity, if considered important. The ultimate goal of the evaluation was to obtain
both quantitative and qualitative information about the validation process.
The results obtained for the facial expressions are presented in Figure 4.4 and show
that the correct detection varies between 70-100%, depending on the particular facial
expression and the detection rule. The simplest rule (indicated by the blue bars in
Figure 4.4), which checks if an expression was recognized by the device during the
available timeframe, seems to give the best results with a detection rate of 82-100%.
The algorithm with the highest error rates was the one that computed the length
of all detected expressions during the timeframe and checked which represented the
longest one. Still, even in this case, the recognition rates are between 70-91%. These
results are put into perspective by the fact that some participants executed certain
facial expressions very differently from others, as suggested by the comments added
to the video log.
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Figure 4.4: Percentage of correctly recognized facial expressions (from left to right:
look left, look right, raise eyebrows, blink, wink left, wink right, smile, and clench)
with the EPOC headset. The detection was executed by three algorithms (left to
right): was the executed expression reported at all (blue); was it the longest reported
expression during the corresponding period (red); and was it the most frequently
reported expression during the corresponding period (green).
Emotional States
In a second stage of our investigation, we inspected the accuracy of the emotion
detection suite supported by the EPOC device. As emotions are at the core of the
subjective perception in humans, establishing the capability of this headset to directly
detect emotions would be vital for our research. Again, as the framework that offers
these features is proprietary, we have to verify the correctness of the data output for
the headset. To achieve this, the test subjects were asked to participate in a series
of short tasks that were selected specifically to induce a certain emotional reaction.
After each task, the users would have to complete a short questionnaire that would
represent the term of comparison for the output of the EEG device. A set of similar
results between the data generated by the device and the answers of the users to the
questionnaire would allow us to consider the EPOC headset as a viable alternative to
common techniques of evaluation.
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Figure 4.5: Sample video frame from the user calmness measurements.
The tasks the users had to complete had a length of maximum three minutes. Similarly
to [129,194], these tasks involved watching a video clip, listening to music, and playing
dexterity and memory games on the computer. Each task was selected to generate
a certain emotional reaction, and only this emotion was inspected by the headset.
Note that the users were not informed about the inspected emotion previously to the
task. In order to additionally confirm that the task materials (video, music, games)
were appropriate for generating the expected emotion, each post-task questionnaire
inquired about the general potential of that material to awaken the corresponding
feeling; the results in this case were 100%, as all subjects found the materials adequate
for inducing the selected emotional response.
The selected emotional responses were calmness, meditation, engagement in dexterity
and mental tasks, and excitement. The tests were ordered from calmest to most
exciting, as arousal states often have longer recovery times [68, 107]. “For example,
following a fear-provoking encounter, some individuals show a persisting heart rate
elevation that might last for minutes, whereas other individuals show a comparable
peak and rise time, but recover much more quickly” [68].
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Between each task, there was a short break. During the tasks, the device returns a
constant stream of values at an average frequency of 4-5 Hz for each of the emotions
mentioned above, instead of a simple Boolean expression. These normalized values
encode a gradient along which the emotional activation is distributed. This meant
that, as questionnaires usually employ scales, we had to find a classification of the
emotional intensity for each detected affective dimension. Additionally, the data has
a different baseline for each emotion and each user. In our tests, each participant’s
baseline was composed of relatively stable values offered by the framework for each
of the detected emotions. This affective baseline was established during the task
intermissions, when no stimuli were offered to the participants, they did not engage
in any activities and they reported no particular state of arousal. As a result, our
measurements focused on interpreting gradual and sudden fluctuations in the reported
affective states, instead of quantifying different response levels.
More precisely, each emotion had a classifier attached that would distribute the in-
tensity on a 5-point scale. This was achieved by implementing an algorithm that
would in real time inspect the value vector, and compute the tangent and the local
distance between the current and the minimum value. Usually, this minimum value
would represent the baseline established during the calmness tasks. The algorithm
implemented a set of four triggering conditions able to classify the intensity of each
computed emotion. Two of the triggers were computed based on the current tangent
to the data stream; these triggers were considered activated at angles larger than
30, respectively 60 degrees. The other two triggers focused on slow, but substantial
deviations from the established baseline or minimum. As such, an emotion would be
considered as not triggered at all if the current values are close to the baseline and
none of the four conditions are satisfied.
Similarly, the possible answers included in the questionnaires were distributed on a
5-point Likert scale [35,161], in order to allow a simple comparison with the output of
the EPOC device for each emotion. The questionnaire for each task would inquire if
the participants had experienced any of the considered emotions. Consequently, they
had the possibility to express their option by selecting one of the following: strongly
disagree, disagree, neutral, agree and strongly agree (interpreted as 0, 25, 50, 75 and
100%).
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Figure 4.6: Average difference between the EPOC device output and the questionnaire
results for the emotional evaluation (left to right: calmness, meditation, engagement
on dexterity task, engagement on metal task, excitement), with both on the same
5-point system: 0, 0.25, 0.5, 0.75, and 1.
The results of this comparison are highlighted in Figure 4.6 that represents the average
difference in percentage between the questionnaire answers and the EPOC data. More
precisely, an average difference of 1 means that, on average, the difference between
the user’s answer in the questionnaire and the EPOC output was one Likert interval
out of four. For instance, if the user’s answer was “strongly agree” and the device
detected “agree”, the difference is one interval. Moreover, the higher difference values
for the meditation task might suggest that the understanding of concept of meditation
is highly subjective.
As emotions do not always have an external manifestation, we could not verify the
output of the EPOC device directly like we did in the case of the facial expressions,
where we compared the data generated by the headset to the video logs. Therefore,
besides computing the standard deviation for the average differences (Figure 4.6),
we validated the results by executing a paired samples t-test for the EPOC and
questionnaire data gathered during each task. For these paired sets, no significant
difference could be detected, thus suggesting that the EPOC headset has the potential
of computing accurate interpretations of human emotional states.
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4.1.2 Emotional Response Classification with the EPOC
Headset
Based on our positive findings for facial expression and emotional state detection and
classification with the EPOC device, in a next step of our research we focused on
real-time classification of affective states for the users of complex software systems.
To achieve this, we proposed two evaluation scenarios that would have the capacity
to generate multiple emotional responses. More precisely, the emotions that were
considered in our tests were engagement, excitement, satisfaction and frustration. As
the EPOC framework does not directly compute satisfaction and frustration, we con-
sidered a combination of the levels of excitement and engagement with various facial
expressions (e.g., smiling, clenching teeth). Similarly to the validation of the emo-
tional suite described in Section 4.1.1, we compared the values the headset returned
for these emotions with the results of a questionnaire completed by each participant.
In the first scenario, we evaluated the emotional effects a spot-the-difference task
would have on the test subjects. For this mostly mental/visual task, we sequentially
presented the users with three pairs of slightly different images. In a second scenario,
the users had to play a first-person shooter game (FPS) with a competitive setting,
where shooting the adversaries was not the only way to win. For this dexterity task,
we also offered an initial introduction and suggestions, as some users were not familiar
with the type of game and interaction.
As both scenarios had the potential of generating an entire set of emotional responses
distributed over a longer period of time, this implied that in the post-event ques-
tionnaire users might find it difficult to remember their inner states at a particular
moment. To compensate, we considered slightly different approaches for the two
tasks. In the spot-the-different task, the final questionnaire only inquired the users
about the presence of a certain feeling during the scenario (e.g., “Did you at any point
during the task feel frustrated?”). In our view, this reduced the memory load of the
users, as now they could disregard the temporal aspect and the exact coupling of an
emotion with an event.
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Contrary to this approach, in the first-person shooter game a task supervisor had the
ability to pause the game whenever he noticed a significant emotional spike returned
by the EPOC headset. During these short breaks, the supervisor would mark the time
of the pause and pose the questions from the questionnaires (about all four emotions)
to the users. To avoid bias, the task supervisor would also randomly pause the game
at points where no particular emotional response was generated by the EPOC device.
After the game was restarted, the users were granted a re-adaptation period in order
to allow them to focus on the game again. During this two minutes period, the FPS
game could not be paused again by the task supervisor.
Figure 4.7: Average difference between the EPOC device output and the questionnaire
results for the two scenarios: the spot-the-difference task (left) and the FPS game
(right). The considered emotional states for each task are (left to right): engagement,
excitement, satisfaction, frustration. The same 5-point Likert scale from Figure 4.6
applies.
Figure 4.7 presents the results of our two evaluation scenarios in terms of average
differences between the EPOC outputs and the questionnaire answers plus video log
transcript. Note that the highest average difference (1.32 Likert intervals) was de-
tected for the excitement level in the first task, while the lowest (0.32 Likert intervals)
for the frustration level in the second task. Also, most other resulting average differ-
ences are in the scope of 0.7–1.0, similarly to the results presented in the testing phase
in Section 4.1.1. The satisfaction and frustration detection yielded the most similar
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results to the ones of the questionnaire in case of the FPS game, with an average
difference of around 0.4. This might suggest that, even if disruptive, asking certain
questions during the tasks gives users the capacity to more accurately estimate and
remember their emotional states, compared to the effort of recalling them after an
entire set of emotional experiences.
To further validate our results, we again computed the standard deviation for the
average differences (also visible in Figure 4.7), and obtained a maximum of SD = 0.48.
We also executed a paired samples t-test for the headset data and the questionnaire
results for each emotion. All cases showed no significant difference, except for the
excitement detection for the first task. One could speculate that this is related to the
users’ misconception about excitement in mental tasks, a fact further suggested by
our open-end questions at the end of the entire evaluation.
4.1.3 Limitations and Error Reduction in Emotion
Classification
All complex EEG systems used to detect brain activity are sensitive to a set of elements
that can negatively influence the accuracy of their measurements. These influences,
in terms of interpretation of higher-level facial, emotional and cognitive aspects, are
manifested as false positives and false negatives. The detection of states that did not
take place in reality is called false positives, while false negatives refer to the system’s
incapacity to capture an existing state or command. These undesired results are not
only strongly connected to the capacities and accuracy of the BCI system, but also
to the training level and state of mind of the users, as well as to the physiological and
extraphysiological aspects of EEG. This triad—BCI system, user and surroundings—
has to be optimized in order to reduce any influencing elements that disturb the
measurements and their interpretation. In the following, we want to highlight a set
of basic suggestions for improving the performance of the EPOC BCI headset based
on previous EEG research, technical aspects of the EPOC device and our experience
with this system.
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Of central importance to any brain activity measurement is the user of the EEG
system. In order to supervise and improve the results of BCIs, one has to better
understand the neurological and physiological aspects that directly influence the elec-
trical signals generated by the human brain and how these are captured by any EEG
system. Most EEG devices actually capture a mixture of skin, muscle and nerve ac-
tivity instead of a pure signal generated by the electrical activity of the neurons [290].
These contributions to the EEG signal are usually not accessible independently [132],
thus resulting in a system that actually reflects the summation of the synchronous
activity of different biological systems. Moreover, one has to note that EEG measure-
ments only capture the electrical signal generated by the neurons that have a radial
orientation to the scalp, and not the ones that are tangential.
In terms of physiology, one has to consider that artifacts generated by muscles move-
ment should in general be avoided, unless the measurements are aimed at classifying
facial expressions. In this case, eye movements or signals from the frontalis and tem-
poralis muscles are especially useful, as they are rather easily distinguishable in the
processing of EEG/EMG data [19].
While many EEG systems are heavily shielded against unwanted external influence,
the test environment still represents in important factor in determining the levels of
noise that is injected into the signals. Such extraphysiologic artifacts [19] can be gen-
erated by interference with electrostatically charged objects (usually other people in
contact or close to the user), high-frequency radiation (electric communication devices
- radio, cell phones, etc.) or EM field generators (powerful electrical appliances). All
these influences should be considered when designing a scenario and the positioning
of the test subjects.
Nonetheless, EEG measurements would not be possible without the corresponding
devices, capable of measuring these small electrical signals on the human scalp. For
this component of the triad too, there are a couple of suggestions that may improve
the overall results of the measurements. One of the problems that many mobile EEG
devices still face and which is particularly important for collaboration and visualiza-
tion is the level of comfort they need to offer during their usage. Being involved in a
collaborative as well as a visualization task might require the user to wear the device
for extended periods of time, where the level of comfort can make an impact on the
process. Furthermore, while wireless systems, such EEG headsets are still susceptible
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to motion, especially to fast head and body motions. In this sense, the electrodes and
their positioning represent a vital element for accurate EEG measurements. While the
EPOC headset almost implicitly positions the electrodes on the human scalp based
on the 10-20 system (Figure 4.3), the users/researchers still have to pay particular
attention to reading and following the positioning instructions included in the prod-
uct manual. Furthermore, the electrodes should have sufficient saline solution applied
to them and they should have a good contact with the scalp. The level of contact
and the power of the received signal are highlighted by a feedback system included
in the Emotiv framework. When working with a non-dry sensor setup, like the one
the EPOC uses, one has to consider that the solution that supports the transmission
of the electrical signal from the scalp to the electrodes can slowly evaporate. In our
tests, the wet saline sensors could only be used for short periods of time (compared to
gel-based methods) of up to two hours before the signal strength started to degrade
and the sensor pads needed to be remoistened.
Specifics of the EPOC Headset
Besides physical aspects, there are elements specific to the EPOC’s framework that can
be considered for improving the rate of correctly detected emotional states and facial
expressions. These methods revolve around a key element, highlighted in multiple
publications employing the EPOC system: training. Still, these research projects
mostly focus on the conscious cognitive control of various devices via the EPOC
interface. As at the core of the framework are various Machine Learning algorithms,
which suggests that users have the possibility of improving the sensitivity of the
detections by training new samples for the commands they wish to execute.
On the other hand, there is a set of specific aspects of the training process that
apply for the facial detection and emotion suites, where consciously offering training
samples is rather difficult. For facial expressions, users have the possibility to fine-tune
weighting controls for the detection of each expression, thus employing a trial-and-
error method. The sensitivity of the detection is vital as each subject has a slightly
different positioning of the headset and different ways to control their muscles for
generating a gesture.
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To highlight this in our tests, we executed a second round of validations for the facial
expressions after another 20 minutes of training, in which the supervisor together
with the user would tune the sensitivity of the system. Similar to the first stage,
the test subjects were not told to change their natural way of expressing different
facial gestures, not even in cases where the facial expression executed in the first
stage was hard to classify for human observers. Again, the subjects executed all facial
expressions in random order, each expression at least three times. As a result, we
noticed an increase of 12% of the correct detections for facial expressions. Nonetheless,
based on our tests, there seems to be no reduction of these errors through learning or
practice.
Figure 4.8: Percentage of reduction for the false positives when considering groups of
facial expressions.
After further exploring the generated data and considering the theoretical aspects,
we noticed some patterns of similarity in the false positives. As false detections
were mostly incorrect detections of other expressions, we considered grouping facial
expressions by the group of muscles that are activated in order to execute them. We
categorized looking left and right into eyeball movements; raising eyebrows, blinking,
winking left and right into frontal muscle movements; and smiling and clenching
into jaw muscle movements. Finally, we explored the level of false positives when
considering these groups of expressions and not every individual expression—e.g., if
the blink would be detected as a wink left it would be still accepted as a true positive,
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as both expressions involve frontal muscles. The results are summarized in Figure
4.8. One can see that for each facial expression the reduction of the false positive
rates is significant, peaking at 78% for blinking. This suggests that the EPOC device
is proficient in the detection true and false positives for groups of muscles, but the
classification of the exact muscles motion can sometimes be inaccurate. Knowing this,
evaluators can improve on the detection of feelings in users by not only relying on
facial expression, and further accessing the capabilities of the emotional suite.
For the case of detecting emotional states, it is difficult to define true and false pos-
itives in terms of the EEG signal or the EPOC data stream. This is due to the fact
that, similarly to our test, affective states detected with such a BCI device can only
be compared with perceived emotions that the user is also aware of. Still, it seems
that establishing a baseline for each emotion and each subject, as well as the usual
deviation levels from this baseline, can improve the detection rate. Furthermore, in
our experiments, many false positives were generated by short peaks (under five sec-
onds) in the data stream corresponding to a certain emotion. This is most likely
influenced by the fact that the EPOC framework uses complex computations for the
emotion suite (also suggested by the lower output rate, around 4 Hz), computations
that involve inspecting an entire set of previously acquired raw EEG values.
User Feedback
After the completion of all the tests and questionnaires, the users were asked a set
of open-end questions about the device, its use and their mental state during the
entire process. The overall feedback of the users with respect to the EEG device was
positive. Additionally, after a short accommodation period (a couple of minutes) most
users felt comfortable and able to perform well with the headset on.
Still, in terms of practicality and applicability, there are some limitations that need
to be considered. Negative feedback was given for the limited wearing comfort of the
EPOC headset over a longer period of time, as it becomes inconvenient after about
30 minutes. In some cases, this can even result in pain, as expressed by some testers
(e.g., “My head hurts”, “Is my head supposed to hurt from this?”). This is due to
the side-pressure that the device applies on the head in order not to move on the
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scalp, as this would disrupt the EEG measurements. Improving the hardware itself in
next generations is a possible solution to overcome this issue. Nevertheless, currently
it seems necessary to carefully design the evaluations to allow regular breaks, as the
device becomes uncomfortable to wear after some time.
Also, two users complained about the inconvenient non-dry sensors (“But it dirties my
hair”). While the discomfort of the users is real, the sensors do not represent a hygiene
issue themselves, as the liquid used for the sensor is actually a disinfectant. Other
devices like NeuroSky2, Mynd3 and EmSense4 represent an attractive alternative for
EEG wearable systems as they use dry electrodes, but at the same time, these systems
have to face additional challenges for capturing the small electrical signals [229].
One participant could not be evaluated, as this particular candidate had “springy”
hair and the EPOC device sensors could not make a good contact with the subject’s
scalp, resulting in very weak electric signals. Also, with three of the 12 subjects, we
had pronounced difficulties in positioning the EPOC device, due to the length of their
hair. Eventually, the position was good and the signal strong, but it took several
minutes of adjustments. Ten subjects clearly stated that they did not perceive the
device consciously once the tasks started and that, in their opinion, the presence of
the headset did not influence the way they acted.
Finally, we considered it relevant to inquire the users about their state of mind on
the day the tests took place, as an overall positive or negative state could influence
their capability to concentrate, as well as affect their emotional output. Most subjects
considered that they had a normal day, while two felt it was “a bit stressful”. Still,
no significant variation was observed in terms of results between these two groups.
4.2 Detecting Insight through User Emotions
Insight, epiphany, eureka moment, Aha! effect [158]—these are all names for one of the
most intriguing and even mysterious process through which humans gain knowledge.
But what is insight really and how does it enrich our capacity to gain and manage
knowledge? There are many definitions, each capturing a slightly different aspect of
2NeuroSky, http://www.neurosky.com (February 2014).
3Mynd, http://www.neurofocus.com (February 2014).
4EmSense, http://www.emsense.com (February 2014).
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the experience. The Merriam-Webster dictionary defines insight as “the act or result
of apprehending the inner nature of things or of seeing intuitively”. Encyclopedia
Britannica exposes it as the “immediate and clear learning or understanding that
takes place without overt trial-and-error testing”. Whatever the definition, all suggest
the presence of a moment of extreme clarity, a moment when a solution is found that
satisfies all conditions for the problem that is inspected.
While this concept has been around for hundreds of years, it has been only introduced
in psychology at the beginning of the last century [34], as the German term “Aha-
Erlebnis”. Since then, the process of insight has been investigated from the perspective
of many fields, like medicine, cognitive neuroscience and computer science, to name
just a few. At the same time, some researchers dislike any reference to spontaneous
Aha! moments because it suggests irrationality. Still, many of world’s most famous
discoveries have been achieved by people experiencing a moment of epiphany. Isaac
Newton claimed having a moment of clarity when he observed an apple falling from
a tree, an insight that lead to the formulation of the theory of gravity. Similarly,
Friedrich August Kekulé von Stradonitz experienced the ring-like structure of benzene
in a daydream [168].
Besides the purely knowledge-related aspects of insight, particular experiences sug-
gest that moments of epiphany are sometimes accompanied by extremely powerful
emotions [148], like the joy of understanding a problem or the excitement of decoding
a riddle after a timely process of analysis. These moments of triumph have in many
instances shown their potential to shift the emotional states of a person. Still, “the
shock of recognition” is not always a side effect of the Aha! experience [207], and
further investigation is required to establish a possible correlation between insight
and emotion on insight.
Furthermore, directly detecting moments of insight is difficult, and neuroscience has
struggled to capture these events in real-time. While modern methods like fMRI
scans support the identification of Aha! moments [55], these approaches are still very
restrictive and even intrusive operations for the subjects. More importantly even, in-
sights are one of the core elements of visualization. One of the researchers that heavily
influenced this field has also supported this clearly by stating that “the purpose of
visualization is insight, not pictures”. Nonetheless, adjacent processes like emotional
reactions generated by the excitement and joy of insight might be more simply de-
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tected by mobile brain-computer interfaces than moments of insight themselves. BCI
devices can represent the key for a less intrusive, indirect identification and obser-
vation of periods of insight, as well as a migration of insight detection to wherever
it takes place without limiting the environment of its existence, i.e., medical facility.
Perhaps more importantly, this indirect detection of insights—be it in visualization
or in general—can support the evaluation of a system or process by capturing its
perceived user efficiency.
In the following, we shortly highlight related work in the field of insight research.
Next, a preliminary study is presented that involves the observation of brain signals
by the EPOC headset and the translation of these signals into emotional reactions
generated by moments of insight. We highlight the results of this study, and capture
some advantages and limitations of indirect EEG detection of insight-related patterns.
4.2.1 Insight and Visualization
Many scientific areas have taken it upon themselves to bring clarity to the concept of
insight. As a result, various characteristics of insights have surfaced during the past
years, some more relevant than others in comprehending the series of processes that
converge to create an Aha! moment. Studies have found that insight can be seen
as a two-phase process [222]. During an initial step, a subject tries to systematically
explore the space of possible solutions to the task. If this approach fails to give
results in a certain time-frame, an impasse is achieved that can manifest itself in
the form of frustration [240]. People try to overcome this impasse in a subconscious
manner that builds upon relaxing the constraints of the problem or approaching it
in a non-conventional manner (thinking out of the box). If the change in the mental
representation of the problem is successful, the second phase is reached, the impasse
is overcome, and the subconscious process suddenly and unexpectedly provides the
person with a piece of information—an insight.
Studies suggest that the presence of prior knowledge about the problem or tasks
as well as knowledge of one or multiple possible solutions or patterns, can interfere
with the unconscious processing that leads to an insight [9, 314]. The reduced prior
knowledge only adds to the unpredictability of this concept, which is one of its essential
characteristics derived from the complexity of mental activities. In [178], insights are
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considered in terms of pattern matching, where the mind is trying to establish an
approximate fit between the set of current patterns and previous experiences. Further,
a categorization is highlighted involving the information content of the epiphany in
terms of anticipation: to recognize (expected information) and to notice (unexpected
information).
Besides the field of psychology, various studies from medicine and cognitive neuro-
science have focused on pinning down the processes and brain activity in the moment
of insight. Most of these employed brain-imaging technologies, like electroencephalog-
raphy (EEG) [133, 151, 256] and functional magnetic resonance imaging (fMRI) [28],
to observe the brain activation patterns of subjects while solving a wide range of
insight-connected problems. Participants were asked to solve specific insight prob-
lems, visual and logical riddles [167], and anagrams [11]. Some of these problems,
like anagrams, are used because their solution can be achieved in at least two ways:
through a conscious, systematic search of the space of possible solution or through
sudden insight that appears abruptly in the conscious mind [28,150]. The experiment
results suggested that tasks that involve problem solving via insight activate certain
parts of the human brain [27,133,150], leading to the possibility of detecting when a
subject experiences an Aha! moment, and distinguishing this from simply finding a
solution based on a systematic search.
But what about fields like information visualization that have the concept of insight
at their core? Over the years, researchers have focused on defining insight and its
importance for visualization [55, 201, 216, 239]. Most famously, insight is defined as
the “purpose of visualization” [39], the ultimate goal by which successful representa-
tions and interactions should be measured. But how can we measure something as
unpredictable and multifaceted as insight?
Most approaches in the visualization community try to achieve this by including
characterizations that are aimed at defining insight in an objective, quantitative man-
ner [201,239], with attributes like time, complexity, domain value, depth, uncertainty,
unpredictability, correctness, expectedness, and others. Attention is sometimes fo-
cused to a particular topic, like cartography [168], to investigate the appearance of
insight when working with a certain type of representation.
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Still, in many publications, the focus quickly shifts towards the importance of insight
for evaluating visualizations. If insight is the purpose of all visualization, then it
should also be the measure by which the quality and functionality of visualizations is
determined. Currently, this is achieved in most cases by performance and accuracy
experiments on restrictive benchmark tasks. Sadly, such restrictive tasks often intro-
duce bias or capture only the performance for a particular type of task without giving
answers about the performance of another. While [201, 239] highlight viable alterna-
tives to this by suggesting open-ended protocols together with a set of quantitative
measures for insight, such experiments could represent an intrusion in the analysis
flow of the user by introducing interruptions or imposing the think aloud method
(i.e., concurrent verbal protocol or CVP).
In the following, we highlight an approach that overcomes some limitations of the pre-
viously presented methods by relying on the EPOC mobile EEG solution for detecting
moments of insight during visual problem solving.
4.2.2 EEG Detection of Emotion and Insight
As moments of insight are accompanied by powerful emotions of joy and satisfaction
on discovery or comprehension, the question arises if an objective connection can be
established between the Aha! moment and the experienced emotional states. In order
to evaluate if insight generates emotional reactions that are detectable by means of
EEG measurements, we devised a preliminary experiment that focuses on capturing
the emotions of users while involved in visual problem solving.
In this study, we build upon the validation of the EPOC device and its capacity to
detect estimate states—as presented in Section 4.1—to explore the existence of a cor-
relation between insight and emotion. More precisely, the spectrum of emotions that
is considered in the following experiments involves only the excitement and frustra-
tion levels of the participants. The ultimate goal of this endeavor is the analysis of
how well emotional states can reflect the presence of insight, and if capturing these
states by EEG enables the detection of Aha! moments in information visualization
techniques. The final purpose of this is not only to aid the evaluation of visualization
approaches, but also to unveil a novel dimension of subjectivity in collaboration.
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The current study involved six participants with a good knowledge of visual repre-
sentations and visualization techniques. The subjects were given a set of four tasks,
two represented by visual insight problems and two information visualizations. For
the visual riddles, the subjects had to find a unique solution, most likely resulting in
a single fundamental insight. This allowed for a simple comparison of the moment of
insight with the emotional states prior and during the discovery. At the same time,
for the visualizations the participants were asked to find as many insights about the
data as possible. For each task, users had ten minutes to offer their insights.
Insights take time to process and clarify in the mind. Carl Friedrich Gauss said
once after an epiphany: “I have the result, only I do not yet know how to get to
it” [74]. Therefore, once a user would report an insight, the EPOC output before this
moment was inspected. More precisely, fluctuations in the levels of frustration and
excitement were inspected for a time period of up to two minutes before the insight.
In this context, a binary classification was used that would simply fire a rule when the
corresponding readings for frustration and excitement passed a predefined threshold.
Visual Insight Tasks
For the visual riddles, all participants were initially subjected to a larger set of prob-
lems, of which only two were selected—Eight Coin Problem (Figure 4.9) and Match-
stick Arithmetic (Figure 4.10)—that none of the subjects reported to know before-
hand. For these two problems, only in 58% of all cases a solution was reached. In
other words, the six participants reached an insight in 7 cases out of 12. Figure 4.11
highlights the correlation between insight and emotions in these cases.
Our results allowed us to notice that over 80% of those who managed to solve the
visual riddles have felt frustrated in the two minutes before the insights. This is also
suggested by other publications, that cite frustration or deadlock as a prerequisite for
the generation of an Aha! moment [168]. In a slightly lower percentage of cases, the
subjects have also experienced excitement in the seconds prior to the insight.
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Figure 4.9: Representation of the eight-coin problem: the initial configuration for the
coins (left), the solution to the problem (right). The configuration of the coins has
to be modified by moving only two coins, such that in the new grouping each coin
touches exactly three others [205].
Figure 4.10: Example of a matchstick arithmetic problem. The participants would be
given an initial configuration (top), and they would be asked to correct the arithmetic
statement by repositioning only one matchstick (bottom).
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While these results by themselves give us a reduced amount of information about
the connection between insight and emotion, Figure 4.12 captures the percentage of
emotional reactions for subjects that have not experienced insight at all. The lack of
insight for these participants was suggested, on one hand, by their lack of a solution
for the problems, but also by a post-task questionnaire that each of them filled out.
Figure 4.11: Measured emotions with the EPOC headset in the presence of insight.
The bar chart presents the average percentage of cases where (left to right) frustra-
tion was detected before insight, excitement was detected during insight, and both
frustration before and excitement during insight were measured.
By inspecting both Figures 4.11 and 4.12, one notices that in both cases the frustration
levels are around 80%, independent of the presence of an insight. But at the same time,
the detection of excitement is much more likely in subjects that have experienced an
insight. When looking at both of these emotional states, excitement and frustration
were detected for 72% of the experienced insights. At the same time, the combination
of excitement and frustration only appears in about 20% of the cases where no insight
was gained by the subjects.
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Figure 4.12: Measured emotions with the EPOC headset in the absence of insight.
The bar chart presents the average percentage of cases where (left to right) frustration
was detected and not followed by insight, excitement without insight, and the presence
of both emotions when no insight was achieved.
As frustration seems to be a recurring element in problem solving, the time of ap-
pearance for the feeling of frustration was analyzed. Our results suggest that states
of frustration tend to be measured in participants more often during the later stages
of an exploration process (second part of the ten minutes window). Also, emotional
states of frustration that last longer (over one minute) are more likely to be followed by
excitement, which we hypothesize might be correlated with insight. Further research
involving more tasks and participants will be required to confirm these results.
The two visual problems were followed by a questionnaires related to the emotional
and mental states of the participants. After explaining what an Aha! moment is,
we asked those that reported answers to the problems if they experienced an insight
in this sense, or if it was a systematic search-and-find process that generated their
answers. All the participants that experienced frustration and excitement, and that
also reported the solution to the task, have confirmed that they experienced a moment
of insight. On the other hand, in two instances, participants that supplied a solution
and reported experiencing an epiphany were not reported by the EEG device as
experiencing an increased frustration and excitement level.
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Visualization Tasks
For the information visualization tasks, we selected two visualizations from the Many-
Eyes website, as it harbors various datasets represented by widely accepted visualiza-
tion techniques [293]. More so, as the visualizations are collaboratively explored and
annotated, one can detect those that have a popular thematic and a high potential for
revealing patterns and supporting hypotheses manipulation. The popularity of the
visualizations was important in the selection process, as it could suggest the overall
effort that users would invest in mining for insight in that representation. At the same
time, a visualization that captures the tendencies of a topic that is highly relevant to
the analyst has, in our view, a higher chance of generating an emotional reaction.
Figure 4.13: ManyEyes map visualization employed in our experiments.
The two visualizations that were selected contained data about global demograph-
ics and social media, and were represented as a stacked graph and a cartographic
visualization, respectively (Figure 4.13). The participants had an accommodation pe-
riod with the ManyEyes website, during which the main supported interactions were
highlighted to them. Before beginning the task, the test subjects were instructed
to find all possible insights in the visualization. This approach is similar to the one
in [201], where insight was also observed by applying an open-ended protocol, without
additional restrictions to the insights that were considered.
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Figure 4.14: Correlation between the number of insights and the instances where
frustration, excitement and frustration-excitement pairs were detected. The results
are grouped by depth of insight: the four leftmost bars represent the values for depth
Level 1, the next four for depth Level 2, and the last four bar encode the number of
insights and corresponding detected emotions for the deepest insights.
Furthermore, it was also suggested to the subjects to focus more towards deep insights
that involve new hypotheses and multiple data types, to avoid noticing only simple
facts about the data. Similarly to [201] and [239], all spawned insights were grouped
by depth into three levels: the first level refers to trivial insights that include direct
observations of one data type; Level 2 insights that are generated by a combination
of multiple data types or insights about a process; and Level 3 insights that refer to
new hypotheses about the underlying information. The EPOC headset was used to
inspect the levels of emotional frustration and excitement during the interaction of
the users with the visualizations.
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Figure 4.14 presents the correlation between the number of generated insights and
the various emotional states the users experienced. The bar chart is divided into
three sections, representing the different depths of the captured insights and their
corresponding emotions. The number of simple insights seems to dominate the repre-
sentation, as deeper insights were more rarely detected. This fact is even more visible
in Figure 4.15, where every single eureka moment and emotional state was plotted
along a time axis.
Although the number of deeper insights is lower than the one of trivial observations,
one notices the fact that deeper insights have a higher probability of generating an
emotional response, especially a higher probability for excitement during the Aha! mo-
ment. This culminates in our tests for the deepest insights with a detection accuracy
of 100%, via the EEG measurements of emotions, when considering both the prior ex-
perience of frustration and the excitement on discovery. Note that in Figures 4.14 and
4.15 the results of the two visualizations are convoluted, as no significant differences
could be detected between the results for the two visualizations.
By using the temporal dimension, we also notice in Figure 4.15 that users more quickly
detect the simpler insights than deep ones, and that the deep ones take more time
and are less likely to be detected. Moreover, Level 3 insights are more probable
to generate an emotional reaction that combines frustration and excitement, while
easily noticeable facts are less likely to be accompanied by excitement. Therefore, the
probability of accurately capturing an insight by measuring the emotional response
of a subject via EEG seems higher when the insight is deeper, more complex, and it
occurs later in the analysis process.
As previously, the participants have been asked to complete a questionnaire after em-
ploying the visualizations. Questions that were posed involved the interaction and
visualizations, as well as the relevance and accessibility of the data presented in them.
Many participants suggested that they did not experience the Aha! effect. Rea-
sons given for this included the fact that the information they discovered had a low
complexity and was “easy to find”. Furthermore, while they were interested in the
presented topic, they were not involved with it to the extent that any newly discov-
ered insight would influence their way of thinking (“I don’t think this can surprise
me”). When inquired about the moments of insight, participants mentioned that they
reached some answers by a simple search process. As suggested by [11], logical search
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for new information is a process different for gathering knowledge than the one of
epiphany. Based on the questionnaire results, an even stronger correlation was no-
ticed between the instantaneous insights that would not involve a systematic search
process and the emotional responses; but as these investigations were subjective—
based on open-end questions and the verbal narration of the participants’ insights
during the task—no quantitative values are currently available. These answers, to-
gether with the unpredictability of insights, could represent a partial explanation for
the limited number of deep insights generated by the participants. Our hope is that
further experiments can generate a larger set of insights in diverse visualizations, and
thus offer a more complete view of the possibilities and limitations of mobile EEG
detection of insight.
Another relevant aspect for the validation of EEG measurements for detecting insight
moments is given by the false positives. In our scenario, false positives are represented
by moments in time when no insight is generated, but the emotional states of frustra-
tion and excitement are detected inside the time-frame described in Section 4.2.2. In
the second row of visualization tasks, only nine such instances were recorded by the
EEG system. As the possibility exists that these were generated by elements external
to the software system (real-world or mental distractions of the user), further inves-
tigation is required to deduce their impact on a larger scale. Note that an insight
is implicitly considered true by the issuer, at least in the initial stage of the Aha!
moment. Usually, in knowledge tasks a generated insight later undergoes a validation
process that implies the systematic analysis of all facts and the insight information.
This can result in an erosion of confidence, but even insights that contain false infor-
mation will most likely have the potential to generate an emotional response. As a
result, the EEG measurement of emotional states generated by insights should not be
considered as a validation of the provided information, but as a sign for the presence
of insight.
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4.2.3 Discussion
One can hypothesize about the potential of EEG measurements—and in a wider sense
of emotion detection—to accurately capture the presence of moments of epiphany or
insight in subjects during various tasks, like problem solving, pattern recognition and
extraction, concept manipulation, etc. Although the nature of insight and emotion
is clearly subjective, the presence of a mechanism for connecting these elements and
reliably detecting one of them through mobile brain-imaging [47, 49] opens an entire
set of possible research directions for the future.
A major opportunity in this sense is represented by the quantitative detection of
insights in the process of evaluating visual applications and information visualization
techniques. Especially for information visualization methods, the capacity to generate
insights is the essence of a powerful representation [201]. While emotional response
does not quantify the power of an insight, it is capable of suggesting the presence
of a reaction generated on insight. Additionally, this can suggest the relative value
of the insight to the person, as our tests revealed that insights generate a detectable
emotional reaction mostly if they are sufficiently deep, take a longer amount of time
and effort to achieve and the topic of the problem is relevant to the subject.
Besides evaluation of visualization techniques, the capacity to detect the moment of
insight can be used in collaboration (e.g, signaling how well participants are inte-
grated in the process and managing the data flow) or for automatic operations (e.g.,
data tagging and binding based on the interactions the user executed shortly prior
and during the moment of insight, highlighting of information involved in the Aha!
moment and capturing layout screenshots that are relevant to a particular insight).
In the next two sections, we apply our findings on EEG measurements in order to
visualize user affective states on two different types of interfaces: multi-touch and
desktop. The proposed visualization solutions and their features are focused both on
real-time representation (i.e., visualizing user emotional states during their interaction
with the system) and post-task visualizations (i.e., representing user emotions after
the interaction took place, for the purpose of analysis).
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4.3 Emotion Visualization on Multi-touch Displays
Emotions are one of the omnipresent aspects of our lives: whatever we do, we are
always accompanied, influenced and even defined by the emotional states that we ex-
perience. As such, it is not really surprising that scientists, technicians and developers
are often seen as “cold” or rather emotionless, as informational systems are one of
the few fields of our modern lives where feelings have gained minimal importance in
the last years. This is partly due to the fact that IT systems are generally oriented
towards information, speed and efficiency, but also because the interpretation of hu-
man emotions is as elusive and subtle as the emotional states themselves. Should
this mean that software applications are doomed to contain only “dry”, quantitative
information?
In the previous Sections 4.1 and 4.2 we have already started to highlight the im-
portance of emotion recognition techniques, especially in the context of subjectivity
measurements and system evaluations. Moreover, many techniques that can indicate
the presence of certain emotions are slowly finding their way into software systems,
most of the accent falling on affective applications [171] that are able to detect a set
of user emotions and change system behavior based on these readings (i.e., emotional
states as subconscious data input). Further examples for this include applications that
react to emotions extracted from speech [160], as well as systems that change the style
of a painting based on the emotional state of the viewer [261]. However, emotional
feedback has a much broader potential that can be only fully achieved through the
exploration of an additional path. More specifically, emotion recognition and classifi-
cation techniques offer emotional feedback in order to enable affective awareness and
self-regulation of both single user experiences and multi-user collaborative scenarios.
In the following, we propose a visualization approach, called EmotionPrints, for in-
corporating real-time information about user emotions in new or already designed
multi-touch interfaces. Similarly to fingerprints, where touching an object would
leave a marker on the object uniquely identifying the person, EmotionPrints aim at
introducing a standardized visualization of emotions by marking the virtual object
that a user touches with a representation of the user’s current emotional state. The
power of this representation lies in the fact that it is applicable to any multi-touch
screen and any interface element—regardless of its shape, size or color—as long as at
least parts of its margins are inside the interface. Furthermore, our representation
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can encode and display a variety of emotions in terms of affective valence (pleasant
or unpleasant) and arousal (excited or calm), while at the same time being entirely
independent of the technique employed for acquiring the user’s affective states. The
goal of EmotionPrints is to improve the user’s emotional self-awareness, the aware-
ness of other users’ emotions in collaborative and competitive scenarios—be it games,
visualization systems or any collaborative touch-based application—and support the
evaluation of touch systems and user experience through the visualization of emotional
involvement.
In Section 4.3.1 we highlight the design considerations that an emotion visualization
for multi-touch interfaces would need to observe. Then, we describe the details of our
approach, both in the context of real-time visualization of user emotions and their
post-task analysis. The results we obtained with EmotionPrints are presented in a
user study, where user emotional states are acquired through wireless BCI headsets.
Building on this, a discussion seqment addresses benefits and limitations, as well as
addresses potential concerns related to the topic of privacy.
4.3.1 Design Considerations
As a vital starting point, we have composed a list of requirements that a real-time
visualization of user emotions on multi-touch interfaces would have to satisfy in order
to offer an effective representation of affective states. The elements of the list are
based both on related research and our previous research on the topic:
1. Less standardized than graphical user interfaces (GUIs) designed for desktop
environments, graphical elements on a multi-touch device can have almost any
shape. Accordingly, the representation has to be generally applicable for any
interface element regardless of shape and size, and at the same time refrain
from displacing or repositioning any of these interface objects.
2. The visualization of the emotions should be in the appropriate context, ideally
at the physical location of the touch event. This would support easy identifi-
cation of the operation-emotion couple as well as, in some cases, identify the
corresponding user.
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3. Human emotions are rarely precisely defined and complex in nature. A visual-
ization that tries to convey emotional states or attributes should consider these
inherent properties and offer representations for hinting at the emotional state
of the user instead of trying to visualize exact values.
4. The representation needs to be as intuitive as possible and support fast process-
ing. This is particularly important as users need to perceive and interpret the
displayed emotions during the real-time touch-based interaction.
5. Various levels for emotional involvement have to be distinguishable. Also, users
should have the possibility to compare the different emotions that are displayed
at a point in time.
6. The representations should support the real-time nature of the interaction and
also ensure that the interface does not succumb to visual clutter.
4.3.2 EmotionPrints
As highlighted previously, different sets of user emotions can nowadays be detected
through a relatively wide range of techniques. The importance of detecting and classi-
fying these emotions increases as one considers that user emotional states are usually
generated by stimulus events [243], events which in our context can be related to the
applications the users interact with. As a result, emotions might be closely connected
to the visual systems users interact with (e.g., frustration about an unintuitive repre-
sentation), to the task they have to execute (e.g., excitement after having an insight),
or even to the other users they collaborate with (e.g., group tensions).
Therefore, we aim at creating an emotion representation that is independent of the
emotion acquisition technique and is thus combinable with any approach that can
interpret affective states in real-time. In order to demonstrate and evaluate our con-
cept, our implementation and corresponding study employs emotion reports obtained
through BCI readings. Details about the emotion acquisition process are highlighted
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Figure 4.16: Russell’s circumplex model of affect (cf. Figure 2.1) extended by the
visual metaphors employed by EmotionPrints. On the horizontal axis of valence,
positive and negative emotions are encoded by outline texture. Positive emotions are
represented by halos with an increasing number of wavy, round shapes, while negative
ones have halos with jagged, angular outlines. The intensity of each emotion—positive
or negative—increases with the number of shapes that define the outline of the halo,
e.g., see arrow pointing at the state of delight and its corresponding emotion-print.
On the vertical axis, high arousal is encoded by intense red color and a fast pulsation
of the halo, while low arousal is encoded by a blue halo and almost no pulsation at
all.
in the user study from Section 4.3.4. Furthermore, an initial prototype of the Emo-
tionPrints design (detailed below) was implemented for the Multitouch Cell tabletop
display. This prototype was coded in C++ with the help of the TUIO framework5
and Cornerstone SDK6.
5TUIO open framework defining a common protocol and API for tangible multitouch surfaces,
http://tuio.org (February 2014).
6MultiTouch Cornerstone SDK, https://cornerstone.multitouch.fi (February 2014).
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Once the emotional states are established, the design considerations could be ad-
dressed in order to generate the most fitting visualization. To satisfy the first two
requirements, we decided to employ a metaphor based on the actual fingerprints people
leave when interacting with touch displays. More precisely, similarly to [311], virtual
objects that would be touched and acted upon by users would receive a colored halo
that would closely follow their outline. Thus, the EmotionPrints would be included
in the representation spatially right at the position where the touch event took place
and without influencing the previous distribution of elements on the interface.
To model the halo effect around the objects we had to generate an offset-curve follow-
ing the underlying shape (Figure 4.17). These halos would extend the outline of the
virtual objects by a constant distance a, computed along the normal to the object’s
outline. At the object’s edges, the halos would be rounded in order to offer a smoother
contour capable of sustaining an additional layer of information: outline texture. With
this approach, colored halos could be displayed for virtually any object on the display,
regardless of shape and size. Note that the developers of multi-touch applications can
control which of the virtual objects will be able to represent an emotion-print around
their outline by adding the ID of those objects to a list of touch_items. Through this,
developers have the option of defining a subset of virtual objects that can display
the emotion halos, as not all interface elements might be relevant for enhancing user
awareness or evaluating the interface and user experience.
Considering the inherent complexity and imprecision of emotions, we addressed the
third design consideration by employing Russell’s circumplex model of affect (Fig-
ure 4.16), as previously described in Section 2.2. Widely accepted in the literature of
affective systems [96, 230], Russell’s model allows us to take any emotion included in
this domain and convert it to a valence-arousal pair (see [204] for considered values),
which can function as the core data for our representation. Further, visually encoding
valence and arousal instead of specific user emotions enables the use of a wider range
of techniques for detecting user affective states. As long as these emotions would be
part of the model, they could be visualized in terms of valence-arousal pairs.
The visual representation of EmotionPrints is partly inspired by the interface of the
eMoto mobile application [267], that focuses on emotion expressivity and communi-
cation by using color, shapes and animation to encode the two-dimensional emotional
space defined by Russell’s model. Similarly to this approach, EmotionPrints employ
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Figure 4.17: Computing the outline of the EmotionPrints halo: (left) The basic shape
of the halo is computed by extending the outline of the touched object by a length a
along the normal of the object shape; (center) In the case of convex edges, the edge
of the halo is rounded, following the outline of a circle with the center in the edge of
the object and a radius of a; (right) For concave edges, the edge of the halo is again
rounded by drawing a circle with the center X ′ and radius a. X ′ is computed as the
point that is on the line defined by the object edge X and the virtual edge of the halo
XEP and positioned such that the following segments are equal: X ′XEP = XXEP .
color, shapes and motion to represent various levels of valence and arousal (Fig-
ure 4.16). However, in contrast to eMoto, where the color attribute changes over the
entire Russell model, our solution is intended as a simpler visualization, where users
should be able to more easily and quickly distinguish the different levels of arousal
and valence.
For the vertical axis of our representation model, arousal is double encoded through
color and motion. As arousal increases from boredom towards excitement, the halos
start to pulsate increasingly fast, in a manner that is meant to mimic the human heart
rate in terms of frequency. At the same time, the color of the halos changes from blue
to red as the perceived arousal levels increase. This is consistent also with Ryberg’s
theory [234], that suggests that emotional energy can be represented as increasing
from blue to red. The two attributes of color and pulsation are meant to combine
their effects on the human perception in order to transmit the metaphor of thawing
and becoming excited or calming down and freezing, depending on the extremity of
the axis.
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On the other hand, the horizontal line of valence is encoded in the EmotionPrints rep-
resentation through a variation of the halos’ outline. More exactly, positive emotions
are captured through an increasing number of waves forming on the outline of the
halo, while negative emotions are displayed as halos with increasingly many jagged,
sharp corners. Figure 4.16 highlights this representation of EmotionPrints for the
valence-arousal space.
By employing different attributes for each of the two dimensions, as well as by using
separable dimensions like color, curvature and motion [284, 304], we addressed the
forth design consideration by supporting the intuitive processing of the EmotionPrints.
Furthermore, the attributes allow users to clearly distinguish between multiple levels
of valence and arousal, thus also tackling the fifth design requirement. While it is
clear that color and motion do not allow for a very fine-grained classification, our
study has shown that users are capable of clearly distinguishing at least three distinct
levels of arousal: blue for low arousal, violet for medium arousal and red for high
arousal.
Figure 4.18: Example of EmotionPrints dissipating and being overwritten by newer
touch instances. The first touch of the user generates a halo that suggests low arousal
and a slightly positive valence. This emotion-print starts to dissipate over time by
increasing the alpha channel of the halo. Before it can become completely transparent,
the user touches the same object again and the old emotion-print gets overwritten.
This time, the emotional readings suggest high levels of arousal and an increased
positive valence. Finally, the new halo starts to dissipate again.
Finally, in order to address the last design consideration and support the real-time
character of the visualization, all EmotionPrints slowly dissipate in a preset time in-
terval after the touch event occurred (Figure 4.18). Additionally, one can set an upper
limit for the number of fingerprints that can be displayed simultaneously. These two
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features—dissipation and maximum number of displayed halos—ensure that Emo-
tionPrints can be customized for the particular needs of any multi-touch application,
such that the visual clutter introduced by this additional layer of affective information
is minimal.
4.3.3 Post-task Analysis of EmotionPrints
As stated in the beginning of Section 4.3, one of the goals of our visualization is
to support the evaluation of touch-enabled applications by offering visual feedback
about the affective states of the interacting users. However, as previously described,
EmotionPrints are aimed mainly as a real-time emotion visualization approach that
requires the representations to dissipate shortly after each touch event of the user
in order to reduce display clutter and maintain the visualization up-to-date. Thus,
to further support evaluation and post-task analysis of user interactions and corre-
sponding emotions, we extended the concept behind EmotionPrints to incorporate an
additional visualization that allows users to inspect the temporal and spatial distri-
bution of the touch-emotion couples.
After a session in which one or multiple users have interacted with an application
on a touch interface, the EmotionPrints histogram can be displayed, as shown in
Figure 4.19. The histogram offers a temporal overview of the touch events of a user
and the corresponding valence-arousal pair for each such instance. To establish this
correspondence, our current implementation is able to track the hands and arms of
multiple users around the tabletop based on the infrared image captured by its camera
and the orientation of the users’ arms over the table. At the same time, a down-facing
camera tracks the motion of the tabletop users around the display for the entire length
of the session, ensuring the correct user identification based on their location and arm
movement.
While the initial design conventions have been considered also for the histogram,
there are a couple of differences in the way emotion is encoded. In order to better
differentiate between emotional states with positive and negative valence but also
due to the inherent design of histograms, the valence corresponding to each touch
is encoded by the orientation and height of the vertical bars. The two sides of the
histogram—positive and negative—are indicated by a circle and a triangle that make
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Figure 4.19: Histogram representation of touch events and their associated arousal-
valence values for two users. Users can inspect their own temporal distribution of
EmotionPrints and compare it to other users by snapping together two views, as in
this figure. The bars are positioned along the temporal axis, and their orientation
and size encode the valence and its intensity. At the same time, the color of a bar
encodes the arousal level experienced at that point in time, during that interaction.
the connection to the round and sharp edges of the EmotionPrints, as highlighted in
Section 4.3.2. Moreover, touching one of these two glyphs will hide the corresponding
half of the histogram, allowing a user, for example, to display and more easily compare
only the touch instances that represented a positive valence. In terms of arousal, the
color of each bar encodes the arousal levels for the touch instance, following the same
color mapping from Figure 4.16. Again, the selected attributes for encoding the two-
dimensional emotion data are some of the more separable ones [304].
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Figure 4.20: EmotionPrints histogram can be displayed with constant time intervals
(top) or can be compressed to eliminate time intervals where the user did not execute
any touch events (bottom). Switching between these two representations is done
through the double-ended arrow at the right-bottom corner of the histogram. The
curved arrow at the right-top corner allows users to resize and reposition the view.
As sometimes multiple touch events can be executed by a user in a very short period
of time (e.g., fast tapping in a game), we decided to discretize the temporal axis
and convolute all emotional readings for time intervals smaller than a second. For
example, if a user executed three touch events in a one second interval, the valence
and arousal values for these three instances would be averaged and only one bar would
be displayed in the histogram (see Figure 4.21 where one histogram bar corresponds
to two touch events). This allows us to reduce clutter, especially as emotional signals
do not fluctuate with such a high frequency.
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In terms of interaction, the histograms have a custom scrollbar attached, that allows
users to both move to a certain location in the history and to see an overview of a
user’s valence during an entire session. As presented in Figure 4.19, two histograms
can also be coupled in order to facilitate comparison. More precisely, when a his-
togram is positioned next to another one, the one that is being moved resizes to the
same dimension as its counterpart and snaps into place next to it. Additionally, if
there are common periods of interaction for the two histograms, the time axes align
automatically.
Sometimes the density of touch events fluctuates heavily during a session. To allow
for a more comprehensive exploration of tendencies and patterns, EmotionPrints his-
tograms can be compressed to discard the temporal segments where the user did not
interact with the interface (Figure 4.20, bottom). To maintain a frame of reference,
the vertical interval lines are shifted such that areas were the lines are closer together
suggest periods of time when the touch events were more sparse, and vice versa.
While the histogram encodes the temporal distribution of touch-emotion events for
a selected user, it gives no information about what areas of the display or what
objects have been interacted with. In order to achieve this, the individual bars of a
histogram can be selected, highlighting the spacial distribution of the corresponding
touch instances (Figure 4.21). This means that for each valence-arousal pair displayed
in a histogram, one can inspect the ID of the issuing user, the location on the screen
where the touch event/s took place and the operation that the user executed (e.g.,
touch, drag, resize).
Further, to obtain an overview of the spatial distribution of EmotionPrints during an
entire session, a heatmap can be displayed over the area of the application. Again,
this heatmap employs the same color mapping from Figure 4.16, and combined with
the histogram visualization offers a comprehensive solution for user post-task analysis
and evaluation support. However, one drawback of the heatmap representation is that
it can only use colors to convey information. As such, one can only show the spatial
distribution of either arousal or valence at a certain moment.
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Figure 4.21: Screenshot of the eSoccer multi-touch game supporting up to four users.
The background of the field is covered by a blue-violet-red heatmap that encodes the
arousal level of a user during the last gaming session. An EmotionPrints histogram is
displayed for the same user. By selecting a bar in the histogram, the system displays
the quasi-simultaneous locations where the user has executed the corresponding touch
operations on the screen. Besides location information, the histogram instance further
correlates with the user ID, the ID of the touched object and the executed operation
(e.g., tap, drag or resize).
4.3.4 User Study
When working with concepts like affective states, it is difficult to devise a study
that can quantitatively inspect the merits of a visualization. In such a context, the
issue of “correct” and efficient representation can be defined only vaguely, as it seems
more important to evaluate whether the EmotionPrints were perceived by the users
as intended in the design considerations, and if the representation had an impact in
terms of emotion awareness and user experience analysis.
In order to validate our visualization, we incorporated EmotionPrints in two tabletop
applications: a soccer game supporting up to four players (Figure 4.22) and a multi-
touch enabled version of WebComets (Figure 4.23, see Chapter 3). In the soccer game,
the only objects that users could manipulate were virtual soccer players, which were
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Figure 4.22: Two players interacting with the eSoccer game on a tabletop while their
emotional cues are being interpreted via BCI and represented through EmotionPrints,
all in real-time.
then registered as touch_items. Similarly, in the touch-version of WebComets, the
nodes of the graph were tagged as touch_items on which EmotionPrints could be dis-
played. The two applications were selected in order to investigate how EmotionPrints
are perceived in a competitive and a collaborative scenario. Note that the alterations
to the visual representation of the multi-touch version of WebComets are highlighted
in Section 5.2 in detail (e.g., rectangular representations, multiple history windows,
etc.), and that the interactive capabilities of the touch-based visualization have only
been extended.
One difference between the two applications in terms of emotion visualization was
that for the collaborative scenario, touches corresponding to a negative valence would
not be displayed. The motivation for this is given by the fact that reinforcement and
feedback on positive emotions has been shown to foster the collaboration process as
well as contribute to the development of positive group affective tone [94, 95]. Note
that the group affective tone is defined as a consistent emotional state throughout the
members of a group. More importantly, the presence of a (positive) group affective
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tone can also influence the effectiveness of said group. This has also been addressed
by Saari et al. [236], who state that in a group, negative emotions can lead to with-
drawal, while positive emotions can foster the interaction and collaboration of the
team members.
Figure 4.23: User interacting with the browser history visualization on a tabletop.
EmotionPrints are being displayed each time a user touches a rectangular segment,
corresponding to the nodes of the history that represent the websites that have been
accessed.
In both applications, whenever users would interact with a virtual object, their current
levels for arousal and valence would be determined based on brain signals obtained
through EEG readings, transmitted to the tabletop computer and represented through
an instance of EmotionPrints around the corresponding UI object (Figure 4.24). In
order to detect the two dimensions of the Russell’s emotional space, we again employed
the EPOC device. In our study, coupling both the facial expression readings and
the classification of affective states generated by the EPOC framework supplied us
with values for the emotions that are closest to the extremes of the arousal-valence
axes in Russell’s circumplex model, and which can be employed to cover the entire
corresponding 2D space.
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Figure 4.24: User playing on a tabletop while wearing the BCI headset (left). Each
time the user touches the multi-touch surface, the EEG signals are read and inter-
preted as affective states. Subsequently, EmotionPrints are displayed on the tabletop
around the object that the user touched. The EmotionPrints dissipate in time in
order to reduce display clutter (right, top to bottom).
Twelve subjects took part in our study, all of which had some level of experience with
multi-touch devices or tabletops. The participants were split into six pairs, where each
pair was asked to play a game of virtual soccer against each other and to collabora-
tively find a node with a particular set of attribute values in the history visualization.
Before the tasks commenced, each team got introduced to the functionality of the
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two applications until they felt confident to use them. All participants were equipped
with an Emotiv EPOC headset, but only after the abilities and limitations of this
system has been highlighted to them, and they agreed to share the readings and
interpretations of the device.
Figure 4.25: Computational path for the EmotionPrints representations: (left) Gath-
ering data that can encode information about user affective states (e.g., EEG signals,
facial expressions, galvanic skin response); (center) Interpreting this data as affective
states that can be decomposed into valence and arousal; (right) Representing the
valence and arousal information on the multi-touch surface as EmotionPrints.
In order to compare the impact of EmotionPrints, the six groups were divided in
two, where three groups would complete the two tasks enhanced by the emotion
representation obtained through the users BCI readings, and three groups that could
employ the same two applications without EmotionPrints representations. However,
the members of the groups that did not have the benefit of emotion representations
did still wear the BCI headsets. This allowed us to inspect and compare user behavior
in cases where similar valence-arousal readings would be reported. The members of
the pairs that would work with EmotionPrints were given a thorough presentation
of its design and functionality. Furthermore, all users were encouraged to express
themselves freely during the tasks.
During the study, almost all participants engaged in verbal communication, allowing
us to analyze their interaction relatively to the EmotionPrints. In the context of the
soccer game, there were multiple instances where the groups that had the emotion
visualization at their disposal managed to use this information, in some cases even
gaining an advantage. For example, a player that was leading 4 to 3 after being down
1 to 3 saw that his opponent’s EmotionPrints were very edgy and red, thus making the
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following statement: “Wow, you must be really annoyed”. He later was able to extend
his lead also by directly addressing the frustration of his opponent. On the other
side, in the collaborative history visualization, users that had access to viewing the
EmotionPrints would often notice the positive excitement of their colleague, suggested
by phrases like “Did you find something?” and “You think it’s in this area?”. In
contrast, in the pairs that did not have access to the emotion representation, the
awareness of affective attributes was minimal. This is also supported by the fact that
although users in these three groups experienced similar emotional configurations,
there were almost no discussions addressing real-time user experiences.
After the two tasks, the participants that worked with EmotionPrints were asked to
fill out a questionnaire about their design and utility. The subjects considered that the
design was intuitive and distinguishable. However, some would have liked to adjust
the time interval in which the prints would dissipate. All participants considered the
opportunity of enriching the interface of multi-touch systems with emotional states a
good idea. The most powerful feedback was related to the impact on collaborative
work and competitive gaming on multi-touch devices (“I really want to see this in some
of my iPad games”). At the same time, the collaborative aspect brought up issues
like privacy and property of the represented emotions, which are further addressed in
the following discussion segment.
Furthermore, all 12 participants had the opportunity to inspect and analyze their
emotional readings in the EmotionPrints histograms and heatmaps. Their verbal
iterations during the analysis process suggested that most participants managed to
gather valuable insights about their emotional states, increasing the overall awareness
of their own and their colleagues experience (e.g., “I really got frustrated after that,
didn’t I?”, “What did you see there?”). At the same time, the heatmaps gave them
insights both about the areas that they most interaction one and their emotional
experience during those touch events. For example, one user preferred executing his
attacks on the side of the field in the soccer game, and was mostly successful in
this approach. Thus, the heatmap for this case presented more intense coverage and
positive valence in those areas of the field.
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4.3.5 Discussion
As briefly mentioned in Section 4.3.4, the participants of our study have addressed
the issue of emotional privacy. On one hand, the hardware/software solution has to
ensure a basic level of privacy and security. This topic has been studied in [179], where
data leakage from EEG devices has been used to gain information about private user
information, credit cards and PIN numbers. There are currently no known studies
on the security of EEG devices in the context of emotional readings. On the specific
topic of the Emotiv BCI, the data obtained by the headset is encrypted for the
communication with the corresponding computer, thus making it less susceptible to
third party attacks.
On the other hand, perhaps similarly to social media and other approaches to digital
sharing, emotion visualization both in single-user and collaborative context has to
commence by informing and empowering the user. Irrespective of how user emotions
are interpreted and represented, users need to first be informed about the particular-
ities and capabilities of the acquisition technique, be it emotion recognition through
facial expressions, BCI, or physiological responses. Only through this, users will be
able to take a pre-task informed decision whether they want to share this data and
to what extend.
This is the reason why applications that are enhanced with EmotionPrints should
inform the user about the interpreted emotional states and require them to agree
with those terms, as in any virtual sharing activity that involves private data. More
precisely, users should be made aware that the visualization approach does not inform
other participants about concrete affective states, but rather converts this information
to the space of valence and arousal. Furthermore, as in the collaborative history
visualization, Russell’s two-dimensional space can be further restricted to filter out a
set of values.
Note that the visual representations introduced by EmotionPrints are consistent for
any emotion detection or signal interpretation technique that outputs either directly
user valence and arousal levels, or reports the presence of one or more emotions
included in Russell’s circumplex model of affect and that can be decomposed to the
two-dimensional encoding.
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Other concerns that have been raised include display clutter and a corresponding
increased cognitive workload. To address this, the last design consideration has been
added to our concept. Limiting the period of time that an emotion-print stays visible
has multiple advantages: the presented emotional information is never outdated, the
display objects can quickly revert to their original form in order to minimize clutter,
and the identity of the user that generated the print can be better recalled compared
to an emotion-print that has been displayed for a longer period of time.
4.4 Emotion Visualization on Desktop Interfaces
Chances are that almost every person who can claim to have worked with a computer
in recent years would immediately recognize the graphical user interface (GUI) of
a desktop environment. But why is this the case? How come this paradigm of a
pointer, of windows, of text fields and buttons has gained such deep roots in our
minds? For sure, one of the reasons for this is the standardization of the desktop user
interface. Today, regardless of what operating system or development environment
users employ, they have access to the standard UI components, all with roughly the
same properties and functionality. But while this uniformity has its advantages, it also
has its pitfalls; one of which is the difficulty of combining these standard components
with a higher level of flexibility. At the same time, this rigidity of desktop GUIs
means that they tend to remain solely means for interacting and communicating
purely objective information and navigational commands between the user and the
computer.
In recent years, researchers have considered enhancing the GUI with subjectivity and
emotions [114, 162, 180, 189] in order to enrich the user experience and support anal-
ysis, collaboration and awareness. However, most of the proposed solutions aimed
at modifying the design of the common desktop by adding virtual (emotional or so-
cial) agents or by offering a highly dynamic interface capable of changing based on
the user’s emotions. In the following, we propose an approach aimed at enhancing
the standard UI components with minimal emotional representations. Called Emo-
tionScents, these emotion-enhancements for common GUI widgets can encode and
visualize the emotional states experienced by users while interacting with these wid-
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gets. Similarly to EmotionPrints, we believe that changes in system properties can
have effects on the emotional states and reactions that the user experiences [280]. As
such, our hope is to capture user emotions in real-time during the desktop interaction
and offer the user a per-component overview of the experienced subjective states.
The motivation of this research consists in the fact that an additional level of emotional
information included in the GUI can, as already shown for EmotionPrints, support
the user’s emotion awareness as well as, similarly to information scents [56], improve
post-task analysis and decision making. Building on the concept of EmotionPrints
that is aimed only at co-located collaboration, EmotionScents has the potential of
offering a viable alternative for emotional awareness of users engaged in distributed
communication and collaboration, similarly to emoticons. Moreover, the focus of the
proposed visualization framework considers two aspects: enriching the GUI with user
emotions and visualizing these emotions in correlation with the most probable event
(or interface component) that generated or influenced them. Such a combination can
guide the user towards new assumptions and discoveries that otherwise would not
have been explored.
In terms of utility, EmotionScents are aimed at offering support for real-time emotion
awareness and post-task decision making and analysis. The visualized emotions can
also have different sources: these can be the emotional states of the current user
that also employs the scented interface, or the emotions of other users recorded in
previous sessions. In the first case, the goal of the scents is to offer hints to the users
about their emotions and behavior. This way, users can have a better awareness of
their emotions during the interaction with a UI component. Further, this increased
awareness coupled with the correlation between the executed event and the recorded
emotion can suggest links between emotional states and user decisions (e.g., selected
one radio button or another) or reactions (e.g., clicking a button changes the amount
or filtering of some information enabling the user to gather a novel insight) [280]. In
other instances, it might be useful to visualize a temporal distribution of user emotions
for the same application or different versions of the same application, offering users
an overview of their past experiences and emotional states when interacting with the
various components of the GUI.
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But emotional self-awareness is not the only target for EmotionScents. As suggested
above, scented GUI widgets could also incorporate the emotions recorded in previous
sessions by other users. In such cases, the experiences of a community of users can be
detected and harvested, allowing following users to perceive the collective emotions
and reactions of previous users that had to interact with the same UI component
(i.e., make the same decisions, obtain the same data). For example, a user would
need to manipulate a slider that is enhanced by the emotions of other users recorded
in previous sessions. By means of EmotionScents, the current user can now see that
most people selected values towards the right end of the slider (90-100%), but at
the same time, most of them experienced negative emotions while doing so. On
the other hand, those that selected slider values around 20-30% experienced more
pleasant emotional states. This information, correlated with the information about
the application type and the concrete information that the slider is manipulating,
should offer the current user the ability to make a more informed decision while
interacting with the application.
The fact that in certain cases EmotionScents should represent previously gathered
emotional states means a decoupling of the emotion acquisition process from the vi-
sualization through scents. More precisely, in instances where the visualized Emotion-
Scents represent real-time emotional states the user needs to be subjected to certain
emotion detection methods (in our case BCI-based detection), while in cases when
the user simply executes a post-task analysis or wants to use the collective emotional
experiences of previous users for decision support, this is achieved by accessing the
emotional database containing the previously recorded emotion sessions.
In the following subsections, we first highlight the design considerations that Emo-
tionScents need to satisfy, followed by information on the recording and storing of
user emotion data as well as a description of the visual representation. Further, we
highlight the functionality and possible advantages of EmotionScents through a use
case and an evaluation. We conclude with a discussion on current limitations.
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4.4.1 Design Considerations
Before a GUI enhancement like EmotionScents can be implemented, one has to con-
sider the effects it can have on the already existing interfaces and the methods that
can be employed in order to transmit the emotional information to the user. Thus,
a set of design requirements should be established that consider particular aspects of
the problem: the type of emotional information metrics, their visual encoding and
their inclusion in the (potentially preexisting) interface. The following design guide-
lines have been derived through a set of preliminary studies, related research and
the personal experience of experts in the field of GUI design, user experience and
human-computer interaction.
1. The desktop GUI should suffer minimal changes in the process of adaptation.
More precisely, if an application interface already exists, the EmotionScents
should be implemented on it without disturbing the layout of the window or
changing the positions and sizes of the UI components.
2. For the same type of GUI widgets or widgets that are similar in either func-
tionality or representation, the EmotionScents need to be located in the same
relative location to the widget. This aids in making the scents more identifiable,
while at the same time allowing users to easily establish the correspondence
between scent and UI component.
3. Together with the positioning, the size and shape of the scents should allow
for comparability between the various instances in the interface. Thus, when
inspecting emotion-enhanced UI components, the user should be able to differ-
entiate, analyze and compare their content.
4. The user should have the possibility to activate/deactivate the visualization
as well as customize the emotional representation by changing data dimension
priorities, employing temporal filtering or selecting a custom range of users for
which to represent previous emotional states.
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5. Due to the restrictions in available GUI area and the necessity to maintain the
initial aspect of the interface, EmotionScents should offer a cumulative overview
of the emotions experienced by the user or users for the corresponding UI com-
ponents. As, for example, clicking a button can happen hundreds of times in
a session, or even thousands of times in a set of user sessions, it seems more
important to offer a high-level view of the experienced emotions than to include
clearly browsable emotion information for every event instance.
6. The EmotionScents representations should be able to clearly and concisely re-
flect the various dimensions of emotional attributes and their distribution over
the user space. In other words, while it is not the goal of EmotionScents to
give the ability to inspect details about every pair of event-emotion instance in
the GUI, they should still allow users to differentiate between various facets of
the experienced emotions (e.g., pleasure and frustration versus excitement and
calmness).
7. Starting from the previous assessment, one should avoid considering too many
emotional dimensions at the same time. As available space and the shape of
the enhancements are vital to avoiding changes in the interface, finding the
right amount of emotional and statistical information to be displayed is of key
importance.
4.4.2 EmotionScents
Before highlighting the details of the visualization framework, we need to again
address the emotion acquisition process. Similarly to EmotionPrints (Section ref-
sec:emotionprints), EmotionScents employ the Emotiv EPOC headset in order to ob-
tain real-time affective information about the various users. The reported emotions
from the EPOC framework are used as direct input for Russell’s circumplex model
(see Figure 2.1) in order to decompose them in terms of valence-arousal dyads. At the
same time, using a model like this one that maps a large set of common emotions to
a 2D space allows us to again decouple the visual representation of emotions on GUI
elements from the medium that executes the actual detection. This means that Emo-
tionScents could be used together with other techniques for emotion detection, like
real-time interpretation of facial expressions, electrodermal activity or voice analysis.
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Figure 4.26: Emotion data acquisition and representation loop: (1) Whenever the
user interacts with an input GUI widget, the system records the EEG brain signals
via the EPOC headset; (2) The signals are then interpreted as emotional states and
stored with a reference to the generating GUI widget; (3) The emotions captured this
way can be visualized on their corresponding widget via EmotionScents, in real-time
for emotion awareness or post-task for analysis and decision support.
From a procedural standpoint, Figure 4.26 highlights the acquisition and visualization
loop of EmotionScents. In a first step, the user is interacting with the GUI widgets
of an application or system. In parallel, the EPOC device is being deployed and
continuously reads the user’s brain signals. If the user interacts with a particular
UI component (e.g., a button) at that instance a signal is sent to read the current
brain signals; these signals are then interpreted as emotions by the framework on the
computer and the results are stored in a database. Depending on the selected mode,
these emotions can be then represented in real-time on the UI component the user
interacted with. Alternatively, users have the possibility of querying this database of
collected emotions and show EmotionScents for entire sets of emotional experiences.
Furthermore, there are different types of emotional triggers that have to be consid-
ered: “triggers that result in an action (physical response) or a reaction (emotional
response)” [80]. More precisely, the assumption we make is that both emotions that
the user experiences slightly before and slightly after the interaction can be related to
the action he/she exerted. This is due to the fact that users might experience affec-
tive states on action (e.g., because of a previous decision) or on reaction (e.g., due to
new information that has been added to the system). As such, emotional states are
recorded for a couple of seconds before, during and after the interaction. Later, the
user that displays this information has the possibility to customize the EmotionScents
by selecting between the modes emotion on action and emotion on reaction.
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User emotions are not the only information that is being stored in the emotion dataset
of an application. Besides the valence and arousal values that are detected when a
user interacts with a UI component, the system also stores the exact time when
the interaction took place and the identifier of the UI component for subsequent
correlation. Finally, in the case of UI components where the user can select multiple
states (e.g., slider with multiple values, combo boxes, lists, etc.) an additional value
is stored representing the selected value. On one hand, this is relevant because the
emotion of the user should be coupled to the actual event and decision; on the other
hand, as highlighted in the following paragraphs, GUI widgets can have separate
emotion scent representations for each available component state.
Guided by the considerations from Section 4.4.1, the EmotionScents (Figure 4.27)
were designed to encode two emotional dimensions (valence and arousal) as well as
for certain UI components the user selected values. Their layout in the GUI is similar
to the one presented in [14], while their composition resembles to the visualization
of Twitter sentiments in [303]. Scents are represented as thin, horizontal, colored
bars, composed of horizontal segments of equal length x, see Figure 4.28. The overall
width n of the bar is constant over all the EmotionScents in an application in order to
allow better comparability. As such, the size of a segment x is computed by querying
the database for the number of distinct emotional readings available for the current
control. For example, if an emotion bar has the width of n = 60 and there are ten
distinct emotional readings in the dataset for the current control and timeframe, the
width of a segment will be set to x = 6. This also means that the higher the number
of available emotion samples for a scent, the smoother seems the transition between
the colors as segments can take widths of one pixel or less (Figure 4.27c).
As each bar segment represents an actual emotional reading, the encoding of the
nuance of the emotion (positive or negative) or the overall excitement is done through
colors. But a particular difference between the two emotional channels of valence and
arousal consists in the fact that while valence is perceived to be bipolar, arousal on
it’s calm-excited scale seems to be a more unified characteristic, as suggested by our
initial discussions with GUI designers and HCI experts [319]. Thus, we encoded the
two axes as following: red for negative valence; green for positive valence; and blue for
excitement. Similar settings have been used in emotion-related applications [122,202],
as using the trichromat characteristic of the human eye should improve the visibility
of the colored areas—a vital aspect for visualizations with limited display space.
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Figure 4.27: Different representations of EmotionScents: Two buttons with their cor-
responding emotion scent representations for valence (top-left) and arousal (bottom-
left). Two check boxes with the valence and arousal EmotionScents displayed in
parallel. Depending on the sort priority (i.e., based on valence intensity (top-center)
or arousal intensity (bottom-center)), the position of the segments in the second di-
mension are established by their correspondence to the sorted ones. Two radio buttons
presenting their EmotionScents encoding valence (right). The top bar includes over
50 separate EEG readings, thus resulting in over 50 segments that—depending on
the interface—can have a width of under one pixel, resulting in a smooth transition
between colors and suggesting a high number of emotional readings for that particular
widget. For the bottom bar the segments are more visible, as they encode only 10
EEG readings, resulting in wider segments (i.e., larger x values).
Figure 4.28: The emotion scent representation. The length n of the bar is prede-
fined. Each colored segment encodes an emotional state measured during the user’s
interaction with the current GUI widget. Green segments represent positive emo-
tions, while red ones encode negative emotions. In this particular representation the
segments are sorted based on the valence of the emotions in order to allow a better
recognition of the emotional distribution. Note that the length of one segment x is
inversely proportional to the number of emotional states stored for the current widget
(x = n/nreadings).
Further, scents are positioned immediately over the lower-left corner of the corre-
sponding UI component (Figure 4.27). However, the user has the possibility of ad-
justing both the size and positioning of the scent to fit the layout and needs of the
application. This is achieved through a context menu that the user can open by
right-clicking on any emotion scent in the application.
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Changes executed in the context menu of an emotion scent can have both local (only
this scent instance) and global effects (all EmotionScents in the application). One
important attribute that can be modified is the length of the scents, see Figure 4.29.
The bars are set by default to equal lengths, supporting the comparison of ratios
between positive, negative and aroused states. Still, if users are interested in focusing
on the ratio of existing emotional readings for each UI component, they can switch
to a view that computes a constant segment width x and variable bar with n.
Figure 4.29: EmotionScents representation applied for a combo box control: (left)
Normalized representation where the width of each bar is equal to the maximum
width n, independently of the number of emotional readings available for each combo
box item (i.e., n is constant). Such a representation enables a better ratio compar-
ison; (right) Relative representation where each emotion segment x has a constant
width computed as x = n/max(nireadings). This representation supports the compar-
ison of the emotional states quantified by the ratio of users that interacted with the
corresponding items.
Moreover, the user has the ability to choose between representing either one emotional
dimension (Figure 4.27 left) or both valence and arousal in the same bar (Figure 4.27
center). In both situations, the context menu allows emotion segments to be sorted
based on different criteria: based on the intensity of the emotional channel (Figure
4.27) or on the temporal order of detection (Figure 4.32). A special case appears
when both valence and arousal are displayed simultaneously. As the two emotional
dimensions recorded for a particular user are closely coupled, one should consider
this connection when representing valence and arousal next to each other. Therefore,
in settings where both axes are visualized, the user has the possibility to sort only
based on one emotional intensity, while the ordering of the second dimension results
from the correlations with the first. Figure 4.27 shows two check boxes enhanced
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with EmotionScents. In the top scent, for example, the valence bar is sorted by the
intensity of the emotion (starting from very negative to very positive). The arousal
segments from the blue bar below are sorted simply by establishing the correspondence
to the same emotional instance/reading. This approach can have certain advantages,
as the emotion scent for the top check box shows: while there seems to be a slightly
higher prevalence of negative emotions, the users that experienced positive feelings
while interacting with the widget have also experienced higher levels of excitement.
Figure 4.30: EmotionScents represented for slider widgets. The particularity of these
widgets consists in the possibility of having multiple different values for a single GUI
item. The top two sliders support the representation of EmotionScents by displaying
a single colored bar that follows the slider head and encodes the cumulated emotions
for the corresponding slider values. In cases like the bottom slider, where the distance
between the possible slider head positions is large enough to accommodate the width
of EmotionScents, multiple bars can be displayed at the same time.
As previously mentioned, for some UI components the user has the possibility to
select a value. One such component that we considered is the slider (Figure 4.30).
In order to maintain consistency and avoid visual overload, for sliders only one single
emotion scent is represented that follows the position of the slider head and indicates
the emotional states of the users that made the same selection. In cases with sliders
that allow selecting a high number of values (40+), the scent can be customized to
consider a window region around the current selection of the slider head and display
all the emotions for users that selected values inside this window. On the other hand,
if a slider has very few selectable values (Figure 4.30-bottom), EmotionScents can be
displayed for the entire length of the slider, encoding the emotional states of the users
that selected values in the corresponding selection windows.
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Figure 4.31: EmotionScents encoding the user arousal during the interaction with
the SwingSet demo interface8. For certain GUI widgets, one can detect a greater
incidence of higher arousal values.
In terms of implementation, the EmotionScents have been implemented in Java using
the Swing GUI9 widget toolkit. The representation was obtained by implementing
an alternative Look&Feel (or theme) that incorporates these colored scents. After
the emotion scent theme is included in an application, the user has the possibility of
enabling this interface by the simple click of a menu button. In the current version,
only input or navigational widgets have been enhanced with emotion bars (Figure
4.31): buttons, combo boxes, check boxes, radio buttons, tabs, lists, tree views, sliders,
and spinners. This is partly due to the fact that the user does not need to interact
with all GUI widgets (e.g., labels or icons), which in turn means that in some cases
there is no possibility to establish a correlation between an event and an emotion.
8http://java.sun.com/products/plugin/1.4/demos/plugin/jfc/SwingSet2/SwingSet2.html, Java
SwingSet demo interface (April 2012).
9http://www.oracle.com/technetwork/java/architecture-142923.html, A Swing Architecture
Overview (February 2014).
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4.4.3 Use Case
Figure 4.32 highlights a use case for the EmotionScents visualization: A programmer
called John starts a coding session in his Java development environment. During a
two hour period in which he is wearing a mobile BCI and/or is recorded by a facial
expression system, he extends an already existing code by making changes in multiple
code files, and compiles the application several times. At the end of his session, he goes
to the view section in the menu bar and selects another Look&Feel (i.e., theme) that
displays the emotion cues inside the application GUI (Figure 4.32). By right-clicking
on any of the EmotionScents, he can filter the time period for which the emotion
data is considered and customize their representation through a context menu. After
selecting the data for the last two hours, he notices based on the valence representation
that he accessed two files very often and that in most cases his experiences when
selecting these files were positive. At the same time, John observes that the debug
button was executed quite often and that especially in the second half of the session,
debugging operations were becoming frustrating to him. A similar pattern is valid
for the execution button. He thinks back and remembers that he had to handle a
set of errors that appeared due to his initial design. John switches to the arousal
visualization and notices the same pattern: higher excitement value for the second
half of his session in the case of the debug and run buttons. He now realizes that
the errors he was trying to solve put him under more stress than he initially realized.
Thus, he decides that in the future he should invest a bit more time in the design
process to avoid unnecessary stress and obtain a better productivity.
A similar example, where the emotion information of multiple users is visualized, can
be given with the following case. A company is creating a complex software solution.
The developers and designers want to find out which modules and corresponding in-
terfaces of the application induce frustration to the users. For this purpose, during
the testing stage they collect—with the consent of the users—anonymous emotion
data correlated with the various GUI widgets present in all the windows of the ap-
plication. With this emotion database, they can now inspect what events produced
intense emotions on user-side and analyze how these states might be influenced by
user decisions, system interaction or displayed information.
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Figure 4.32: EmotionScents displayed on the interface of a simple Java IDE. The
colored bars represent the valence of the emotion and the emotional states are in
temporal order. The multiple red segments on the debug button could suggest that
the programmer experienced difficulties in his coding process, especially in the second
part of his coding session.
Certainly, in both examples the EmotionScents visualizations work only under the
assumption that a method has been employed in order to record the emotional states
of the user. While emotion detection based on facial expressions or speech is also
a viable alternative, we focus on mobile BCI technologies in order to simplify the
emotion acquisition process throughout this thesis. Even if current BCI approaches
can be still cumbersome by requiring wet sensors and exact positioning on the scalp,
EmotionScents is aimed partly at future generations of these mobile headsets, where
using a BCI could already become as simple as putting on a hat.
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4.4.4 User Study
An evaluation was devised in order to capture some of the advantages that an emotion-
enhanced interface can offer. For this purpose, a tool was implemented that visualizes
the U.S. foreign aid over the last decades, see Figure 4.33. The visualization was
implemented in Java, while the interface was coded in the Swing widget toolkit;
the represented data was obtained from the ManyEyes10 website. Additionally, the
standard GUI widgets have been extended to implement EmotionScents.
Figure 4.33: Visualization for a dataset obtained from the ManyEyes website showing
the distribution of U.S. Foreign Aid in the recent decades. The GUI widgets have
been enhanced with EmotionScents to give another dimension of information to the
navigation and analysis process of the data.
The evaluation included a group of 24 participants (9 women, 15 men) with ages
between 19-55 years and an average of 28.25 years. The group consisted of people with
at least intermediate experience with computers and mostly with previous experience
in working with visualizations. After a brief introduction to the visualization tool, the
group was randomly subdivided in two equal sets of 12 participants. The members of
both groups received the task of gathering insights from the proposed visualization.
More specifically, they were asked to inspect if they could detect any patterns between
armed conflicts that the U.S. were involved in over a period of 50 years and the
distribution of foreign aids. One of the simplest possible connection that we were
looking for was the detection of an increased foreign aid to the nations with which
the U.S. has been previously involved in a conflict.
10ManyEyes, http://www-958.ibm.com/software/data/cognos/manyeyes/ (February 2014).
127
The members of the first group were asked to undertake the task first. Further, these
participants were equipped with an EEG headset in order to record their emotional
states during their interaction with the interface. However, none of them did benefit
from having any EmotionScents displayed on the interface. Also, participants were
asked to signal whenever they reached an insight. This approach would, on the one
hand, allow the recording of the emotional reaction while interacting with the visu-
alization and the data, and on the other hand it would offer a set of time intervals
that each participant required to detect the above-mentioned pattern. After the task,
each member of the first group was additionally asked to fill in a short questionnaire
focused on their emotional reactions. Most users reported having no emotional re-
actions while interacting with the visualization. At the same time, four participants
mentioned being surprised at some of the findings they made. However, the mea-
surements from the EEG device suggested additional events with emotional aspects.
Finally, six participants suggested that the EEG headset was uncomfortable to wear,
while four expressed concerns about possible privacy issues (“You mean someone else
can now see what I’m feeling?”).
Once the members of the first group finished the task and the questionnaire, the
participants from the second group were given the same task, this time with the
EmotionScents constructed based on previous user experiences displayed on the GUI
of the visualization. Again, the time interval was recorded that each group member
required in order to detect the pattern. Note that while the EmotionScents can offer
information about the views or GUI widgets that were more often visited, this is
only a secondary purpose of the representation. Compared to the work of Willett et
al. [313], EmotionScents focus on offering information about the emotional states the
users experienced during or right around the period of their interaction with a certain
widget. If this information is not available or not relevant, the information about the
frequency of visits is also not included (i.e., a white emotion bar does not allow the
detection of gradients).
After analyzing the results from the evaluation, we found that the first group that
did not have the aid from the EmotionScents took on average 310 seconds to find
the pattern (AVGnoES = 5min 10sec, SDnoES = 68sec). At the same time, the second
group managed to gather the same insights in 248 seconds (AVGES = 4min 8sec,
SDES = 44sec). Furthermore, the statistical significance of the difference between the
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two groups was confirmed in an independent samples t-test (p = .015). These values
suggest that representing the emotions that users had during their interaction can
offer new users orientational cues about application features that were emotionally
remarkable to their predecessors.
To inspect the potential for self-awareness, the participants from the second group
were also presented the simple Java compiler from Figure 4.32. After a scenario was
presented to them that was similar to the one highlighted in the Use Case section,
they were asked the utility of such a representation for self-awareness. In this case
the results were more evenly distributed, as six participants could imagine having
EmotionScents included in various interfaces for enabling emotional self-awareness,
while the others were more skeptical.
Finally, the members of the second group were asked to fill in a questionnaire. This
time, the questions were focused in the representation of EmotionScents and their
utility. All participants considered that the color coding is useful, while five partici-
pants suggested that the size of the emotion bars is rather small not allowing them
to see details. Still, after a informal inquiry, these participants agreed that they still
had the possibility of detecting the different colors and their ratio in the bar.
4.4.5 Discussion
Our findings from the evaluation of EmotionScents suggest that this integrated, in-
place visualization of user emotions can enhance window-based interfaces and offer
additional information about the subjective impressions and experiences of users while
interacting with the GUI. Also, the supplied emotional information incorporates two
facets of the emotional space, namely valence and arousal, offering an overview of the
emotional reactions of one or multiple users in previous or the current session. While
inspecting the design guidelines, we can notice that the enumerated requirements have
all been considered in the current representation.
In terms of integration, the GUI has suffered only minimal changes, and the location
of the scents allows for good comparability. More importantly, the visualization en-
codes emotional information in a way that allows the detection of emotional trends on
each UI component but without overloading the interface or the emotion bars. Ad-
ditionally, the low resolution offered by a representation within a small display area
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is also intended to reflect elements like: the complexity of human emotions, a limited
precision of the acquisition of emotions, and a certain level of uncertainly in the cor-
relation of user emotions and events (i.e., in some cases, the emotional states recorded
at the moment when an event takes place might be generated by other environmental
or user-internal aspects).
Note that the two visualization frameworks, EmotionPrints and EmotionScents, are
very different in terms of representation and functionality mainly due to the different
requirements and restrictions that multi-touch and GUI desktop applications have.
In general, GUI applications revolve around standardized visual and functional con-
structs, called widgets, which should not be modified excessively in order to ensure
recognizability and design consistency. At the same time, this restriction is less present
in multi-touch applications, where the number of standardized widgets and applica-
tions that use them is far lower. Additionally, the difference in available dimensions
for representing EmotionPrints and EmotionScents (e.g., color, shape, size) resulted
in a different set of restrictions that the representations had to abide.
Furthermore, it seems important to highlight that one should not directly interpret
emotion representations as indicatives of right and wrong. Both EmotionPrints and
EmotionScents represent basically an additional level of information that is being
collected and reflected, and that capture the user’s subjective views. Having negative
emotions in a certain case or when manipulating a certain UI component might in
some cases even be desired, e.g., positive feelings after saving an image one has just
modified in a photo editor, or negative feelings of frustration inside a strategic game.
Another vital aspect of recording and visualizing emotions in the interface is privacy.
As one would expect, people are in general concerned about having their emotions
recorded, distributed, analyzed. While some of these issues can be solved by collecting
only anonymous data and, of course, with the consent of the user, there are also
other techniques for ensuring user privacy. Currently, both visualization systems store
the emotional readings in a database local to the machine on which the toolkit was
installed. Therefore, the security and distribution of emotion data is entirely under
the user’s control. At the same time, in order to support data transfer and analysis,
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users have the possibility of importing emotion information from external sources and
represent them on a system where EmotionScents is running. As a general principle,
however, emotional readings should be accessed, stored and distributed with the same
privacy considerations with which any private information is managed nowadays.
4.5 Summary
In this chapter, we first explored the abilities of the Emotiv EPOC headset, a portable
wireless EEG device, as an aid for recognizing user emotional states and employing
them in the context of complex visual systems. For this purpose, we validated the
device together with the proprietary framework in terms of detecting facial expres-
sions and emotional states. We further explored the EPOC’s functionality in two
scenarios aimed at eliciting a set of emotional responses. Based on these tests, we
highlighted out results as well as discussed possible pitfalls and disadvantages when
using lightweight EEG technology.
Next, and more closely connected to visualization, in Section 4.2 we focused on mo-
ments of insight and their interconnection with emotional experiences. In a set of
visual tasks, we compared the self-reported moments of insight to the affective read-
ings offered by the EPOC device. The obtained results suggest a strong correlation
between certain emotional states and Aha! moments, opening the door towards novel
non-intrusive ways for detecting insight in visualization users and potentially offering
alternatives in terms of evaluating visualization techniques.
After having highlighted our approach for the detection of user emotional states, the
Sections 4.3 and 4.4 detail two emotion visualization techniques for representing affec-
tive states on multi-touch and desktop interfaces in real-time. First, for multi-touch
systems, we have proposed a visual framework called EmotionPrints, that is aimed at
increasing user emotional self-awareness and the awareness of other users’ emotions
in collaborative and competitive touch-enabled applications, both in real-time and
oﬄine. Besides the design guidelines and the implementation, we describe how the
visualization of user emotions can support the evaluation of user experience and multi-
touch applications. Second, we detail the rationale, implementation and functionality
behind the EmotionScents, a framework aimed at representing real-time and post-task
user emotions by enhancing pre-existing GUI widgets. Similarly to EmotionPrints,
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this desktop implementation has the goal of increasing emotional self-awareness and
the awareness of the collaborators’ emotions in order to support the social interaction
and the entire decision making process. Our two user studies suggest that both rep-
resentations can capture and convey user emotions, while at the same time allowing
collaborators to make more informed decisions and take control of their interpersonal
interaction. A noteworthy fact is also that the proposed visualization frameworks
are independent of the technology through which user emotions are recognized and
reported.
After having presented our WebComets visualization system (Chapter 3) and our
approach to detecting user emotional states and representing them for supporting
emotional awareness and collaborative interaction, Chapter 5 of this thesis starts by
addressing a second aspect of user-centered collaborative visualization, which is more
focused on interaction in co-located collaborative scenarios around a tabletop display.
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Chapter 5
Collaborative Interaction with Parallel Browsing
Histories
In the previous two chapters of this thesis, we have addressed the topics of infor-
mation visualization (representing multi-user multi-session parallel browsing histories
with WebComets) and interpersonal interaction support (detecting and representing
user emotional states with EmotionPrints and EmotionScents). In the context of
this thesis, the WebComets visualization from Chapter 3 represents the backbone
visualization that allows us to validate and evaluate our user-centered collaborative
visualization techniques. While a set of these techniques has been presented in Chap-
ter 4 and focused on emotional awareness and social interaction, this chapter addresses
a second dimension of UCCV, namely fluid and flexible interaction on tabletops.
One of the main advantages of tabletop displays, besides their size and touch func-
tionality, is their natural ability to support collaboration. Similarly to real world
interaction when sitting at a table, tabletops allow users to gather around a horizon-
tal touch-display, thus maximizing the number of operators in a way that not even
large-scale displays can support. However, this is not the sole advantage of tabletops,
especially in the context of co-located collaboration.
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Over the last decades, tabletops have received an increasing amount of attention from
developers, researchers and industrial users. The reason for this orbits around the
interactive and social potential of these displays, a potential for which appropriate
technologies and manipulation techniques are being explored. As such, one important
attribute of the tabletops is their horizontal layout that allows various objects to be
rested on their surface. In systems where these items can be detected and attributed
a certain functionality, they are called tangibles or tangible objects.
Combining the tabletop experience with tangibles can enhance the experience of the
users in multiple ways: tangibles can add a third dimension to the interactive rep-
resentation on the display [17, 264], they can offer a seamless integration of concepts
from the virtual and real world [177,286], and—perhaps more importantly—they can
be employed as physical metaphors that tap into the users’ real world experience,
allowing them to minimize the learning curve of the system. In terms of metaphors,
tangibles can be therefore divided into interaction metaphors (e.g., buttons [131,287])
and visual metaphors (e.g., houses [108, 289, 320]), allowing the designers to draw on
different areas of expertise. More importantly, however, these metaphors that are
subtly encoded by the tangibles can also support the process of collaboration around
a tabletop, by addressing issues like communication, feedback and adaptability.
This chapter is centered around a novel design for passive tangibles, entitled Tangible-
Rings. TangibleRings are focused on overcoming some of the key drawbacks of many
common tangibles by addressing issues like occlusion, tracking precision and in-object
touch events. More importantly perhaps, these ring-shaped tangibles support flexi-
ble interaction and filtering in collaborative settings by enabling ring-in-ring nesting.
After highlighting the design, implementation and functionality of the rings, we con-
tinue with a user study that both explores the advantages of using TangibleRings in a
collaborative setting as well as evaluates the subjective dimension of the collaboration
process. These studies are executed on a multi-touch adaptation of the WebComets
visualization, entitled WebComets Touch. This second version of our visualization
is a partial reimplementation of the WebComets tool described in Chapter 3, offer-
ing broadly the same functionality as its predecessor, but with a range of supported
interactions specifically designed for multi-touch and collaborative environments.
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The following sections include elements from the publications entitled “TangibleRings:
Nestable Circular Tangibles” [76] and “Visualizing Group Affective Tone in Collabo-
rative Scenarios” [45]. Furthermore, parts of Section 5.2 are also detailed in the bach-
elor’s thesis of Felix Schmidt, entitled “Collaborative Motif Search in Large Browser
History Visualizations through Combinable Tangible Rings” [247].
5.1 Nestable Tangibles for Collaborative
Interaction on Tabletops
In recent years, the multi-touch functionality of tabletop computers has been aug-
mented by the use of tangible objects that can be detected when positioned on or
close to the surface of the tabletop. While these tangibles have the advantage of
providing the user with distinct physical objects that can be used to interact with
the virtual space of the tabletop, there are also some known issues. In order to be
detected, tangibles are usually positioned on the surface of the tabletop, thus intro-
ducing a new set of challenges to the designers, e.g., display occlusion, reduction of
touch-interactive space, limited flexibility in combining and interpreting the tangibles,
etc.
In this section, we highlight TangibleRings, our low-cost solution for addressing some
of these limitations that seem to affect many tangible systems (Figure 5.1). Tan-
gibleRings are a set of ring-shaped objects that reduce the display occlusion and
allow users to inspect and interact with the virtual elements presented inside their
perimeter on the tabletop. Furthermore, the rings can act—depending on the table-
top application—as the physical boundaries for virtual lenses (e.g., Magic Lenses [24],
GeoLenses [297], FingerGlass [137]) or tangible views for information visualization
[264], thus offering local views, filters and queries to the user. The tangibles also
allow users to manipulate the filtered information by performing touch operations in-
side them, as well as store views or configurations to a particular ring. These features
are supported by circular markers positioned on the bottom of each tangible, which
have the ability to uniquely identify any TangibleRing placed on the tabletop.
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Figure 5.1: TangibleRings in a map-based application, each ring controls different
information layers. In this example, the single rings effect only their corresponding
lenses, while manipulating the nested rings influences the view on the entire screen.
Furthermore, TangibleRings can be nested (i.e., concentrically combined) for increased
flexibility in data manipulation and user collaboration, while also acting like overlap-
ping knobs that allow the users to turn each ring separately. As such, TangibleRings
provide users with the ability to execute logical operations on the rings in order to
combine two or more queries or filters, while at the same time maintaining the ad-
vantages of minimal occlusion and in-ring touch operations. To support nesting, the
rings have different diameters such that a smaller ring can be positioned inside the
next larger one.
The contribution of the TangibleRings lies therefore in their ability to address multiple
tangible-related issues at the same time:
1. Occlusion: Most block-like tangibles cover a significant area of the tabletop
display, while at the same time offering a relatively low level of precision in
selection and manipulation tasks.
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2. Reduction of touch-area: Common tangible solutions do not only cover a part
of the tabletop’s visible surface, but also block access to the underlying touch
functionality.
3. Dimensions of interaction: Tangibles should enable new interactions by imple-
menting visual or interaction metaphors, as well as supporting intuitive gestures.
4. Collaboration and data manipulation: Irrespective of the task, the tangibles
should support the co-located collaboration process (e.g., aid in the distribu-
tion and management of private and shared tasks/views). Moreover, tangibles
should support exploration, selection and manipulation of complex data, filters,
controls, etc., by enabling functional aggregation.
5. Cost: Tangibles should be inexpensive in order to allow a wide range of appli-
cations and users to have access to them.
While other related solutions presented in Chapter 2 cover a subset of these concerns,
none of them offers a similarly simple and flexible approach to addressing all these
issues. In the following, we describe the design and functionality of our ring tangibles,
as well as highlight their applicability in a set of examples. We then engage in a
discussion about the advantages and limitations of our solution.
5.1.1 TangibleRings
TangibleRings are based on ring-shaped design [76] that offers a set of advantages
compared to block-like tangibles. Firstly, employing rings with narrow boundaries
and hollow interiors as tangibles reduces the level of occlusion introduced by these
objects. Furthermore, rings can be positioned more precisely as users are able to
inspect the virtual objects underneath them.
Besides occlusion, similarly to virtual lenses [24,137,297], the area inside the perimeter
of each ring can be used to manipulate and display custom data through multi-touch
interaction. While most tangibles hide part of the touch surface, through our approach
users can still execute touch events on the tabletop screen regions situated inside the
rings. These gestures are usually affecting only the information displayed inside the
rings. For example, rings can be used as views acting like semantic lenses that display
custom levels of detail for the information underneath them. Users can move these
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rings in order to explore the entire space of the visualization, without interfering with
the work of others. However, in certain applications, interior gestures can also be
interpreted as global actions influencing the entire display. Furthermore, gestures
executed immediately outside the rings’ perimeters are mostly used to interact with
the circular menus that are attached to each tangible [130].
One reason why tangibles are employed to augment tabletops is the lack of intu-
itive multi-touch metaphors for certain operations. For example, while there is a
widely-employed touch gesture for zooming on a tabletop (i.e., pinch-and-zoom), a
similar gesture in terms of intuition and acceptance for rotation does not yet exist.
Consequently, many map-based applications on mobile devices do not even support
rotation, whereas their desktop counterparts do. In such cases, through their third
dimension and tactile feedback, tangibles can offer an additional playground for in-
teraction designers when considering operations. Supported by their circular shape,
TangibleRings can act like knobs and control buttons on the surface, thus imple-
menting operations like orientation, selection and value adjustment. This interaction
becomes particularly important when used on nested rings, where users can rotate
each of the combined tangibles individually, thus manipulating different parameters
for each associated filter.
A novel aspect of our approach is the ability to combine tangibles by nesting them. In
terms of semantics, placing a tangible inside another creates a soft fusion between the
two. With a similar logic like the motif search in Chapter 3, this compound tangible
can now be used as a semantic combination of the functionalities previously attributed
to the two individual rings. The complexity of the combination can range from a
simple blend (e.g., display both visual filters) to more complex logical operations
(e.g., filter out elements that comply with condition A associated with the first ring,
but which do not comply with condition B associated with the second).
At the same time, through their lens-like shape, TangibleRings can support the dis-
tribution of private as well as shared tasks and spaces, enabling users to work both
independently—for example, on a separate view represented inside or around one
particular ring—and in the shared tabletop environment.
The final requirement to our design was reproducibility. Therefore, our aim was to
avoid electronics and design a set of passive tangibles that individuals and research
groups could quickly deploy as simple, low-cost solutions.
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Design and Implementation
By choosing the form of a ring as the tangibles’ shape for our approach, we had to
start from scratch and prototype our own customized ring objects. For the early
prototypes, we used slightly modified, ring-like real-world objects, that can be found
in supermarkets, home-improvement markets, or toy stores. These objects revealed
rough requirements for the needed diameters and minimum rim width for placing
our markers. Based on these findings, we went on to the final prototyping step and
modeled the rings in Autodesk 3d Studio Max1. The resulting 3D data was plotted as
a three dimensional solid object using a Dimension 1200 series 3D printer2 (see Figure
5.2). Note that the height of our rings was designed to be inversely proportionate to
their diameter to allow users to manipulate each ring individually when these are
combined. Also, instead of modeling plain and smooth rings, we decided to create a
non-slip surface in order to improve the usability of the tangibles.
After dealing with the reasoning behind the physical configuration of our tangibles,
we had to address their detection on the tabletop surface. The tracking of our ring
tangibles had to fulfill several requirements:
1. Detectable position and radius of each tangible,
2. Detectable orientation for each tangible,
3. Unique IDs for multiple tangibles,
4. Detection of concentric positioned tangibles, and
5. Interaction and gesture recognition inside the tangible.
For the implementation of the TangibleRings concept, we used the Microsoft Sur-
face 2.0 platform. While the corresponding Microsoft framework already comes with
marker recognition, these markers were rectangular in shape and unsuitable for our
design. Thus, we had to think of a new marker design that works for our approach. As
the Microsoft Surface gives access to the images of the built-in IR cameras, we decided
1Autodesk, http://www.autodesk.com (February 2014).
2Dimension 1200es, http://www.dimensionprinting.com (February 2014).
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Figure 5.2: Prototyping the TangibleRings: 3D design of custom tangibles (top),
prototyping the tangibles with a 3D printer (bottom-left), and final ring tangibles
(bottom-right). Note that the height of the rings increases inverse proportionally
with their diameter in order to allow users to manipulate each ring individually when
they are nested.
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to use OpenCV3 for the interpretation of raw images and the detection of our own
custom markers. These markers had to fulfill several requirements: uniquely identify
each tangible, support position and orientation detection, and allow the detection of
nested (concentric) tangibles.
Figure 5.3: The detection of the correct pairs of ring markers. The green rings are
the correct rings, the red rings are candidates that are eliminated due to having not
enough matching id markers.
The TangibleRings markers are represented by a set of reflective blobs positioned on
the bottom rim of the ring (see Figure 5.5). The idea behind these markers was to
keep them as simple as possible to ensure detection stability. More specifically, to
correctly detect each individual ring and its location (i.e., center and radius), a pair
of elongated blobs was added to the rims of each tangible. The two circle detection
blobs were positioned on opposite sides of the rim. The corresponding two points on
the rings are enough to determine the center and the radius of the ring, while offering
a quick and stable detection for one tangible.
However, when multiple rings are positioned on the tabletop, it might be difficult—
even with the help of distance restrictions—to identify the correct pairs of circle
detection blobs. In order to compensate, smaller blobs have been added to the rim at
constant intervals, blobs that also encode the unique ID of each ring. These circular
3OpenCV (Open Source Computer Vision Library), http://www.opencv.org (February 2014).
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blobs are about half the size of the detection blobs, and thus easy to separate by blob
size. We used size and not color since this allows for a more robust detection. This
also has the advantage that when thresholding the image for the blob detection, the
upper threshold parameter is not needed anymore as the blobs are white.
In the case of multiple detected tangibles, the system considers every pair of large
blobs as a candidate for a circle. Each potential circle is then validated by counting
the number of small blobs that were assigned to the circle (Figure 5.3). If this number
is larger than a threshold, then the pair is verified as a circle. This yields satisfying
results for the following reason: during the detection, the small blobs are added to the
best matching circle. In cases where only one or two small blobs have been assigned
to a circle, it is still possible that these assignments have been made to a non-existent
ring. However, each ring tangible needs to have at least five small blobs, thus avoiding
false positives. Figure 5.3 shows this situation. The red markers can be assigned to
a wrong ring candidate, but it is impossible to assign more than three ID markers
to wrong circles. Mathematically, we need more than 2n− 2 small blobs, where n is
the number of ring tangibles, since every ring candidate can cut every ring two times
minus the two cuts through the ring markers.
Once the correct pairs of circle detection blobs are established, we can easily compute
the radius and the center (half of the distance between the blobs) of each TangibleRing.
Additionally, since the size of a tangible does not change over time, we can use the
knowledge about its radius and store it in a list together with its ID to improve
stability. By a comparison of the detected radii of the rings and the radius associated
with the ID, we can filter out false positive ring detection.
One problem when working with objects on the tabletop is that sometimes contact
of the object with the surface is misinterpreted as finger touch event by the system.
To overcome this problem we implemented a distance criteria δ (half the width of the
used ring) and ignored touch events that lie in the area of radius±δ around the circle
center in the area where the ring touches the surface. As such, the touching capabilities
inside and directly outside the ring are maintained, e.g., for implementation of a menu
around or inside the ring.
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To further stabilize the detection, we implemented a state history that takes care of
adding and removing rings from the system. If during one frame a ring is no longer
detected—e.g., the user moves a ring and lifts it during this process—the ring is not
removed immediately. Only if it is removed for several frames, it is deleted completely
from the system, thus avoiding undesired artifacts.
Figure 5.4: Computation of ring orientation γ: to identify blob B as the marker for
orientation, we compute the angles αi between the markers on the ring and use the
marker with the largest α. The orientation γ is finally given as the angle between −−→CB
and the x-axis.
In terms of determining the orientation of a tangible, we employ the non-equidistantly
positioned small blobs for each tangible. Let C be the center of the ring, as highlighted
in Figure 5.4. We use one of the blobs B as the indicator and compute the angle γ
of the vector −−→CB to the x-axis via the scalar product. However, for this purpose the
system needs to uniquely identify a blob that can encode the orientation of the ring.
143
As the small blobs are positioned non-equidistantly on the rings, the orientation can
be deduced by computing the line defined by the center of each ring and the blob B
that has the largest gap to the next marker blob in counter-clockwise direction (see
Figure 5.4). This keeps the coding simple and more robust.
Figure 5.5: Ring detection using custom markers for single and concentric rings: (left)
The raw IR images obtained from the tabletop; (right) The corresponding images after
filtering. These images are used as input for the blob detection algorithm. Large blobs
encode ring position and radius, while small blobs encode ID and orientation.
To uniquely detect a ring, we detect circular shapes on the tabletop and reflective blobs
representing ring markers. Afterwards, we combine these two findings by intersecting
the detected rings and blobs. The recognized markers are then assigned to their
corresponding rings. For this assignment we use the center of gravity of the blobs
as the position of the marker. Then, we compute the distance of each marker to the
center of each ring and assign it to the ring with the best matching radius, i.e., the
difference between the radius of the ring and the distance of the blob to the center
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of the ring has to be within a given range defined by a threshold. The ID of the ring
is determined by the number of blobs on the ring. Additionally, in order to ensure
accurate identification and filter out false positives, the system can check the pairing
of the detected ID and the associated ring diameter in a dataset.
Due to the maximal reflective white color of the blobs, we are able to eliminate
influences by fingers and hands of the users, shadows or bad lightning conditions by
filtering of the raw image. This is illustrated in Figure 5.5, where the images on the
left show the raw representation as obtained by the IR camera, while the ones on the
right show the thresholded image for the blob detection. The lighter pixels from both
the noise and the hands of the users can be filtered out completely, making the ID
detection stable.
Another key aspect of our approach is the possibility to combine information related to
the ring tangibles by nesting the tangibles themselves. Concentric rings are recognized
independently, yielding two separate circles instead of a single large one. To establish
if two or more rings are nested or not, we compare the distances of the found circle
centers. If the distance between two circle centers is lower than the largest of the two
associated radii, the circles are connected and each ring stores its partner(s) in a list
sorted by radius. Additionally, such a list allows the system to know if a ring used
in a nested configuration is an inner or outer ring, and it can act according to the
application, e.g. only the outer ring should offer an ring menu on the outside like in
Figure 5.6.
In terms of interaction, the ring-shaped tangibles can accommodate a variety of
metaphors and gestures (see Figure 5.6). Besides the well-known translation and
rotation of the tangibles, users have the ability to use these rings in both input and
output scenarios. In terms of input, users do not lose the ability to interact with the
touch surface inside the rings. Furthermore, the gestures executed inside the rings are
detected accordingly and can be interpreted in a custom manner, e.g., manipulating
only the information connected to the ring or exploring a subset of the system with
the help of a physical lens. Additionally, the rings can be envisioned as control knobs
that change the values of attached parameters through in-place rotation.
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Figure 5.6: Interactions supported by the TangibleRings: translation, rotation (inde-
pendent for multiple concentric rings), interior touch surface, and outside ring menu
for application specific functions.
In order to control more advanced settings, a double tap inside the touch surface
of a ring brings up an exterior menu, similar to the facet wheel in [130]. Through
this menu, users have the ability to select parameters that they can manipulate by
rotating the ring clockwise or counterclockwise, or by gestures inside the ring area.
Also, the menu enables users to store their filters, views, queries (depending on the
application) to the ring. More precisely, the parameters of the query together with
the ID of the ring are stored into a database on the tabletop.
After a ring is removed, that particular configuration can only be obtained by repo-
sitioning the ring on the tabletop screen or by recreating it from scratch. This allows
users to exchange rings or remove rings from the surface until the next time they
want to use that view. Interpreting removed rings in such a way also addresses some
permission and privacy concerns, by allowing the rings to emulate the functionality
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of a key that unlocks preset configurations and stored data. In terms of output, the
rings support the lens metaphor that allows the tabletop system to display customized
data inside or outside their radius. These and other interaction capabilities are further
highlighted in Section 5.1.2.
5.1.2 Application
For demonstration purposes, we have developed an interactive map tabletop applica-
tion for exploring urban areas. The application uses our TangibleRings concept to
manipulate a set of features (see Figure 5.7). At the core is a satellite map of an area
that can be augmented by the users with new layers of information. Each ring can be
assigned one or a combination of these layers that show different information inside
or outside the corresponding tangible (e.g., map view, traffic or population density,
air pollution, street names, heat map, etc).
Figure 5.7: Map-based application that supports TangibleRings and runs on a table-
top.
Figure 5.1.2 shows three rings representing information about street names and traffic
density, as well as a heat map. By combining the corresponding rings, a user can
visualize multiple layers at the same time, usually restricted to the interior of the
nested rings. This is shown in 5.1.2. The rings are combined and so is the information
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within, giving the users the chance to gain new insights by exploring the resulting view.
Note that while nesting two rings results in the combination of the two associated
layers, there are applications where more complex inter-tangible logical operations
can be executed.
Figure 5.8: Single rings showing layers with street names, traffic density, and the
urban layout (left). When combined, the two rings show the traffic density and the
urban layout inside their perimeter (right).
Additionally, when employing rings as virtual lenses, users have the option of zooming
and locking a view (see Figure 5.9). By using in-ring gestures or rotating the rings
when the zoom parameter is selected, users can explore the dataset locally without
affecting their collaborators. By default, rotating the tangibles inside the map ap-
plication results in a manipulation of the opacity parameter for the corresponding
layer. However, the parameter that is controlled by the rotation of the rings can be
modified, thus also supporting operations like zooming, changing color schemes, and
distance measurements.
The rings allow users to select two lock functions by means of their ring menu (see
Figure 5.9). One of them focuses on view rotation, and is meant to lock the orientation
of the view inside the lens to the orientation of the ring. When this setting is on and a
user rotates the ring, the view inside the tangible follows the rotation of the ring. This
allows users to readjust the orientation of their lenses in order to read text more easily
or compare information with different angles. The second lock function involves view
translation. Users that find relevant information in an area of the map can decide to
lock the lens to that position in order to display it in another context or simply share
it with other users by passing them the tangible. At the same time, a translucent halo
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Figure 5.9: An example of TangibleRings enabled interaction: (top-left) the rotation
of the ring controls the opacity of the information inside the ring; (top-right) locked
view displaced and given to another user to inspect; (bottom) the zoom factor can be
changed by using the ring menu or by rotating the ring after selecting ’zoom’ as the
new control parameter.
is being displayed at the original location where the view has been locked in order to
allow users to make the correspondence. Moreover, users have the ability to execute
touch gestures inside the ring with the locked content in order to further explore the
surroundings of the view. These operations result in an update of the location of the
view-origin halo on the tabletop.
Furthermore, when considering collaboration and level of clearance, TangibleRings
have the distinct advantage that users can remove their rings from the tabletop in
order to make their custom lenses or filters inaccessible to others. Custom information
is thus stored to the tangibles, which can be taken from the tabletop and cannot be
accessed again without the physical token. When the ring is repositioned on the
tabletop surface, the information layers will be restored for further analysis.
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In cases when users wish to share their findings with the entire group, they have
the option of displaying their custom layers inside, outside or on the entire screen of
the tabletop. This is achieved through the ring menu of the corresponding tangible.
Irrespective of where the information associated with a tangible is displayed, the user
still has the ability to manipulate that layer through ring rotation, touch actions
inside the perimeter of the ring or through the ring menu. All these functionalities
also support a seamless transition between collaborative and individual work, such
that users can maintain an optimal level of flow, as suggested by the characteristics
of fluidity highlighted in [81].
5.1.3 Discussion
While in the previous segments of Section 5.1 we highlighted the advantages of our
approach, there are also a couple of issues raised by TangibleRings. In terms of
the physical design, it is obvious that due to the different diameters of the nestable
rings, we can only deploy a limited number of tangibles at a time. Although we
plan to increase this number by reducing the width of the rings, it is clear that this
limitation will persist. However, we argue that due to the capability of combining
rings and transferring filters or constraints from one tangible to another, users will
always be able to free up tangibles for novel operations. Thus, the number of rings
on a tabletop seems to be more strongly connected to the number of collaborators, as
having two rings per user already allows for the composition of very complex views
and constraints.
Besides the limitation to the number of rings due to their varying radius, users have
to also consider the nesting restrictions. While two non-consecutive rings, in terms
of diameter, can be combined and detected, the use of such a configuration is quite
application-specific. Although some users in the study tried to combine a larger and
a much smaller ring in order to use the small one as a joystick inside the area defined
by the large one, we do not suggest this combination in systems that require precision
positioning or knob-like rotation of nested rings.
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Furthermore, our current implementation does not consider possible touch events
between the sides of non-consecutive nested rings. With the presented marker con-
figuration, problems can also arise if the color of a ring in the IR image is similar to
a hand in its proximity, resulting in a large blob instead of a circular shape. This is,
however, usually avoided through filtering and color thresholding.
5.2 Supporting User-Centered Collaborative
Visualization
A multi-touch implementation of the WebComets visualization described in Chapter 3
has been developed for co-located collaboration around tabletop displays. This visu-
alization, a redesign of the one presented in [50], is aimed at supporting collaborative
inspection of parallel browsing behavior on touch-enabled large displays. In Sec-
tion 5.2.1, this novel approach to the WebComets visualization is described, focusing
on a couple of changes in terms of representation. Additionally, we highlight a set of
interaction metaphors that integrates the functionality of the TangibleRings in order
to support flexible collaboration and seamless switching between private and shared
interaction. The resulting system is called WebComets Touch, and it incorporates
an adaptation of the EmotionPrints visualization from Section 4.3 and interaction
techniques based on the TangibleRings from Section 5.1. The purpose of this visu-
alization system is to allow an application-oriented evaluation of the user-centered
collaborative visualization techniques proposed in this thesis.
5.2.1 WebComets Touch
The visual interface of the WebComets Touch is a reimplementation of WebComets
that is specifically modified to support touch-based interaction. The reimplementation
was developed on a SUR40 tabletop from Samsung4 and employs the PixelSense
technology to aids the recognition of tagged objects. The application was implemented
4Samsung 40 SUR40 SMART Signage, http://www.samsung.com/uk/business/business-
products/smart-signage/specialised-display/LH40SFWTGC/EN (February 2014).
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in C# and WPF5 .NET, as imposed by the Software Development Kit (SDK)6 for
PixelSense.
Tabletop users now have the option of opening multiple parallel browsing session,
either in the same view or in different views. This is supported by independent
session windows (Figure 5.10) that incorporate the visualization that would have been
previously displayed as a desktop application window (Figure 3.2). Each user can open
multiple session windows on the tabletop and load multiple parallel browsing logs in
them. Additionally, the session windows allow users to pan, rotate and zoom their
content, thus enabling users to efficiently share the tabletop display. If users want to
analyze a dataset privately, this can be achieved inside one or multiple session windows
that each of them manages. However, if at some point it is desired to collaborate on
a representation, the same users can resize the windows and position them in such a
way that cooperation is enabled.
Figure 5.10: The WebComets Touch visualization running on a tabletop. Interaction
is supported through touch gestures and TangibleRings.
5Windows Presentation Foundation, http://msdn.microsoft.com/en-us/library/ms754130
(v=vs.110).aspx (February 2014).
6Microsoft Surface 2.0 SDK, http://go.microsoft.com/fwlink/?LinkId=201003 (February 2014).
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One important visual change in WebComets Touch is the representation of the tabs.
While still horizontally encoded, tabs are now represented as rectangular tracks that
run parallel to the timeline, from the moment a tab was opened and until it was closed
(see Figure 5.11). This encoding is similar to the visualization of multiple heteroge-
neous simulation runs in World Lines [305] or to the temporal structure displayed by
the History View in [268].
Figure 5.11: Window presenting a user’s browsing session. Each dark green rectangle
represents an open browser tab, while the light green bars highlight which tab has
been in the foreground.
Each tab is now subdivided into rectangular sections that represent the time interval
when a particular website was visited. If a tab was open but no website was loaded,
the rectangle would have a different color until the moment when a web page was
opened. Moreover, users can now opt to display the various time intervals (focus and
active time) as smaller rectangular segments underneath each website, also encoding
the exact time intervals when these web pages were in the foreground. If a focus
time bar disappears or reappears before a website was closed on a particular tab, it
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means that the user selected another tab, window or application that got moved to
the foreground, thus pushing back the previous tab (see Figure 5.11). Finally, due to
the increased available screen area, the favicons have been replaced by screenshots of
the web page that has been accessed, in order to improve recognition rates.
The redesign of the tabs, websites and the corresponding time intervals was motivated
by the need to obtain a representation that is adapted to the requirements and specifics
of multi-touch interaction (e.g., selection of narrow objects on touch interfaces can
be problematic). As such, the implemented changes increased the size of various
elements and separated their location in space, allowing users to more easily select
and manipulate the various components.
In terms of touch interaction, users can execute touch gestures for all the selection
and manipulation operations that were mouse-driven in the desktop visualization.
Additionally, the interaction with the visualization is supported by the TangibleRings
(see Figure 5.10). The function of the rings is mainly related to the motif search, where
rings aid the creation of motifs/constraints, store them, enable their combination
through the ring nesting metaphor, and control to which session windows the queries
are applied.
Figure 5.12: The constraints for a ring can be managed by accessing the following
windows through the ring menu: constraint generation associated to a ring (left),
constraint list for managing the constraints associated to a ring (right).
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Initially, each ring can be attributed a set of constraints that represent the root
elements of a motif (see Figure 5.12). These constraints can refer both to structural
information (i.e., online navigation patterns like visiting six websites in a tab) and
content data (i.e., which website was actually visited) related to the accessed websites,
similarly to the description in Chapter 3. The combination of the constraints into
more complex motifs is supported through logical operations, like AND, OR, XOR,
and NOT (Figure 5.12). Additionally, similarly to the initial WebComets motif search,
users can also compare time intervals and search for substrings in the browsing logs.
After creating all the required constraints, the corresponding motif is attached to the
ring and its ID until it is moved or deleted. Furthermore, users can remove a ring from
the tabletop, making the corresponding motif inaccessible to the other users. In such
cases, the rings can be seen as access keys to the custom motifs that each user has
created or modified. Moreover, users can manipulate their motifs through a ring menu
similar to the one from [130]. This ring menu (see Figure 5.10) allows users to modify
their motifs, apply them to one or multiple session windows, or to move and combine
them through nesting. A motif search is applied to a session window by moving the
relevant ring over the representation and opening the ring menu. The elements of the
menu are dynamic, as the menu incorporates additional specific commands when the
ring is located over a window.
A motif search that is applied to a session window is represented by a thin line that
connects the ring with the representation. This offers in a high level of flexibility, as
one ring-based motif search can be executed on multiple parallel browsing logs, while
at the same time multiple rings can query one session window. The search results
are visualized by highlighting the corresponding nodes, i.e., which fit the motifs, in
the session windows. In cases where multiple queries are executed individually on
the same representation, the results are highlighted with different colors, where each
color corresponds to the one of the connection lines between the window and the rings.
Furthermore, when multiple users decide to explore a session window collaboratively,
they can enlarge the representation and employ their rings as lenses that only highlight
nodes that fit the motif if these are inside their perimeter.
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Figure 5.13: Two nested TangibleRings in WebComets Touch visualization. Each
ring has a set of constraints attached to it, and the combination of these constraints
is being applied to the two session windows to which the rings are connected by lines.
Besides storing search motifs, rings can also be nested in order to logically combine
these motifs (see Figure 5.13). These combinations take place based on the same
logical operations that have been previously enumerated. Moreover, when two rings
are nested, users have the option of merging or moving a motif from one ring to
another, thus resetting the initial ring. At the same time, the query connections to
session windows for the initial ring would also migrate to the second ring. As already
highlighted in Section 5.1, reusing TangibleRings by moving associated information
is a vital process, as it enables users to experience flexible interaction with a limited
number of TangibleRings.
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5.2.2 Group Affective Tone Visualization
Until this point of the current chapter we highlighted the configuration of our tabletop
system in terms of the WebComets visualization and the corresponding interaction
metaphors that are being supported both through multi-touch and our ring-shaped
tangibles. One feature that is still missing from our application is the incorporation of
the subjectivity dimension. In other words, our desire was to incorporate a feedback
module for emotional awareness in collaborative scenarios based on the techniques
covered in Chapter 4, as well as evaluate the effect and usefulness of such a module.
While the EmotionPrints visualization from Section 4.3 might seem ideal for this
purpose, research in the area of affect [93] as well as our preliminary tests suggested
that employing a visualization that would clearly identify the owner of each affective
information might be counterproductive, as the collaboration process is likely to be
brought to a halt when users start to focus on individual contributions. However, one
element that can suggest a healthy collaboration process is the group affective tone or
GAT [94,95]. The group affective tone is defined as the consistent emotional reactions
of the members of a group. While not all groups have an affective tone, positive GAT
has been linked to higher effectiveness and creativity during collaboration sessions [63,
123]. Moreover, users “in a happy state is most likely to accomplish their pre-set goals,
and will perform better than if they were in a negative emotional state such as anger
or depression” [166].
To leverage on these findings, we introduce a novel visualization technique for rep-
resenting group affective tone in collaborative applications and visualizations. The
goal of this representation is to improve user awareness of the overall affective tone
with the purpose of supporting the collaboration process by allowing users to react
to divergent or negative affective tone levels.
In order to represent the group affective tone, we first need to interpret the users’
emotional states. As described in Chapter 4, the EPOC EEG headset together with
Russell’s model of affect [230] was employed in order to generate the valence-arousal
space of each user. From this data, only the user’s affective valence (i.e., positive
emotions or negative emotions) was considered for the computation of the GAT.
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In general, affect visualization approaches include abstract representations [184], ava-
tars and affective icons [93,121,164], as well as custom interface widgets [164]. While
some of these techniques are also focused on emotional self-awareness, there are few
that consider the particularities of representing emotions in collaborative visualiza-
tions. In the case of representing the GAT on a tabletop display, the visualization
would need to encode two levels of information: presence of GAT and, if present, the
type (positive or negative GAT). Moreover, such a representation would have to con-
sider the specifics of collaborating on a tabletop, where objects need to be accessible
and interpretable from all positions around the table.
A mapping between the one-dimensional valence space, normalized to [−1, 1], and a
segment of predefined frequencies was generated. As such, each valence value in the
domain [−1, 1] will be uniquely connected to a certain frequency. These frequencies
are then used for generating sine waves, such that for each valence value we define
a frequency and thus also a unique sine wave. The sine waves obtained from all the
users that are participating in the collaborative session are then added up, generating
a new signal. Based on the summed sinusoids and the superposition principle, the
resulting signal may or may not have a shape that is similar to a new sine wave. If the
frequencies of the individual sine waves are similar, the resulting signal will be close
to a sinusoid. Otherwise, the signal shape will be less homogeneous (see Figure 5.14).
To obtain an abstract representation of the GAT that is accessible to users situated
at any position around the table, the final signal that results from the sum of the
sinusoids is mapped to the contour of a circle (Figure 5.14). In this representation,
the homogeneous contour suggests the presence of a group affective tone. Further-
more, the existence of such a tone is also captured by the saturation levels of the
representation, as desaturated colors suggest the lack of an emotional consensus. At
the same time, the colors red and green are present in cases when a group affective
tone exists and they encode a negative or positive valence, respectively.
Besides improving the awareness of the group affective tone, the GAT visualization
allows team members and leaders to increase awareness of the group’s mood, to better
evaluate the flow of the collaboration and to pro-actively engage in conflict manage-
ment. As such, the GAT visualization approach can be employed in a wide set of
collaborative applications and visualizations, especially in scenarios where unanimous
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Figure 5.14: Sum of multiple sine functions (top) and the GAT representation for
their mapping to a circle contour (bottom). The examples represent three distinct
situations: (left) sum of identical low frequency sinusoids encoding a negative group af-
fective tone; (center) sum of sinusoids with varying frequencies suggesting the absence
of a group affective tone; (right) sum of identical high frequency sinusoids encoding a
positive group affective tone.
decisions are vital. At the same time, one needs to consider that achieving a positive
GAT does not ensure successful collaboration, as the excessive focus on obtaining a
positive group tone can even distract team members from the task they are perform-
ing.
Figures 5.15 and 5.16 highlight the configuration of the final system. The Web-
Comets visualization is being executed on the tabletop, while aided by the interaction
metaphors offered by the TangibleRings. The collaborative system is augmented by
the presence of the GAT visualization that offers affective feedback to the group in the
form of convoluted emotional valence. The emotional readings are obtained through
the information supplied by the EEG headset that each user is wearing.
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Figure 5.15: Users working collaboratively on the WebComets tabletop application
while wearing EEG headsets. The visualization incorporates the GAT representation.
5.2.3 Evaluating the Impact of User-Centered Collaborative
Techniques
After highlighting the various interactive and visual modules of our collaborative
visualization system, in this section we will present a set of studies that address these
modules and their efficiency in collaborative contexts. More specifically, the next user
studies focus on evaluating following components:
• TangibleRings as a technique for supporting collaborative interaction on table-
top displays,
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Figure 5.16: Representation of the group affective tone cue during the interaction
with the tabletop display.
• emotion visualization, specifically group affective tone visualization, in the con-
text of increasing users’ emotional awareness of subjective aspects, and
• an evaluation of a collaborative visualization through subjective measurements.
User Study: TangibleRings
A study was devised in order to capture the potential advantages as well as drawbacks
of the TangibleRings approach. The study involved 12 participants (9 men, 3 women)
with an average age of 22.6 years. They all had a background in Computer Science,
but only five of them had any experience with tabletops and none of them had worked
with tangibles before.
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The scenario was developed around the collaborative browser history visualization
described in Section 5.2.1. The participants were given the task of finding all the
matches for two different browsing patterns, as well as the incidence of their combi-
nation. Each such three-task assignment would be executed on data obtained from
multiple browsing sessions of up to four users. The participants were informed about
having the option of exchanging information and collaborating on their task.
After a 60-minute introduction to the browser history visualization, the tabletop func-
tionalities, and the features of the rings, the participants were divided into four groups
of three. Each group was asked to perform two such assignments by using the sys-
tem once with and once without the TangibleRings, in random order. In instances
where the groups had to solve the tasks by using the browser history system only by
means of the touch interface the access to the same features and functionality was
ensured (e.g., session windows, constraints management windows, etc.). Also, for the
instances where the participants did not use tangibles, constraints were grouped and
represented as rings on the tabletop. Similarly to the physical rings, inside these vir-
tual lenses/rings the users had the option of inspecting the currently active constraints
and their logical combination inside these virtual lenses.
Each group was able to detect all instances of the occurring patterns. Moreover, in
the assignments where the groups employed the TangibleRings the completion times
were faster (AVGnoTR = 29min 21sec, SDnoTR = 3min 42sec, AVGTR = 21min 52sec,
SDTR = 3min 2sec). Additionally, a paired samples t-test was executed, confirming a
statistically significant difference (p = .02). The assignments where the physical rings
were used presented an average speed-up of 25% compared to the software counterpart.
The difference was especially visible in the third task, where the detection of the
combined patterns with the help of TangibleRings would be executed 37% faster on
average.
To further put these findings into context, we observed that when working with Tangi-
bleRings, group members exchanged their rings multiple times, while also explaining
what they had found by positioning their rings over the session window of the other
user. However, this was not the case with the software solution, although this func-
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tionality has been previously highlighted to the participants. Note that all the groups
have employed the rings both for private and shared exploration and interaction, at
one or another point in time, with users often switching between independent (local
view) and collaborative work.
The participants also were given a post-task questionnaire inquiring about the design
of the tangibles, their utility and the corresponding interaction metaphors. The lens
and nesting concepts were very well accepted, while the knob-like rotation raised
a couple of question marks. One user was unsure he could rotate the rings in the
same position without translating them. Another user said that he could rotate each
individual nested ring accurately, but that he encountered problems when trying to
separate the nested formation. In such cases, he was unable to grab any middle or even
interior ring to lift it up without disturbing the rest of the formation. All participants
stated that they could imagine using TangibleRings for other collaborative tabletop
scenarios. As such, our study suggests that users comprehend the metaphors behind
the ring interaction and are able to execute complex manipulations with relative ease
after a training period.
User Study: Group Affective Tone Visualization
In order to explore the effects of representing the group affective tone during a tabletop
collaborative session, a second study was executed with another set of 12 participants
(7 men, 5 women) divided into four groups (see Figure 5.15). All the participants had
a background in Computer Science, with nine of them having previously worked with
tabletop displays. The average age of a participant was 21.3 years.
Similarly to the previously highlighted study, a scenario was designed that was cen-
tered around the WebComets visualization for tabletops described in Section 5.2.1.
The groups had to search for two specific configurations of browsing patterns, as well
as a particular combination of the two patterns (i.e., pattern A but not B), resulting
in three search tasks grouped as an assignment. Each group had to execute two such
assignments, once with the GAT representation and once without it, in random order.
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Before commencing, the groups were given an introduction to WebComets and
TangibleRings. Additionally, the specifics of the GAT visualization were highlighted,
allowing them to extract and correctly interpret this additional level of affective in-
formation. Furthermore, the tabletop was augmented by an additional button that
participants could press in order to report moments when they perceived the displayed
GAT representation as conveying incorrect information. All groups were informed
about having the option of communicating and collaborating on their assignments,
however without suggesting that collaboration would be the focus of our study.
All the groups were able to successfully complete their assignments, although one
group did require assistance at one point with the composition of the patterns. While
no significant differences were noticeable in the average completion times of the as-
signments, the groups agreed that the GAT visualization has raised their awareness
of the group’s emotional state. For tasks where the GAT visualization was avail-
able, users communicated more and actively engaged in supporting the collaboration
process (e.g., “Does everyone agree to proceeding this way?”). One explanation for
the lack of an improvement in terms of completion time is given by the relatively
low complexity of the assignments—which, while challenging, could also be addressed
individually—and the time that has been added to each GAT-assisted group through
communication about the team state and dynamics. Moreover, groups that were given
feedback through the GAT representation were more likely to produce a team leader.
In terms of the accuracy of the GAT representation, a post-task questionnaire and
the instances when users reported false GAT readings (e.g., positive GAT when a user
experienced a negative emotional state) were analyzed. The results suggested that
the GAT visualization was perceived most of the time as accurate, with only three
instances where users pressed the report button in the entire study. When addressing
these moments directly, users felt that their emotional state did not fit with the one
transmitted by the representation (“I was already getting frustrated at that point.”).
In a post-task questionnaire, participants were also directly asked about the GAT
representation and its utility. Most users have found the visualization to be intuitive,
allowing them to quickly discern the presence of a positive or negative group affective
tone. One issue that was raised was related to the positioning of the representation
on the display, as three users felt that they might not notice any changes if the circle
was at the other margin of the tabletop. In terms of utility, ten participants could
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see the benefits of using such a GAT visualization for increasing emotional awareness
and supporting the collaboration process in large display scenarios. A positive impact
of the emotional awareness was also noticed in the analysis of our video logs and the
BCI-based subjectivity data, as described in Section 5.2.3.
Evaluating Collaborative Systems through Subjective Measures
Evaluating visualization systems [41], and especially collaborative ones [65], can be
a very difficult task. At the same time, however, subjectivity readings have the
potential of augmenting the information obtained through quantitative evaluations
by exploring cognitive and social dimensions of the collaboration and interaction.
More specifically, EEG measurements have been used in recent years to investigate
user subjective aspects, like cognitive workload [5,6,20] and emotional states [211,212],
and to employ the gathered information as an additional level of insight in evaluation
scenarios.
In the context of the study from Section 5.2.3, with the same participants and tasks, we
inspected the subjectivity data in order to draw conclusions about the visualization,
interaction and collaboration aspects. We examined the changes in the group affective
tone, but also the variations in the valence and arousal levels of each individual, and
correlated these readings with the focus and actions executed by them, as captured
through video recordings. Note that for our evaluation, although available, we did
not consider the direct correlation of interaction location and emotion state of the
users, e.g., EmotionPrints.
Figure 5.17 shows the GAT of a group and their corresponding individual valence
levels during an entire assignment. By employing such representations, we were able
to pinpoint a set of relevant moments in the affective data (e.g., abrupt changes). After
inspecting the video logs for the corresponding time segments, we could sometimes
establish a theory of what the action-reaction dyad might be in that instance. For
example, in case of the group that is highlighted in Figure 5.17, we noticed how
frustration—or more generally negative emotions—set in during the third task of the
assignment and resulted in a negative GAT. These findings were confirmed by the
members of the group that highlighted in their questionnaire that during the third
task they were frustrated. Furthermore, in this instance, while raising awareness,
the GAT visualization did not persuade the users to take action and improve their
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Figure 5.17: Representation of the valence fluctuation for the three participants from
one of the four groups in this study. These individual valence levels were not available
to the participants during the tasks. The thick bar at the bottom encodes the GAT
throughout the task, with red representing negative GAT, green being positive GAT
and grey the absence of a GAT.
emotional states. The positive valence from the final minutes of the assignment has
been mostly attributed to a moment of insight that one participant experienced when
she discovered a novel way to combine the two patterns (see Figure 5.17, continuous
line).
Similarly to the group and assignment considered in Figure 5.17, we analyzed the
affective data generated by all groups in all assignments. Based on this information,
we generated a set of potential correlations between user activity and the values of
the subjectivity readings. We then cross-referenced our findings with the information
extracted from individual informal discussions and a post-task questionnaire. The
following presents a summary of our findings that have been supported by participant
self-reports, the questionnaire and/or the video logs:
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• Throughout our study, the nesting of TangibleRings has resulted in six distinct
instances where fast motions or incorrect use have decreased user emotional
valence, resulting in levels of frustration. More specifically, users that would
move the rings fast over the tabletop’s surface would get frustrated over a lagging
representation. Further, some users tried to nest rings of non-consecutive sizes,
a functionality currently not supported by our system that resulted in a lack of
responsiveness (e.g, ring menu).
• Three users also experienced negative emotional states most likely due to the
frustration induced by the manipulation of the WebComets windows. The win-
dows of the tabletop version of WebComets present a rim that allows users to
drag and resize them. Still, under some lighting circumstances—including the
effect of users moving around the tabletop—the touch precision on these nar-
rower rims can decrease. This represents useful information for a novel iteration
of the WebComets implementation, information that was only visible in one of
the three corresponding video logs. Moreover, this information might have been
omitted in the self-reports if it would not have been addressed directly by the
interviewer.
• In terms of collaboration, we could notice a couple of instances where inter-
personal dynamics have influenced (i.e., changed) the emotional state of the
group members. The influences took the form of both negative and positive
changes in the dimension of valence and arousal. For example, in one instance
a participant was contradicted by the rest of the group, resulting in a drop of
emotional valence and increase in arousal. At the other end of the spectrum,
intense discussions about the tasks and the features of the system have resulted
in instances where the valence of all the involved users increased.
Additionally, we were able to detect two instances where participants experienced
moments of insight. By inspecting both the levels of frustration and excitement, we
identified these instances where the emotional activation patterns would fit the one
described by the method in Section 4.2. By cross-referencing the information with
the images captured by the video logs, we could conclude that both users had a
moment of deeper understanding. While one of the Aha! moments was related to the
combined pattern that needed to be composed for the third task, the other one was
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actually related to the interaction with the TangibleRings (further supported by the
user’s exclamation “Oh, you can move it like this?!”). Moreover, during an informal
debriefing and while being presented with the corresponding video sequences, both
participants confirmed experiencing something that could be called an insight.
Note that however precise our interpretations of the video feed and the affective in-
formation are, the correlations between the user perception and physical actions and
the emotional reactions are speculative in nature. As widely highlighted in litera-
ture [241], emotional states can be interpreted as reactions to both exterior/evoked
(e.g., system, interface, social and physical environment) and interior/induced (e.g.,
thoughts) actuators (see Chapter 2). Under these circumstances, the correlations
highlighted above—as well as the ones of any real-world action–user emotional reac-
tion dyad—should be perceived only as potential cause–effect couples. However, we
argue for the fact that given a large enough number of participants, subjectivity read-
ings obtained through non-invasive and mobile technologies can offer feedback and
probable correlations of how the users’ emotional states evolve together with their
perceptions of the system—be it visualization applications, their interaction or the
collaborative context.
5.3 Summary
In this chapter, we first presented a new kind of passive tangibles, entitled Tangible-
Rings. Our design employs ring-like objects of various diameters in order to support
interaction with the tabletop area situated inside the rings, reducing the level of oc-
clusion and allowing rings to be nested. Our approach can be easily reproduced and
is affordable, as TangibleRings are based on a simple design combined with custom
circular markers. Furthermore, the nested tangibles offer an intuitive way to create
and combine constraints to generate filters, views and queries, as well as support both
private and shared work on the tabletop.
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The features and functionality of the TangibleRings are highlighted in detail on an
adaptation of the WebComets visualization that runs on tabletop displays and is de-
signed for co-located collaborative exploration and analysis. In this context, we draw
on our work in detecting and visualizing user emotions (Chapter 4), and propose a
novel approach towards emotion visualization and awareness for collaborative sce-
narios by computing and representing the group affective tone (GAT) of the group
working around the tabletop.
Finally, a set of user studies offer a unified view of the research techniques covered
in Chapters 4–5 and highlight their importance for user-centered collaborative visual-
ization. These user studies focus on: the TangibleRings as a technique for supporting
collaborative interaction on a tabletop, the GAT visualization for increasing users’
emotional awareness in collaborative settings, and an evaluation of the entire system
through subjective measurements. Our results suggest that TangibleRings and the
GAT visualization support the social and interactive dimensions of tabletop visual-
izations by considering the specific characteristics and needs of both the individual
users and the group as a whole.
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Chapter 6
Conclusions and Outlook
The following sections offer an overview of the research included in this thesis. First,
a critical discussion addresses the research described in Chapters 3–5, focusing on
the various advantages and pitfalls of our proposed solutions. Next, we expand on
the theory behind UCCV with a set of properties formulated based on our research
experience, and highlight the social implications of our work. In Section 6.2, we sum-
marize our work and highlight our contribution. We conclude by presenting potential
future research related to our approaches.
6.1 Discussion
Focusing first on parallel browsing log visualization, in Chapter 3 we introduced Web-
Comets as a solution that allows analysts to inspect, explore and search in large on-
line navigation logs. As mentioned in this context, one issue that our approach had
to tackle was scalability. While it has been addressed through the various interac-
tion techniques and views (e.g., zooming, branch collapsing, highlighting, or motif
searches), scalability still remains a concern. Especially in cases where highly parallel
browsing histories are loaded, it is difficult to explore the entire width of the repre-
sentation. Even if collapsed branches help in this sense, future improvements of the
visualization will consider a more flexible and user-defined approach to branch posi-
tioning, such that analysts can move the various tabs around for better comprehension
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and comparison. Moreover, the initial comet metaphor had to be abandoned for the
WebComets Touch implementation in order to better support the specific features of
multi-touch interaction. This resulted in two visualizations that, while functionally
almost identical, have a quite different representation of the data.
A major asset of WebComets visualization is the motif search interface which supports
users in developing queries that focus both on content and context at the same time.
This is even more relevant when motifs are coupled with the concept of property, as
users could lock motifs to a ring and then take the TangibleRing with them, disal-
lowing access to their query data. Also, for the purpose of searching structural data,
most solutions still employ a descriptive language that needs to be entered manually.
While more flexible, this approach offers no visual feedback on the structure that
is being described, thus resulting in potential erroneous descriptions. On the other
hand, building visual structural queries can also be problematic, if the representations
do not support the entire vocabulary of the descriptive language.
In Chapter 4 we introduced the concepts of subjectivity measurements and visualiza-
tion, focusing mostly on user emotional states and moments of insight. Our goal was
to increase awareness of user emotions in both collaborative and individual work in
order to positively impact effectiveness. One concern in this context is the detection
of emotional states. More specifically, issues raised related to emotion detection were
connected to the various levels of uncertainty. On the one hand, emotions are inher-
ently subjective and volatile. As such, it is difficult to quantify to what extend the
interpretations offered by the EEG system—or in fact any detection system—actually
represents the emotional states of the users. One of the best approximations of user
emotional states are represented by self-reports and databases of reported emotional
states. Still, these approximations also have a subjective element that cannot yet be
avoided with any approach. These aspects that are derived directly from the nature
of emotions, should however not encourage us to disregard this dimension of user
information. Instead, emotional reading should be regarded of affective hints guiding
a collaboration or evaluation, and be inspected less like facts.
Furthermore, we noticed that EEG devices can represent a viable alternative for non-
intrusiveness emotional readings. Still, one limitation we noticed is the inability to
establish correlations between the detected affective states and the actions of the user,
as these might not be the cause of the emotions.
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The emotion visualization approaches in this thesis, while not complex to implement,
represent concise solutions that are meant to easily integrate into different types of
interfaces. Moreover, these representations convey emotions in an abstract way, by
modulating visual attributes like color and shapes. However, some users have reported
to prefer a more intuitive and natural visualizations, like emotional faces and avatars.
In terms of efficiency, while EmotionPrints and EmotionScent have been shown to
convey the corresponding emotional information to the users, these solutions do have
the downside of occupying additional screen space and adding complexity to the in-
terface when incorporated in pre-existing visualizations. The result is an additional
push towards information overload. This has been addressed by limiting the persistent
nature of these visualizations and allowing users to control when they are represented
on the interface. Furthermore, it should be stated that the emotion visualization
approaches described in Chapter 4 are best suited to be used in interface design and
evaluation as well as collaborative applications.
Besides raising the level of emotional awareness in collaborative visualization, in Chap-
ter 5 we described a set of custom tangibles that address a number of requirements:
reduced occlusion, increased precision, touch inside the object, combinability and cost
efficiency. The contribution of TangibleRings in the field has also been confirmed by
the inclusion of our approach in a recent survey paper on interactive lenses in visual-
ization [282]. Still, the rings also have a set of limitations that need to be highlighted.
TangibleRings have a non-variable diameter, making it problematic to nest two rings
that are not of consecutive sizes. Furthermore, while the logical combinations of
views and filters means that users should not require more than two rings at a time,
the limited number of available diameters still represents restrictions. However, our
evaluations and subsequent discussions have confirmed that users value the physical
feedback obtained though tangibles. We hypothesize that future successful tangible
designs will not only consider flexibility in function, but also the customization of the
physical properties (e.g., size, shape, texture) of these objects.
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Finally, the subjectivity evaluation of (collaborative) visualization systems offers a
new dimension of insights into the dynamics of (collaborative) visual exploration.
While subjectivity-based evaluations have been attempted with the help of other
technologies (eye tracking, facial expressions), these approaches are less viable in co-
located collaboration or visualization on large display due to their physical restrictions.
Still, arguments can be made for a combined approach, were distinct modalities are
employed in order to extract subjectivity information.
Characteristics of user-centered collaborative visualization In Chapter 1, a
definition is given for the concept of user-centered collaborative visualization. Being
the focal point of this thesis and a novel concept in the community, further infor-
mation is required to consolidate the theory behind UCCV. Figure 6.1 highlights the
interaction and awareness schematic behind UCCV. There are three types of inter-
action: social interaction between the users of the collaborative visualization, system
interaction between the users and the visualization system, and action entity interac-
tion between the actions each user executes on the system. In this context, an action
entity (AE) is represented by all the actions a particular individual executes on the
system using all the interaction modalities available to him/her. As a more symbolical
explanation, action entities could also be defined as interaction avatars, i.e., the entity
formed by all the interactions that take place between a user and the visualization.
Individual  interaction
User  1
GroupVisualization
System  interaction
User  2 User  N.  .  .
Social  interaction
(Social  awareness)
AE  1 AE  2 AE  N.  .  .
AE  interaction
(Activity/change  awareness)
*  AE  =  Action  entity
Figure 6.1: Types of interaction and awareness in user-centered collaborative visual-
ization. The system interaction is represented by the individual interactions executed
upon the visualization by every user in a collaborative setting. At the same time,
users influence each other though social interaction and communication, a level that
requires social (e.g., emotional) awareness in order to ensure a coherent functioning
of the group. At the other end, action entities (AE)—represented by the sum of
activities of each user in the visualization—can influence each other, requiring goal,
activity and change awareness for a coherent collaboration.
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Moreover, based on our experience in designing and developing the technologies and
approaches described in this thesis, we can formulate the following properties of
UCCV:
1. The system interaction is not simply the sum of the individual interactions of
every user. The effect a group of users has on a system is thus different from
the effect each of the users would have executing the same actions separately.
2. The visualization system mirrors the social interaction within a group in the
form of AE interaction. As users communicate and cooperate to achieve a goal,
while at the same time addressing the specifics of their abilities and nature, sim-
ilarly, AEs are composed of a set of actions that affect each other and are subject
to their nature, modality and characteristics of the interactions supported by
the visualization.
3. The environment of the UCCV can affect all three levels of interaction: social,
system and active entity.
4. Awareness is vital on all levels of the collaboration process. Supporting data
and situation awareness on the visualization side [82,103,260] should be comple-
mented by the techniques that allow users to also increase their social awareness.
Social implications One tendency in terms of collaboration in visualization, and
even in interactive systems in general, is represented by its move towards ubiquitous
computing [219]—i.e., collaboration and interaction everywhere and anywhere. As
computing-enabled collaboration will move to different aspects of our lives, the sys-
tems will also become more user-centered, focusing on the specifics of each user, each
team, each particular experience and goal.
However, digital collaboration that is available wherever you are and exactly as you
prefer it will also face a set of challenges. In a world where the digital systems are
tuned to the needs and preferences of the users, the balance between user comfort and
user goals might be upset, resulting in circumstances where task efficiency would have
to suffer as (visualization) systems would try to accommodate the needs and desires
of the users.
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Perhaps an even greater implication of our research and UCCV in general is related
to the realm of social interaction and communication. More specifically, user-centered
approaches could reach new levels of depth in the following years, accessing personal
and subjective information about users based on a large set of cues—e.g., subjectivity
(emotion, mood, personality) measurements based on computer vision techniques,
voice analysis, etc. In this context, the privacy and security of personal and intimate
information becomes the focal point of the discussion.
It is clear that user-centered approaches need to obtain (objective and subjective)
information about user personal aspects in order to support user-centered techniques.
This however raises a couple of questions: is it acceptable to use techniques like
computer vision algorithms to deduce and interpret user subjectivity in any environ-
ment without prior consent? Also, to what extent will individuals be willing to grant
computing systems access to their subjective states?
In the first case, a thorough study will have to clarify to what extent these technologies
would be allowed to collect subjective information, in what environments and to what
purpose. Certainly, humans also have the ability to distinguish, for example based on
facial expressions, if a person is happy or sad. However, a more systematic and perhaps
even more precise and targeted reading of these subjective states raises a set of legal
concerns that will have to be addressed at the right moment in time. Second, in terms
of technology acceptance, it is unclear to what extent individuals would be willing to
give up (part of) their privacy by allowing various computing systems to measure and
interpret their subjective states. However, solutions that gather anonymized data,
like the group affective tone, might represent a good compromise for considering this
personal, subjective aspect of a group without overly intruding on the privacy of the
users.
Collaborative sessions enabled by ubiquitous systems will also mean that these dig-
ital devices will become more integrated into our everyday lives, in terms of design
and functionality, perhaps even hiding their computational nature. As a result, the
dynamics of how we interact with these systems will be affected to the point where
users will not make a distinction anymore between interacting and collaborating with
everyday objects or digital systems.
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Some of these implications (e.g., user privacy) have been partly addressed in this
thesis. However, most of these considerations are still open for debate and beyond
the scope of this research. Future studies and debates will certainly address issues
related to the social implications of personal and subjectivity data, offering guiding
principles for further research.
6.2 Conclusions
The overall objective of this thesis was to research and develop novel techniques
for supporting a user-centered collaboration in the context of visualization systems.
For this purpose, we started by highlighting a set of initial criteria centered around
visualization metaphors, interaction techniques and user-specific dimensions in a col-
laborative environment (cf. Section 1.2).
A. Parallel browsing behavior – Develop a novel visualization in order to test
and evaluate our proposed UCCV techniques in a realistic (collaborative) visu-
alization scenario.
B. Emotion visualization – Create awareness of user subjective aspects in col-
laborative sessions in order to improve group cooperation, communication and
overall social dynamics.
C. Tangible interaction – Design custom interaction techniques that “naturally”
support collaborative visualization and address issues like privacy, private and
shared space, etc.
D. Subjectivity measures for evaluation – Evaluate the proposed interaction
and visualization techniques both through conventional and subjective measures
in order to capture the quantitative and qualitative aspects of the proposed
solutions.
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Each of these individual criteria have been addressed as follows:
Parallel browsing behavior In Chapter 3 we highlight a novel interactive visu-
alization for exploring and analyzing multi-session multi-user parallel browsing logs,
called WebComets. The system is a novel time-series visualization of the tabbed navi-
gation patterns of users, a visualization that supports advanced filtering and compar-
ison of subgraphs through similarity measures and motif-based contextual search. A
multi-touch version of this visualization tool is employed in Chapters 4 and 5 as the
collaborative solution that allows us to test, evaluate and exemplify our user-centered
techniques.
Emotion visualization A lightweight, commercial BCI headset is detailed in Chap-
ter 4, where interpreted EEG data is employed to recognize and classify user emotional
states. In Sections 4.3 and 4.4, a framework is described which enables the develop-
ment of both multi-touch and desktop systems that support the incorporation of
emotion visualization elements with the purpose of generating emotional awareness.
The design considerations are highlighted, emphasizing the importance of interpreting
and displaying emotional readings in real-time as well as at the display position where
the interaction took place. We show that these visualizations, entitled EmotionPrints
and EmotionScents, can be integrated in any setting on any multi-touch or desktop
machine without requiring a complete redesign of the interface. Furthermore, a set of
studies show that our affective representations increase emotional self-awareness, the
awareness of other members of the team in a collaborative setting, and can support
the evaluation of a system or interface.
Tangible interaction A novel concept for a passive tangible is presented in Chap-
ter 5, called TangibleRings, that addresses some of the limitations presented by com-
mon tangibles (e.g., occlusion, lack of precision, no touch functionality on the surface
of the tangible). TangibleRings can act similarly to virtual lenses in visualization,
allowing users to generate their local, custom view or filter of the visualization and
to manipulate it without affecting the other collaborators. Moreover, TangibleRings
address issues like privacy and security, while at the same time supporting the con-
struction of complex logical queries by combining and manipulating multiple rings.
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The nesting of the concentric ring tangibles introduces a novel paradigm in touch
interfaces, allowing users to manipulate and explore the dataset both locally—by ma-
nipulating multiple view parameters through the rings—and globally—by interacting
with the rest of the tabletop surface.
Subjectivity measures for evaluation We validated the affective readings from
the EEG headset against video logs/facial expressions and self-reports, both in sim-
ple and more complex visualization tasks. Our findings suggest that low-cost EEG
headsets have the potential of offering reliable emotional readings for at least a set
of emotional states. The subjectivity measurements have been employed as a means
for qualitative evaluation of visualization systems in Section 5.2.3. The results of our
study have shown that emotion recognition technology, in particularly more flexible
and non-invasive approaches like wireless EEG, can offer valuable feedback about as-
pects of visualization design and interaction as well as insight into the particularities
of a collaboration process.
In terms of the design guidelines for collaborative systems highlighted in [251], we
believe we have managed to address the topic of supporting interpersonal interaction
([251]; Guideline 1) by capturing the group’s emotional state and increasing their
awareness of each other’s subjectivity in the context of complex group dynamics.
Furthermore, fluid transitions between activities ([251]; Guideline 2) as well as tran-
sitions between personal and group work ([251]; Guideline 3) have been facilitated
through the physical and digital features of the TangibleRings, which enable users to
not only manipulate and exchange rings, but also to focus on different types of tasks,
with both local and global effects on the tabletop. By considering these aspects, our
research introduces techniques that aid as well as build on the two main areas of
experience that users have and need in the context of collaborating around tabletops:
the experience of social interaction around a table and the one of positioning and
manipulating objects on a surface.
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Summary of contributions The scientific contributions of the research described
in this thesis are:
1. Introduction of the novel concept of user-centered collaborative visualization
(UCCV). Besides a definitions, specific value and properties of UCCV are further
highlighted through the techniques described in Chapters 4 and 5 as well as
though a set of specific characteristics of UCCV systems.
2. An interactive visualization that addresses the need for a tabbed browsing histo-
ries visualization, allowing the analysts to inspect the parallel browsing behavior
of multiple users over different online sessions.
3. A visual motif builder that allows users to create patterns of navigation that
incorporate both structural (navigation subgraph) and quantifiable (website at-
tributes) information.
4. A set of evaluations inspecting the potential of portable commercial EEG head-
sets in the areas of user emotion and insight detection.
5. Three visualizations approaches for representing user and group affective states
in various environments/interfaces (i.e., EmotionPrints, EmotionScents and GAT
visualization).
6. A new design for passive tangibles for collaborative interaction on tabletop
displays (i.e., TangibleRings). The associated interactions of the ring-shaped
tangibles is tuned for collaboration and flexibility, allowing users to transition
seamlessly between single-user views and manipulation of shared spaces.
7. The user subjectivity measures—i.e., emotional states and moments of insight—
are employed in order to augment the quantitative evaluation of a collaborative
visualization, offering a new dimension of information about the user experience
in these settings.
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6.3 Future Work
When devising the techniques and tools addressed in this thesis, one goal was to
offer a complete view that includes sufficient details for reproduction and thorough
evaluation of the results. At the same time, considering the inherent complexity of
collaborative visualization, there is still room for many developments and extensions
that can be applied to each of the tackled subjects in order to further explore both
their validity and utility.
In terms of supporting the exploration and analysis of user parallel browsing behavior,
we aim to incorporate automatic similarity search algorithms into the WebComets
and WebComets Touch visualization environments that could support users by high-
lighting elements of high interest in the current query. We also plan to enhance the
way websites are cataloged by including a dynamic semi-automatic updating of site
categories. Furthermore, while we have shown in Chapter 3 that the WebComets ap-
proach is scalable in terms of the explored time frame, the number of branches defined
by tabs and windows and the number of simultaneously inspected browsing logs, one
important direction of our research in this area will be to further improve on scalabil-
ity through new interaction metaphors. An example for such a metaphor would be a
semantic zooming operator that changes the position of the loaded web pages on the
temporal axis based on the their relevance to the current query or analysis task.
A central aspect of this thesis is represented by the subjectivity measurements and
emotion visualization for supporting collaborative visualization. In a first instance,
we plan to evaluate and compare the potential of other devices and technologies capa-
ble of interpreting user emotions (e.g., electroencephalography (EEG), galvanic skin
response (GSR), facial expression classification, eye tracking, etc.). These studies
would extend the current one by further exploring the precision and level of intrusive-
ness of the devices, while at the same time being applied on a larger study group in
order to reinforce the findings highlighted in this thesis.
Further, we aim to establish guidelines for subjectivity evaluations in the context
of device-based affectivity detection and visualization systems. As highlighted in
Sections 4.1 and 4.2, evaluations based on subjective aspects like emotional states
and insights have the potential of capturing a dimension of the user experience in
visualization that has been largely overlooked in this field.
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We also plan to address some of the issues highlighted by the participants of our emo-
tion visualization studies from Sections 4.3 and 4.4. Mainly, our intent is to improve
the management of the emotion database and the privacy settings. To this end, but
also to address the social implications of emotion visualization (see Section 6.1), we
plan to implement a privacy management system that would span across all the emo-
tion visualization techniques and scenarios, and that will enable users to clearly state
the emotional readings, intervals and virtual objects for which they allow a represen-
tation to be computed. Further, we plan on enhancing the emotion visualization by
combining the EEG measurements with data obtained from eye trackers in order to
obtain a stronger correlation between the interface and the user experience, while at
the same time removing some of the emotional data that is not related to the current
task of the user.
Last but not least, in terms of tangible interaction, we plan to further improve the
design of our TangibleRings in order to support more flexible and seamless interaction
and collaboration. At the same time, we are working on a way to avoid the drawbacks
of different ring diameters, while extending the interaction capabilities for the nested
tangibles. At least as important are also the various application scenarios, where
we plan to highlight the functionality of the TangibleRings by addressing questions
related to medical visualization, as tangibles could improve navigating and filtering
of medical and anatomic data in collaborative settings.
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