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The derived-demand price of an information commodity 
depends on the commodity’s cost impact on a user’s 
production process. We model an arbitrary production 
process as a collection of interrelated tasks which can 
be represented in the form of a production digraph. The 
nodes of the digraph represent the subtasks in the pro- 
duction process. A directed edge from node a to node b 
signifies that the subtask corresponding to node b, in 
order to perform its function, requires input from the 
subtask corresponding to node a. Appropriate weights, 
representing costs, are assigned to nodes and arcs. 
The production digraph allows for investigating cost re- 
duction possibilities. To reduce production costs we 
have to lower subtask-costs, or lower the total by re- 
structuring. The trick is to determine which subtasks to 
choose as reduction candidates, or to discover how to 
restructure the production process so as to reduce the 
costs. The digraph model is used, in particular, to esti- 
mate the maximum price a user should be willing to pay 
for an information commodity. If a producer could, by 
introducing some information commodity, lower produc- 
tion costs by x dollars, the user may be willing to pay as 
much as x dollars for the commodity. 
Introduction 
This is the last in a series of three articles on the 
market value of information commodities. In the two 
earlier articles (Mowshowitz, 1992a, b), we addressed 
the problem of defining information and assessing its 
economic value. We showed, first of all, that our proper 
object of study is not information, per se, but informa- 
tion commodities. The latter is a product (e.g., a soft- 
ware package or a book) or a service (e.g., an online 
database or a consultant) that provides information, 
and, in addition, can be owned and has a determinate 
market value. With this definition, we reduced the as- 
sessment problem to the study of a particular class of 
commodities. 
The market for information commodities, like other 
markets, may be analyzed in terms of supply and de- 
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mand. Thus, we distinguish the economic perspective 
of the producer from that of the user. A previous article 
(Mowshowitz, 1992b) was concerned with the pro- 
ducer’s perspective, while this one focuses on the user’s 
perspective. To simplify our task, we restrict the analy- 
sis to information commodities employed in the mak- 
ing of other products or services. 
For the producer of an information commodity, the 
critical factor in assessing value is the cost of produc- 
tion. Therefore, we modeled information commodities 
to allow for a systematic analysis of cost. The model 
shows how value is added to an information commodity 
on its way to market. 
For the user, the critical factor in assessing value is 
the impact of the information commodity on the pro- 
cess employed to make the products or services being 
offered for sale. 
We are concerned with the information commodity 
as an element of production. Moreover, we assume that 
the potential buyer of an information commodity in- 
tends to use it to make a product or service that is to be 
offered for sale. Thus, assessing the maximum price a 
user should pay for an information commodity can be 
reduced to determining how much the commodity in 
question will reduce production costs, or, more gener- 
ally, increase profits from the sale of the product or 
service.’ To simplify our task, we restrict the analysis of 
‘Here, production refers to the activities of a firm or subdivi- 
sion thereof. We are not looking at the production of an industry or 
a sector of the economy. In other words, we are studying produc- 
tion at the micro rather than macro level. Thus, our analysis is 
quite different from the work of Braunstein et al. (1980). Hayes and 
Erickson (1982), and Braunstein (1985, 1987). Whereas studies of 
production at the macro level are properly concerned with produc- 
tion functions, investigation at the micro level calls for analysis of 
the structure of production processes. For further discussion of 
production function models, see Hayes and Borko (1982). 
The distinction between macro and micro level analysis holds 
in particular for cost-benefit studies. For example, Mason and Sas- 
sone (1978) present a cost-benefit model for information services. 
Their model quantifies costs and benefits in terms of properties of 
information services in general. Our model examines the effect of 
information commodities (such as the information services studied 
by Mason and Sassone) on the specific production processes in 
which those commodities might be used. 
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demand pricing to the effects of an information com- 
modity on the cost of production. 
Since price determination depends on the role of the 
information commodity in a production process, we 
need to model such a process in a way that shows the 
effects of an information commodity on the cost of pro- 
duction. We model an arbitrary production process as a 
collection of inter-related tasks which can be repre- 
sented in the form of a weighted digraph, called here a 
“production digraph.” 
Production Digraphs 
The concept of a production digraph was introduced 
informally in Mowshowitz (1992b). Now we give a pre- 
cise definition. P is a production digraph if P = 
P(V, E, a, z, c, w) where 
(1) V is a set of vertices or nodes; 
(2) E is a set of arcs or directed edges joining distinct 
pairs of nodes; 
(3) a is a unique node (the source) of indegree zero; 
(4) z is a unique node (the sink) of outdegree ;ero; 
(5) c is a function mapping V to the non-negative 
reals; 
(6) w is a function mapping E to the non-negative 
reals; 
and P satisfies conditions (1) and (2) shown below.* 
The nodes of the production digraph represent the 
subtasks in the production process. A directed edge 
from node a to node b signifies that the subtask corre- 
sponding to node 6, in order to perform its function, 
requires input from the subtask corresponding to node 
a. Since we want to model a production process as an 
isolated system, we identify initiating and terminating 
subtasks. These subtasks are represented in the digraph 
by the source and sink, respectively. The function c as- 
signs a weight to each node. This weight is the cost of 
the processing performed by the subtask on its inputs. 
Finally, the function w assigns a weight to each directed 
edge in the digraph. For an edge ab, directed from a to 
b, w(ab) is that portion of the cost of the output of a 
that is allocated to b. 
Defining Z(v) as the input of v (i.e., the sum of the 
weights of the edges directed to node v), and U(v) as 
the output of v (i.e., the sum of the weights of the edges 
directed from node v), we can state condition (I) 
O(v) = c(v) + Z(v) for all nodes v in P. (1) 
This condition may be interpreted to mean that the 
output of a node equals the input plus the value added 
by (or the processing cost of) the subtask corresponding 
to the node. Note that this condition implies O(a) = 
c(a), since a has no incoming edges; and Z(z) = -c(z), 
since t has no outgoing edges. 
‘For definitions of graph theoretic terms, see Harary (1969). 
P is acyclic (2) 
This condition is a simplifying assumption. 
A basic property of production digraphs is given in 
the following proposition. 
Proposition 1 
Z(z) = Xc(i), where the sum is over i unequal z. 
Proof. For any edge (i, z), we have the relation 
w(i,z) = c(i) + Z(i) - 2 w(i, j) 
If2 
Summing over i gives 
(*I C w(i,z) = C c(i 
i I 
) + 7 z(i) - C. C w(i7 j) 
l ,fZ 
The last term may be expressed in the form 
[ 
7 w(i,j) - w(i,z) 
I 1 
= XI(i) + c(z) 
Substituting this in (*) yields the desired result. 
According to Proposition 1, the entire cost of pro- 
duction, i.e., the sum of the costs of the subtasks in the 
production process, is given by the input to the sink in 
the production digraph. Note that the edges incident to 
z form a cutset that divides P into two subdigraphs, one 
containing z alone, the other containing all the re- 
maining nodes. Using the proposition, we can show the 
following. 
Proposition 2 
Let T be a cutset of edges separating production 
digraph P into disjoint subdigraphs Q and R containing 
source a and sink z, respectively. Then 
I=(2 t!ET 
Proof. Consider the digraph Q’ formed from Q by 
adding a new node Z’ and terminating all the edges in T 
on 2’. If we let 
c(z’) = -c w(e) 
<ET 
then Q’ is a production digraph. Now, the conclusion of 
Proposition 2 is an immediate consequence of Prop- 
osition 1, since 
C w(e) = 2 w(i,z’). 
t-ET I 
Proposition 2 allows for an incremental approach to 
cost determination. First, the production digraph can 
be built in successive stages. Suppose we have a pro- 
duction digraph Q that represents part of the produc- 
tion process of a given product or service. For 
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concreteness, consider the production of an informa- 
tion commodity such as the word processing package 
discussed in Mowshowitz (1992b). Suppose that Q cap- 
tures the respective contributions of kernel, storage, 
and processing; and that R is another production 
digraph with nodes corresponding to elements of distri- 
bution and presentation. The two production digraphs 
can be combined to form a new production digraph P 
by redirecting the edges incident to the sink in Q to the 
nodes incident from the source in R. 
Secondly, given production digraphs Q and R, we 
can replace (expand) a node v of Q by R to obtain a 
new production digraph P. This is done by the following 
procedure: 
(1) Remove the node u of Q and redirect all the edges 
incident on v to the source of R. 
(2) Redirect he edges incident from v so they are in- 
cident from the sink of R. 
(3) Adjust the costs and weights of the nodes and 
edges, respectively, of R to be consistent with 
condition (1). 
There are two major steps in our approach to deter- 
mining the cost of making a product or service: (a) 
Construction of the production digraph. (b) Determina- 
tion of the costs of the subtasks (i.e., node costs), and 
establishment of the cost relations between subtasks 
(i.e., edge weightings). After presenting an example, we 
will examine each of these steps in turn. Then, we will 
discuss the use of the production digraph as a means of 
determining how to reduce production costs, and show 
how to analyze the impact of an information commod- 
ity on the cost of a production process.3 
Example of a Production Digraph 
To illustrate the use of production digraphs, we will 
exhibit one representing the creation of a research re- 
port. This particular task may be viewed as a project or 
development task, since the final product is a unique 
text-the processes of reproducing and distributing the 
report are not included in the example. The task of de- 
veloping a research report is of interest because many 
different reports may be created using the same net- 
work of interacting subtasks. Thus, a production 
digraph representation lends itself to analysis of the 
cost-efficiency of the network. 
Suppose the digraph shown below in Figure 1 repre- 
sents the way a certain consulting group prepares a re- 
search report for a client. Nodes a and z represent the 
?he model presented here captures the effects of information 
commodities on production processes. Unlike the approach taken 
by Yovitsand Foulk (1985), and Yovits, Foulk, and Rose (1981a, b, c), 
the model does not purport to determine directly the value of in- 
formation to a decision maker. 
FIG. 1. Production digraph for research report. 
source and sink, respectively, of the digraph; nodes Tl- 
T12 correspond to the following 12 subtasks: 
Tl :scanning indexes; 
T2 :discussions with colleagues; 
T3 :preparing literature list; 
T4 :identifying subject experts to interview; 
T5 :obtaining books and journal articles; 
T6 :obtaining unpublished documents; 
T7 :making appointments with subject experts; 
T8 :reviewing literature; 
T9 :conducting interviews; 
TlO:drafting the report; 
Tll:obtaining reviews of the first draft; 
T12:preparing final draft. 
Although the arcs in the digraph of Figure 1 could 
possibly be interpreted as precedence relations in a 
PERT or CPM network, we interpret them as depen- 
dence relations. This means, for example, that prepar- 
ing a literature list (T3) requires input from the 
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discussions with colleagues (T2) and from the scanning 
of indexes (Tl). Unlike the arcs in PERT or CPM net- 
works, an arc xy in a production digraph does not imply 
that subtask x must be completed before task y. So, 
some of the index scanning (Tl) or the discussions with 
colleagues (T2) may occur while the preparation of the 
literature list is underway. The concern is with depen- 
dence that reflects cost relations, e.g., the total output 
from T3 includes the cost of the inputs from Tl and T2, 
as well as the cost incurred in processing at T3. 
According to Proposition 1, the total cost of produc- 
ing the research report is the weight of the arc from T12 
to the sink. This, in turn, is equal to the cost, c(T12), of 
preparing the final draft plus the cost of the input to 
T12 from Tll. Since T12 receives input from T11 alone, 
one is led to consider the possibility of lowering O(T12) 
by restructuring the input to T12. Perhaps, for example, 
the time required to obtain reviews could be reduced if 
Tll were split into several, parallel subtasks. By the 
same reasoning, O(T1O) might be reduced by splitting 
TlO into several parallel subtasks. This variation is 
shown in Figure 2. The subdigraph on the nodes a, 
Tl,... ,T9 is the same as in Figure 1. 
The production digraph leads one also to consider 
reducing costs by lowering the cost of processing at a 
node. For example, C(T12) could perhaps be lowered if 
the work of preparing the final draft could be divided 
into two or more parallel subtasks, each performed by 
lower cost personnel. Similar questions may be raised 
about all the nodes in the production digraph. 
By dividing the cost of subtask output into process- 
ing and input components, the production digraph calls 
FIG. 2. Variant of research report digraph. 
attention to the possibility of reducing overall costs by 
lowering input and/or processing costs. Moreover, by 
accumulating costs from source to sink, the digraph 
representation provides a systematic way of investigat- 
ing these cost-reduction possibilities. We will show this 
more formally in the section on cost reduction. 
Our main objective in introducing the digraph model 
is to provide a means for investigating the effects of an 
information commodity on production tasks. In partic- 
ular, we want to use the production digraph as a means 
of determining the maximum price a user would be 
willing to pay for an information commodity. 
Note that the information commodities we are con- 
cerned with are products or services designed for use in 
the production of other products or services. If a pro- 
ducer could, by introducing some information commod- 
ity, lower production costs by x dollars, he may be 
willing to pay as much as x dollars for the commodity. 
Although not a least upper bound, this quantityx could 
provide a useful approximation of the demand price of 
an information commodity. 
Thus far, we have shown how the production 
digraph in Figure 1 could be used to examine, systemat- 
ically, ways of lowering the costs of production. Now, 
we will show how the digraph could be used to investi- 
gate the ways in which an information commodity 
might be introduced so as to lower production costs. 
Consider the question of introducing word process- 
ing software. To make for a sharp comparison, suppose 
that in our research report example, documents are 
typed on a conventional typewriter. To analyze the 
cost impact of word processing in our example, we must 
first determine which subtasks might be altered by the 
use of word processing. Note that a variety of document 
preparation activities could be affected by the introduc- 
tion of word processing. 
Subtasks T12, TlO, T8, and T3 all involve a signifi- 
cant amount of document preparation, and thus are 
likely to be strongly affected by a shift to word process- 
ing; but other subtasks might be affected as well. For 
example, some of the reviews in subtask Tll could be 
received as work processor files through an electronic 
mail system. A word processor would make it possible 
to edit and/or combine various reviews and to prepare 
hard copy for circulation within the group. Parts of sub- 
task T2 might also be affected by word processing: if 
the discussions were written up on a word processor, 
they could more easily be adapted for use in the report. 
The production digraph provides a framework for 
analyzing the cost effects of information commodities 
such as word processing software. Clearly, it does not 
resolve cost accounting issues, such as how to deal with 
fixed as opposed to variable or direct vs. indirect costs. 
We assume that some cost accounting method is in use 
in a given production environment, so that a produc- 
tion manager could analyze the specific cost impact of 
an information commodity on a subtask. 
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Let us try to analyze the effect of a shift from type- 
writer to word processor in subtask T12 (preparation of 
final draft). For the moment, suppose that T12 is the 
only subtask involved. Four cost factors have to be ex- 
amined in this case: 
(1) 
(2) 
(3) 
(4) 
purchase of word processing software: 
purchase of a computer; 
training of typist to use the new equipment and 
software; 
word processor operations. 
The first three are fixed costs which could be amor- 
tized over appropriate time periods and allocated as 
variable costs; the third is strictly a variable cost. The 
sum of these costs would then have to be compared 
with the current unit cost of preparing the final draft 
on a typewriter. 
If T12 were the only subtask potentially affected by 
the replacement of the typewriter by a word processor, 
the production digraph would not be terribly useful. 
However, as noted earlier, several subtasks are likely to 
be affected. The digraph representation facilitates iden- 
tification of the subtasks, as we have seen; but more 
importantly it provides a means of analyzing possible 
changes in the interrelations between the affected sub- 
tasks. That is to say, the digraph model is a vehicle for 
analyzing the impact of structural changes in the pro- 
duction process. What is more, the same production 
digraph may be used to investigate the impact on pro- 
duction of many different types of information com- 
modities. 
Constructing Production Digraphs 
There are four major steps in the construction of a 
digraph model of a production process: 
(1) 
(2) 
(3) 
(4) 
Steps 
analyzing the process into its constituent subtasks; 
determining the interdependencies among the sub- 
tasks identified in (1); 
determining the unit processing costs incurred by 
the subtasks; 
allocation of each subtask’s output cost among the 
subtasks dependent upon it. 
(1) and (2) yield the digraph structure; steps (3) ._ 
and (4) assign weights (or costs) to the nodes and edges 
of the digraph. 
There is no algorithm for carrying out the steps out- 
lined above. If the production task consists of a number 
of clearly recognizable subtasks, Steps 1 and 2 may be 
quite straightforward. On the other hand, if task subdi- 
visions are not clearly defined, considerable empirical 
effort may be required to generate the digraph struc- 
ture. In this case, one might use structured problem 
solving as a framework for the empirical investigation. 
One must keep in mind that the production digraph 
is intended to clarify cost relations. This means, in par- 
ticular, that the nodes of the graph may not correspond 
to organizational divisions or to job definitions. Thus, 
the empirical investigation is a crucial part of the 
digraph construction process. 
Once the digraph structure has been determined, the 
node and arc weights must be ascertained (Steps 3 and 
4). Determination of node weights (Step 3) involves the 
following: (1) Determining precisely what categories of 
costs are to be considered; and (2) Obtaining the rele- 
vant cost data. These requirements are nontrivial. As 
discussed earlier, it may be desirable in certain cases to 
take account of some fixed as well as variable costs. 
Since accounting principles and practices vary, careful 
attention must be given to proper conceptualization of 
cost factors. Moreover, the data needed to assign values 
to the various costs identified for a subtask may not be 
readily available. 
Allocating input plus processing cost, I(X) + c(x), of 
a node x to the nodes incident from it calls for analysis 
of the outputs of x. Analysis here means estimating the 
portion of a node’s output that goes to each of the 
nodes incident from it. This must be done on a case by 
case basis.4 
Cost Reduction 
In our discussion of the production digraph corre- 
sponding to the development of a research report, we 
indicated how the digraph might be used to investigate 
cost reduction possibilities. Now we will show this more 
formally. 
Suppose P = P(V, E, a, z, c,w) is a production 
digraph. Recall that the total cost of production is I(z), 
the sum of the weights on the arcs incident to the sink 
z. Moreover, from Proposition 1 we know that I(z) 
equals the sum over all the nodes i (other than z) of c(i). 
So, to reduce production costs we have to lower some 
of the c(i), or to lower the total by restructuring. The 
trick is to determine which subtasks to choose as reduc- 
tion candidates, or to discover how to restructure the 
production process so as to reduce the costs. Proposi- 
tion 2 suggests a systematic procedure. 
Let T = (Q, R) be a cutset of edges in the digraph P 
whose removal partitions P into subdigraphs Q and R 
containing a and z, respectively; and let w(T) denote 
the sum of the weights of the edges in T. According to 
Proposition 2, w(T) is equal to the sum of the costs of 
all the nodes in the subdigraph Q. Now, let N(T, Q) de- 
note the set of nodes of Q that are incident to arcs in T. 
Finally, for S and V, let N,,(S) be the set of all nodes of 
P that are adjacent o nodes in S; and let Ai,, be the 
set of arcs of P that are incident to nodes of S. 
%ee Bellin (1991) for a detailed discussion of node and arc 
weighting in the context of software development. 
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Cost Reduction Procedure 
First, construct a sequence of cutsets as follows 
T! = Ain( 
1 (*I For k >1, Tk = Ain[N(Tk-1,Qk-l)] 
Clearly, this gives a finite sequence whose last element 
is the set of arcs incident from the source. Note also 
that this sequence of cutsets determines a correspond- 
ing sequence of subdigraphs Qk beginning with P - {z} 
and ending with the trivial subdigraph consisting of the 
source alone. This sequence of subdigraphs in reverse 
order, represents a sequence of “subproduction” pro- 
cesses that terminates in the given production process. 
Second, construct a sequence of subsets Vk of nodes 
corresponding to the cutsets of (*): for k > 0, Vk = 
N(Tk, Qk) The first element, V,, consists of the nodes 
incident to the sink; the last element (say V,) is the set 
consisting of the source alone. These subsets of nodes 
represent clusters of subtasks at successive levels in the 
production process. Each cluster is a candidate for cost 
reduction. 
Third, for each I/k, from k = 1 to n, determine the 
balance of the set {O(x)1 x is in Vk} of output costs. This 
analysis could be done by computing the deviation of 
each pair-difference, O(x) - O(y), from the mean of 
all the pair-differences. A “high” deviation suggests 
considering one of the following actions: 
(1) merging one subtask with another to achieve econ- 
omy of scope; 
(2) subdividing one subtask to achieve the cost sav- 
ings of specialization and division of labor. 
If any rebalancing is done, outputs must be reallocated, 
and the production digraph modified to reflect the 
changes. 
Production Effects of Information Commodities 
Finally, we return to our point of departure in this 
study, namely, the impact of information commodities 
on production. We will show how the production 
digraph can be used to analyze this impact-especially 
how it can be used to estimate the demand price of an 
information commodity. 
An information commodity such as a computer, a 
piece of software, or a database may affect production 
in several ways. 
Type 1. Processing within a subtask may be altered 
without establishing new connections or eliminating ex- 
isting connections to other subtasks; 
Type 2. Connections between subtasks may be 
modified; 
Type 3. A subtask may be divided into two indepen- 
dent subtasks; 
Type 4. Two subtasks may be combined to form one 
subtask. 
We will discuss these effects of information commodi- 
ties in relation to the production digraph model. The 
simple production process represented by the digraph in 
Figure 3 will be used to illustrate the effects. 
Type 1 changes in a node x are reflected only in 
modifications of the cost, C(X), of node x. This implies 
no change in either the set of arcs incident to x or the 
set incident from x. However, since the cost is altered, 
the output O(x) must be redistributed among the arcs 
incident from x to other nodes, and all the other node 
and edge weights must be readjusted in accordance with 
the definition of a production digraph. 
Suppose the cost of the subtask corresponding to 
node b is reduced from 15 to 10. This reduction could 
result, for example, from replacing some software pack- 
age by a more efficient one. Now, the cost of the output 
from node b is reduced from 25 to 20. Let us say that 
the weight of arc bd is lowered to 16 and the weight of 
arc be drops to 4. Then the weight of arc dz becomes 26 
and ez becomes 39. The resulting weighted digraph sat- 
isfies the definition of a production digraph, and its to- 
tal cost is 65, 5 less than the original (Fig. 3). 
Type 2 changes involve the elimination or addition 
of arcs in the production digraph. If an arc incident 
from a nodex is eliminated, then the entire output O(x) 
must be reallocated to the remaining arcs issuing from 
node x, and the weighting function w must be adjusted. 
If a new arc is added from node x to node y, again the 
output O(x) of x must be reallocated, and the function 
w adjusted. 
Consider the removal of arc be from the digraph of 
Figure 3. This means that the subtask corresponding to 
node e no longer receives (nor needs) output from b. 
The output cost of node b is thus reduced by 5, which 
implies that the cost of input plus the cost of processing 
at b is reduced by 5. This could result from simply cut- 
ting the cost of input to b from 10 to 5, in which case 
the cost of the source a would be lowered to 25. The 
only remaining change to be made in the digraph is on 
the output side of node b, i.e., the weight of arc ez must 
be reduced from 40 to 35. 
Type 3 changes are more complicated. These involve 
the elimination of an existing node together with all the 
arcs incident to it and from it, and the introduction of 
two new nodes together with arcs linking them to other 
nodes in the digraph. This is a major change requiring 
FIG. 3. A Simple production process. 
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an updating of the set V of nodes and the set E of arcs 
as well as modification to both of the weighting func- 
tions c and w. 
Suppose the subtask corresponding to node b in the 
digraph is split so as to disaggregate its outputs. The 
resulting production digraph is shown in Figure 4. 
The total cost of the production process represented 
in Figure 4 is the same as that of Figure 3. However, if 
sum of the costs of nodes x and y (Fig. 4) were less than 
that of node b (Fig. 3), then the total cost of the modi- 
fied process would also be lower. 
Type 4 changes involve similar adjustments. When 
two nodes x and y are merged into x’, the arcs incident 
to either x or y will be incident to the new node x’; 
however, not all of the arcs incident from either x or y 
will remain in the new digraph. In particular, arcs xz 
and yz would be merged, and arcs xy and yx would dis- 
appear. The merger of nodes x and y would presumably 
result in a cost c(x’) < c(x) + c(y). The output 0(x’) 
must be reallocated to the arcs issuing from x’ and the 
weighting functions c and w as well as the node set V 
and arc set E must be adjusted so as to yield a new 
production digraph. 
An estimated upper bound for the demand price of 
an information commodity may be obtained by deter- 
mining the change induced by the commodity in the 
total cost of production. This change is the difference, 
I@‘) - Z(z), where z and z’ are the sinks of the old and 
new production digraphs, respectively. 
Further research is needed to classify information 
commodities according to the types of changes they in- 
duce in production digraphs. 
FIG. 4. Subtask splitting. 
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