Characterization and representation problems for intersection betweennesses  by Rautenbach, Dieter et al.
Discrete Applied Mathematics 159 (2011) 389–395
Contents lists available at ScienceDirect
Discrete Applied Mathematics
journal homepage: www.elsevier.com/locate/dam
Characterization and representation problems for intersection
betweennesses
Dieter Rautenbach a,∗, Vinícius Fernandes dos Santos b, Philipp M. Schäfer a,
Jayme L. Szwarcfiter b
a Institut für Optimierung und Operations Research, Universität Ulm, Ulm, Germany
b Instituto de Matemática, NCE, and COPPE, Universidade Federal do Rio de Janeiro, Rio de Janeiro, RJ, Brazil
a r t i c l e i n f o
Article history:
Received 3 May 2010
Received in revised form 1 December 2010
Accepted 9 December 2010
Available online 3 January 2011
Keywords:
Betweenness
Shortest paths
Trees
a b s t r a c t
For a set systemM = (Mv)v∈V indexed by the elements of a finite set V , the intersection
betweennessB(M) induced byM consists of all triples (u, v, w) ∈ V 3 withMu∩Mw ⊆ Mv .
Similarly, the strict intersection betweenness Bs(M) induced byM consists of all triples
(u, v, w) ∈ B(M) such that u, v, and w are pairwise distinct. The notion of a strict
intersection betweenness was introduced by Burigana [L. Burigana, Tree representations
of betweenness relations defined by intersection and inclusion, Math. Soc. Sci. 185
(2009) 5–36]. We provide axiomatic characterizations of intersection betweennesses and
strict intersection betweennesses. Our results yield a simple and efficient algorithm that
constructs a representing set system for a given (strict) intersection betweenness. We
study graphs whose strict shortest path betweenness is a strict intersection betweenness.
Finally, we explain how the algorithmic problem related to Burigana’s notion of a partial
tree representation can be solved efficiently using well-known algorithms.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we study so-called betweennesses induced by graphs as well as set systems. Betweennesses capture and
generalize in an abstract way natural geometric properties of points in Rn, and the axiomatic study of betweenness as a
mathematical concept goes back to Huntington and Kline [13] in 1917. Algorithmic problems related to betweennesses have
been studied as relaxations of ordinal embeddings [1,14,12] and occur for instance in psychometrics [3] and as arrangement
problems in molecular biology [6,10]. For such betweenness problems, several strong hardness results have been obtained
[5,18,4] and only a few positive results are known [5,12,15].
We consider finite, simple, and undirected graphs as well as finite set systems defined over finite ground sets. Let G be a
graph. The vertex set of G is denoted by V (G) and the edge set of G is denoted by E(G). For a vertex u of G, the neighbourhood
NG(u) in G equals {v ∈ V (G) | uv ∈ E(G)} and the degree dG(u) in G equals |NG(u)|. A path P of length l in G between two
vertices v0 and vl of G is a sequence P:v0v1 . . . vl of l + 1 distinct vertices v0, v1, . . . , vl ∈ V (G) such that vi−1vi ∈ E(G) for
1 ≤ i ≤ l. The distance distG(u, v) in G between two vertices u and v of G is the minimum length of a path in G between
u and v. A cycle C of length l in G is a sequence C :v1v2 . . . vlv1 such that v1v2 . . . vl is a path in G and v1vl ∈ E(G). For a
finite set V , V 3 denotes the set of all ordered triples of elements of V . A triple (u, v, w) ∈ V 3 is called strict if u, v, andw are
∗ Corresponding address: Institut für Optimierung und Operations Research, Universität Ulm, Helmholtzstrasse 22/Raum E02, 89081 Ulm, Germany.
Tel.: +49 731 5023630; fax: +49 731 501223630.
E-mail addresses: dieter.rautenbach@uni-ulm.de, dieter.rautenbach@gmx.de (D. Rautenbach), vinicius.santos@gmail.com (V.F. dos Santos),
philipp.schaefer@gmail.com (P.M. Schäfer), jayme@nce.ufrj.br (J.L. Szwarcfiter).
0166-218X/$ – see front matter© 2010 Elsevier B.V. All rights reserved.
doi:10.1016/j.dam.2010.12.009
390 D. Rautenbach et al. / Discrete Applied Mathematics 159 (2011) 389–395
pairwise distinct. Let V 3s denote the set of all strict triples in V
3. For k ∈ N0, let

V
k

denote the set of all subsets of V that
are of cardinality k.
For a graph G, the shortest path betweenness B(G) of G consists of all triples (u, v, w) ∈ V (G)3 such that v lies on
a shortest path in G between u and w, or equivalently (u, v, w) ∈ V (G)3 belongs to B(G) if and only if distG(u, w) =
distG(u, v) + distG(v,w) < ∞. The strict shortest path betweenness Bs(G) of G consists of all strict triples in B(G),
i.e. Bs(G) = B(G) ∩ V (G)3s . Shortest path betweennesses are a special case of betweennesses induced by metrics, which
were first studied by Menger in 1928 [17]. The shortest path betweennesses of trees have received special attention, and
several different axiomatic characterizations have been proposed [3,7,19,20]. For a tree/forest T , we callB(T ) the tree/forest
betweenness of T andBs(T ) the strict tree/forest betweenness of T .
In [3], Burigana introduces a betweenness notion derived from set systems. For a set systemM = (Mv)v∈V indexed by
the elements of a finite set V , the intersection betweenness B(M) induced byM consists of all triples (u, v, w) ∈ V 3 with
Mu ∩Mw ⊆ Mv , and the strict intersection betweennessBs(M) induced byM consists of all strict triples (u, v, w) ∈ V 3s with
Mu ∩Mw ⊆ Mv , i.e.
B(M) = {(u, v, w) ∈ V 3 | Mu ∩Mw ⊆ Mv}
Bs(M) = B(M) ∩ V 3s = {(u, v, w) ∈ V 3s | Mu ∩Mw ⊆ Mv}.
For every finite set V , a setB ⊆ V 3 is an intersection betweenness if there is some set systemM withB = B(M). Similarly,
a setB ⊆ V 3s is a strict intersection betweenness if there is some set systemM withB = Bs(M).
Burigana provides some axioms for strict intersection betweennesses. Furthermore, he characterizes the two classes
of strict intersection betweennesses that coincide with some strict tree betweenness (betweennesses with a full tree
representation), and that contain some strict tree betweenness (betweennesses with a partial tree representation). A central
problem left open in [3] is the (axiomatic) characterization of (strict) intersection betweennesses. Furthermore, the
procedure proposed in [3] for the solution of the partial tree representation problem does not lead to an efficient algorithm.
Our results are as follows. In Section 2, we provide axiomatic characterizations of intersection betweennesses and
strict intersection betweennesses thus solving the problem left open in [3]. Furthermore, our results yield a simple and
efficient algorithm that constructs a representing set system for a given (strict) intersection betweenness. In Section 3, we
characterize those graphs whose strict shortest path betweenness is a strict intersection betweenness. Furthermore, we
describe representations of strict tree betweennesses as strict intersection betweennesses of set systems over small ground
sets. Finally, in Section 4, we explain how the algorithmic problem related to Burigana’s partial tree representation can be
solved efficiently using well-known algorithms.
2. Characterizing and representing intersection betweennesses
Burigana [3] provides the following three axioms, which he claims to hold for every strict intersection betweennessB.
(I1) ∀u, v, w ∈ V : (u, v, w) ∈ B ⇒ (w, v, u) ∈ B.
(I2) ∀u, v, w, z ∈ V : (u, v, w), (u, z, v) ∈ B ⇒ (u, z, w) ∈ B.
(I3) ∀u, v, w, t, z ∈ V : (t, u, z), (t, w, z), (u, v, w) ∈ B ⇒ (t, v, z) ∈ B.
These three axioms clearly hold for every intersection betweenness because of elementary properties of set intersection and
inclusion. Furthermore, (I1) also holds for every strict intersection betweenness. Contrary to Burigana’s claim, the properties
(I2) and (I3) are actually problematic for strict intersection betweennesses because they potentially imply the presence of
non-strict triples. In order to ensure that the triple (u, z, w), whose existence is guaranteed by (I2), is strict, one has to add
the conditionw ≠ z. Similarly, in order to ensure that the triple (t, v, z), whose existence is guaranteed by (I3), is strict, one
has to add the condition t ≠ v ≠ z. This leads to the following modified versions of (I2) and (I3).
(Is2) ∀u, v, w, z ∈ V : (u, v, w), (u, z, v) ∈ B andw ≠ z ⇒ (u, z, w) ∈ B.
(Is3) ∀u, v, w, t, z ∈ V : (t, u, z), (t, w, z), (u, v, w) ∈ B and t ≠ v ≠ z ⇒ (t, v, z) ∈ B.
While strict intersection betweennesses can be empty, intersection betweennesses always contain all triples of the form
(u, u, w) and (u, w,w). Therefore, they necessarily satisfy another property.
(I4) ∀u, w ∈ V : (u, u, w) ∈ B.
Note that (I4) together with (I3) actually implies (I2) by choosing t = u in (I3).
We now show that the above axioms yield characterizations of intersection betweennesses and strict intersection
betweennesses. Furthermore, we also prove that there are always representing set systems over quadratic ground sets,
which can be constructed efficiently.
Theorem 1. Let V be a finite set and let B ⊆ V 3.
(i) If there is a set systemM = (Mv)v∈V withB = B(M), thenB satisfies (I1), (I3), and (I4).
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(ii) If B satisfies (I1), (I3), and (I4), then there is a set systemM = (Mv)v∈V withB = B(M) and |v∈V Mv| ≤  |V |2 , which
can be constructed in polynomial time.
Proof. Since (i) is obvious, we proceed to the proof of (ii). Let B satisfy (I1), (I3), and (I4). For v ∈ V , let Mv = {{u, w} |
u, w ∈ V and (u, v, w) ∈ B}. Note that Mv can easily be constructed in polynomial time (see Algorithm 1). Note that
{u, w} = {w, u}. Therefore the sets Mv are well defined, because (u, v, w) ∈ B holds if and only if (w, v, u) ∈ B holds,
which is ensured by (I1). We will show thatB = B(M) for the set systemM = (Mv)v∈V . Therefore, let (u, v, w) ∈ V 3. By
(I1) and (I4), (u, u, w), (u, w,w) ∈ B, and hence {u, w} ∈ Mu ∩ Mw . First, we assume that (u, v, w) ∉ B. By definition,
this implies that {u, w} ∈ (Mu ∩ Mw) \ Mv , and hence (u, v, w) ∉ B(M). Conversely, we assume that (u, v, w) ∈ B. For
contradiction, we assume that (u, v, w) ∉ B(M). This implies that there is some {t, z} ∈ (Mu ∩ Mw)\Mv . By definition, this
implies that (t, u, z), (t, w, z) ∈ B. Since (u, v, w) ∈ B, (I3) implies that (t, v, z) ∈ B, and hence, by definition, {t, z} ∈ Mv ,
which is a contradiction. Note that

v∈V Mv ⊆

V
2

, which completes the proof. 
We extend this result to strict intersection betweennesses.
Theorem 2. Let V be a finite set and let Bs ⊆ V 3s .
(i) If there is a set systemM = (Mv)v∈V withBs = Bs(M), thenBs satisfies (I1), (Is2), and (Is3).
(ii) If Bs satisfies (I1), (Is2), and (I
s
3), then there is a set systemM = (Mv)v∈V with Bs = Bs(M) and |

v∈V Mv| ≤

|V |
2

,
which can be constructed in polynomial time.
It is possible to prove Theorem 2 in a similar way as Theorem 1. We present an alternative proof, which relates strict
intersection betweennesses to special intersection betweennesses containing them. Furthermore, this alternative proof
shows that a single algorithm, Algorithm 1, constructs representing set systems in both cases.
Lemma 3. If V is a finite set andBs ⊆ V 3s is a strict intersection betweenness, then
B = Bs ∪ {(u, u, w) | u, w ∈ V } ∪ {(u, w,w) | u, w ∈ V }
is an intersection betweenness.
Input: A finite set V and a setB ⊆ V 3 that is an intersection betweenness or a strict intersection betweenness.
Output: A set systemM = (Mv)v∈V such that

v∈V Mv
 ≤ |V |2 . Furthermore, ifB is an intersection betweenness,
thenB = B(M), and ifB is a strict intersection betweenness, thenB = Bs(M).
1 for {u, w} ∈ V2 do
2 B ← B ∪ {(u, u, w), (u, w,w), (u, u, u)};
3 end
4 for v ∈ V do
5 Mv ← ∅;
6 end
7 for (u, v, w) ∈ B do
8 Mv ← Mv ∪ {{u, w}};
9 end
10 M← (Mv)v∈V ;
11 returnM;
Algorithm 1: Algorithm for representing an intersection betweenness.
Proof. Let the set system M = (Mv)v∈V be such that Bs = Bs(M). Note that B(M) might contain triples of the form
(u, v, u) with u ≠ v, which are not contained in B as in the statement. Let (uv)v∈V be a collection of |V | pairwise distinct
elements that do not belong to

v∈V Mv . Let M ′v = Mv ∪ {uv} for v ∈ V and let M′ = (M ′v)v∈V . Since M ′u ⊈ M ′v and
M ′u ∩M ′v = Mu ∩Mv for every two distinct elements u and v of V , we obtainBs(M′) = Bs(M) = Bs andB(M′) = B. This
completes the proof. 
We proceed to the proof of Theorem 2.
Proof of theorem 2. Since (i) is obvious, we proceed to the proof of (ii). LetBs satisfy (I1), (Is2), and (I
s
3). LetB be defined as
in Lemma 3. Clearly,B satisfies (I1) and (I4) and does not contain any triple of the form (u, v, u)with u ≠ v. We will show
thatB also satisfies (I3). Therefore, let u, v,w, t , and z be in V such that (t, u, z), (t, w, z), (u, v, w) ∈ B. We need to prove
that (t, v, z) ∈ B.
If u = v or w = v, then trivially (t, v, z) ∈ B. Hence, we may assume that u ≠ v ≠ w. Since (u, v, w) ∈ B, this also
implies that u ≠ w, i.e. (u, v, w) is strict.
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Fig. 1. A distance theta.
If t = v or z = v, then, by construction, (t, v, z) ∈ B. Hence we may assume that t ≠ v ≠ z.
If t = u, then (u, w, z), (u, v, w) ∈ B. Since u ≠ w, this implies that u ≠ z. If w = z, then (t, v, z) = (u, v, w) ∈ B.
Hence we may assume that w ≠ z, i.e. (u, w, z) is strict. Since v ≠ z, (Is2) implies that (t, v, z) = (u, v, z) ∈ B. Hence we
may assume that t ≠ u and, by symmetric arguments, that t ≠ w, z ≠ u, and z ≠ w. It follows that all three triples (t, u, z),
(t, w, z), and (u, v, w) are strict. Now, since t ≠ v ≠ z, (Is3) implies that (t, v, z) ∈ B. Therefore,B satisfies (I3).
By Theorem 1, there is a set systemM = (Mv)v∈V withB = B(M) and |v∈V Mv| ≤  |V |2 , which can be constructed
in polynomial time (see Algorithm 1). SinceBs = B ∩ V 3s , it follows thatBs = Bs(M), which completes the proof. 
3. Intersection betweennesses in graphs
In this section, we characterize those graphs whose strict shortest path betweenness is a strict intersection betweenness
using forbidden subgraphs.
Let G be a graph. A distance theta in G is a subgraph H of G that is the subdivision of the complete bipartite graph with
partite sets {u, w} and {t, v, z} such that the path inH between t and z containing u but not v has length distG(t, z), the path
in H between t and z containing w but not v has length distG(t, z), the path in H between u and w containing v has length
distG(u, w), and distG(t, z) < distG(t, v)+ distG(v, z) (see Fig. 1).
Theorem 4. Let G be a graph. The strict shortest path betweenness of G is a strict intersection betweenness if and only if G does
not contain a distance theta.
Proof. LetGbe a graph. Clearly,Bs(G) satisfies (I1). Nowwe show thatBs(G) satisfies (Is2). Therefore, let (u, v, w), (u, z, v) ∈
Bs(G) be such thatw ≠ z. By definition,
distG(u, w) = distG(u, v)+ distG(v,w)
= distG(u, z)+ distG(z, v)+ distG(v,w)
≥ distG(u, z)+ distG(z, w) and
distG(u, w) ≤ distG(u, z)+ distG(z, w),
which implies that distG(u, w) = distG(u, z)+ distG(z, w), and hence (u, z, w) ∈ Bs(G). Therefore,Bs(G) satisfies (Is2) and,
by Theorem 2, Bs(G) is a strict intersection betweenness if and only if Bs(G) satisfies (Is3). It remains to show that Bs(G)
does not satisfy (Is3) if and only if G contains a distance theta.
If G contains a distance theta, then, using the notation as above (see Fig. 1), we have (t, u, z), (t, w, z), (u, v, w) ∈ Bs(G)
but (t, v, z) ∉ Bs(G), i.e.Bs(G) does not satisfy (Is3).
Conversely, ifBs(G) does not satisfy (Is3), then there are five distinct vertices u0, v,w0, t0, and z0 in V (G) such that
distG(t0, z0) = distG(t0, u0)+ distG(u0, z0)
= distG(t0, w0)+ distG(w0, z0),
distG(u0, w0) = distG(u0, v)+ distG(v,w0), and
distG(t0, z0) < distG(t0, v)+ distG(v, z0).
Let Q0 be a shortest path in G between t0 and z0 that contains u0, and let R0 be a shortest path in G between t0 and z0 that
containsw0. Ifw0 lies on Q0, then, by symmetry, we may assume thatw0 lies between u0 and z0 on Q0, and hence
distG(t0, z0) = distG(t0, u0)+ distG(u0, w0)+ distG(w0, z0)
= distG(t0, u0)+ distG(u0, v)+ distG(v,w0)+ distG(w0, z0)
≥ distG(t0, v)+ distG(v, z0),
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which implies a contradiction to distG(t0, z0) < distG(t0, v) + distG(v, z0). Hence w0 does not lie on Q0 and, by symmetry,
u0 does not lie on R0. Let C be the shortest cycle in the graph Q0 ∪ R0 that contains u0,w0. Note that C contains exactly two
vertices t and z that belong to V (Q ) ∩ V (R). We may assume that t lies between u0 and t0 on Q0. This easily implies that t
lies between w0 and t0 on R0. Let Q denote the subpath of Q0 between t and z, and let R denote the subpath of R0 between
t and z. Let S0 be a shortest path in G between u0 andw0 that contains v. If t lies on S0, then, by symmetry, we may assume
that v lies between t and u0 on S0, and hence
distG(t0, z0) = distG(t0, t)+ distG(t, u0)+ distG(u0, z0)
= distG(t0, t)+ distG(t, v)+ distG(v, u0)+ distG(u0, z0)
≥ distG(t0, v)+ distG(v, z0),
which is a contradiction. Hence t and, by symmetry, z do not lie on S0. Furthermore, we obtain, by a similar argument, that
v does not lie on Q or R. Let S be the shortest subpath of S0 that contains v as an internal vertex and contains two vertices
from V (Q ) ∪ V (R). Since distG(t0, z0) < distG(t0, v)+ distG(v, z0), S is a shortest path between an internal vertex, say u, of
Q and an internal vertex, sayw, on R. Now the five distinct vertices u, v,w, t , and z together with the three paths Q , R, and
S yield a distance theta in G, which completes the proof. 
Note that Theorem 4 and its proof yield efficient algorithms for checking whether the strict shortest path betweenness of
some given graph G is a strict intersection betweenness, and for finding a distance theta in G, if this is not the case. As seen in
the proof of Theorem 4, the strict shortest path betweennessBs(G) of G always satisfies (I1) and (Is2). Since, for every three
vertices u, v, w ∈ V (G), we have (u, v, w) ∈ Bs(G) if and only if distG(u, w) = distG(u, v)+ distG(v,w), in order to check
whetherBs(G) satisfies (Is3), one can just consider all polynomially many 5-tupels of vertices and test the suitable distance
conditions. If Bs(G) does not satisfy (Is3), this yields a 5-tupel (t, z, u, v, w) with (t, u, z), (t, w, z), (u, v, w) ∈ Bs(G) and
(t, v, z) ∉ Bs(G), which, following the proof of Theorem 4, easily yields a distance theta in G.
There are several ways to show that (strict) tree betweennesses are (strict) intersection betweennesses. First, it is
straightforward to verify that all tree betweennesses satisfy (I1), (I3), and (I4) and that all strict tree betweennesses
satisfy (I1), (Is2), and (I
s
3). Therefore, Theorems 1 and 2 imply that every (strict) tree betweenness is a (strict) intersection
betweenness. Second, if G is a graph all cycles of which are edge disjoint, then, by Theorem 4, the strict shortest path
betweenness ofG is a strict intersection betweenness. The next result yields amuch simpler proof forwhich the representing
set systemM = (Mv)v∈V (T ) is derived from the underlying tree T in a very simple way.
For someB ⊆ V 3 and u, v, w ∈ V , let N(u, v, w) abbreviate the following assertion:
(u ≠ v ≠ w ≠ u) ∧ ((u, v, w), (v,w, u), (w, u, v) ∉ B).
Theorem 5. Let T be a tree of order n with l leaves.
(i) There is a set systemM = (Mv)v∈V (T ) such that Bs(T ) = Bs(M) and |v∈V (T )Mv| ≤ 2n− l− 2.
(ii) There is a set systemM = (Mv)v∈V (T ) such that B(T ) = B(M) and |v∈V (T )Mv| ≤ 2n− 2.
Proof. (i) Let T be a tree with l leaves. For every v ∈ V (T ), let Mv consist of all ordered pairs (x, y) such that xy ∈ E(T ),
dT (x) ≥ 2, and, if we root T in y, then the vertex v is equal to either x or a descendant of x. Equivalently,
Mv = {(x, y) | xy ∈ E(T ) ∧ (v, x, y) ∈ Bs(T )} ∪ {(v, y) | vy ∈ E(T ) ∧ ∃x ∈ V (T ) : (x, v, y) ∈ Bs(T )}.
LetM = (Mv)v∈V (T ). Note that U =v∈V (T )Mv consists of all ordered pairs (x, y) such that xy ∈ E(T ) and dG(x) ≥ 2. Hence|U| = 2|E(T )| − l = 2n− l− 2.
In order to show thatBs(T ) ⊆ Bs(M), let (u, v, w) ∈ Bs(T ) and let (x, y) ∈ Mu ∩Mw . By construction, if we root T in y,
then each of the two vertices u and w is equal to either x or a descendant of x. Since v lies on the path in T between u and
w, this implies that v is equal to either x or a descendant of x. By construction, (x, y) ∈ Mv . HenceMu ∩Mw ⊆ Mv , and thus
(u, v, w) ∈ Bs(M).
In order to show that Bs(M) ⊆ Bs(T ), let (u, v, w) ∈ Bs(M). For contradiction, we assume that (u, v, w) ∉ Bs(T ),
which implies that either N(u, v, w), or (u, w, v) ∈ Bs(T ), or (v, u, w) ∈ Bs(T ). If N(u, v, w), then there is some c ∈ V (T )
that lies on the paths in T between any two of the vertices u, v, andw. If c ′ is the neighbour of c on the path in T between c and
v, then, by construction, (c, c ′) ∈ (Mu ∩Mw) \Mv , which implies a contradiction to (u, v, w) ∈ Bs(M). If (u, w, v) ∈ Bs(T )
and w′ is the neighbour of w on the path in T between w and v, then, by construction, (w,w′) ∈ (Mu ∩ Mw) \ Mv , which
implies a contradiction to (u, v, w) ∈ Bs(M). Since the last case (v, u, w) ∈ Bs(T ) leads to a similar contradiction, this
completes the proof of (i).
(ii) The proof of (ii) is a simple modification of the proof of (i). Let T be a tree. For every v ∈ V (T ), let Mv consist of all
ordered pairs (x, y) such that xy ∈ E(T ), and, if we root T in y, then the vertex v is equal to either x or a descendant of x.
Similar arguments as in the proof of (i) show that |v∈V (T )Mv| = 2n − 2 and B(T ) = B(M). We leave the details to the
reader. 
4. Recognizing partial tree representability
In [3] Burigana considers the following problem.
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Partial tree representation
Instance: A finite set V and a strict intersection betweennessBs ⊆ V 3s .
Task: Decide whether there is a tree T with vertex set V such thatBs(T ) ⊆ Bs, and construct such a tree if possible.
He shows that the so-called GYO algorithm of Graham [11] and Yu and Ozsoyoglu [22] can be used to solve Partial tree
representation and reiterates essentially its entire proof of correctness. Themaindrawback of Burigana’s approach is that he
assumes the strict intersection betweennessBs to be given by a representing set systemM = (Mv)v∈V withBs = Bs(M).
Since he applies the GYO algorithm to the sets inM, the overall running time can at best be polynomial in the encoding
length ofM, which might be totally unrelated to the encoding length O(|V |3) of Bs. In fact, no algorithm for Partial tree
representation, which assumes the inputBs to be given by an arbitrary representing set system, can have a running time
polynomially bounded in terms of |V |.
In this section, we describe an algorithm for Partial tree representation, which uses the set of triples Bs of encoding
length O(|V |3) as input and has a running time that is polynomially bounded in terms of |V |.
Let V and Bs ⊆ V 3s be an instance of Partial tree representation. By Theorem 2, we can construct a set system
M = (Mv)v∈V withBs = Bs(M) and
v∈V
Mv
 = O(|V |2) (1)
in polynomial time. Since we consider the strict intersection betweenness induced byM, we may assume that, for every
v ∈ V ,
Mv \

u∈V\{v}
Mu ≠ ∅ (2)
(see the proof of Lemma 3). Let X = v∈V Mv and, for x ∈ X , let M∗x = {v ∈ V | x ∈ Mv}. We assume now that there
exists some tree T with vertex set V such thatBs(T ) ⊆ Bs. Consider a path in T between two vertices u andw that contains
v as an internal vertex, and consider x ∈ Mu ∩ Mw . Since (u, v, w) ∈ Bs(T ) ⊆ Bs, we obtain that Mu ∩ Mw ⊆ Mv , and
hence x ∈ Mv . Therefore, for every x ∈ X , the set M∗x induces a subtree Tx of T . It follows from well-known results [2,8,21]
that the intersection graph G [16] of the set system (M∗x )x∈X is chordal. Recall that G has vertex set V (G) = X and that two
distinct vertices x and y of G are adjacent if and only ifM∗x ∩M∗y ≠ ∅. Let C be a maximal clique of G. By definition, for every
two elements x and y in C , the sets M∗x and M∗y intersect, i.e. the two subtrees Tx and Ty share a vertex. Since subtrees of
a tree have the Helly property [9], there is some vertex vC ∈ V such that C ⊆ MvC . Since MvC clearly induces a clique in
G, the maximality of C implies that C = MvC . This implies that {Mv | v ∈ V } is the collection of all maximal cliques of G.
Furthermore, by (2), no two of these maximal cliques are equal, and thus G has exactly |V | many distinct maximal cliques
that are in bijective correspondencewith the elements of V . Let TG denote a clique tree [9,16] of G, where we use v to denote
the maximal cliqueMv for v ∈ V . By the definition of a clique tree, for every x ∈ X , the setM∗x induces a subtree of TG. This
implies that, if (u, v, w) ∈ Bs(TG) and x ∈ Mu ∩Mw , then x ∈ Mv , i.e.Mu ∩Mw ⊆ Mv , and hence (u, v, w) ∈ Bs. Therefore,
TG satisfiesBs(TG) ⊆ Bs and solves the Partial tree representation.
The above exposition yields the following algorithm (see Algorithm 2).
Input: A finite set V and a strict intersection betweennessBs ⊆ V 3s .
Output: A tree T with vertex set V such thatBs(T ) ⊆ Bs or the answer ‘‘No’’ if no such tree exists.
1 Construct a set systemM = (Mv)v∈V withBs = Bs(M), (1), and (2);
2 X ← 
v∈V
Mv;
3 for x ∈ X doM∗x ← {v ∈ V | x ∈ Mv};
4 Construct the intersection graph G of (M∗x )x∈X ;
5 if G is not chordal then
6 return ‘‘No’’;
7 end
8 if {Mv | v ∈ V } is not the set of all exactly |V |many maximal cliques of G then
9 return ‘‘No’’;
10 end
11 Construct a clique tree TG of G using v to denote the maximal cliqueMv for v ∈ V ;
12 ifBs(TG) ⊈ Bs then
13 return ‘‘No’’;
14 else
15 return TG;
16 end
Algorithm 2: Algorithm for Partial tree representation.
D. Rautenbach et al. / Discrete Applied Mathematics 159 (2011) 389–395 395
Theorem 6. Algorithm 2 correctly solves Partial tree representation in polynomial time.
Proof. The correctness follows immediately from the preceding exposition. The task in line 1 can be done in polynomial
time using Algorithm 1. Furthermore, the tasks in lines 4, 5, 8, and 11 can be performed in polynomial time using standard
methods [9,16]. Therefore, the overall running time is polynomially bounded in terms of |V |. 
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