Abstract-A new method of compressive sensing reconstruction is presented. The method assumes that the signal to be estimated is both sparse and clustered. These properties are modeled as a modified Laplacian prior in a Bayesian setting, resulting in two penalizing terms in the corresponding unconstrained minimization problem. In the implementation an equivalent constrained minimization problem is solved using quadratic programming. Experiments on images with noisy observations show a significant gain when including the clustered assumption compared to the traditional Least Absolute Shirinkage and Selection Operator (LASSO) approach only penalizing for sparsity.
I. INTRODUCTION
Compressive Sensing denotes a method of representing a signal with far fewer samples than what would be required by traditional Nyquist sampling [1] - [3] . Theoretical results show under what conditions reconstruction from the measurements are possible [4] , [5] , and an important requirement is that the signal in question is sparse in some suitable base.
Whereas existence of a solution of the reconstruction problem can be proved mathematically, actual reconstruction algorithms may be hard to find and complex to execute. During the last decade many reconstruction methods have been suggested using results from optimization theory [2] , [4] , [5] .
Useful insight in the problem has been provided when the reconstruction can be regarded as a MAP estimator with a certain prior pdf. This was first suggested by Rangan et al in [6] .
Reconstruction performance can be improved by assuming signal properties in addition to sparsity. One such property is is clusterdness. This has been investigated in [7] - [12] . In [7] , the authors extend the theory of CS to include signals that are concisely represented in terms of a graphical model, and used Markov Random Fields (MRFs) to represent sparse signals whose nonzero coefficients are clustered. A structured sparsity model is also used in [8] and random projections are applied to recover signals from fewer measurements. In [9] a robust recovery of signals from a structured union of subspaces is applied. While in [10] and [11] a hierarchical Bayesian generative model for sparse signals is found in which they have applied full Bayesian analysis by assuming prior distributions to each parameter appearing in the analysis. In [12] the authors provide an algorithm inspired by sparse subspace clustering (SSC) to cluster noisy data, and develop some novel theory demonstrating its correctness.
After presenting the problem and the conventional LASSO approach [14] , [15] in Section II, we show how both sparsity and clusterdness can be modeled by assuming a modified Laplacian prior pdf along the lines of [6] . In Section III we present a numerical method for solving the ensuing modified LASSO optimization problem. Some experimental results follow in Section IV where we see that an SNR improvement of 10 dB can be gained by the new method. The method is also compared with the ones in [10] and [11] . Conclusions and suggestions for further research are given in Section V.
II. PROBLEM FORMULATION

A. Compressive Sensing Reconstruction
The reconstruction problem in Compressive sensing can be regarded as estimating
M where the two are related by
Here A ∈ R M ×N is a measurement matrix and w ∈ R M is a zero mean, white Gaussian noise vector with covariance matrix σ 2 I. In classical regression, it is usually assumed that M >> N. In compressed sensing, the situation is reversed, i.e. N >> M. On the other hand, x is sparse, meaning that x 0 = k << N where the "zero norm" x 0 = #{x i |x i = 0} denotes the number of non-zero elements in x.
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where λ ≥ 0 and f (x) a regularizing function penalizing non-sparse solutions. The derivation of such equations can be refered in [3] , [6] , [16] . The CS literature contains many solutions of this problem. A large class fall under the LASSO approach [1] - [5] using f (x) = x 1 resulting in the estimatorx
This will also be our point of departure, but in addition we introduce an assumption of of clusterdness as described in the next paragraph.
B. Bayesian argument for modified LASSO
As pointed out in [6] the minimization problem (II.2) can be interpreted as an equivalent MAP estimator
and a prior pdf
Under the assumption of
leads to a Gaussian p(x) whereas f (x) = x 1 (the LASSO approach) leads to a Laplacian. By assuming a sparse and clustered x, the x i are no longer independent. In the following we show how assuming a local dependence between individual samples of x i leads to a modified Laplacian prior and, in turn, a modified LASSO estimator.
Let D i denote the set of closest neighbors of x i . The contents of D i will depend on the nature of the signal in question. For a one-dimensional time series,
If x is a vectorized two-dimensional image, D i will consist of the neighbour pixels in horizontal and vertical direction, possibly including diagonal neighbors as well. We now assume that x i is statistically dependent on its neighbors. We also assume that far apart variables are only indirectly dependent as in a Markov chain, such that for an arbitrary sample set A,
Now, by the chain rule, we get
where we have used the notation D + i = {x j ∈ D i |j > i}. Local dependence can now be modelled by a modified Laplacian
with an appropriate normalization c. This prior is seen to favor sparse signals and signals where neighboring elements have a small difference. Combining (II.8) and (II.9) we finally obtain
where
From here it follows that the MAP estimator is given bŷ
, (II.12) which we now recognize as a modified LASSO estimator where an additional regularizing term λ 2 D(x) has been included. By appropriate choice of the constants λ 1 , λ 2 sparsity and clusterdness will be properly taken into account under the minimization of the squared error [16] .
III. IMPLEMENTED ALGORITHM A. Reformulation for quadratic programming
With a traditional (II.3) or modified (II.12) LASSO approach, several numerical methods can be used in order to solve the minimization [3] [17]- [18] . A common scheme is to deal with the equivalent constrained problem, that is expressed asx
for LASSO (II.3) and
(III.1) for the modified version (II.12), where t 1 and t 2 are appropriately chosen thresholds. For this kind of constrained minimization problems, quadratic programming is a natural choice for solution. A challenge is then to reformulate the (nonlinear) constraints to a set of linear ones. For the problem at hand (III.1) a linear constraint can be formulated by introducing two auxiliary variables q 1 ∈ R N and q 2 ∈ R N . We compose an extended variablex ∈ R 3N , a matrixĀ ∈ R N ×3N and constrains vector b ∈ R 4N +2 bȳ
2) and solve the extended quadratic programming problem
where C is a (4N + 2) × 3N matrix composed as follows:
The inequality sign "≤" in (III.3) is meant to be understood elementwise for the vector quantities concerned. Moreover, I is the N × N identity matrix, and the notation 0 m×n and 1 m×n signifies m × n sub matrixes consisting of zeros and ones respectively. D is an N × N matrix performing partial sums in the operator D(x) in (II.11):
B. Parameter tuning
Good reconstruction requires proper choice of the thresholds t 1 and t 2 [12] , [19] (or, equivalently, of λ 1 , λ 2 ). This choice may be both signal and application dependent. Often an automatic tuning will be required, but situations where manual tuning is appropriate, can also be imagined. In the present work, no particular method for parameter choice is assumed. We have found experimentally that using t 1 = x 1 and t 2 = Dx 1 give close to optimal results. These numbers will of course be unknown in practical use of the method, so the results of the next section might be regarded as optimistic.
IV. EXPERIMENTAL RESULTS
A. Noise robustness
A signal's degree of clusterdness depends both on the signal's origin an on the base in which it is represented. To reveal some of the basic properties of the suggested method, we first present an experiment with a family of binary signals with sparsity k/N ranging from 0 to 1 defined by
These signals are "ultimately clustered", as all nonzero values (which are all equal) are placed together in a single connected block. For the measurement matrix A we have used a random matrix with i.i.d. zero mean, unit variance Gaussian entries, further we have scaled A row wise ( N ) ) and then scaled column wise so that we get ||Ax||= ||x||. With noise as defined in (II.1) this gives a measurement SNR
The reconstruction quality can be measured by the reconstruction SNR
. (IV.
2)
The reconstruction SNR was estimated for both LASSO and modified LASSO by averaging over 20 instances where both noise vector and measurement matrix were randomly chosen for each instance. The experiment was executed with signal length N = 300 and observation length M = 200. The sparsity parameter varied in the range 1 ≤ k ≤ N. In Figure 1 reconstruction SNR is plotted against k/M. The top set of curves show the result when the measurement noise w = 0. Then SNR m = ∞, and LASSO outperforms the modified versions when the signal is clearly sparse. (This corresponds to t 2 = 0, showing that the chosen threshold value is evidently not optimal inthis case.) When the signal is less sparse, the performance gradually decreases until it breaks down around k/M = 0.5 as expected, due to the phase transition property [20] . It is worth noting that the modified version does not have this break-down behaveiour, but obtains a stable performance around SNR r = 24 dB.
For reduced SNR m this pattern repeats itself. Modified and unmodified LASSO have similar performance for sparse signals, but when LASSO deteriorates with decreasing sparseness, modified LASSO stabilizes at an SNR r level roughly proportional to the measurement SNR. The noise robustness advantage of the modified version is clearly increased with low values of SNR m .
As mentioned in Section III-B we have not done a thorough investigation of the choice of thresholds t 1 , t 2 in this work. Good methods for choosing these values might improve the performance somewhat.
B. Comparison with other methods
Our approach has been compared with two other CS algortihms that also take clusteredness into account. We will call these methods CluSS-MCMC and CluSS-VB respectively.
Both methods apply a hierarchical Bayesian model to model both the sparse prior and cluster prior simultaneously by taking into account the cluster structure property of sparse signals, of which the nonzero coefficients appear in clustered blocks. Their basic difference is in the signal recovery method. CluSS-MCMC [10] applies Markov Chain Monte Carlo (MCMC) sampling, whereas CluSS-VB [11] uses a variational Bayes apporoach.
In II signals, respectively. The figures have been generated by avaraging over 10 simulations for each parameter combination. For Type I signals, the peformance difference between the methods is within 1-3 dB for all tested measurement ratios. CLASSO shows only a slight imprvoement over LASSO for these signals. The alternative methods CluSS-MCMC an CluSS-VB are inferior at low M/N but improves with increasing M/N where CluSS-VB seems to be the best method among the tested ones.
For Type II signals, CLASSO is almost 10-15 dB better than the others over the whole range of measurement ratios.
As a rough measure of computational complexity, the run time of Matlab implementations of the diffferent methods has been measured. This his shown for signals of typ I in Figure 6 Similar results were obtained for Type II.
As expected, our mthod is somewhat more demaning than LASSO. The complexity of the other two algorithms are one to two orders of magnitude larger.
C. Performance on a naturally sparse image
Some images (e.g. printed text) are sparse in their native domain. As an example of such an image we have chosen a picture containing six black alphabetic characters on a white background as shown in Figure 7 . The image consists of 300 columns, each of length N = 300. For simplicity, all processing is made columnwise, i.e. only the simple neighbor model (II.6) has been assumed. The columns of the image will mostly contain zero pixels, but may have one or more segments consisting of clustered non-zero values. Thus, the performance of the method should be expected to follow the same pattern as the one investigated in Section IV-A above. The number of nonzero elements per column varies from k = 0 to k = 122 distributed among up to six segments. To secure satisfactory performance of LASSO, the number of observations per column should be larger than 2k, and we have chosen to use M = 244. The entries of the A matrix follow the same distribution as used in Section IV-A. As an example of performance, we have used a noise variance σ 2 = 0.03 for this particular image. Now k, and consequently x For zero-valued columns the SNR definition (IV.2) is not very useful, so we have found it natural to use PSNR for comparison, which is also a much used performance metric in image processing. With max x i = 1 we have
The reconstruction PSNR was calculated by averaging over the 300 columns of the image. This resulted in reconstruction PSNR values is given in tabel I. Visually, the advantage of taking appropriate clustering into account is visible from figure  7 and Table I . Again we see that CLASSO clearly outperforms the other methods when the signal shows no or little variability within the clustered regions.
D. Sparsification
Natural images are most often not sparse in themselves, with a transform to a suitable domain, however, their representation will often be sparse or nearly sparse. Such transformation with a subsequent thresholding resulting in k << N non-zero values may be termed sparsification.
To demonstrate our method on a sparsified image, we have chosen the Shepp-Logan phantom, a much used test image for medical application, as shown in Figure 8 ). For sparsification, we used a discrete cosine transform (DCT) on each column, obtaining x = DCT(x). Each element of x with an absolute value less than a threshold was then set to zero, resulting in a sparsified vector x . The threshold was chosen such that the maximum number of nonzero values k = 56. The sparsified vector was then subjected to CS measurement by
Finally, sparsified reconstructionsx was produced by the investigated methods and a final reconstructed signal by taking the inverse cosine transform
For experiments, M = 112 measurements were taken, where the measurement matrix A was generated with the same statistical properties as in the previous example. All processing was performed columnwise as in Section IV-C with maximum measurement SNR (PSNR m ) of 13.44 dB. The mean square error of the reconstruction is given in Table II. The small difference between LASSO and CLASSO is deemed insignificant, as can also be seen from Figure 8 . Experiments with noisy measurements showed no further significant difference between the two methods. Investigations of the transformed image reveals that the representation is far from clustered. This can be ascribed to the rather strong symmetry of the original image. Symmetry in spatial domain results in signal energy being concentrated in even numbered coefficients in DCT domain. Consequently, clusterdness is not present, and the advantage over LASSO disappears. However, as it is visible from Figure 8 and Table II CLASSO performs better than CluSS, and Cluss-VB. Actually, the two methods break down worst than the proposed method when there is no structured sparsity in the signal, while our method is more robust, since it performs approximately as LASSO.
V. CONCLUSION
We have suggested to model sparsity and clusterdness by a modified Laplacian prior distribution, resulting in a MAP estimator corresponding to a modified LASSO procedure for compressed sensing reconstruction. For a naturally sparse image, an SNR improvement of 10 dB over LASSO under noisy observations has been demonstrated. The method involves choice of two parameters, and procedure for optimal choice of these has not been addressed. In experiments values have been chosen based on knowledge of the original signal. It is assumed that the measurements contain sufficient information that appropriate parameter tuning can be performed.
Experiments with sparsification of non-sparse images turned out not to give the same robustness gain. This shows the importance of choosing a representation base in which the signal is both sparse and clustered.
Comparison with other methods highlights that our approach is partiularly well suited to clustered signals with little or none variation within the clustered regions, such as twolevel images or other binary signals. It should also be noted that, in contrast to metohds that require clusteredness in order to succeed, our method is fairly robust also with non-clustered signals.
