This paper proposed a noise estimation technique when multiple noisy image copies are available. In particular, the proposed technique estimated noise variance of one noisy image using the information of an original image from another copy of noisy images. Consequently, this proposed noise estimation could be used in conjunction with the state-of-the-art denoising algorithms to improve the quality of recovered images in terms of PSNR.
Introduction
Image noise reduction has long been a classical problem that has clear implication in many image processing applications. Typically, image noise reduction techniques are typically focused on a single copy of noisy image. These techniques include, but are not limited to, low pass filter, e.g., moving average filters, median filters, Gaussian filters, Wiener filters (1) , adaptive block-based SVD filters (2, 3) and wavelet thresholding methods (4, 5, 6) . However, in some applications, a single image could be corrupted by noise for multiple times. Consequently, researchers have proposed noise reduction techniques that can utilize information from those multiple noisy copies of the same image source more effectively and resulting in the recovered image with better quality as compared to the traditional approaches. In 2000, S. Grace Chang et al have studied the impact of ordering between thresholding and fusing steps towards the enhancement of image quality when multiple copies of images are available (7) . More recently, Youssef et al have proposed the hierarchical multistage nonlinear filtering techniques to reduce noise on medical images (8) . Complement to their work, this paper proposes a technique that can estimate noise variance more accurately than the traditional noise estimation technique. Specifically, the proposed technique utilizes information from another noisy image copy to search for the optimal noise variance based on the assumption that these image copies are originated from a single source and that they are corrupted by Additive white Gaussian noise (AWGN)(i.i.d) (9) . This proposed estimation technique could then be used in conjunction with the well-known image noise reduction algorithm, namely wavelet thresholding, to reconstruct the image with better quality as compare to the original approach.
The paper is organized as follows. In Section 2, the related background is described. Then, in Section 3, the proposed image denoising technique for multiple noisy image copies is explained in detail. Then, in Section 4, the definition of evaluation metrics that are used to assess the performance of the proposed denoising technique is described. Next, in Section 5, experimental setting and the results are presented. Finally, conclusion and future work is discussed in Section 6.
Background

Additive White Gaussian Noise (AWGN)
Generally, image noise can be divided into two types: additive and multiplicative noise. AWGN is an additive noise signal that each sample is drawn from Gaussian distribution with zero mean and variance σ. Specifically, the probability density function, denoted by ( ), of Gaussian or normal distribution with zero mean and variance is defined as:
Wavelet denoising algorithm
Image denoising techniques via wavelet thresholding is first proposed by Donoho and Johnstone in 1994 (5) . Since then, there are many other proposals to improve the performance of image denoising algorithm based on this wavelet thresholding technique. In this paper, the wavelet thresholding method based on bivariate shrinkage functions, proposed by Selesnick et al., is adopted as an algorithm to reduce noise on a single noisy image (6) . The implementation used in this work can be found at (10) .
The proposed image denoising technique
In this section, the proposed image denoising method is described. Specifically, the proposed noise estimation technique is developed and used in conjunction with the well-known wavelet denoising algorithm. Alternately, image fusion could be performed either before or after denoising process in order to recover the final image. Details for each process are described as follows.
Noise estimation
In DWT denoising algorithm, the threshold is typically computed as a function of noise variance. Given a single noisy image copy, this noise variance is often estimated using median absolute deviation (MAD) technique (5) . In this work, we argue that when multiple copies of noisy images become available, those noisy images can coordinately be used to estimate the level of noise variance more accurately than the traditional method, namely the MAD estimation. Specifically, noise variance can be search for by optimizing the mean square error (MSE) between the denoised image and another noisy image. For simplicity, this paper only considers the case when two copies of noisy images are available.
Let I be the original image and I 1 and I 2 be the first and the second copy of noisy image corrupted by Additive white Gaussian noise (AWGN) (i.i.d) with noise variance σ 1 and σ 2 accordingly. Then, I 1 [i, j] and I 2 [i, j] can be formulated as:
Let I 1 ′(σ 1ˆ) be the denoised image derived from I 1 when noise variance is estimated at σ 1ˆ. The objective function is to search for the noise variance that minimizes the Mean Standard Error (MSE) between I 1 ′ and I 2 . That is: σ
Similarly, the noise variance of I 2 can be estimated from: σ
whereI 2 ′ (σ 2ˆ) is the denoised image derived from I 2 when noise variance is estimated at σ 2ˆ.
Image fusion technique
When multiple noisy images are available, the recovered image is typically constructed by fusing those images using linear combination whether before or after denoising. If the fusion is performed before denoising, the fusion can be computed as the weighted average at pixel-wise level as follows.
Let σ n be the noise variance for each copy of the noise image. Each pixel of the fused image is computed as:
where optimal weight, w n , for each of the image copies is given by (7) :
Then the fused image can be denoised using the following noise variance estimation: Fig.1 .Original images in the in-house dataset.
Evaluation metrics
In this section, details for each evaluation metric that is used to assess the performance of the proposed image denoising algorithm are described. Specifically, one of the main contributions of this work is the noise variance estimation technique for multiple noisy image copies are available. Then this estimation technique is used in conjunction with the state-of-the-art image denoising algorithm. Therefore, the evaluation metric used in this paper aims to measure the accuracy of this estimation technique, and the quality of recovered images when noise variance is derived from the proposed estimation technique. Details for each metric are as follows.
Mean Absolute Error (MAE)
To assess the accuracy of noise estimation technique, the mean absolute error (MAE) is computed using the actual noise variance and the estimation derived from noisy images. The MAE can be computed acrossed all reference images as follows. Let σ(i) and σˆ(i) be the true noise variance and the estimated noise variance of the i th image. The MAE is given by (11) :
where N is the number of images in the dataset.
Peak Signal to Noise Ratio
To assess the quality of recovered images, the recovered images are compared against an original image in terms of peak signal to noise ratio (PSNR). The PSNR can be computed as follows. 
Experimental results
In this section, details about experiments to evaluate effectiveness the proposed denoising technique for images with multiple copies and the result are presented.
Dataset
Experiments are performed on two image datasets: the USC-SIPI Miscellaneous dataset and an in-house dataset. The first dataset comprises of 28 images; they are available at (12) . More details about this dataset can be found there. The second dataset comprises of 14 images that are widely used in image processing community. The images in this dataset are presented in Figure 1 .
Experiments
The process to perform the experiment is as follows. First, for each image, multiple copies of noisy images are generated independently by corrupting the original images with additive Gaussian noise at the same noise variance starting from 5 to 10. Then, the MAD noise estimation method is applied on each copy of noisy images to derive an estimated noise variance, namely, σ MAD . This estimation is also used to construct the search space for the proposed estimation technique. That is, the search space lies between σˆM AD −3 to σˆM AD +3 where the interval is set at 0.25. Finally, two techniques are used to recover the image from multiple copies of a noisy image. First, the denoised image using estimated noise variance from two different techniques is linearly combined. Secondly, the noisy images are linearly combined before denoising using the estimated noise variances derived from the proposed technique as discuss in the previous section.
Results
To demonstrate the accuracy of the proposed estimation technique, a noise estimation experiment is performed on the two datasets. Then, the noise estimation error using two estimation techniques are derived. The error distribution from of the USC-SIPI Miscellaneous image dataset when noise variance is set at 5 is presented in Figure  2 . It is seen that, the estimation error of the proposed techniques is much smaller than the MAD technique. That is, at noise variance of 5, the proposed technique estimates the value at 0.35 MAE, as compared to 1.51 MAE of the MAD one. For the in-house dataset, at the same noise level, the MAE of the proposed techniques is at 0.17, as compared to 0.72 of the MAD one. Next, the same experiment is performed on both dataset when noise variance is varied from 5 to 10 in order to ensure the accuracy of the proposed estimation technique across wide range of noise level. The MAE result depicted in Figure 3 consistently confirms the accuracy at the proposed noise variance estimation technique. Fig. 2 . The noise estimation error distribution derived from the USC-SIPI image dataset when noise variance is at 5. This more accurate noise variance estimation can then be used in conjunction with the well-known noise reduction technique in order to enhance the quality of recovered image. To demonstrate the effect of more accurate estimation of noise variances towards quality enhancement of recovered images, the denoising experiment is performed using the state-of-the-art DWT denoising algorithm (6) . Specifically, three two-noisy-image-copy denoising approaches are compared. The first one, σˆM AD , is to denoising each of the noisy image, using the wavelet threhsolding with noise variance estimated by the MAD technique and linearly combine them using the equation given in Eq. (6) . The second one, σˆP roposed , is similar to the first one except that the noise variance is estimated by the proposed method. The last one, σˆf , is to first linearly combine the two image copies (a) The in-house dataset (b) The USC-SIPI dataset Fig.3 . Mean Absolute Error derived from the two noise estimation techniques at noise variances ranging from 5 to 10.
using the equation given in Eq. (6) where the noise varianceis estimated using the proposed method. Then the fused image is denoised using the noise variance estimation given in Eg. (7) . The result performed on the first dataset is reported in Table I . It clearly demonstrates the effectiveness of the proposed noise estimation technique as the quality of the recovered images are generally improved, as compared to the MAD estimation. In addition, it is also noticed that, in this setting, the quality of recovered images only gets better when image fusion is performed before denoising.
Computational time
The code used in all experiments is run on MATLAB R2014A with 2.4 GHz Intel Core i5 CPU and 8 GB 1600 MHz DDR3 RAM Macbook machine with OS X 10.9.5. The average computational time of the proposed denoising algorithm for one image of size 256x256 is as followed. For the conventional DTW denoising algorithm, the proposed method using noise level estimated from each of the images and the denoised images are combined at last, and the proposed method using noise level estimated from combined noisy images, the execution time is at 0.05, 0.64, and 0.68 seconds, respectively.
Note that this Matlab execution code is performed in serialized fashion while it is also possible to perform the respective computation in parallel fashion which would make the computation time become linear to the conventional approach.
Conclusion and future work
In this work, the noise estimation technique for multiple noisy image copies is proposed. One application of this proposed technique is to be used in conjunction with other image noise reduction techniques to improve the quality of the recovered image in such scenario. The experiment performed on two datasets has consistently confirmed the accuracy of the proposed estimation technique and the image quality enhancement when it is applied to reduce additive noise on the image based on wavelet thresholding. However, this work only focuses on the simple case when only two noisy image copies are available. One area of the future work is to analyze the accuracy and confident level of the proposed estimation technique mathematically and to apply it to the application where more than two noisy image copies are available and where these images are not necessarily corrupted by the same noise variance. 
