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Abstract
In this paper we describe characteristic properties of the scattering data of the
compatible eigenvalue problem for the pair of differential equations related to the
modified Korteweg-de Vries (mKdV) equation whose solution is defined in some
half-strip (0 < x < ∞) × [0, T ], or in the quarter plane (0 < x < ∞) × (0 <
t < ∞). We suppose that this solution has a C∞ initial function vanishing as
x → ∞, and C∞ boundary values, vanishing as t → ∞ when T = ∞. We
study the corresponding scattering problem for the compatible Zakharov-Shabat
system of differential equations associated with the mKdV equation and obtain a
representation of the solution of the mKdV equation through Marchenko integral
equations of the inverse scattering method. The kernel of these equations is valid
only for x ≥ 0 and it takes into account all specific properties of the pair of
compatible differential equations in the chosen half-strip or in the quarter plane.
The main result of the paper is the collection A–B–C of characteristic properties
of the scattering functions given below.
1 Introduction
1.1
Initial value problems on the whole line for nonlinear integrable equations such as
the nonlinear Schro¨dinger equation, the Korteweg-de Vries equation, the sine-Gordon
equation, etc. are well studied. The solvability of the Cauchy problem, multi-soliton
solutions, the proof that these nonlinear equations are completely integrable infinite-
dimensional Hamiltonian systems are the most significant results in the soliton theory
on the whole line.
At the same time the initial-boundary value problem on the half-line for nonlinear
integrable equations has not been studied so far. In the last decade attention to those
problem has strongly increased. Among papers [2]-[15], [20]-[33], [36]-[47] devoted to
this problem, the most interesting results were obtained by A.S. Fokas [20], A.S. Fokas
and A.R. Its [22]-[24]. Later, in [26] A.S. Fokas has proposed a general method for
solving boundary value problems for two-dimensional linear and integrable nonlinear
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partial differential equations. This method, which was further developed in [21], [27]-
[29], is based on the simultaneous spectral analysis of the two eigenvalue equations of
the associated Lax pair. It expresses the solution in terms of the solution of a matrix
Riemann-Hilbert problem in the complex plane of the spectral parameter. The spectral
functions determining the Riemann-Hilbert problem are expressed in terms of the initial
and boundary values of the solution. The fact that these initial and boundary values
are in general related can be expressed in a simple way in terms of a global relation
satisfied by the corresponding spectral functions.
In the framework of this approach we recently found characteristic properties of the
scattering data for the compatible Zakharov-Shabat eigenvalue problem associated with
focusing and defocusing nonlinear Schro¨dinger equations on the half-line with initial
and boundary functions of Schwartz type [9].
Recently in [11] (see also [33]) an initial-boundary value problem for the mKdV
equation on the half-line was analyzed by expressing the solution in terms of the solution
of a matrix Riemann-Hilbert problem in the complex k-plane. In particular, it is shown
that for a subclass of boundary conditions, the “linearizable boundary conditions”,
all spectral functions can be computed from the given initial data by using algebraic
manipulations of some “global relation”. Thus in this case, the problem on the half-line
can be solved as efficiently as the problem on the whole line.
But the general initial-boundary value problem on the half-line remains non-linea-
rizable. Characteristic properties of the spectral functions were not considered in [11].
In this connection the characterization of the spectral functions becomes important.
Besides, a description of the characteristic properties of the scattering or spectral data
is a very important problem in itself [35].
Most of papers initiated of problems on the half-line deal with nonlinear dynamics of
the spectral or scattering data. We prefer the approach of A.S. Fokas and A.R. Its where
scattering (spectral) data have trivial dynamics. But then analytic properties of the
scattering data are more complicated. Therefore it is necessary to give their complete
description when, of course, initial and boundary functions belong to suitable classes
of functions. We introduce spectral data in a natural way as in ordinary scattering
problems:
1. First, a “scattering matrix” for the x-equation (by initial function).
2. Then, a “scattering matrix” for the t-equation (by boundary functions),
3. Finally, a “scattering matrix” for the compatible x and t-equations as by-product.
In this case a kernel of the Marchenko integral equations or a jump matrix of the
corresponding Riemann-Hilbert problem has an explicit x, t dependence. That makes
possible to study the asymptotic behavior of the solution of the non-linear problem
by using, for example, the powerful steepest descent method of P. Deift and X. Zhou
[16, 17] while the non-linear dynamics of the spectral or scattering data makes almost
impossible to obtain an effective asymptotics of the solution.
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1.2
In this paper we consider the problem to characterize “scattering data” for a compati-
ble pair of differential equations attached to the modified Korteweg-de Vries (mKdV)
equation. Let q(x, t) be a real-valued solution of the mKdV equation
qt + qxxx − 6λq
2qx = 0, (1.1)
x ∈ R+, t ∈ [0, T ], T ≤ ∞, λ = ±1
in the half-strip or quarter xt-plane and suppose the initial function
q(x, 0) = u(x) with x ∈ R+;
and the boundary values
q(0, t) = v(t) qx(0, t) = v1(t) qxx(0, t) = v2(t) with t ∈ [0, T ], T ≤ ∞
are C∞, and u(x) ∈ S(R+), where S(R+) is the Schwartz space of rapidly decreasing
functions on R+, i.e. C
∞ functions whose derivatives of any order n ≥ 0 vanish at
infinity faster than any negative power of x. For T = ∞ the boundary values are also
supposed to be rapidly decreasing: v(t), v1(t), v2(t) ∈ S(R+).
Remark. We consider here the IBV problem for the mKdV equation (1.1) in the first
quarter (x ≥ 0, t ≥ 0) of the xt-plane. This problem differs from that studied in [11]
which is also on the first quarter but for the mKdV equation of the form:
qt − qxxx + 6λq
2qx = 0.
This form can be easily reduced to (1.1), but then the IBV problem is on the second
quarter (x ≤ 0, t ≥ 0) of the xt-plane. Scattering (spectral) data for that problem have
different analytic properties. It is well-known that for KdV and mKdV equations there
are differences between the IBV problems for x > 0 and for x < 0.
To study the solution q(x, t) we shall use spectral analysis of a compatible eigenvalue
problem for the linear x-equation
wx + ikσ3w = Q(x, t)w, (1.2)
σ3 =
(
1 0
0 −1
)
,
Q(x, t) =
(
0 q(x, t)
λq(x, t) 0
)
and for the linear t-equation
wt + 4ik
3σ3w = Qˆ(x, t, k)w, (1.3)
Qˆ(x, t, k) = 2Q3(x, t)−Qxx − 2ik(Q
2(x, t) +Qx(x, t))σ3 + 4k
2Q(x, t).
3
This is the well-known Ablowitz-Kaup-Newel-Segur [1] or Zakharov-Shabat [48] system
of linear equations, which are compatible if and only if q(x, t) satisfies the mKdV
equation.
The main goal of the present paper is to study the scattering problem for com-
patible differential equations (1.2) and (1.3) on the half-strip or on the quarter of the
xt-plane. We will combine the Marchenko integral equation and the corresponding Rie-
mann–Hilbert problem in our approach to obtain characteristic properties of scattering
data. We get a description of these characteristic properties and obtain a representa-
tion of the solution of the mKdV equation through Marchenko integral equations of the
inverse scattering method. The kernel of these equations is valid for x ≥ 0 only and it
takes into account all specific properties occurred for compatible differential equations.
In particular, the solution of the mKdV equation given by our method does not have
continuation for x < 0. It is well defined on the half-strip or on the quarter of the
xt-plane. Then, if one is using our representation of the solution of the mKdV equation
and the explicit (x, t)-dependence of the kernel of the Marchenko integral equations or
the jump matrix in the Riemann-Hilbert problem one can easily obtain the asymptotic
behavior of the solution in the same way as in [16, 17] or [34].
1.3 Scattering data: definition and properties
Let q(x, t) be a real-valued solution of Equation (1.1) with initial and boundary func-
tions satisfying smoothness and decreasing assumptions described above. Let us define
Σ = {k ∈ C | Im k3 = 0} and domains Ω1, . . . ,Ω6 as depicted on Figure 1.
✡
✡
✡
✡
✡
✡
✡
✡
✡
✡
✡
✡
✡
✡
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
Ω1
Ω6
Ω3
Ω2
Ω4
Ω5
Figure 1: Σ = {k ∈ C | Im k3 = 0} and Ω1, . . . ,Ω6.
Scattering data are introduced as follows.
1. The initial function u(x) = q(x, 0) and the x-equation (1.2) with t = 0 define the
Jost solution Ψ(x, 0, k) = exp(−ikxσ3) + o(1), x→∞ and a “scattering matrix”
S(k) := Ψ−1(0, 0, k) =
(
s+2 (k) −s
+
1 (k)
−s−2 (k) s
−
1 (k)
)
, s−1 (k) = s¯
+
2 (k¯), s
−
2 (k) = λs¯
+
1 (k¯).
In particular, they define
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• the spectral function r(k) = −s−2 (k)/s
+
2 (k), called the “reflection coefficient”,
• eigenvalues kj ∈ C+, j = 1, . . . , n, which are zeros of s
+
2 (k),
• numbers mj = [is
+
1 (kj)s˙
+
2 (kj)]
−1, kj ∈ C+.
2. Boundary data v(t) = q(0, t), v1(t) = qx(0, t), v2(t) = qxx(0, t), with t ∈ [0, T ],
T ≤ ∞ and the t-equation with x = 0 define a solution Y (0, t, k) = exp(−4ik3tσ3),
t ≥ T , then a “scattering matrix”
P (k) := Y (0, 0, k) =
(
p−1 (k) p
+
1 (k)
p−2 (k) p
+
2 (k),
)
p−1 (k) = p¯
+
2 (k¯), p
−
2 (k) = λp¯
+
1 (k¯),
and, together with S(k), another “scattering matrix”
R(k) = S(k)P (k) =
(
r−1 (k) r
+
1 (k)
r−2 (k) r
+
2 (k)
)
.
Now we introduce:
• one more spectral function c(k) =
p−2 (k)
s+2 (k)r
−
1 (k)
, k ∈ Ω2,
• eigenvalues zj ∈ Ω2, j = 1, . . . ,m, which are zeros of r
−
1 (k),
• numbers m2j = −i Resk=zj c(k) (zj ∈ Ω2), which depend on the initial and bound-
ary functions.
Scattering data. We define the set
R = {k1, . . . , kn ∈ C+; z1, . . . , zm ∈ Ω2; r(k), k ∈ R; c(k), k ∈ Ω2}
as “scattering data” of the compatible eigenvalue problem for the system of differential
equations (1.2)-(1.3) with q(x, t) satisfying the mKdV equation (1.1).
Recovering of q(x, t) from scattering data
Then we prove that the solution q(x, t) of the non-linear problem (1.1) can be written
q(x, t) = −2λK2(x, x, t) (1.4)
where K2(x, y, t), together with K1(x, y, t), satisfies the Marchenko integral equations:
K1(x, y, t) + λ
∫ ∞
x
K2(x, z, t)H(z + y, t)dz = 0 for 0 ≤ x < y <∞, (1.5)
K2(x, y, t) +H(x+ y, t) +
∫ ∞
x
K1(x, z, t)H(z + y, t)dz = 0 (1.6)
with kernel
H(x, t) =
1− λ
2

 ∑
kj∈Ω1∪Ω3
mje
ikjx+8ik3j t +
∑
zj∈Ω2
m2je
izjx+8iz3j t


+
1
2pi
∫
∂Ω2
c(k)eikx+8ik
3tdk +
1
2pi
∫ ∞
−∞
r(k)eikx+8ik
3tdk. (1.7)
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Properties of scattering data
Now we introduce three sets of conditions on a set R of numbers k1, . . . , kn ∈ C+,
z1, . . . , zm ∈ Ω2 and functions r(k), k ∈ R, c(k), k ∈ Ω2.
Condition A. Conditions on r(k), k ∈ R:
• r(k) ∈ C∞(R), r(−k) = r¯(k); r(k) = O(k−1), as k →∞; |r(k)| < 1, if λ = 1.
• r(k) =
−s−2 (k)
s+2 (k)
, where s−2 (k) is analytic in k ∈ C−, s
+
2 (k) is analytic for k ∈ C+
and has the form:
s+2 (k) =
( n∏
j=1
k − kj
k − k¯j
)1−λ
2
exp
[
i
2pi
∫ ∞
−∞
log(1− λ|r(µ)|2)dµ
µ− k
]
, k ∈ C+.
• The function given by ∫ ∞
−∞
r(k) eik(x+8k
2t)dk
is C∞ in x, t for x > 0 and t ≥ 0.
Condition B. Conditions on K = {k1, . . . , kn ∈ C+; z1, . . . , zm ∈ Ω2}:
• If λ = 1, then K = ∅.
• If λ = −1, then K satisfies symmetry conditions:
kj = iκj , 1 ≤ j ≤ n1 ≤ n = n1 + 2n2 kn1+l = −k¯n1+n2+l, 1 ≤ l ≤ n2
zj = iµj, 1 ≤ j ≤ m1 ≤ m = m+ 2m2, zm1+l = −z¯m1+m2+l, 1 ≤ l ≤ m2.
Condition C. Conditions on c(k), k ∈ Ω2:
• If λ = 1, then c(k) is analytic in k ∈ C+ (T < ∞) or in Ω2 (T = ∞) and it is
bounded on Ω2.
• If λ = −1, then c(k) is meromorphic in the half-plane C+ (T < ∞) or in Ω2
(T =∞), where it has poles at z1, z2, . . . , zm.
• c(k) = −c¯(−k¯), and c(k)→ 0, k →∞, k ∈ C+ or k ∈ Ω2.
• c(k) has C∞ boundary values on R or ∂Ω2.
• If T =∞, then
dnc(k)
dkn
∣∣∣∣
k=0
= −
dnr(k)
dkn
∣∣∣∣
k=0
, n = 0, 1, 2, . . ..
• The function given by∫
∂Ω2
c(k)e8ik
3tdk +
∫ ∞
−∞
r(k)e8ik
3tdk
is C∞ in t.
6
1.4 Main theorem
The main result is that properties A–B–C are characteristic:
Theorem. Conditions A–B–C on
R = {k1, . . . , kn ∈ C+; z1, . . . , zm ∈ Ω2; r(k), k ∈ R; c(k), k ∈ Ω2}
characterize the scattering data of the compatible eigenvalue problem (1.2)-(1.3) for x-
and t-equations defined by a solution q(x, t) of the mKdV equation (1.1) with initial
function u(x) ∈ S(R+) and boundary values v(t), v1(t), v2(t) ∈ C
∞[0, T ] if T < ∞, or
v(t), v1(t), v2(t) ∈ S(R+) if T =∞.
Remark. The third item in condition A (about smoothness of the integral with respect
to x and t) is fulfilled if the initial and boundary functions obey the following relations :
dn
dxn
u(x)
∣∣∣
x=0
=
dn
dtn
v(t)
∣∣∣
t=0
=
dn
dtn
v1(t)
∣∣∣
t=0
=
dn
dtn
v2(t)
∣∣∣
t=0
= 0 (1.8)
for any n ≥ 0. In this case the reflection coefficient r(k) is in the Schwartz space S(R).
Under these assumptions the last item of condition C is also fulfilled.
Remark. If u(x) ≡ 0, conditions A are trivial: r(k) ≡ 0, a(k) ≡ 1, {k1, . . . , kn} = ∅.
There remain only conditions B and C. They mean that any solution of the mKdV
equation in the half-strip or quarter plane with zero initial function is parametrized by
only one function c(k) = −c¯(−k¯), analytic (λ = 1) or meromorphic (λ = −1) in Ω2
with poles at z1, . . . , zm.
2 Basic solutions of compatible x- and t-equations
Let us write the x- and t-equations in the form
Wx = U(x, t, k)W, (2.1)
Wt = V (x, t, k)W, (2.2)
where U(x, t, k) and V (x, t, k) are matrices given by
U(x, t, k) = Q(x, t)− ikσ3,
V (x, t, k) = 2Q3(x, t)−Qxx − 2ik(Q
2(x, t) +Qx(x, t))σ3 + 4k
2Q(x, t)− 4ik3σ3.
Lemma 1. Let the system (2.1), (2.2) be compatible for all k. Let W (x, t, k) satisfy
the x-equation (2.1) for all t, and let W (x0, t, k) satisfy the t-equation (2.2) for some
x = x0 (including the case x0 =∞). Then W (x, t, k) satisfies the t-equation for all x.
Proof. See e.g. [9].
Notations. The over-bar denotes the complex conjugation. C± denotes the upper
(lower) complex half plane. If A =
(
A− A+
)
denotes a 2× 2 matrix, the vectors A∓
denote the first and second columns of A. We also denote [A,B] = AB −BA.
In this section we shall introduce basic solutions of compatible x- and t-equations.
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2.1 First basic solution
The first basic solution is a matrix-valued Jost solution of the x-equation (1.2). It has
the triangular integral representation (see e.g. [19])
Ψ(x, t, k) =
(
e−ikxσ3 +
∫ ∞
x
K(x, y, t)e−ikyσ3dy
)
e−4ik
3tσ3 , (2.3)
where real-valued matrix K(x, y, t) has the form
K(x, y, t) =
(
K1(x, y, t) λK2(x, y, t)
K2(x, y, t) K1(x, y, t)
)
with entries in C∞(R+×R+×R+) and rapidly decreasing as x+y →∞ for any t ∈ R+.
Matrices K(x, x, t) and Q(x, t) are connected by the relation:
[σ3,K(x, x, t)] = Q(x, t)σ3. (2.4)
This last equality yields important formula (1.4) for the solution q(x, t) of the modified
Korteweg-de Vries equation. The matrix Ψ(x, t, k) satisfies the x-equation (1.2) and
it satisfies the t-equation (1.3) with x = ∞, because the matrix e−ik(x+4k
2t)σ3 is a
solution of both equations (1.2) and (1.3) with Q(x, t) ≡ 0. Lemma 1 implies that
Ψ(x, t, k) satisfies the t-equation for any x ∈ R+ due to the compatibility of the x- and
t-equations.
The triangular integral representation (2.3) and Lemma 1 imply the following prop-
erties of the matrix-valued Jost solution Ψ(x, t, k) (cf. [19]):
Properties of the first basic solution
1. Ψ(x, t, k) satisfies the x- and t-equations (1.2)-(1.3).
2. Ψ(x, t, k) = ΛΨ¯(x, t, k)Λ−1 for k ∈ R, Λ =
(
0 1
λ 0
)
.
3. detΨ(x, t, k) ≡ 1 for k ∈ R.
4. (x, t, k) 7→ Ψ(x, t, k) ∈ C∞(R+ × R+ × R)
5. Ψ+(x, t, k) is analytic in k ∈ C+, Ψ
−(x, t, k) is analytic in k ∈ C−.
6. Ψ±(x, t, k) = Ψ±(x, t,−k¯)
7. For k →∞,
eikx+4ik
3tΨ−(x, t, k) =
(
1
0
)
+O(k−1) if Im k ≤ 0,
e−ikx−4ik
3tΨ+(x, t, k) =
(
0
1
)
+O(k−1) if Im k ≥ 0.
8
2.2 Second basic solution
Now let us introduce the second basic solution Φ(x, t, k) of the x- and t-equations which
satisfies the initial condition
Φ(0, 0, k) = σ0 ≡
(
1 0
0 1
)
. (2.5)
It can be represented as a product of two matrices:
Φ(x, t, k) = ϕ(x, t, k)ϕˆ(t, k), (2.6)
where ϕ(x, t, k) satisfies the x-equation under the condition ϕ(0, t, k) = σ0, and ϕˆ(t, k)
satisfies the t-equation with x = 0 under initial condition ϕˆ(0, k) = σ0. Lemma 1
implies that Φ(x, t, k) is a compatible solution of the x- and t-equations. The existence
of the solution ϕ(x, t, k) and its representation
ϕ(x, t, k) = e−ikxσ3 +
∫ x
−x
A(x, y, t)e−ikyσ3dy (2.7)
by some integral kernel A(x, y, t) are proved in [9]. The matrix ϕˆ(t, k) can be found as
solution of the Volterra integral equation:
ϕˆ(t, k) = e−4ik
3tσ3 +
∫ t
0
e4ik
3(τ−t)Qˆ(0, τ, k)ϕˆ(τ, k)dτ, (2.8)
where
Qˆ(0, t, k) =
(
−2iλkv2(t) 2λv3(t)+4k2v(t)+2ikv1(t)−v2(t)
2v3(t)+4λk2v(t)−2iλkv1(t)−λv2(t) 2iλkv2(t).
)
Besides ϕˆ(t, k) has the integral representation:
ϕˆ(t, k) = e−4ik
3tσ3 +
∫ t
−t
B(t, s)e−4ik
3sσ3ds
+ ik
∫ t
−t
C(t, s)e−4ik
3sσ3ds+ k2
∫ t
−t
D(t, s)e−4ik
3sσ3ds, (2.9)
which will be used below. The proof of this triangular representation can be done by
the same way as in [9]. In the present case the matrix-valued real functions A(x, y, t),
B(t, s), C(t, s) and D(t, s) are C∞ and bounded in x, y, t, s.
The triangular integral representations (2.6)-(2.9) yield the following properties of
the solution Φ(x, t, k):
Properties of the second basic solution
1. Φ(x, t, k) is a solution of the x- and t-equations.
2. Φ(x, t, k) = ΛΦ¯(x, t, k¯)Λ−1 for any k ∈ C.
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3. Φ(x, t, k) = Φ¯(x, t,−k¯) for any k ∈ C.
4. det Φ(x, t, k) ≡ 1 for any k ∈ C.
5. (x, t, k) 7→ Φ(x, t, k) ∈ C∞(R+ × R+ ×C).
6. Φ(x, t, k) is analytic (entire) in k ∈ C.
7. For k ∈ C, k →∞,
Φ(x, t, k) =
[
I +O(k−1) + O
(e2ikxσ3
k
)
+O
(e8ik3tσ3
k
)]
e−ik(x+4k
2t)σ3 .
8. For k ∈ Ω1 ∪ Ω3, k →∞,
eikx+4ik
3tΦ−(x, t, k) =
(
1
0
)
+O(k−1).
The last asymptotic relation can be easily proved using large k asymptotics for the
functions ϕ∓(x, t, k) and ϕˆ−(t, k).
2.3 Third basic solution
Let Σ = {k ∈ C | Im k3 = 0} as above and let Ψˆ(t, k) be a solution of the Volterra
integral equation
Ψˆ(t, k) = e−4ik
3tσ3 −
∫ ∞
t
e−4ik
3(τ−t)σ3Qˆ(0, τ, k)Ψˆ(τ, k)dτ, k ∈ Σ,
where Qˆ(0, t, k) is as in (2.8) and Qˆ(0, t, k) ≡ 0 for t > T if T < ∞, that means
the matrix Ψˆ(t, k) satisfies the t-equation with x = 0 under the asymptotic condi-
tion Ψˆ(t, k) = e−4ik
3tσ3 + o(1) as t → ∞. Again, for Ψˆ(t, k) the triangular integral
representation
Ψˆ(t, k) = e−4ik
3tσ3 +
∫ ∞
t
L(t, s)e−4ik
3sσ3ds
+ ik
∫ ∞
t
M(t, s)e−4ik
3sσ3ds+ k2
∫ ∞
t
N(t, s)e−4ik
3sσ3ds (2.10)
can be obtained as in [9]. Here the matrix-valued real functions L(t, s), M(t, s) and
N(t, s) are C∞ and bounded in t, s, and they vanish for s > 2T − t if T < ∞. We
introduce the matrix
Y (x, t, k) = ϕ(x, t, k)Ψˆ(t, k), k ∈ Σ, (2.11)
where ϕ(x, t, k) is as in (2.7). Lemma 1 implies that Y (x, t, k) is a solution of the x-
and t-equations with
detY (x, t, k) = 1 for k ∈ Σ.
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For k /∈ Σ the function Ψˆ(t, k), hence also Y (x, t, k), is unbounded in t ∈ R+. Since
the integral equation is of Volterra type with τ ∈ (t,∞), the first column Y −(x, t, k)
is analytic in k ∈ Ω2 ∪ Ω4 ∪ Ω6 and the second column Y
+(x, t, k) is analytic in k ∈
Ω1 ∪ Ω3 ∪ Ω5 or Y (x, t, k) is an entire matrix-valued function if T <∞.
The properties of the solution Y (x, t, k) follow from the triangular integral repre-
sentations (2.7) and (2.10):
Properties of the third basic solution
1. Y (x, t, k) satisfies the x- and t-equations.
2. Y (x, t, k) = ΛY¯ (x, t, k¯)Λ−1 for k ∈ Σ.
3. detY (x, t, k) = 1 for k ∈ Σ.
4. (x, t, k) 7→ Y (x, t, k) ∈ C∞(R+ × R+ × Σ).
5. Y +(x, t, k) is analytic in k ∈ Ω1∪Ω3∪Ω5, Y
−(x, t, k) is analytic in k ∈ Ω2∪Ω4∪Ω6
or they are entire if T <∞.
6. Y¯ −(x, t,−k¯) = Y −(x, t, k), k ∈ Ω2 ∪Ω4 ∪Ω6.
7. Y¯ +(x, t,−k¯) = Y +(x, t, k), k ∈ Ω1 ∪Ω3 ∪Ω5.
8. For k →∞, k ∈ Ω2,
eikx+4ik
3tY −(x, t, k) =
(
1
0
)
+O(k−1).
3 Analysis of the direct scattering problem
The basic solutions we have introduced are clearly linearly dependent:
Φ(x, t, k) = Ψ(x, t, k)S(k),
Y (x, t, k) = Φ(x, t, k)P (k), (3.1)
Y (x, t, k) = Ψ(x, t, k)R(k).
The matrices S(k), P (k) and R(k) depend neither on x nor on t because by virtue of
the x-equation they do not depend on x, and by virtue of the t-equation they do not
depend on t. Hence:
S(k) = Ψ−1(0, 0, k), k ∈ R;
P (k) = Y (0, 0, k), k ∈ Σ; (3.2)
R(k) = S(k)P (k), k ∈ R.
Let us study the properties of these “scattering” (transition) matrices.
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Properties of the scattering matrix S(k)
They follow from the scattering problem for the x-equation with t = 0. Indeed, consider
the problem on the whole x-line by putting
q(x, 0) = uˆ(x) =
{
0 for x ∈ (−∞, 0)
u(x) for x ∈ [0,∞).
Let Ψ˜(x, k) be the Jost solution [19] normalized by
Ψ˜(x, k) = e−ikxσ3 for x < 0
and let T˜ (k) be the transition matrix for that case, i.e.
Ψ˜(x, k) = Ψ(x, 0, k)T˜ (k).
Putting x = 0 we find S(k) ≡ T˜ (k). Hence the “scattering” matrix S(k) has all
properties of the transition matrix T˜ (k) [19]:
• S(k) = ΛS¯(k)Λ−1 for k ∈ R.
• detS(k) ≡ 1 for k ∈ R.
• S(k) ∈ C∞(R).
For the half-line case there are additional properties:
• S(k) =
(
s+2 (k) −s
+
1 (k)
−s−2 (k) s
−
1 (k)
)
where s+j (k) = Ψ
+
j (0, 0, k);
•
(
s+2 (k) −s
+
1 (k)
)
is analytic in k ∈ C+ and s
+
j (k) = s
+
j (−k¯);
•
(
−s−2 (k) s
−
1 (k)
)
is analytic1 in k ∈ C− and s
−
j (k) = s
−
j (−k¯);
• If k ∈ C+ and k →∞,
s+2 (k) = 1 + O(k
−1), s+1 (k) = O(k
−1). (3.3)
Let us prove some integral representations for s+1 (k) and s
+
2 (k). We use the limit
formulas
s+1 (k) = limx→−∞
e−ikxΨ+1 (x, 0, k), s
+
2 (k) = limx→−∞
e−ikxΨ+2 (x, 0, k),
which follow from the definition of the matrix S(k). If one puts
χj(x, k) = e
−ikxΨ+j (x, 0, k)
1For an arbitrary function uˆ(x), x ∈ R these analytic properties do not hold, s+2 (k) and s
−
1 (k) are
only analytic in k ∈ C+ and k ∈ C− respectively. In our case uˆ(x) ≡ 0 for x < 0 and therefore s
+
1 (k)
and s−2 (k) are also analytic in k ∈ C+ and k ∈ C− respectively.
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the x-equation yields
χ′1 + 2ikχ1 = uˆ(x)χ2 χ1(x, k)→ 0 as x→ +∞
χ′2 = −uˆ(x)χ1 χ2(x, k)→ 1 as x→ +∞.
Then, by integration:
χ1(x, k) = −
∫ ∞
x
e2ik(y−x)uˆ(y)χ2(y, k)dy
χ2(x, k) = 1 +
∫ ∞
x
uˆ(y)χ1(y, k)dy,
therefore
s+1 (k) = −
∫ ∞
0
u(x)e2ikxdx−
∫ ∞
0
u(x)e2ikxdx
∫ ∞
0
K1(x, x+ y)e
ikydy (3.4)
s+2 (k) = 1−
∫ ∞
0
eikxdx
∫ ∞
0
u(y)K2(y, y + x)dy, (3.5)
where K1(x, y) and K2(x, y) are entries of the kernel of triangular integral transforma-
tion (2.3). The last two formulas allow to find the large-k asymptotic expansions at
any order of s+1 (k) and s
+
2 (k) and to obtain (3.3), in particular, which is exact (precise)
if u(0) 6= 0.
The matrix S(k) = Ψ−1(0, 0, k) is determined by u(x) ∈ S(R+). The entries of this
matrix are not independent and can be recovered from one known function. Let
s(k) ≡
s+1 (k)
s+2 (k)
be given and let
Σicd = {k1, . . . , kn ∈ C+ | s
+
2 (kj) = 0},
be the set of zeros of the analytic function s+2 (k), which is finite because s
+
2 (k)→ 1 as
k →∞ and we have supposed that s+2 (k) 6= 0 for any k ∈ R. Since detS(k) ≡ 1, then
|s+2 (k)|
2 − λ|s+1 (k)|
2 ≡ 1 for any k ∈ R. This identity yields the well-known formula:
s+2 (k) =

 ∏
kj∈C+
k − kj
k − k¯j


1−λ
2
exp
{
i
2pi
∫ ∞
−∞
log[1− µ|s(µ)|2]dµ
µ− k
}
, (3.6)
The remaining entries of S(k) are also recovered:
s+1 (k) = s(k)s
+
2 (k), s
−
2 (k) = λs¯
+
1 (k¯), s
−
1 (k) = s¯
+
2 (k¯).
So, if λ = 1, the function s+2 (k) has no zeros at all and the set Σ
ic
d is empty. It follows
from the self-adjointness of the x-equation (1.2) and the obvious inequality: |s+2 (k)| ≥ 1
for k ∈ R. If λ = −1 then s+2 (k) may vanish at some points kj ∈ C+. Since u(x) is
real-valued, Σicd is symmetric with respect to the imaginary axis. We can enumerate
the kj ’s in such a way that
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• kj = iκj , κj > 0 for j = 1, . . . , n1 ≤ n with n = n1 + 2n2,
• kn1+l = −k¯n1+n2+l for l = 1, . . . , n2.
Moreover, these zeros can be multiple and there can exist limit points on the real line
R [19].
To avoid this difficulties we shall consider a subset S0(R+) of functions u(x) ∈ S(R+)
for which s+2 (k) has a finite number of zeros k1, . . . , kn in C+, all of multiplicity 1, i.e.
s˙+2 (kj) 6= 0, and s
+
2 (k) 6= 0 for every k ∈ R.
Let us briefly discuss the discrete spectrum of the x-problem, which may appear
when λ = −1. The main relation of the x-scattering problem is
1
s+2 (k)
Φ−(x, t, k) = Ψ−(x, t, k) + r(k)Ψ+(x, t, k) for k ∈ R, (3.7)
where
r(k) = −
s−2 (k)
s+2 (k)
. (3.8)
F (x, t, k) = Φ−(x, t, k)/s+2 (k) is analytic in k ∈ C+ except for Σ
ic
d = {k1, . . . , kn}, where
it has poles. We have
s+2 (kj) = det
[
Φ−(x, t, kj) Ψ
+(x, t, kj)
]
= 0,
then Φ−(x, t, kj) = γ
1
jΨ
+(x, t, kj). Hence,
Resk=kj F (x, t, k) = c
1
jΨ
+(x, t, kj)
with
c1j =
γ1j
s˙+2 (kj)
and γ1j =
1
s+1 (kj)
, j = 1, . . . , n.
The dot denotes differentiation with respect to k. Note that s+1 (kj) 6= 0 because
otherwise we come to a contradiction: Ψ+(x, t, kj) ≡ 0 since Ψ
+
1 (0, 0, kj) = s
+
1 (kj) = 0
and Ψ+2 (0, 0, kj) = s
+
2 (kj) = 0. We also assume all zeros are simple, i.e. s˙
+
2 (kj) 6= 0.
Using asymptotics of the function Φ−(x, t, k) at k =∞, for k ∈ Ω1 ∪ Ω3, we find
F (x, t, k) =
[(
1
0
)
+O(|k|−1)
]
e−ikx−4ik
3t for |k| → ∞, k ∈ Ω1 ∪ Ω3, (3.9)
that will be used below. So, we come to the following (cf. conditions A and B):
Properties of r(k), t(k) and kj
• The reflection coefficient r(k) belongs to C∞(R), r(−k) = r¯(k) and r(k) = O(k−1)
as k →∞. It is the ratio of two functions −s−2 (k) and s
+
2 (k) analytic in k ∈ C−
and k ∈ C+ respectively, and |r(k)| < 1 if λ = 1.
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• The transition coefficient t(k) = [s+2 (k)]
−1 is represented through formula (3.6),
where |s(µ)| = |r(µ)|.
• If λ = −1, ki 6= kj for i 6= j and Im kj > 0, j = 1, . . . , n, with:
kj = iκj , 1 ≤ j ≤ n1 ≤ n = n1 + 2n2, and kn1+l = −k¯n1+n2+l, 1 ≤ l ≤ n2.
These properties follow from the x-scattering problem on the whole line. We take
into account that for the half-line case the function s−2 (k) = −s¯
+
1 (k¯) is analytic in
k ∈ C− and the constants γ
1
j are not independent parameters (that takes place for the
whole line), and they are evaluated by means of the function s+1 (k) at kj : γ
1
j = 1/s
+
1 (kj).
Properties of the scattering matrix P (k)
They follow from the defining relation, i.e. from (3.2), (2.11), (2.10):
P (k) = I+
∫ ∞
0
L(t, s)e−4ik
3sσ3ds+k
∫ ∞
0
M(t, s)e−4ik
3sσ3ds+k2
∫ ∞
0
N(t, s)e−4ik
3sσ3ds.
It is easy to find the following properties:
• P (k) = ΛP¯ (k¯)Λ−1 for k ∈ Σ.
• detP (k) ≡ 1 for k ∈ Σ.
• P (k) is C∞ in k ∈ Σ.
• If T <∞ the matrix-valued function P (k) is entire in k ∈ C.
• If T = ∞ the vector-function P+(k) is analytic in k ∈ Ω1 ∪ Ω3 ∪ Ω5, and P
−(k)
is analytic in k ∈ Ω2 ∪ Ω4 ∪ Ω6.
• P±(k) = P±(−k¯).
• P (k) = σ0 +O(k
−1), k ∈ Σ, k →∞.
Properties of the scattering matrix R(k)
Below we need to study properties of the “scattering” matrix R(k) introduced by equa-
tions (3.1)-(3.2). The matrix R(k) has the following form
R(k) =
(
r−1 (k) r
+
1 (k)
r−2 (k) r
+
2 (k)
)
, r+1 (k) = −r¯
−
2 (k¯), r
+
2 (k) = r¯
−
1 (k¯) for k ∈ Σ
with
r−1 (k) = p
−
1 (k)s
+
2 (k)− p
−
2 (k)s
+
1 (k) (3.10)
analytic in k ∈ C+ (if T < ∞) and k ∈ Ω2 (if T = ∞). Hence r
+
2 (k) is analytic in
k ∈ C− (if T <∞) and k ∈ Ω5 (if T =∞). Furthermore
r−2 (k) = p
−
2 (k)s
−
1 (k)− p
−
1 (k)s
−
2 (k) (3.11)
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is analytic in k ∈ C− (for T <∞) and k ∈ Ω4∪Ω6 (for T =∞), hence r
+
1 (k) is analytic
in k ∈ C+ (for T <∞) and k ∈ Ω1 ∪Ω3 (for T =∞). In the domains of analyticity we
have the following symmetry properties :
r±1 (k) = r
±
1 (−k¯) and r
±
2 (k) = r
±
2 (−k¯).
From (3.1) we derive
Y +(x, t, k) = r+1 (k)Ψ
−(x, t, k) + r+2 (k)Ψ
+(x, t, k)
with
r+1 (k) = det
[
Y +(x, t, k) Ψ+(x, t, k)
]
, r+2 (k) = det
[
Ψ−(x, t, k) Y +(x, t, k)
]
.
Let us put x = 0, and k = k1 + ik2 ∈ Ω1 ∪Ω3. Using (2.3), (2.11), (2.10) for large t we
obtain
|r+1 (k)| ≤ C1(k) exp
[
8t
(
K − (3k21 − k
2
2)k2
)]
where C1(k) is independent of t, and
K = max
1≤j≤n
[
(3Re2 kj − Im
2 kj) Im kj
]
,
where kj ∈ Ω1 ∪ Ω3 is an eigenvalue of the x-scattering problem. Taking into account
the analyticity of the function r+1 (k) for k ∈ Ω1 ∪ Ω3, choosing a large enough k and
putting t → ∞ (if T = ∞) we find r+1 (k) ≡ 0 for any k ∈ Ω1 ∪ Ω3, hence r
−
2 (k) ≡ 0
for any k ∈ Ω4 ∪ Ω6. So, we come to the main property of the compatible scattering
problem for x- and t-equations.
• If T =∞ the “scattering” matrix R(k) is diagonal:
R(k) =
(
ρ−(k) 0
0 ρ+(k)
)
for k ∈ R
with
ρ+(k) =
p+2 (k)
s+2 (k)
=
p+1 (k)
s+1 (k)
, ρ−(k) =
p−1 (k)
s−1 (k)
=
p−2 (k)
s−2 (k)
. (3.12)
• We also have the important relation
p+1 (k)
p+2 (k)
≡
s+1 (k)
s+2 (k)
(3.13)
that says: the function p(k) := p+1 (k)/p
+
2 (k) being meromorphic in the domain
Ω1 ∪ Ω3 has an analytic continuation into C+ up to the meromorphic function
s(k) = s+1 (k)/s
+
2 (k).
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• If T <∞, instead of (3.13) we have the so-called global relation [21] :
s+2 (k)p
+
1 (k, T ) − s
+
1 (k)p
+
2 (k, T ) = r
+
1 (k, T ),
where we write down the dependence on T to emphasize that functions p+j (k)
(j = 1, 2) and r+1 (k) really depend on T .
The asymptotic behavior of S(k) and P (k) yields the following asymptotic expansions :
r−1 (k) = 1 +
ρ1
k
+ . . . , r−2 (k) =
ω1
k
+
ω2
k2
+ . . . for k → ±∞.
If T = ∞ then r−2 (k) ≡ r
+
1 (k) ≡ 0. Since detR(k) ≡ 1, then ρ−(k)ρ+(k) = |ρ+(k)|
2 ≡
1. Hence, ρ±(k) can be written in the form:
ρ±(k) = e
±iν(k) k ∈ R (3.14)
with a real function ν(k) for k ∈ R. The function ν(k) has an analytic continuation to
the domain Ω1 ∪ Ω3 ∪ Ω4 ∪ Ω6 which satisfies:
• ν(k) = ν¯(k¯), ν(k) = −ν(−k¯), and ν(k)→ 0 as k →∞,
in view of the asymptotics of the functions s+2 (k) and p
+
2 (k). Indeed, in view of (3.12),
p+j (k) = ρ+(k) s
+
j (k) for j = 1, 2, (3.15)
ρ+(k) must have poles at the points where s
+
1 (k) and s
+
2 (k) vanish. On the other hand,
s+1 (k) and s
+
2 (k) must simultaneously vanish at poles in view of the analyticity of the
functions p+j (k) for k ∈ Ω1 ∪ Ω3. Hence Ψ
+(x, t, k) vanish identically if k is a pole,
which is impossible. So ρ+(k) is analytic (without singularities) in k ∈ Ω1 ∪Ω3. Hence
the functions p+j (k) and s
+
j (k) have a common set of zeros, possibly empty, in Ω1 ∪Ω3.
The other statements about ν(k) are obvious.
So, for r−1 (k) which is analytic in k ∈ Ω2 we obtain:
r−1 (k) =
s+2 (k)
p+2 (k)
= e−iν(k) for k ∈ ∂Ω2, (3.16)
The last formula follows from relations:
r−1 (k) = p
−
1 (k)s
+
2 (k)− p
−
2 (k)s
+
1 (k) p
+
1 (k)s
+
2 (k)− p
+
2 (k)s
+
1 (k) = 0.
Hence the function r−1 (k) has an analytic continuation to the domain Ω1 ∪ Ω3, where
it coincides with the function 1/ρ+(k). Therefore the function r
−
1 (k) does not vanish
for k ∈ ∂Ω2, and its zeros are some points zj ∈ Ω2. Let Σ
bc
d be the set of zeros of the
function r−1 (k). As above we assume that the number of zeros is finite:
Σbcd = {z1, . . . , zm ∈ Ω2 | r
−
1 (zj) = 0}.
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We also assume all zeros are simple, i.e. r˙−1 (zj) 6= 0. We have Σ
bc
d = ∅ if λ = 1. Let
ρ(k) :=
r−2 (k)
r−1 (k)
.
The functions ρ(k) and r−1 (k) are dependent. They satisfy the determinant relation
1− λ|ρ(k)|2 =
1
|r−1 (k)|
2
, k ∈ R, (3.17)
and ρ(k) ≡ 0 if T =∞. They have the following properties:
• ρ(k), r−1 (k) ∈ C
∞(R), and ρ(−k) = ρ¯(k), r−1 (k) = r¯
−
1 (−k),
• If T =∞, ρ(k) ≡ 0 for k ∈ R, and r−1 (k) = e
−iν(k) where ν(k) is described above.
• If T <∞, then
r−1 (k) =
( ∏
zj∈C+
k − zj
k − z¯j
)1−λ
2
exp
[ i
2pi
∫ ∞
−∞
log(1− λ|ρ(s)|2)ds
s− k
]
, k ∈ C+.
• The function
ρ(k)− r(k) =
p−2 (k)
r−1 (k)s
+
2 (k)
has an analytic continuation to C+ for T <∞.
For T =∞ the r.h.s. is analytic only in Ω2.
The last item follows from equations (3.10) and (3.11) which yield
p−1 (k) = r
−
2 (k)s
+
1 (k) + r
−
1 (k)s
−
1 (k) = r
−
1 (k)[1/s
+
2 (k) + s
+
1 (k)(ρ(k) − r(k))],
p−2 (k) = r
−
2 (k)s
+
2 (k) + r
−
1 (k)s
−
2 (k) = r
−
1 (k)s
+
2 (k)[ρ(k) − r(k)] for k ∈ R.
For T < ∞ the difference ρ(k) − r(k) has an analytic continuation to C+ because the
l.h.s. are analytic in k ∈ C+. Hence, the r.h.s. must have analytic continuations to C+.
The second main relation of the compatible scattering problem is:
G(x, t, k) =
1
r−1 (k)
Y −(x, t, k) (3.18)
=
{
Ψ−(x, t, k) + ρ(k)Ψ+(x, t, k) for k ∈ R if T <∞
Ψ−(x, t, k) for k ∈ R if T =∞.
The function G(x, t, k) is analytic in k ∈ Ω2, for k 6= zj and the zj ’s are poles of G. If
r−1 (zj) = 0 then Y
−(x, t, zj) and Ψ
+(x, t, zj) are linearly dependent:
Y −(x, t, zj) = γ
2
jΨ
+(x, t, zj), j = 1, . . . ,m,
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hence
Resk=zj G(x, t, k) = c
2
jΨ
+(x, t, zj), c
2
j =
γ2j
r˙−1 (zj)
(the dot denotes differentiation with respect to k) with
γ2j =
p−1 (zj)
s+1 (zj)
=
p−2 (zj)
s+2 (zj)
.
Using asymptotics of the function Y −(x, t, k) in the neighborhood of k =∞ for k ∈ Ω2,
we find
G(x, t, k) =
[(
1
0
)
+O(|k|−1)
]
e−ikx−4ik
3t (3.19)
for |k| → ∞, k ∈ Ω2.
This asymptotic formula will be used in the next section.
4 The main integral equations
The main relations of the compatible scattering problem follow from (3.1), (3.2) and
(3.7), (3.18):
F (x, t, k) = Ψ−(x, t, k) + r(k)Ψ+(x, t, k) for k ∈ R, (4.1)
G(x, t, k) = Ψ−(x, t, k) + ρ(k)Ψ+(x, t, k) for k ∈ R. (4.2)
These relations give:
G(x, t, k) − F (x, t, k) = c(k)Ψ+(x, t, k), (4.3)
where c(k) can be written as follows
c(k) = ρ(k)− r(k) =
p−2 (k)
s+2 (k) r
−
1 (k)
for
{
k ∈ C+ if T <∞,
k ∈ Ω2 if T =∞.
(4.4)
Properties of c(k)
Indeed, c(k) is meromorphic in C+ if T <∞, and in Ω2 if T =∞, and c(k) = −c(−k¯),
because p−2 (k), s
+
2 (k) and r
−
1 (k) are analytic in k ∈ C+ if T < ∞, and in k ∈ Ω2 if
T =∞. Hence relation (4.3) is true for all k ∈ Ω2. The function c(k) has poles at the
points zj , where s
+
2 (zj) = r
−
1 (zj) = 0. Since the zeros of s
+
2 (k) and r
−
1 (k) are simple
and in finite number, all poles of c(k) are simple and also in finite number. Indeed, we
only have to check the case s+2 (z0) = r
−
1 (z0) = 0. Due to (3.10) we also find p
−
2 (z0) = 0.
We have the following relation on ∂Ω2:
Y −(x, t, k − 0)
r−1 (k − 0)
−
Φ−(x, t, k + 0)
s+2 (k + 0)
= c(k)Ψ+(x, t, k) for k ∈ ∂Ω2. (4.5)
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To deduce the integral equations of the inverse scattering problem let us put
h−(x, t, k) = G(x, t, k) −
(
1
0
)
e−ikx−4ik
3t for k ∈ ∂Ω2
h+(x, t, k) = F (x, t, k) −
(
1
0
)
e−ikx−4ik
3t for k ∈ R.
Let us consider the integral
J(x, y, t) =
1
2pi
∫
∂Ω2
h−(x, t, k)eiky+4ik
3tdk +
1
2pi
∫ ∞
−∞
h+(x, t, k)eiky+4ik
3tdk.
Using equations (4.1), (4.2), (4.4), (2.3) we find
J(x, y, t)−
1
2pi
∫
∂Ω2
h−(x, t, k)eiky+4ik
3tdk =
=
(
K1
K2
)
(x, y, t) +
(
0
1
)
Fs(x+ y, t) +
∫ ∞
x
(
λK2
K1
)
(x, z, t)Fs(z + y, t)dz,
where
Fs(x, t) =
1
2pi
∫ ∞
−∞
r(k)eik(x+y)+8ik
3tdk.
On the other hand, using estimates (3.9) and (3.19) of F (x, t, z) and G(x, t, z) for large
k, taking into account (4.3) (4.4), (4.5) and applying the Jordan lemma, we find
J(x, y, t) =
1− λ
2
(
i
∑
kj∈Ω1∪Ω3
s+
2
(kj)=0
Resk=kj
[
h+(x, t, k)eiky+4ik
3t
]
+ i
∑
zj∈Ω2
r−
1
(zj)=0
Resk=zj
[
h−(x, t, k)eiky+4ik
3t
])
−
1
2pi
∫
∂Ω2
[G(x, t, k) − F (x, t, k)]eiky+4ik
3tdk
=
1− λ
2
(
−
∑
kj∈Ω1
m1je
ikjy+4ik
3
j tΨ+(x, t, kj)−
∑
kj∈Ω3
m3je
ikjy+4ik
3
j tΨ+(x, t, kj)
)
−
1− λ
2
∑
zj∈Ω2
m2je
izjy+4iz
3
j tΨ+(x, t, zj)−
1
2pi
∫
∂Ω2
c(k)eiky+4ik
3tΨ+(x, t, k)dk.
Finally we have the following integral equations of the inverse scattering:
K1(x, y, t) + λ
∫ ∞
x
K2(x, z, t)H(z + y, t)dz = 0 for 0 ≤ x < y <∞, (4.6)
K2(x, y, t) +H(x+ y, t) +
∫ ∞
x
K1(x, z, t)H(z + y, t)dz = 0 (4.7)
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with the kernel
H(x, t) =
1− λ
2
( ∑
kj∈Ω1
m1je
ikjx+8ik3j t +
∑
zj∈Ω2
m2je
izjx+8iz3j t +
∑
kj∈Ω3
m3je
ikjx+8ik3j t
)
+
1
2pi
∫
∂Ω2
c(k)eikx+8ik
3tdk +
1
2pi
∫ ∞
−∞
r(k)eikx+8ik
3tdk. (4.8)
The coefficients m1j and m
2
j are given by
m1j = [is
+
1 (kj)s˙
+
2 (kj)]
−1,
m2j = p
−
1 (zj)[is
+
1 (zj)r˙
−
1 (zj)]
−1 = p−2 (zj)[is
+
2 (zj)r˙
−
1 (zj)]
−1 = −i Resk=zj c(k). (4.9)
Using (4.7) for y = x one can prove that H(x, t) ∈ C∞(R+ × R+) and is rapidly
decreasing in x, i.e. H(x, t) = O(x−∞), as x→∞, since K1(x, y, t) and K2(x, y, t) are
in C∞(R+×R+×R+) and also rapidly decreasing as x+y →∞, and (4.7) is a Volterra
integral equation with respect to the kernel H(x, t). All terms in (4.8) are clearly C∞
and of the Schwartz type except for the last term :
1
2pi
∫ ∞
−∞
r(k)eikx+8ik
3tdk
because the reflection coefficient r(k) vanish at infinity as O(k−1) that follows from
(3.3), (3.4). Thus we arrive to the requirement that this integral must be C∞ in x, t
(third item in condition A). It is easy to see that under additional condition (1.8) the
reflection coefficient r(k) ∈ S(R), therefore the third item can be omitted because the
corresponding integral is C∞. By assumption the boundary functions q(0, t), q′x(0, t),
q′′xx(0, t) are C
∞, then we obtain the following condition: the kernel H(x, t) must be
C∞ in t when x = 0. Therefore the function∫
∂Ω2
c(k)e8ik
3tdk +
∫ ∞
−∞
r(k)e8ik
3tdk.
should be C∞ with fast decay as t→∞. Thus we arrive to the properties given in the
fifth item in condition C.
For any fixed t ∈ R+ the function H(x, t) will be rapidly decreasing for x → ∞.
Indeed, using the method of steepest descent and integration by parts we see that
H(x, t) = O(x−∞) because c(k) and r(k) are C∞ and, according to their asymptotic
behavior, they vanish at infinity as well as their derivatives of any order.
Remark. For t = 0 the kernel H(x, t)|t=0 coincides with the kernel
H0(x) =
∑
kj∈C+
mje
ikjx +
1
2pi
∫ ∞
−∞
r(k)eikxdk,
because in this case (t = 0) the integral over ∂Ω2 can be evaluated by using the residues
of the function c(k). After integration we find that H(x, 0) = H0(x). Then Marchenko
integral equations with kernel H0(x) yield q(x, 0) = u(x).
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Now it is natural to introduce the set
R = {k1, k2, . . . , kn ∈ C+; z1, z2, . . . , zm ∈ Ω2; r(k), k ∈ R; c(k), k ∈ Ω2} (4.10)
and to call it (see §1.4) the set of scattering data of the compatible eigenvalue problem
for the pair of differential equations (1.2), (1.3) defined by q(x, t) satisfying (1.1). The
kernel H(x, t) of the Marchenko equations is completely defined by the scattering data
R because the three missing coefficients m1j , m
2
j , m
3
j (4.9) can be evaluated from the
scattering data. Conditions A–B–C from the Introduction follow immediately from the
properties proved above for the scattering data R.
The properties given by conditions A–B–C are characteristic, i.e. they are sufficient
to ensure that the system of numbers k1, . . . , kn, z1, . . . , zm and functions r(k), c(k), are
the scattering data of compatible x- and t-equations (1.2), (1.3) with q(x, t) satisfying
the mKdV equation (1.1) with an initial function u(x) ∈ S(R+) and boundary values
v(t), v1(t), v2(t) ∈ C
∞[0, T ] if T <∞, or v(t), v1(t), v2(t) ∈ S(R+) if T =∞.
Anyway formula (1.4) and Marchenko integral equations (4.6), (4.7) represent a
solution of the mKdV equation if the kernel (4.8) is sufficiently smooth and rapidly
decreasing as x→∞. It follows from statements in Section 6.
5 Formulation of the Riemann-Hilbert problem
Here we give a formulation of the inverse scattering problem as a Riemann-Hilbert
problem which will be used for proving that the solution q(x, t) arising from Marchenko
equations satisfies the boundary conditions. We recall that the equality q(x, 0) = u(x)
is already proved.
The main scattering relations (3.1) yield the following Riemann-Hilbert problem.
Indeed, from (3.1) we derive :
Φ−(x, t, k)
s+2 (k)
= Ψ−(x, t, k) + r(k)Ψ+(x, t, k), k ∈ R,
Y −(x, t, k)
r−1 (k)
= Ψ−(x, t, k) + ρ(k)Ψ+(x, t, k), k ∈ R, (5.1)
Φ+(x, t, k)
s−1 (k)
= Ψ+(x, t, k) + λr¯(k)Ψ−(x, t, k), k ∈ R,
Y +(x, t, k)
r+2 (k)
= Ψ+(x, t, k) + λρ¯(k)Ψ+(x, t, k), k ∈ R, (5.2)
Y −(x, t, k)
r−1 (k)
−
Φ−(x, t, k)
s+2 (k)
= c(k)Ψ+(x, t, k), k ∈ ∂Ω2, (5.3)
Y +(x, t, k)
r+2 (k)
−
Φ+(x, t, k)
s−1 (k)
= λc¯(k¯)Ψ−(x, t, k), k ∈ ∂Ω5. (5.4)
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Let us define the sectionally meromorphic (analytic for λ = 1) matrix M(k, x, t) :
M(k, x, t) =




Φ−1 (x, t, k)e
iθ
s+2 (k)
Ψ+1 (x, t, k)e
−iθ
Φ−2 (x, t, k)e
iθ
s+2 (k)
Ψ+2 (x, t, k)e
−iθ

 k ∈ Ω1 ∪ Ω3


Y −1 (x, t, k)e
iθ
r−1 (k)
Ψ+1 (x, t, k)e
−iθ
Y −2 (x, t, k)e
iθ
r−1 (k)
Ψ+2 (x, t, k)e
−iθ

 k ∈ Ω2


Ψ−1 (x, t, k)e
iθ Y
+
1 (x, t, k)e
−iθ
r+2 (k)
Ψ−2 (x, t, k)e
iθ Y
+
2 (x, t, k)e
−iθ
r+2 (k)

 k ∈ Ω5


Ψ−1 (x, t, k)e
iθ Φ
+
1 (x, t, k)e
−iθ
s−1 (k)
Ψ−2 (x, t, k)e
iθ Φ
+
2 (x, t, k)e
−iθ
s−1 (k)

 k ∈ Ω4 ∪ Ω6.
Here θ = θ(x, t, k) = k(x+4k2t). Then we have the following Riemann-Hilbert problem
M−(k, x, t) =M+(k, x, t)J(k, x, t), k ∈ Σ (5.5)
on the contour Σ = {k | Im k3 = 0}. The orientation on the contour Σ is chosen in
such a way that the sign “+” (resp. “−”) corresponds to the left (resp. right) boundary
values of the matrix M(k, x, t) in the domains Ω1, Ω3, Ω5 marked by “+”, and in the
domains Ω2, Ω4, Ω6 marked by “−”. The corresponding graph is depicted on Figure 2.
✡
✡
✡
✡
✡
✡
✡
✡
✡
✡
✡
✡
✡
✡
✡✢
✡✢
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏❪
❏❪
✲ ✲
Ω1
Ω6
Ω3
Ω2
Ω4
Ω5
+
−
+−+ −
+
−
− + −+
Figure 2: The oriented contour Σ.
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The jump matrix has the form:
J(k, x, t) =


(
1 λr¯(k)e−2iθ
−r(k)e2iθ 1− λ|r(k)|2
)
arg k = 0, pi;
(
1 0
c(k)e2iθ 1
)
arg k =
pi
3
,
2pi
3
;
(
1 λc(k¯)e−2iθ
0 1
)
arg k =
4pi
3
,
5pi
3
.
The proof of equations (5.5) is a simple algebraic verification of relations (5.1)-(5.4).
Remark. The above Riemann-Hilbert problem is written for the case when the set of
the eigenvalues is empty. More details about Riemann-Hilbert problem for the mKdV
equation and complete consideration of the initial-boundary value problem can be found
in [11].
Remark. We consider the problem for the form (1.1) of the mKdV equation in the
first quarter (x ≥ 0, t ≥ 0) of the xt-plane. This problem is different from that studied
in [11], which is the initial boundary value problem for the same equation, but in the
second quarter (x ≤ 0, t ≥ 0) of the xt-plane. Scattering (spectral) data for that
problem have different analytic properties. It is well-known that for the KdV and
mKdV equations there are differences between the initial boundary value problems for
x > 0 and for x < 0.
Indeed, the kernel of the Marchenko integral equations, which have to considered
now in the domain −∞ < y < x ≤ 0, takes the form :
H(x, t) =
1− λ
2
( ∑
kj∈Ω5
mˆ5je
ikjx+8ik
3
j t +
∑
zj∈Ω4
m4je
izjx+8iz
3
j t +
∑
zj∈Ω6
m6je
izjx+8iz
3
j t
)
+
1
2pi
∫
∂Ω5
c(k)eikx+8ik
3tdk +
1
2pi
∫ ∞
−∞
(r(k) + c(k))eikx+8ik
3tdk,
where c(k) is now meromorphic (analytic for λ = 1) in Ω4 ∪ Ω6. For t = 0 it is easy to
prove that
1
2pi
∫
∂Ω5
c(k)eikxdk = −
1
2pi
∫ ∞
−∞
c(k)eikxdk
+
1− λ
2
(
−
∑
zj∈Ω4
m4je
izjx −
∑
zj∈Ω6
m6je
izjx +
∑
kj∈Ω4
mˆ4je
ikjx +
∑
kj∈Ω6
mˆ6je
ikjx
)
by using analytical properties of function c(k) in the domain Ω4∪Ω6 and corresponding
residues. Finally we obtain
H(x, 0) =
1− λ
2

 ∑
kj∈C−
mˆje
ikjx

+ 1
2pi
∫ ∞
−∞
r(k)eikxdk.
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Marchenko equations with this kernel correspond precisely to the initial function u(x).
To prove that q(x, t) satisfies the boundary condition we have also to formulate
the Riemann-Hilbert problem for the t-equation. To do so let us define the sectionally
meromorphic (analytic for λ = 1) matrix N(k, t):
N(k, t) =




Ψˆ+1 (t, k)e
−4ik3t
p+2 (k)
ϕˆ−1 (t, k)e
4ik3t
Ψˆ+2 (t, k)e
−4ik3t
p+2 (k)
ϕˆ−2 (t, k)e
4ik3t

 k ∈ Ω1 ∪ Ω3 ∪ Ω5


ϕˆ+1 (t, k)e
−4ik3t Ψˆ
−
1 (t, k)e
4ik3t
p−1 (k)
ϕˆ+2 (t, k)e
−4ik3t Ψˆ
−
2 (t, k)e
4ik3t
p−1 (k)

 k ∈ Ω2 ∪ Ω4 ∪ Ω6,
where ϕˆ(t, k) =
(
ϕˆ−(t, k) ϕˆ+(t, k)
)
and Ψˆ(t, k) =
(
Ψˆ−(t, k) Ψˆ+(t, k)
)
are matrix
solutions (2.9) and (2.10) of the t-equation. Then it is easy to verify that N(k, t) is a
solution of the following Riemann-Hilbert problem:
N−(k, t) = N+(k, t)J
t(k, t), k ∈ Σ (5.6)
on the contour Σ (Figure 2) oriented as above. The jump matrix J t(k, t) has the form:
J t(k, t) =
(
1 p−(k)e
4ik3t
−p+(k)e
−4ik3t 1− p−(k)p+(k)
)
,
where p−(k) = p
−
2 (k)/p
−
1 (k), p+(k) = p
+
1 (k)/p
+
2 (k), and p
±
j (k) are the entries of the
“scattering” matrix P (k).
We have already proved that q(x, 0) = u(x). The proof that q(x, t) satisfies the
boundary values q(0, t) = v(t), q′x(0, t) = v1(t) and q
′′
xx(0, t) = v2(t) is carried out by
using Riemann-Hilbert problems (5.5) and (5.6) in the same manner as in [28]. The
main tool in the proof is the existence of an analytic map from the Riemann-Hilbert
problem (5.5) attached to M(k, 0, t) into the Riemann-Hilbert problem (5.6) attached
to N(k, t). Such a proof for the mKdV equation is precisely given in [11].
6 Inverse scattering Problem
Let R be scattering data (4.10) satisfying conditions A–B–C. Then:
Statements. 1. The xt-integral equation
K(x, y, t) +H(x+ y, t) +
∫ ∞
x
K(x, z, t)H(z + y, t)dz = 0, (6.1)
0 ≤ x < y <∞, 0 ≤ t <∞
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with the 2× 2 matrix kernel
H =
(
0 H(x, t)
λH(x, t) 0
)
,
where real scalar function H(x, t) given by (4.8), is uniquely solvable in L1(x,∞) for
any x ≥ 0 and t ≥ 0.
2. The solution K(x, y, t) belongs to C∞(R+ × R+ × R+), it and all its derivatives
decrease faster than any negative power of x+ y, for x+ y →∞, and t fixed.
3. The matrix
Ψ(x, t, k) =
[
e−ikxσ3 +
∫ ∞
x
K(x, y, t)e−ikyσ3dy
]
e−4ik
3tσ3
satisfies the symmetry conditions
Ψ(x, t, k) = ΛΨ¯(x, t, k)Λ−1 for k ∈ R
Ψ±(x, t, k) = Ψ±(x, t,−k¯) for k ∈ C±
and is a solution of the x-equation (1.2) with Q(x, t) given by
Q(x, t) = σ3K(x, x, t)σ3 −K(x, x, t). (6.2)
4. Ψ(x, t, k) is a solution of the x-and t-equations constructed from the matrix
Q(x, t) and its derivative Q′x(x, t), Q
′′
xx(x, t), using eqs (6.2), (1.2), (1.3) and (2.3).
5. The scattering data R of these compatible differential equations coincide with
the chosen function r(k), the function c(k) and the numbers k1, k2, . . . , kn ∈ C+,
z1, z2, . . . , zm ∈ Ω2.
Statement 1 follows from Lemma 2 about the solvability of the xt-integral equations:
Lemma 2. Let R be scattering data satisfying conditions A–B–C. Then the xt-integral
equations (4.6)-(4.8) have a unique solution in L1(x,∞).
Proof. Under conditions A–B–C the integral operator of the xt-integral equation is
compact in L1(x,∞). Then, by Fredholm theory the xt-integral equation has a unique
solution if the homogeneous equation has no non-zero solution. If a non-zero solution
does exists in L1(x,∞), in view of the homogeneity of the integral equation, it is
bounded, hence belongs to L2(x,∞). The integral operator is clearly skew-Hermitian
in L2(x,∞), so we obtain a contradiction, because the only solution in this case is zero.
For λ = 1 the proof is more complicated. For example, it follows from the solvability
of the corresponding Riemann-Hilbert problem (5.5). In turn, the unique solvability of
the Riemann-Hilbert problem is proved by the same way as in [50].
Statement 2 follows from Lemma 3:
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Lemma 3. Let conditions A–B–C be fulfilled and (K1(x, y, t),K2(x, y, t)) be the solu-
tion of the xt-integral equations (4.6)-(4.8).
Then (K1(x, y, t),K2(x, y, t)) ∈ C
∞(R+ ×R+ ×R+). These functions and all their
derivatives decrease faster than any negative power of x + y, for x + y → ∞, t fixed.
Moreover,
q(x, t) = −2λK2(x, x, t)
(a) is C∞ in x and t,
(b) decreases faster than any negative power of x for x→∞, t fixed,
(c) is a solution of the mKdV equation with initial function q(x, 0) = u(x) and
boundary values q(0, t) = v(t), q′x(0, t) = v1(t), q
′′
xx(0, t) = v2(t).
Proof. According to Lemma 2 the xt-integral equations have a solution
K(x, y, t) =
(
K1(x, y, t) λK2(x, y, t)
K2(x, y, t) K1(x, y, t)
)
which belongs to L1(x,∞). By condition A, the kernelH(x+y, t) is in C∞(R+×R+) and
is fast decreasing as x+ y → ∞ (end of Section 4). Therefore (K1(x, y, t),K2(x, y, t))
is in C∞(R+ × R+ × R+) and vanishes faster than any negative power of x + y as
x+ y →∞, t fixed. The same is true for all their derivatives and for q(x, t). It is clear
that H(x, t) satisfies:
∂
∂t
H(x, t) + 8
∂3
∂x3
H(x, t) = 0.
Then it is well-known that q(x, t) solves the mKdV equation, cf. [1, 49]. The fact that
q(x, t) satisfies the boundary conditions was discussed at the end of Section 5.
Proof of Statements 3 and 4. The proof of Statement 3 is well-known [1, 19]. In par-
ticular, formula (6.2) follows from equation (2.4). Statement 4 is also true. Indeed, due
to Lemma 3, the function q(x, t) is a solution of the mKdV equation (1.1). Hence the
constructed x- and t-equations are compatible. Therefore, according to Lemma 1, the
matrix-valued function Ψ(x, t, k) solves the t-equation.
Proof of Statement 5. Let us consider compatible solutions Ψ(x, t, k) (2.3), Φ(x, t, k)
(2.6) and Y (x, t, k) (2.11) of the constructed x- and t-equations. Let R˜ be the corre-
sponding scattering data. We have to show that R˜ ≡ R.
First of all one can find that the matrix K(x, y, 0) solves the xt-integral equations
(t = 0) with kernel H(x, 0) generated by
H˜(x) =
∑
k˜j∈C+
s˜+
2
(k˜j)=0
m˜je
ik˜jx +
1
2pi
∫ ∞
−∞
r˜(k)eikxdk.
On the other hand the matrix K(x, y, 0) solves the same integral equation with kernel
generated by
H(x) =
∑
kj∈C+
s+
2
(kj)=0
mje
ikjx +
1
2pi
∫ ∞
−∞
r(k)eikxdk,
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since
1
2pi
∫
∂Ω2
c(k)eikxdk =
∑
kj∈Ω2
s+
2
(kj)=0
m2je
ikjx −
∑
zj∈Ω2
r−
1
(zj)=0
m2je
izjx.
Hence F (x) = H˜(x)−H(x) is a solution of the homogeneous Volterra integral equation
F (2x) +
∫ ∞
2x
K1(x, y − x, 0)F (y)dy = 0,
which yields the identity F (x) ≡ 0. Therefore k˜j = kj , m˜j = mj (hence m˜
1
j = m
1
j
m˜3j = m
3
j ) and r˜(k) ≡ r(k) for k ∈ R. For t > 0 by using (4.8) we shall obtain now the
relation F (x, t) = H˜(x, t)−H(x, t) ≡ 0, that yields c˜(k) ≡ c(k) and z˜j = zj , m˜
2
j = m
2
j .
Hence R˜ ≡ R.
All statements on the inverse scattering problem are proved. The main theorem is
proved.
References
[1] M. J. Ablowitz and H. Segur, Solitons and the Inverse Scattering Transform,
SIAM, Philadelphia, 1981.
[2] M. J. Ablowitz and H. Segur, The Inverse Scattering Transform: semi-infinite
interval, J. Math. Phys. 16 (1975) 1054–1056.
[3] E. D. Belokolos, General Formulas for Solutions of Initial and Boundary-Value
Problem for the sine-Gordon Equation, Teor. Mat. Fiz. 103 (1995) 358–367 (Engl.
Transl.: Theor. Math. Phys. 103 (1995) 613–620).
[4] Yu. M. Berezanskii, Integration of nonlinear difference equations by the method
of the inverse spectral problem, Dokl. Akad. Nauk SSSR 281 (1985) 16–19 (Engl.
Transl.: Sov. Math. Dokl. 31 (1985) 264–267).
[5] Yu. M. Berezanskii and M. Shmoish, Nonisospectral flows of the semi-infinite Ja-
cobi matrices, J. Nonlinear Math. Phys. 1 (1994) 116–146.
[6] R. F. Bikbaev and A. R. Its, Algebraic-Geometric solutions of a Boundary Value
Problem for the Nonlinear Schro¨dinger Equation, Mat. Zametki 45 (1989) 3–9
(Engl. Transl.: Math. Notes 45 (1989) 349–354).
[7] R. F. Bikbaev and V. O. Tarasov, Initial Boundary Value Problem for the Non-
linear Schro¨dinger Equation, J. Phys. A: Math. General 24 (1991) 2507–2516.
[8] R. F. Bikbaev and V. O. Tarasov, An inhomogeneous boundary value problem on
the semi-axis and on a segment for the sine-Gordon equation, Algebra i Analiz 3
(1991) 78–92 (Engl. Transl.: St. Petersburg Math. J. 3 (1992) 775–789).
28
[9] A. Boutet de Monvel and V. P. Kotlyarov, Scattering problem for the Zakharov-
Shabat equations on the semi-axis, Inverse Problems 16 (2000) 1813–1837.
[10] A. Boutet de Monvel and V. P. Kotlyarov, Nonlinear Schro¨dinger equation on the
half-axis. Generation of asymptotic solitons by boundary data, Preprint BiBoS
Universita¨t Bielefeld Nr. 01-10-066, 32 p.
[11] A. Boutet de Monvel, A. S. Fokas and D. Shepelsky, The mKdV equation on the
half-line, J. Inst. Math. Jussieu, to appear.
[12] F. Calogero and S. De Lillo, The Burgers Equation on the semi-infinite and finite
intervals, Nonlinearity 2 (1989) 37–43.
[13] R. Caroll and Q. Bu, Solution of the forced nonlinear Schro¨dinger equation using
PDE techniques, Appl. Anal. 41 (1991) 33–51.
[14] A. Degasperis, S. V. Manakov, and P. M. Santini, On the Initial-Boundary Value
Problems for Soliton Equations, JETP Letters 74, 10 (2001) 481–485.
[15] A. Degasperis, S. V. Manakov, and P. M. Santini, Initial-Boundary Value Problems
for Linear and Soliton PDEs, Theoret. and Math. Phys. 133 (2002) 1475–1489.
[16] P. Deift and X. Zhou, A steepest descent method for oscillatory Riemann-Hilbert
problems, Bull. Amer. Math. Soc. 26 (1992) 119–123.
[17] P. Deift and X. Zhou, A steepest descent method for oscillatory Riemann-Hilbert
problems. Asymptotics for the mKdV equation, Ann. of Math. 137 (1993) 295–
368.
[18] B. A. Dubrovin, Theta functions and nonlinear equations. Uspekhi Mat. Nauk 36
(1981) 11–80 (Engl. Transl.: Russian Math. Surveys 36 (1982) 11–92).
[19] L. D. Faddeev and L. A. Takhtajan, Hamiltonian Methods in the Theory of Soli-
tons, Nauka, Moscow, 1986 (Engl. Transl.: Springer Series in Soviet Mathematics,
Springer, Berlin, 1987).
[20] A. S. Fokas, An Initial Boundary Value Problem for the Nonlinear Schro¨dinger
Equation, Phys. D 35 (1989) 167–185.
[21] A.S. Fokas, On the integrability of linear and nonlinear partial differential equa-
tions, J. Math. Phys. 41 (2000) 4188–4237.
[22] A. S. Fokas and A. R. Its, An initial-boundary value problem for the sine-Gordon
equation in laboratory coordinates, Teoret. Mat. Fiz. 92 (1992) 387–403 (Engl.
Transl.: Theoret. and Math. Phys. 92 (1992) 964–978).
[23] A. S. Fokas and A. R. Its, An initial-boundary value problem for the Korteweg-
de Vries equation, “Solitons, nonlinear wave equations and computation (New
Brunswick, NJ, 1992)”, Math. Comput. Simulation 37 (1994) 293–321.
29
[24] A. S. Fokas and A. R. Its, The Linearization of the Initial Boundary Value Problem
of the Nonlinear Schro¨dinger Equation, SIAM J. Math. Anal. 27 (1996) 738–764.
[25] A. S. Fokas and I. M. Gelfand, Integrability of Linear and Nonlinear Evolution
Equations and the Associated Nonlinear Fourier Transform, Lett. Math. Phys. 32
(1992) 189–210.
[26] A. S. Fokas, A unified transform method for solving linear and certain nonlinear
PDEs, Proc. Roy. Soc. London Ser. A 453 (1997) 1411–1443.
[27] A. S. Fokas, Two dimensional linear PDEs in a convex polygon, Proc. Roy. Soc.
London Ser. A 457 (2001) 371–393.
[28] A. S. Fokas, A. R. Its and L.-Y. Sung, The nonlinear Schro¨dinger equation on the
half-line, preprint, 2001.
[29] A. S. Fokas, Integrable Nonlinear Evolution Equations on the Half-Line, Comm.
Math. Phys. 230 (2002) 1–39.
[30] M. Gattobigio, A. Liguori and M. Mintchev, The Nonlinear Schro¨dinger equation
on the half-line, J. Math. Phys. 40 (1999) 2949–2970.
[31] I. T. Habibullin, Ba¨cklund Transformation and Integrable Boundary-Initial Value
Problems, Nonlinear world 1 (Kiev NTPP-89) pp. 130–138, World Scientific, River
Edge, 1990.
[32] I. T. Khabibullin, The KdV equation on a half-line with a zero boundary condition,
Teoret. Mat. Fiz. 119 (1999) 397–404 (Engl. Transl.: Theoret. and Math. Phys.
119 (1999) 712–718).
[33] I. T. Habibullin, An initial-boundary value problem on the half-line for the mKdV
equation, Funct. Anal. Appl. 34 (2000) 52–59.
[34] V. P. Kotlyarov, Asymptotic analysis of the Marchenko integral equation and soli-
ton asymptotics of a solution of the nonlinear Schro¨dinger equation, “The nonlinear
Schro¨dinger equation (Chernogolovka, 1994)”, Phys. D 87 (1995) 176–185.
[35] V. A. Marchenko, Sturm-Liouville operators and their applications, Naukova
Dumka, Kiev, 1977.
[36] P. C. Sabatier, New direct linearizations for KdV and solutions of the other Cauchy
problem, J. Math. Phys. 40 (1999), 2983–3020.
[37] P. C. Sabatier, Elbow scattering and inverse scattering applications to LKdV and
KdV, J. Math. Phys. 41 (2000) 414–436.
[38] P. C. Sabatier, Past and future of inverse problems, J. Math. Phys. 41 (2000)
4082–4124.
30
[39] P. C. Sabatier, Elbow scattering and boundary value problems of NLPDE, “Nonlin-
ear evolution equations and dynamical systems (Kolimbary, 1999)”, J. Nonlinear
Math. Phys. 8 (2001), suppl., 249–253.
[40] P. C. Sabatier, Should we study sophisticated inverse problems?, Inverse Probl.
17 (2001) 1219–1223.
[41] L. A. Sakhnovich, Explicit Formulas for Spectral Characteristics and Solution of
the sinh-Gordon Equation, Ukr. Mat. Zh. 42 (1990) 1517–1523 (Engl. Transl.:
Ukr. Mat. J. 42 (1990) 1359–1365).
[42] L. A. Sakhnovich, Integrable Nonlinear equations on the semi-axis, Ukr. Mat. Zh.
43 (1991) 1578–1584 (Engl. Transl.: Ukr. Math. J. 43 (1991) 1470–1476).
[43] L. A. Sakhnovich, The Goursat Problem for the sine-Gordon Equation and an
Inverse Spectral Problem, Izv. Vyssh. Uchebn. Zaved. Mat. 36 (1992) 44–54 (Engl.
Transl.: Russian Math. (Iz. VUZ) 36 (1992) 42–52).
[44] L. A. Sakhnovich, Sine-Gordon Equation in Laboratory coordinates and Inverse
Problem on the Semi-Axis, Algebraic and Geometrical Methods in Mathematical
Physics, Math. Phys. Stud. 19, pp. 443–447, Kluwer, Dordrecht, 1996.
[45] E. K. Sklyanin, Boundary Conditions for Integrable Equations, Funktsional. Anal.
i Prilozhen. 21 (1987) 86–87 (Engl. Transl.: Funct. Anal. Appl. 21 (1997) 164–
166).
[46] L. Y. Sung, Solution of the Initial Boundary Problem of the nonlinear Schro¨dinger
equation using PDE techniques, preprint, Clarkson University, 1993.
[47] V. O. Tarasov, The Boundary Value Problem for the Nonlinear Schro¨dinger Equa-
tion, Zap. Nauch. Semin. LOMI 169 (1988) 151–165.
[48] V. E. Zakharov and A. B. Shabat, An exact theory of two-dimensional self-focusing
and one-dimensional automodulation of waves in a nonlinear medium, Soviet Phys.
JETP 34 (1972) 62–78.
[49] V. E. Zakharov and A. B. Shabat, A scheme for integrating the nonlinear equa-
tions of mathematical physics by the method of the inverse scattering problem. I,
Funktsional. Anal. i Prilozhen. 6 (1974), 43–53. (Engl. Transl.: Funct. Anal. Appl.
8 (1974) 226–235).
[50] X. Zhou, The Riemann-Hilbert problem and inverse scattering, SIAM J. Math.
Anal. 20 (1989) 966–986.
31
