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ABSTRACT
Modern power systems are undergoing a grand transformation towards a widearea transmission network, publicly known as “Smart Grid” and “Super Grid”, for
technical and economic advantages. Regional systems have been built-up towards
national grids and later interconnected with neighboring countries. High voltage
direct current (HVDC) is emerging rapidly as an effective and efficient solution
for grid interconnection, island electrification, urban grid decongestion, renewable
off-shore wind energy integration.
Despite the emerging opportunities, significant technical challenges persist for
HVDC/MVDC technology, namely in DC cabling and accessories, DC breakers and
DC diagnosis and monitoring. The major challenge for DC cabling resides in the
insulation due to performance deterioration by space charge accumulation.

Mattewos Tefferi
University of Connecticut, 2019
DC cable dielectrics require optimization of materials that meet a desired property which differs from AC cable dielectrics. In this comprehensive study, the properties needed for the insulation system intended for DC cables and the approach to
the design and development of DC formulation with proper balance between key
electrical properties, have been investigated. A formalism which includes the correlation between the conductivity and space charge based on two physical materials
parameters, activation energy (ξ) and mean trap separation (λ), has been developed,
based on which the role of chemical defects and physical disorder in controlling the
conductivity of polymers as well as their implication on practical material design
and development are discussed. Basic understanding of those two physical parameters may bring the ability to engineer desirable DC material as well as improved
capability to understand the physical basis of aging and other phenomena in dielectrics. These findings contribute towards tailored polymeric insulation materials
with superior electrical performance of DC cables for future energy efficient power
grids.
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Chapter 6 discussion, the degree of disorder suitable for DC application that produced 0.4-0.5eV is in the range of Nc /N = 0.006 with α = 0.5 or Nc /N = 0.04
with α = 0.4
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Chapter 1

Introduction

1.1

Background

The most exciting new technical development in electric power systems in the
last few decades is direct current (DC) transmission. Since 1950s, many DC links
have gone into commercial operation in various parts of the world, with voltage
level increased from 100 to 1100 kV, the rated power up from 20 MW to 12 GW
and the distance extended from 96 to 3000 km. Many DC links are under currently
construction.
Direct Current (DC) is however not a new concept. Both scientific exploration
and practical engineering of electricity began with direct current. Alternating current comes later. The basic discoveries of Galvani, Volta, Oersted, Ohm, and Ampere pertained to direct current. The first widespread practical application was DC
telegraphy powered by electrochemical batteries with ground return circuits. Electric lighting and power also began with direct current powered by dynamos [1–3].
1

2
The first electric central station in the world, on Pearl street, in New York City
was built by Thomas A. Edison and began operation in 1882. It supplied direct
current at 110V through underground tubular mains to an area roughly 1 mile in
radius. It used Edison bipolar DC generators driven by steam engine. Within a few
years similar stations were in operation in the central districts of most large cities
throughout the world. However, DC power at low voltage could not be transmitted
over long distances. The advent of the transformer, polyphase circuits and induction
motors in 1880s and 1890s led to AC power systems. The transformer made possible
the use of different voltage levels for generation, transmission and distribution. As a
result, AC came to dominate power transmission design as AC transformers offered
a cost-efficient solution to the problem of transferring bulk power from centralized
power stations over long distances. The development and expansion of AC systems
have been seen over many decades with fast growth in power demand. However,
the further expansion of AC interconnection is reaching its limit due to technical
co-ordination challenges [1, 2].

1.2

HVDC for Power System Interconnections

Electric power can be transmitted and distributed over long distance either by
alternating current (AC) or direct current (DC). Fig. 1.1 summarized potential
candidates for transmission and distribution technologies for long distance subsea
application.
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Figure 1.1: Technology candidates for long distance subsea power T&D applications.

HVAC power transmission and distribution system is a mature and proven technology for land-based applications and relatively short offshore tiebacks. However,
HVAC faces technical co-ordination challenges especially for high power loads distributed over long distances. Since HVAC cable draws large capacitance current,
a large amount of reactive power needs to be supplied, in addition to the active
power required by the loads. This leads to large and expensive cables with high current rating and losses to be installed, retrieved and consequently to more expensive
umbilical’s [4].
DC transmission can be realized with more efficiency over longer distance than
AC transmission. The advantages of bulk power transmission systems using HVDC
cables can be summarized as follows: i) DC cable lengths are not limited by charging
currents and no reactive compensation is required at intermediate points as in the
case of AC transmission systems; ii) DC cables are more economical when compared
with the corresponding ac cables for the same power rating due to conductor and
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insulation savings; iii) DC transmission constitutes an asynchronous interconnection
and does not raise the fault level appreciably; iv) The power flow in a DC scheme
can be easily controlled at high speed. Thus, with appropriate controls, the DC link
can be used to improve AC system stability; and v) HVDC cables become viable
solutions for submarine power transmission, urban grid decongestions, off-shore wind
power integration, and harsh environment electrification [4–8].
The use of HVDC technology have traditionally been limited to point-to-point
interconnections. In recent years, however, there has been an increasing interest in
Multi-terminal (MT-MVDC) systems due to the grid integration challenges that are
coming with remotely located generation sites. MVDC is most commonly thought
of as a straight forward downsizing in voltage level from HVDC, rather than a new
development concept with broad range of applications [9, 10]. .
The Multi-terminal MVDC framework naturally facilitates the deployment of
distributed power sources and the integration of renewables with largely reduced
number of source and load conversion stages, often at voltage level of transmission
grid, resulting in reduced transmission and conversion losses. The MVDC platform
serves as an additional layer of infrastructure in the electric grid between the transmission and distribution levels, as well as a means for supplying consumers of all
types. Other initiatives being explored with MVDC technology are marine electrification for future naval ship power system, linking of oil and gas platforms and subsea
O&G electrification, telecommunications and IT data centers [9–11]. While the advantages of using MT-MVDC can clearly be observed, the technology has yet to
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mature before implementing for commercial use. Despite encouraging works in the
literature, there are several aspects of this system which need further investigation
and understanding.

Figure 1.2: MVDC cabling for renewable energy integration under harsh subsea environment

1.3

DC Cable Insulation Technology

According to the type of insulation, DC cables can be categorized into two
families: cables with laminated insulation and with extruded insulation. The mass
impregnated paper cable, the gas filled pre-impregnated paper insulated cable and
the self-contained fluid (oil) filled paper insulated cable are the common laminated
insulation type cables. Crosslinked polyethylene (XLPE) is the most commonly
used insulation material for extruded HVDC cables [12]. Fig. 1.3 shows an example
of XLPE HVDC cable. Pros and cons of those type of DC cables are summarized
in Table 1.1.
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b)

a)

Figure 1.3: Extruded HVDC cables: (a) submarine cable with copper conductor area of 1,000
mm2 and (b) submarine cable with copper conductor area of 1,650 mm2 [13]
Table 1.1: Comparison between oil filled (OF), mass impregnated (MI) and Extruded cables [12,
13]
Parameter
In operation
Laboratory
prototype
Benefit

Weakness

1.4

OF cable
± 500 kV, ∼ 3 GW
± 600 kV, ∼ 6 - 10 GW
Long service record; They
can work up to 90◦ C with
a design DC stress up to
40 kV/mm.
Sophisticated oil refilling
systems; Environmental
concerns; Limited transmission length.

MI cable
± 600 kV, ∼ 2.2 GW
± 700 - 800 kV, ∼ 2 - 4
GW
Long service record;
Not limited by converter technology.

Extruded cable
± 320 kV, ∼ 2 GW
± 640 kV, ∼ 3 GW

Not well suited for land
cable installation due to
higher weight/length.

Space charge; System and
insulation reliability; Concerns of polarity reversal and high voltage transients

Low material and processing cost; Excellent moisture resistance.

Worldwide MVDC/HVDC transmission projects

As described earlier, DC transmission technology was used in many instances
in very early power systems but modern HVDC transmission begins in 1954 with
Sweden–Gotland installation. After more than 60 years of research and development,
HVDC transmission systems now provide energy transport in many countries as
shown in Fig. 1.4.
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Brazil-Argentina
525kV, 1GW

Tjaereborg
9kV, 8MW

Leyte-Luzon
350kV, 440MW

533kV, 1920MW

Cahora-Bassa

400kV, 600MW

Kontek

Baltic
Cross-Skagerrak
450kV, 600MW 400kV, 500MW

Valhall
150kV, 78MW
Storebaelt
400kV, 600MW

Dolwin 1/2/3
± 320kV, 800MW
± 320kV, 910MW
± 320kV, 900MW

Inga-shaba
500kV, 560MW

Extruded Cable
MI Cable
OF Cable

Italy-Greece
Scotland-Ireland
400kV, 500MW 250kV, 500MW
St Lawrence
500kV, 2250MW
Vancouver Island1/2

± 260kV, 312MW
-280kV,370MW

Cross Sound
150kV, 330MW
Trans-Bay
200kV, 400MW
Hawaii
300kV, 500MW
Neptune
500kV, 500MW
SaiPei
500kV, 1GW
Itaipu
600kV, 6.3GW
Uruguaiana
20kV, 50MW
Acaray
26kV, 50MW

Fenno-Skan
400kV, 500MW

Swepol
450kV, 600MW

MurrayLink
150kV, 200MW

NORD E ON1
150kV, 400MW

Basslink
(Victoria-Tasmania)
400kV, 500MW

Estlink
150kV, 350MW

Troll A
80kV, 80MW

Directlink
80kV, 180MW

Gotland 1/2/3
100kV, 20MW
270kV, 2GMW

Gotland 4
80kV, 60MW

NorNEd
450kV, 700MW
Konti-Skan 1/2
100kV, 20MW
285kV, 300MW

Kii-Channel
250kV, 1.4GW

Hokkaido Honshu1/2

150kV, 260MW
± 250kV, 600MW

Hokkaido Honshu 3
± 250kV, 600MW

UK-France 1
100kV, 160MW
270kV, 2GW

Corsica-Sardina
200kV, 200MW

Inter-Island 1/2
250kV, 600MW
350kV, 700MW

Figure 1.4: Main HVDC links installed worldwide
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1.5

Technical Challenges in DC Cables

Despite these opportunities, significant technical challenges persist for HVDC/MVDC
technology, namely in DC cabling and accessories, DC breakers, DC diagnosis and
monitoring. The major challenge for DC cabling resides in the insulation due to
performance deterioration by space charge accumulation.

1.5.1

Electric Field Inversion

Compared to existing AC cable, a DC cable would require a different electrical
insulation system due to the significant difference between AC and DC electric field
grading. In AC systems, the electric field is capacitively graded, i.e., determined by
dielectric permittivity, which is nearly independent of the field and temperature. On
the other hand, for DC systems, the field is resistively graded, i.e., determined by
electrical conductivity, which has strong nonlinear dependence on field and temperature as well as material composition [14]. This can result in electric field inversion
as shown in Fig. 1.5. When the cable is under DC voltage but no-load current, the
electric field distribution resembles that of an AC cable with the highest stress at
the conductor screen. When the current is switched on, a temperature gradient over
the insulation is established, and the field distribution changes dramatically. As the
temperature rises in the insulation close to the conductor, the local conductivity
increases further; and this in turn decreases the local stress. The influence of the
temperature gradient is much stronger than the influence of the electric field. As a
result, the stress near the conductor decreases considerably, while the stress close
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to the insulation screen increases. With large temperature gradients over the cable
insulation, the stress profile reverses, leaving the cable with the highest stress at the
insulation screen. Therefore, the fact that electric field inversion depends on the
load current makes the design of DC cable insulation challenging.
Capacitive graded (AC) Ei

Resistive graded (DC)
Eo

E(kV/mm)

V
Resistive stress
(No Load)

Eo

Ei
Resistive stress
(Loaded cable)

Conductor
Insulation

ri

r (mm)

ro

Figure 1.5: Cable insulation stress under AC and DC

1.5.2

Space Charge and Polarity Reversal

Space charge is believed to be a major cause of poor DC performance of major
cable insulation, including the XLPE used in AC cable. Space charge can result from
a range of phenomena, but the most fundamental ones are spatially inhomogeneous
conductivity, ionization of species and charge injection from the electrodes [15]. The
space charge accumulation could strongly affect the electric field distribution and
cause local electric field distortion. If the space charge density is sufficiently high,
the induced local electric field stress would exceed the insulation breakdown strength
and cause breakdown. Even if the local electric field is not exceedingly high, the
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space charge accumulation would gradually degrade the dielectrics and cause the
formation of weak points. As a result, the long-term reliability and life expectancy
of the DC cables would be reduced.
Earlier DC transmission systems cannot reverse power flow without reversing polarity on the transmission medium. With the development of insulated-gate bipolar
transistor (IGBT) valves, more recent DC systems based on advanced power electronics can reverse power flow without reversing polarity, so most solid dielectric DC
cables are not subject to polarity reversal. Only with the introduction of such IGBT
based voltage-source converters (VSC) topology that is free from polarity reversal.
HVDC cables were getting manufactured by extrusion with specially developed insulation. However, electromagnetic transients can give rise to polarity reversal surge.
For example, fast transient lightning or switching transient may induce over voltages
at cables/overhead ties [14]. During fault transients and polarity reversal events,
superimposition of AC and DC field components results in an exceedingly high
electric field. Therefore, DC cables must be designed to operate reliably not only
capacitive grading, but also resistive grading, and a combination of resistive and
capacitive grading. The worst case condition involving space charge is the formation of homocharges proceeding polarity reversal. In this case, homocharges before
polarity reversal become heterocharges after polarity reversal and the electric field
will suddenly increase as it will be shown in detail in chapter 7.
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1.6

Study Approach

Fig. 1.6 shows the study approach for addressing the essential requirements
for DC insulation, going from fundamental to more practical design aspects. At
the most fundamental level, the conduction mechanism of solid dielectric needs
to be studied. Based on the fundamental discussions, a model to correlate the
conductivity and space charge is developed based on two relative simple physical
material parameters (the activation energy ξ and mean trap separation λ).
The study focuses on establishing a practical physical model for DC cable conduction, which is used subsequently for material optimization for cable applications.

Formalism for the
modeling of DC
cable dielectrics

Parameter
estimation based on
physical based
model

DC material by
design

•
•
•
•

Hopping conduction.
Conductivity, Space charge and breakdown.
Coupled electro-thermal modeling.
Sensitivity of parameters.

• Material design space with bounded
realizable parameters.
• Key design parameters and physical basis
for correlation.
• Design constraints.

• Role of physical and chemical defects.
• Balanced properties for optimization of DC
dielectrics.
• Tailoring polymeric insulation materials to
maximize the DC electrical performance.

Figure 1.6: Overview of the basic studies that bridge fundamentals to the applied aspects of
engineering for addressing the essential requirements of DC cable dielectrics
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1.7

Summary of the Contributions

DC cable dielectrics require optimization of materials that meet a desired property which differs from AC cable dielectrics. In the context of materials optimization
problems, we must ask “How do I constrain myself to the physically realizable” and
“What is my optimization criterion within that space?” Those types of questions are
insightful for the material design space, providing basis for the analysis of optimal
material criteria.
The two XLPE materials that will be assessed in this study are AC-XLPE and
DC -XLPE. AC-XLPE is a material used in commercial AC cables and DC-XLPE
is a novel material with optimized composition for DC cables. In the future perspective, a novel EPR is presented as a material candidate with extremely low temperature coefficient and significantly reduced space charge accumulation suitable for
DC cable insulation material.
The following issues have been addressed in this thesis work:
• Explore the material design space for DC cable dielectrics. Analyze the properties needed for the insulation system intended for DC cables and address
how a next generation of DC material can be formulated with proper balance
between key electrical properties.
• Based on these analyses, derive the optimal material properties of DC cable
insulation.
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• Identify the role of chemical defects and physical disorder in controlling the
conductivity of polymers.
Addressing the above points can produce tailored polymeric insulation materials
with optimal DC characteristics for power cables.
The organization of this thesis is described briefly below.

• Chapter 2 provides a brief overview of the mechanisms of the electrical conduction and charge transport in insulating materials.
• Chapter 3 presents the details of the electro-thermal coupled numerical calculation of stresses in a DC cable under steady state, polarity reversal and
switching pulses using the COMSOL multi-physics finite element program.
• Chapter 4 describes the experimental regarding the measurements of conductivity and space charge. Sample preparation and handling are also discussed.
• Chapter 5 focuses on the material design space analysis and discuss the properties needed for the insulation system intended for DC cables.
• Chapter 6 presents a framework related to the mechanisms for reducing the
activation energy from chemical and physical defect point of view.
• Chapter 7 presents nano-dielectric material concept for next generation DC
cable insulation.
• Chapter 8 summarizes all work discussed above and suggestion for future work.

Chapter 2

Conduction Mechanism in Solid Dielectric
Materials

The electrical conductivity of polymers must be first understood in order to
improve their performance as electrical insulators. In spite of extensive research on
conduction and breakdown of common insulating polymers such as polyethylene,
there is still dispute regarding their charge transport mechanism [16–18].
The electrical conductivity of a material, to which more than one charge carrier
species can contribute, is given by [19].
σ=

N
X
i=1

σi =

N
X

| ni µi q i |

(2.1)

i=1

where n is the concentration (m−3 ) of the charge carrier, q is the electric charge
(C) on each carrier, µ is the carrier mobility (m2 /V s) and the subscript i denotes a
carrier type ( i.e., e for electron, h for hole) for electronic conduction. The physics
to describe a material is represented in the contribution of n, µ, q to the total
conductivity.
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The basic processes for high field conduction are divided into two groups: electrodelimited and bulk-limited theories. In this chapter, a brief recap of some important
mechanisms for conduction in bulk dielectrics and charge injection from electrodes
are presented.
Schottky emission

Cathode

Hot electron

Carrier multiplication

Hot
electrons

Trapping

Electrons

Poole-Frenkel

VBM
Carrier multiplication
Hopping
Defect creation

CBM
Holes
Anode

Schottky emission

Figure 2.1: Diagram summarizing different types of charge generation and transport mechanisms
in dielectrics.

2.1

Electrode Limited Conduction

2.1.1

Schottky Injection

The theory of Schottky injection mechanism describes the transfer of electrons
from an electrode to an insulator. Initially, this theory was developed for electron injection from a metal into a vacuum. However, much later with further modification,
the theory was applied to electrode-polymer interfaces.

16

Metal

E

Polymer
Φ

V(x, image)

Φ

𝑬𝒕

𝑬𝒕

x
(a)

0

(b)

-qEx

(c)

0

(d)

∆𝑽𝒎

x

Figure 2.2: Modification of the coulombic potential barrier for electron injection at a metal-polymer
interface. (a) Total barrier height, taken to be the work function of the metal electrode. (b) Gradual
change in the shape of the barrier due to the effect of the coulombic image force. (c) Application of
an electric field changes the potential energy by −qEx. (d) Total barrier shape showing reduced
barrier height (∆Vm ) and reduced barrier width [20].

Fig. 2.2 shows the modification of the coulombic potential barrier at a metalpolymer interface for electron injection. The barrier is initially assumed to be the
work function of the metallic electrode for an electron to escape the metal and
enter the polymer. The electrostatic attraction between the escaping electron and
the metal (hole) gives rise to a changing barrier due to the potential energy of the
electron (image potential) which approaches the metal work function. The resulting
potential as a function of the distance from the electrode, V (x), is given by [20],

q2
V (x) =
16πε0 εr x

(2.2)
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where q is the electron charge, ε0 is the permittivity of vacuum, εr is the relative
permittivity of the medium, and x is the distance from the electrode. When a high
electric field is applied, the potential energy is modified by –qEx,

V (x) =

q2
− qEx
16πε0 εr x

(2.3)

where E is electric field. The barrier height is reduced by ∆Vm (see Fig. 2.2b),
which is given by:

q
∆Vm = −
2

r

qE
πε0 εr

(2.4)

The effective potential that the electron must overcome to enter the material is
φef f = φ − ∆Vm

(2.5)

where φ is the work function. In order to find the current density across the electrode, the rate at which electrons enters the material with sufficient energy to climb
the barrier, must be found. This can be done using the energy distribution of electrons in the metal (given by the Fermi-Dirac distribution), resulting in the following
equation for current at the electrode [20],



−φef f
J = AT exp
kB T
2


(2.6)

Substituting Eq. 2.4 and Eq. 2.5 into Eq. 2.6, one has

s
!

−qφ
1
q3E
2
J = AT exp
exp
kB T
kB T 4πε0 εr


(2.7)
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where A is the Richardson-Dushman constant, T is the absolute temperature, kB is
Boltzmann’s constant (1.38 × 10−23 J/K).

2.1.2

Fowler-Nordheim Injection

Fowler-Nordheim effect is also known as the tunneling effect from metal to an
insulator. In classical mechanics, electrons need to gain energy equal to the total
potential barrier to overcome it as in Schottky emission. At high fields, tunneling
through the barrier becomes the more probable process. According to quantum
mechanics, an electron, which has energy less than the total potential barrier, has
a finite probability of passing “through” the barrier. In other words, electrons
could penetrate or tunnel through the barrier without having the enough energy to
overcome it. This is due to the particle wave duality characteristic of an electron as
shown in Fig. 2.3a. As the electron wave travels through the barrier, the wave will
attenuate. Fig. 2.3b shows the schematic diagram of tunneling injection through a
barrier. Under very high field, both the height and width of the potential barrier
will be reduced [20].
Vacuum level

b)

a)

Common barrier
at low field

Barrier

-eEx

Φ
Φ𝒆𝒇𝒇

Metal

At high field

𝒙𝟎

Figure 2.3: Illustration of Fowler Northeim tunneling injection; a) electron wave travel through the
barrier, and b) potential barrier reduction due to applied field.
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This tunneling process is width dependent and in fact, in this charge injection
theory, the width of the potential barrier is much more important than the barrier
height. The probability of tunneling decreases for higher and wider barriers. This
emission process will occur where the potential barrier is the thinnest, marked as x0
in Fig. 2.3b. Tunneling is very likely to happen for a thin insulating film, in which
tunneling current is easy to detect [20]. The same phenomenon also occurs in semi
conductive materials [21]. The conduction current from Fowler-Nordheim injection
can be found as:
 r ∗ 3/2 
q3E 2
−4 2m φef f
J=
exp
8πhφef f
3
~2 eE

(2.8)

where q is the electron charge, h is the Plank constant, m∗ is the effective electron
mass, φef f is the effective potential barrier height and E the electric field.

2.2

High Field Bulk Conduction

2.2.1

Hopping Conduction

Polymer insulation materials are never pure, i.e., insulation may contain impurities. Impurities in the material provide localized states in the forbidden band that
can support carrier conduction and trap charges within the bulk of the material.
In polymers, the band gap is too large for normal thermal excitation to be
responsible for the creation of free carriers. Ionized donors may provide carriers
and acceptors may trap them. In order for the electrons to leave the traps, the
carriers must possess sufficient energy to overcome the large potential barriers. The
electrons may gain thermal energy to escape or de-trap from the potential well but
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may soon be captured or trapped by a nearby-localized state. A band schematic
that may be considered for polymer is shown in Fig. 2.4 [16, 18, 20].

Conduction
band

0.1-0.5 eV

𝑇𝑒
4-8 eV
𝑇ℎ

Valence
band

0.1-0.5 eV
+

Figure 2.4: Energy band diagram for polymers showing carrier transport by hopping; Te - electron
traps and Th - hole traps. [22]

As shown in the figure above, traps existence in the forbidden band leads to the
trapping of charges within the bulk of the material. These unoccupied traps can be
described as a potential well for a charge to be dropped into as illustrated in Fig. 2.4.
As soon as a charge has fallen into the trap, the depth of this trap,Φ, will inhibit the
movement of the charge. In order for the charge to maintain the migration process
through the sample, a hopping mechanism takes place where the charge escapes from
one trap to another by means of hopping. Thus, the energy required for a charge
to escape a trap corresponds with the height of the trap. Within the material, a
series of traps with depth, Φ, are being separated individually by a distance of a.
The probability per unit time that a charge trapped within the potential well will
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jump towards the right on to the next trap is given as [20],


−Φ
p = vexp
kB T

(2.9)

where v is the frequency (in the order of 1012 to 1013 Hz), kB is the Boltzmann
constant and T is the temperature.
Under the influence of an external applied electric field, the potential barrier
curve is tilted down as illustrated in Fig. 2.5. The barrier height (energy) is lowered
by −qEa/2 in the direction of the applied electric field. Similarly, the barrier height
is increased by a value of qEa/2 in the opposite direction of the applied electric
field [20].
Energy

qEa

a
qEa
Field direction
Figure 2.5: Hopping conduction mechanisms: Potential barriers after the application of electric
field.

For a single trapping level of depth Φ, the resulting current density is [20]:





−(Φ − qEa)/2
−(Φ + qEa)/2
J = vexp
− vexp
kB T
kB T

(2.10)
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(2.11)
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exp(x) − exp(−x) , the





qEa
−φ
sinh
J = 2vexp
kB T
2kB T

(2.12)

By using the hyperbolic sine function, sinh(x) =
current density becomes,

For a concentration of charges to be considered, the conductivity will have the
form [23]:




2vaqn
−φ
qEa
σ(E, T ) =
exp
sinh
E
kB T
2kB T

(2.13)

where n is the charge carrier concentration, q the elementary charge, a the inter-site
distance, and E the electric field.
Eq. 2.13 is only valid for a single trap depth and uniform distribution of the
traps, but more sophisticated models exists in which the conductivity shows different
dependency on the field [24, 25].

2.2.2

Poole-Frenkel Conduction

Poole -Frankel mechanism is the bulk limited version of the Schottky effect for
the electrode–insulation interface. In contrast to the Schottky effect, Poole -Frankel
mechanism reduces the trap barrier localizing the carriers in the dielectric itself. For
this mechanism to occur, the dielectric must have a wide band gap with donor or
acceptor resides in it [20].
Fig. 2.6 shows the decrease in the potential barrier Φ, due to the application
of an external electric field. The barrier drops by ∆Φ due to a mechanism that is
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conceptually very similar to the Schottky effect. In the case of the Schottky emission,
the image charge and the charge carrier distances to the electrode are equal, so the
distance of the carrier to the image is twice the distance to the electrode. However, in
the case of the Poole-Frenkel effect, the trapping center does not change its position.
This difference is the cause that the Poole-Frenkel barrier drop is twice the Schottky
barrier decrease.

−𝑞
4𝜋𝜀0 𝜀𝑟 𝑥

∆Φ
−𝑞𝐸x

Φ

Figure 2.6: Mechanism of Poole-Frenkel effect. The solid line represents the Coulombic barrier
without a field. The dashed line shows the effect of an electric field on the barrier. The slope of
the dash-dot line is proportional to the applied field [20].

The expression for the new barrier ∆Φ is,

∆Φ =

qE
πε0 εr

 12
(2.14)

By replacing the new reduced potential barrier (Eq. 2.14) into the equation of
Schottky injection Eq. 2.6, the current density can be obtained as,

"

1
J = j0 exp
kB T



q3E
πε0 εr

 12 #
(2.15)
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where j0 is the pre-exponential current density and defining the Poole-Frenkel’s
constant, βP F =

p

(q 3 /πε0 εr ) , the conductivity will have the form [20].
√ 
βP F E
σ = σ0 exp
kB T


2.2.3

(2.16)

Space Charge Limited Conduction (SCLC)

The space charge limited conduction is generally found in thin insulating films
and it is known to be highly dependent upon thickness. This conduction model
assumes that at the metal insulation interface, sufficient carriers can be supplied by
the ohmic contact while in the bulk of the insulation the current density is limited
by the space-charge distorted field. The J − E characteristics of a typical SCLC
process can he written as [20, 26]:

J = n0 qµ

V
9
V2
+ µθε0 εr 3
d
8
d

(2.17)

where µ is the carrier mobility, V is the applied voltage, d is the sample thickness,
and θ is the ratio of free carrier concentration to trapped carrier concentration for
a trap modulated conduction process. The first term of Eq. 2.17 accounts for the
standard ohmic conduction at low field and the second term accounts for the trap
modulated SCLC current at high field.
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2.3

Combined Electrode and Bulk Effects on Conduction Processes (Perlman Model)

The electrical conduction of polymers is morphology dependent. The classical
charge transport models had had little success in describing the electrical behavior of polymers related to the morphology, chemical structure and molecular chain
dynamics. In 1989, Nath and Perlman developed a charge transport model for the
linear low-density polyethylene (LLDPE). It was based on a space charge limited
(SCL) hopping conduction of injected carriers, modulated by trap depth Poole–field
lowering [27].
The goal was to develop a new theory that took into account the morphological characteristics of semi-crystalline polymers consistently with polymer theories.
They assumed band conduction or band tail conduction in the crystalline regions
(band tail states are those for electron energies ranging between mid-gap localized
to valence band or conduction band extended). Hopping conduction was assumed
in the amorphous region. Deep traps were assumed to lie at crystalline-amorphous
boundaries. These traps are responsible for the Poole field lowering and contribute
to the steady-state conduction, when the temperature is sufficiently high, by means
of thermal excitation of charge trapped during the initial transient state. LLDPE
samples were doped with different concentrations of oxidized LDPE powder. The
carbonyl groups presented in the dopant were considered as the hopping sites lying
in the amorphous region. In this first work, Nath and Perlman considered a field
dependent mobility. Such type of mobility also depends on the distance between
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hopping sites. Therefore, two of the model parameters were the distance between
deep traps and the distance between hopping sites.
In a second paper published in 1990 [28], Nath and Perlman, along with Kaura,
improved the previous model and compared its results for “Pure” LLDPE. The
authors consider various possible conduction mechanisms, including power law (I ∝
E n ), which they dismiss as the fit is not very good. A Poole-Frenkel relationship
√
(I ∝ exp(α E) fits the data very well at all temperatures and is a very common
relationship for the conductivity vs. field of PE, but the authors dismiss it because
the implied dielectric constant is 3.2 ± 0.3 rather than 2.3, as it should be. After
dismissing a few other mechanisms (Field-dependent mobility and Schottky), the
authors launch into a “New Theory”, obtaining better agreement with experimental
results. Band conduction was assumed in the crystalline regions, while band tail
conduction with small hopping activation energy was considered in band tail states
of the amorphous region. In this case, the hopping mobility in band tail states
depends on neither the field nor the distance between hopping sites. Unlike the
previous work, here the LLDPE samples were not doped with oxidized LDPE, and
hopping occurred through tail states in amorphous region without considering the
carbonyl groups.
In a third published paper [29] the theory developed in LLDPE was extended
for high density polyethylene (HDPE). Again, they assume band conduction in
the crystalline regions, and deep traps at the crystalline-amorphous boundaries.
However, in order to obtain agreement with experiment in “Pure” HDPE, they
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assume that the boundary traps are not Poole-lowered, and that one has a fielddependent hopping mobilities through defect sites in the amorphous regions, in sharp
contrast to “Pure” LLDPE.
In a fourth paper [30], the theory developed for HDPE was applied for “Pure”
polypropylene (PP) in the temperature range 50-93◦ C.
Table 2.1: Effect of charge mobility and detrapping parameter in doped LDPE, “Pure” LDPE,
HDPE and “Pure” PP [27–30].
Reference

Material used

Mobility
 (µ) 
eλE(x)
2kB T

µ0
E(x) sinh

R. Nath and M. Perlman(1989)

Doped LLDP

R. Nath, and M. Perlman(1990)

”Pure” LDPE

R. Nath and M. Perlman(1992)

HDPE

µ0
E(x) sinh

”Pure” PP

µ0
E(x) sinh


µ0 exp

−Wµ
2kB T




A. Okoniewski and M. Perlman(1994)



eλE(x)
2kB T
eλE(x)
2kB T




Nc
NT

Detrapping
(θ0 ) 

eλF (x)
−Wt
exp kB T − 2kB T


Nc
−Wt
exp
NT
kB T


−Wt
Nc
exp
NT
kB T


Nc
−Wt
exp
NT
kB T

The Nath-Kaura-Perlman equations can be found as follows. In a material that
is electrically inhomogeneous, the free charge density and electric field are functions
of position in the steady state. The current density (J) with zero displacement and
diffusion components is given by:

J = µρf (x)E(x)

(2.18)

where µ is a field independent drift mobility, ρf is the free charge density and E is
the electrical field. Poisson’s equation is

E(x)
ρtot
=
dx
ε0 εr

(2.19)
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where ρtot = ρt + ρf is the total charge density, ρt is the trapped charge density, ε0
is the permittivity of free space and εr is the relative permittivity. The detrapping
parameter is given by:



−Wt
Nc
exp
θ0 =
NT
kB T

(2.20)

where Nc is the effective density of states, Nt the total density of traps and Wt the
trap depth below the conduction band edge. With Poole–field lowering of the trap
depth:



Nc
−Wt qλ0 E(x)
ρf
θ=
exp
−
=
NT
kB T
2kB T
ρtot

(2.21)

where λ0 is the deep trap site separation and q is the electron charge. Combining
equations Eq. 2.19 and Eq. 2.21, one obtains

dE(x)
ρf
=
dx
θε0 εr

(2.22)

By putting Eq. 2.20, Eq. 2.21 and Eq. 2.22 into Eq. 2.18, one obtains




eλE(x) dE(x)
J = µθ0 ε0 εr exp
2kB T
dx

(2.23)

Let
p=

eλ0
;
2kB T

y = pE(x)

(2.24)

Eq. 2.23 then becomes

J=

dy
µθ0 ε0 εr
yexp(y)
2
p
dx

(2.25)
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Integrating Eq. 2.25 over the sample thickness d, and using the SCL condition
E(0) = 0, it results in,

J=

µθ0 ε0 εr
[(yd − 1)exp(y) + 1]
p2 d

(2.26)

where yd = pEd , and Ed is the field at the rear electrode in the steady state. The
thermally activated hopping mobility in band tail states is:


Wµ
µ = µ0 exp
2kB T


(2.27)

where µ0 is a constant and Wµ is the hopping energy for the transport states,
assumed to be small compared to Wt . From Eq. 2.20, Eq. 2.24, Eq. 2.26 and Eq.
2.27 one obtains


I
W
= Bexp
[(yd − 1)exp(yd ) + 1]
T2
kB T

(2.28)

2
/e2 (λ0 )2 NT d, A the cross-sectional area
where I is the current, B = 4Aµ0 ε0 εr Nc kB

and W = Wµ + Wt is the total activation energy. A semilog plot of I/T 2 vs. 1/T
for constant yd , i.e. for constant Ed (which is related to the applied field EA = V /d)
gives W .
It is possible to determine the current-field characteristics, if a relation between
the applied field EA and Ed is found. The applied voltage across the sample is given
by:
Z
V =

d

E(x)dx

(2.29)

0

From Equations Eq. 2.24 and Eq. 2.25, dx = (µθ0 ε0 εr /p2 J)yey dy and E(x) =
y/p; Therefore Equation Eq. 2.29 becomes

30

µθ0 ε0 εr
V =
p3 J

Z

yd

y 2 exp(y)dy

(2.30)

0

and, finally,
V =

µθ0 ε0 εr 2
[(yd − 2yd + 2)eyd + 1]
3
pJ

(2.31)

Substituting by J from Eq.2.26, we have
pV
=
d



(yd2 − 2yd + 2)eyd − 2
(yd − 1)eyd + 1


(2.32)

Eq. 2.32 gives the relation between the applied field FA = V /d and the field Fd
at the rear electrode (yd = pFd ) in the steady state as shown in Fig. 2.9.
EA and Ed relationship
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Figure 2.7: Relationship between the applied field (EA = V /d) and the field at the rear
electrode(Ed = ypd ).

2.4

Space Charge Limited Field (SCLF) Theory

As described in the previous section, injection of charge from the electrodes and
the conductivity of dielectrics are highly field dependent. Typically, the conductivity
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increases exponentially with the field. This has a marked effect in high field regions,
as the increase in conductivity leads to charge separation and charge buildup that
limits the field. The resulting field is called the space charge limited field (SCLF).
SCLF model was first described by Zeller et al. [31, 32] and further refined by
Boggs [17,33,34]. Zeller’s early work on SCLF was carried out in the approximation
of a field-dependent transition from zero mobility to very high mobility from which
the transition field defined the SCLF [31, 32]. In the model, they assume that the
conductivity can be approximated by a step function with low conductivity below
the SCLF and high conductivity above the SCLF. The abrupt jump in conductivity
was explained by a mobility edge for electrons in the material, thus at fields above
the SCLF the electrons are effectively delocalized. Clearly this is a coarse approximation for practical engineering, as in reality the conductivity increases gradually
with field. Nevertheless, this simple model is very useful as it provides simple approximations for the charge distribution and extent of the SCLF from a needle
electrode, temperature rise near high field protrusions, and the electromechanical
forces acting on the material in such high field regions.
Boggs [17,33,34] pointed out the usefulness of the screening by the injected space
charge in AC driven field-grading materials. His model is based on the concept of
conductivity. The theory assumes a conductivity that is only a function of the field
and that does not distinguish between intrinsic and injected charge carriers. It is
important to note that charge injection is a boundary effect, while conductivity is a
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bulk quantity associated with intrinsic rather than with injected carriers. Nonetheless, Boggs’ approach leads to qualitatively results in the limit of an infinitely sharp
mobility edge and in a certain frequency regime.
In reality, the SCLF is defined by a balance between the frequency or time
constant of the applied voltage and the material dielectric time constant which
must be sufficiently short to allow space charge to reorganize within the material on
the time scale of the applied voltage, i.e. [17],

τDIEL =

ε0 εr
ω

or

σLIM = ε0 εr ω

(2.33)

where τDIEL , is the dielectric time constant and ω = 2πf is frequency of the applied
voltage.
The exact functional relationship between the conductivity σ(E) and the field, E,
is not well known. DC measurements of high field conductivity suffer from boundary
effects, while AC measurements are extremely difficult to carry out [35]. However,
most models are basically exponential in nature [35, 36]. Consider a conductivity,
σ, which increases exponentially with electric field, i.e.,
σ(E) = σ0 exp(k | E |n )

(2.34)

where σ0 , k, and n are constants and E is the electric field. Using Eq. 2.33 and
Eq.2.34, a formula for the SCLF, ELIM can be derived:


n
1
ε0 εr ω
=
ln
k
σ0


ELIM

(2.35)
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Figure 2.8: Basic circuit for a guarded needle measurement. The residual capacitance from the
needle tip to the plane (a few fF) is compensated by adjusting Vc using a Kelvin-Varley divider [37].

“n” can be approached through guarded needle measurements (Fig. 2.8) [32,
37, 38]. In such measurements, a needle, which is guarded to within about 30 µm
of its tip, is pushed into a dielectric, and a high voltage waveform is applied to
the opposite plane electrode. When the SCLF is reached at the needle tip, charge
is injected from the tip into the dielectric which results in a change in the image
charge on the needle which is measured by an integrating electrometer (Fig. 2.8).
As the voltage rises, the SCLF spreads away from the tip, and the charge increases
as the square root of the voltage for reasons first explained by Zeller [31-32]. After
the peak of the voltage, the measured charge continues to increase for a time as the
voltage decreases (Fig. 2.9) because the mobility does not go to zero immediately
even though the field in the dielectric is decreasing. The amount by which the charge
increases after the peak of the voltage (relative to the green reference line) is very
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sensitive to “n” and can be fit using transient nonlinear FEA computations to gain a
good estimate of “n”. While data are limited, the available data for a range of solids
and liquids suggest that “n” is in the range of

1
3

to 1. A value of n =

1
2

has a good

theoretical basis in the Poole-Frenkel effect, Onsager-conductivity and some hopping
conduction models, while n = 1 is predicted by standard hopping. n =

1
3

has no

established physical basis, but fits high field conduction current measurements for
XLPE [39] and n-tridecane [40] conductivity data’s.
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Figure 2.9: Computed examples of the effect of “n” on the increase in the square root of charge
after the peak in the voltage. The voltage starts at zero, increases to 1700 V and then decreases,
but the charge continues to increase after the voltage maximum, and the amount of charge after
the voltage peak is related to the derivative of the conductivity with respect to voltage (or field) at
the space charge limited field, which is related to ”n”. With decreasing “n”, the additional charge
after the peak voltage (above the green line) increases [17, 37].
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Fig. 2.10 shows the effect of “n” on simple conductivity formula like Eq.2.34.
At high field (> 200 kV /mm), the conductivity increases more rapidly with field
for n = 1. However in the range of the typical operating field of a DC cable (10-30
kV /mm), the conductivity increases more rapidly with field for n = 21 .
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Figure 2.10: Conductivity vs. field for n =

2.5
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2

(solid) and n = 1 (dashed).

Summary

The theories on conduction process that presented in this chapter are the main
mechanisms used to analyze conductivity. Based on different models, one could derive various relationships between the material conductivity and the electrical field.
The available conductivity data for polymers [27, 28, 36] fits several conduction theories. All the models fit the data well, which means that the data do not provide
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a good basis to derive a detailed model of conductivity vs. field other than an exponential relationship. Developing a physical model based on certain parameters to
solve the unknown parameters without fitting provides a possible basis for assessing
the field-dependence of the conductivity. One way to approach this will discuss in
Chapter 5.

Chapter 3

Calculation of coupled electric and thermal fields
in DC cable

In the 2017 Whitehead Memorial lecture, Dr. Boggs said “engineering problems
are not solved with mathematical calculation, rather they are solved with ideas
which result from a conceptual understanding” [41]. Many engineering problems of
economic importance are nonlinear [42]. For example, extruded dielectric insulation
materials in power cables such as cross-linked polyethylene (XLPE) and ethylene
propylene rubber (EPR), have a highly non-linear temperature and field dependent
conductivity. In order to compute these coupled nonlinear physical phenomena with
reasonable precision, nonlinear properties must be incorporated in the model formulation. In some cases, the problem must be solved in the time domain, such
as polarity reversal and switching impulses. Analytical study of transient nonlinear coupled problem is difficult, while experimental study is expensive and time
consuming [43, 44]. Therefore, the basic goal of numerical studies is to provide a
37
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basis for testing physical parameters and concerning functional relationships among
parameters under different load scenarios.
The calculation of temperature in cable insulation traces back to 1957. The pioneer work by Neher and McGrath [45] solved the energy equation in its differential
form for special cases of buried cable. An analytical solution for the energy equation was found after using various simplifying assumptions. Neher–McGrath paper
describes a method of estimating the steady-state temperature of power cables. By
estimating the temperature of the cables, the safe long-term current-carrying capacity (termed “ampacity”) is determined.
Several calculations of the thermal and electrical field distributions within cable
insulation have been published. To highlight a few, In 1975, C. K. Eoll obtained an
analytical expression of stationary electric field distribution based on the impregnated paper conductivity [46, 47]. In 1998, M. J. P. Jeroense calculated the electric
field at different stages when switching on and off a DC voltage [48]. These studies
drew an outline of stationary and transient electric field distribution in the HVDC
paper insulated cable. In 2001, S. Boggs computed the steady-state field profiles
and analyzed the transient process after polarity reversals [14]. In his paper, he also
provides the analytical approximation of field distribution in XLPE insulation.
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3.1

Coupled Electro-Thermal Model for DC Cable

3.1.1

Governing electrical equations

The electric field in solid insulation or semi-conducting materials is governed by
the following equations:
Ohm’s law:

J = σE

(3.1a)

Gauss law:

ρ = ∇ · (ε0 εr E)

(3.1b)

Current continuity:

∇·J +

∂ρ
=0
∂t

(3.1c)

Gradient of potential:

E = −∇V

(3.1d)

Combining the above four equations gives the conservation of charge:


∂
∇ · (ε0 εr ∇V ) + ∇ · (σ∇V ) = 0
∂t

(3.2)

where J is the current density (A/m2 ), σ is the electrical conductivity (S/m), εr is
the dielectric constant, E is the electric field (V /m), V the electric potential (V ),
ρ is the space charge (C/m3 ). In a nonlinear dielectric, the conductivity is usually
a function of the to-be-solved electric field E and temperature T , often in the form
of:



−φ · q sinh(BE)
σ(E, T ) = Aexp
kB T
E

(3.3)

where A is the conductivity constant, φ the thermal activation energy (eV ), q the
electron charge (1.6 × 10−19 C), B the field coefficient (m/V ), and kB is the Boltzmann’s constant (1.38×10−23 J/K). At low field, the conductivity is almost constant
with electric field, while at high field, it increases exponentially with field.
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Furthermore, the space charge ρ can be expressed in terms of electric current
density and material properties.



ε0 εr
ε0 εr dρ
+J ·∇
ρ=−
σ dt
σ
3.1.2

(3.4)

Heat transfer in DC cables

Rating of a power cable is generally expressed in term of ampacity i.e., the
current-carrying capacity of a cable [49]. Ampacity calculations of power cables
require solution of the heat transfer equations, which define a functional relationship between the conductor current and the temperature within the cable dielectric.
Temperature is the limiting parameter in cable loading. The heat generated in cable
conductor can be dissipated across the various layers of cable surroundings environment through different means of heat transfer, such as conduction, convection, and
sometimes even radiation [49, 50].
1) Heat conduction: Heat conduction through a medium is proportional to the
temperature difference across the medium and the area normal to the direction of
heat transfer, but is inversely proportional to the distance in that direction. This
was expressed in the differential form by Fourier’s law of heat conduction for onedimensional heat conduction as [51]:
Q = −kA

dT
dr

(3.5)

where, Q is the heat flux (W ), k is the thermal conductivity of the material (W/m ·
K), T is the temperature (K), A is the area (m2 ), and r is the radial position (m).
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The negative sign in Eq. 3.5 indicates that heat always flow in the direction of
decreasing temperature.
For underground transmission cables, heat conduction occurs everywhere except
in the air space in the conduit. For overhead transmission cables, heat conduction
occurs only inside the cable, while the heat transfer ahead of the outer serving is
due to convection and radiation [51].
2) Heat convection: Newton’s law describes the heat transfer by convection.
Convection is the process of heat transfer from one place to another by the movement
of a fluid (liquid or gases) [51]. The convective heat flux can be represented as:
Q = hA(Ts − T∞ )

(3.6)

where Ts is the surface temperature (K) and T∞ is the ambient temperature (K)
from the surface. For none buried cables, convection take place from the cable
surface to sea water. If a submarine cable installation is buried, the mode of the
heat transfer is conduction [52].
3) Heat radiation: Radiation is the transfer of heat in the form of electromagnetic
waves or photons. Unlike conduction and convection, heat transfer by radiation
doesn’t require a medium and its intensity strongly dependent on temperature.
Stefan-Boltzmann law describes the radiative heat transfer by radiation as being
proportional to the difference of the temperatures at the power of four [51].

4
Q = δhA(Ts4 − T∞
)

(3.7)
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where  is the emissivity of the surface of the object that measures how closely
a surface approximates a black body and it is in the range 0 <  < 1, δ is the
Stefen-Boltzmann constant 5.6 × 10−8 W/(m2 K 4 ). For an actual buried cable, heat
transfer caused by the heat radiation is very small in comparison to the total heat
transfer. Therefore, the effect of thermal radiation is usually ignored in the process
of numerical calculation.
The temperature distribution across cable insulation is governed by the heat
conduction equation.

1 ∂
∂T
∂T
=
rk
ρ m Cp
∂t
r ∂r
∂r

!
+ Qsource

(3.8)

where ρm Cp is the volumetric heat capacity (product of density ρm (kg/m3 ) and
mass heat capacity Cp (J/kgK)), k is the thermal conductivity (W/m.K), T is the
temperature (K), t is the time (s) and r is the radial position (m). A source term
Qsource is included in order to account for resistive heating due to the current that
passes through the insulation.
Qsource = σE 2

(3.9)

The coupled electrical and thermal equations (Eq. 3.2 and Eq. 3.8) in radial
coordinates of the cable are:



h 
i


d 1 d
∂V

 dt r dr rε0 εr ∂r
+

1 d
r dr



rσ ∂V
∂r






1
∂T
dT

ρm Cp dt = r rk ∂r + σE 2



=0
(3.10)
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The electric field and thermal field are coupled as the result of two scenarios. First, the electrical conductivity being a function of temperature and electric
field. Secondly, the power dissipation is a function of electric field, i.e., Qsource =
σ(E, T )E 2 .

3.2

Model Establishment

The simulation model is established by referring to the cable structure of a
150 kV HVDC power cable with cross-linked polyethylene insulation [53, 54]. The
schematic diagram of the specific structure is shown in Fig. 3.1 and the dimension
and parameters of each layer of cable are shown in Table 3.1.

1
2
3
4
5
6
7
8

Figure 3.1: Schematic diagram of the computation model for 150kV HVDC cable.
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Table 3.1: Structure and thermal parameters of HVDC cable.

No.
1
2
3
4
5
6
7
8

3.2.1

Structure
Conductor
Semicon
Insulation
Semicon
Lead sheath
PE sheath
Armoring
Outer serving

radius (mm)
10.0
11.0
19.0
20.0
23.0
25.0
30.0
34.0

k(W/mK)
385
0.23
0.32
0.23
0.21
0.4
260
0.3

Cp (J/kgK)
384
2050
2250
2050
125
2300
2300
2350

ρ(kg/m3 )
8900
1100
920
1100
11340
950
2700
950

Boundary conditions

For the electrical equation (Eq. 3.2), boundary conditions are needed for computing the electric potential. The conductor screen is assumed to be at 150 kV
voltage while the potential is assumed to be zero at the insulation screen.
For the thermal problem, the joule heating from copper conductor current is the
main heat source. The heat generated during simulation can be determined by the
following equation:

Ic2 Rs
Ic2 Rs
Ic2 Rc
=
=
Q=
V
S
πr2

(3.11)

where Ic is the conductor current (A), Rc , is the DC resistance of the conductor
(Ω) and V is volume of the conductor (m3 ), S and r are, the area (m2 ) and radius
of the cross section for conductor (m). The conductor resistance is a function of
temperature and can be determined by [50]:
Rs = R0 [1 + α20 (Ts − 20)]

(3.12)
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where R0 is the DC resistance of unit length conductor at room temperature, R0 =
L
= [ρ = ρcu = 1.72 × 10−8 Ω · m, L = 1m, A = 3.14 × 10−4 m2 ] = 5.47 × 10−5
ρA

Ω/m, α20 is the temperature coefficient of the conductor, i.e., 3.93 × 10−3 1/K.
Depending on the installation of the cable, different boundary conditions can
be considered. For cable in air, a convection-radiation boundary condition is encountered on the outer surface of the cable as it is exposed to the temperature of
the surrounding environment (Fig. 3.2a). For buried cable, a natural convection
boundary condition is encountered on the land floor (Fig. 3.2b). Table 3.2 shows
the boundary conditions for buried cable adopted in the study.
b) Cable on buried

a) Cable on air
Conductor

Outer part of cable

conduction

Land floor

Conductor

Convection + Radiation

conduction

convection

Figure 3.2: Thermal boundary conditions for a) cable in air b) buried cable.

Table 3.2: Buried cable installation parameters.

Cable installation parameter
Laying depth under earth
Thermal resistivity of soil
Ambient temperature of land floor
Heat transfer coefficient

Value
1.5 m
0.9 m · K/W
20◦ C
15 W/m2 · K

The coupled electro-thermal model was implemented and solved in COMSOL
Multiphysics under 2-D configuration. The effect of cable ambient conditions including soil properties was carefully included in this study. The mesh structure
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considered for simulation of buried HVDC cable is shown in Fig. 3.3. The interface
between different two layers and the interface between the cable and soil have a finer
mesh generation while the soil around the cable is rough considering the time and
accuracy.

Cable

Soil

Figure 3.3: Finite element mesh generated by COMSOL Multiphysics

3.3

Simulation Results

3.3.1

Thermal gradient

When a current flows in the core of the cable, the temperature is not uniform
inside the insulation. The inner part of the cable is at a higher temperature compared to the outer part. As a result, the heat from the dielectric must flow radially
outward. A line heat source in an infinite medium never comes to steady state temperature. A cable only comes to steady state temperature because of some (more
or less) fixed temperature boundary with the medium in which it is buried, e.g., a
soil-air interface or ocean bottom water interface. For buried cable, the soil has a
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large thermal capacitance and resistance due to its sheer size. It can take months or
more to warm up the soil around the cable to steady-state conditions. In this context, a time constant in classical sense can no longer be defined. However, it would
be useful to use two “quasi” time constants to characterize the complex system of
cable and surrounding soil. The thermal time constant τc of the cable describes the
response of the conductor temperature to a step formed load change, while the soil
time constant τs describes the response of the soil temperature to a long term load in
the cable. For typical buried DC cables, τc is in the order of few hours. Conversely,
τs is in the order of weeks or months [55].
The evolution of temperature in and around a DC cable is illustrated in Fig.
3.4. It starts with the “cold” no-load situation (curve 1) where the cable and the
soil have the same undisturbed temperature, being at 20 ◦ C. The x-axis of Fig. 3.4
indicates the distance from the center of the conductor to the surface of the land.
When the cable is under load, the temperature changes from “cold” condition to
“quasi” steady-state after few hours (i.e., 3-4 times τc ). This situation is indicated
by curves 2-4 of Fig. 3.4. It is also visible that the temperature curve inside the
conductor is flat because the thermal conductivity of the conductor is high and
it equalizes all internal temperature gradients. During this time, the ambient soil
temperature changes very little. This is due to very long time constact of the soil
τs . Under continued rated load, the soil temperature rises slowly as a result of the
dissipated heat from the cable. Under constant rated load, the system reaches a
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steady-state indicated by curve 4. The conductor temperature is at 70◦ C and the
cable outer insulation temperature is at 55◦ C.
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Figure 3.4: Temperature profile in a single-core cable and surrounding soil. The inset shows an
enlarged thermal gradient across the insulation, where ro and ri are the inner and outer radii of
the insulation.

Finally, curve 5 shows cable operation under maximum condition. Under higher
current i.e., larger ohmic losses in the conductor, a larger heat flow through the
insulation, and a larger temperature drop over the insulation. Higher temperature
drop is unfavorable as it results in a large filed inversion as it will be discussed below.

3.3.2

Field grading

The influence of temperature and electric field is studies by considering two
types of dielectrics namely, AC-XLPE and DC-XLPE. Their activation energies
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and field coefficient are summarized in Table. 3.3. Those parameters are based on
measurements [14] and fitted to Eq. 3.3.
Table 3.3: Conductivity parameters for AC- XLPE and DC-XLPE

Material
AC-XLPE
DC-XLPE

A (A/m2 )
3.6782 × 107
3.2781

φ(eV )
0.98
0.56

B (m/V )
1.086 × 10−7
2.7756 × 10−7

Fig. 3.5 shows the temperature distribution across the insulation. In this figure,
the conductor is at 70◦ C while the ground shield is at 55◦ C (∆T=15◦ C). This
thermal distribution is employed to investigate the field distribution as a function
of time from a cold start to thermal equilibrium as well as the effects of polarity
reversal and switching pulse at thermal equilibrium.
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Figure 3.5: Temporal and spatial distribution of temperature across the cable insulation. The
thermal gradient is ∼ 15◦ C
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Figure 3.6: Temporal and spatial distribution of electric field for AC-XLPE (a) and DC-XLPE (b)
with electrical parameters listed in Tab. 3.3. The field distribution is initially Laplacian and evolves
gradually to resistive field distribution under full load conditions as shown by the arrow.

Fig. 3.6 shows the spatial and temporal electric field across the dielectric for
cases of AC-XLPE (a) and DC-XLPE (b) respectively. The non-linear character of
conductivity and its strong temperature dependence lead to the complex redistribution of the electric field, often known as “electric field stress inversion” as described
in Chapter 1. As shown in Figs. 3.6, the initial Laplacian field distribution under no load condition evolves gradually to resistive field distribution under full load
conditions. During this period, the field distribution will be time dependent, and
the time before the DC state is reached can take from hours to days, depending on
the material properties and the load condition. For case of AC-XLPE with high
temperature coefficient (0.98 eV ), the field at the ground shield is 25 kV /mm. This
is a highly undesirably situation which makes very inefficient use of the dielectric
insulation. With activation energy reduced to 0.56 eV (DC-XLPE), the field is more
uniform with ground shield field at only 19.8 kV /mm under DC grading.
The space charge accumulation for AC-XLPE and DC-XLPE is shown in Fig.
3.7. The formation of space charge on microscopic scale in an insulation layer is that
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the dielectric time constant is non-uniform, i.e., τ =

ε0 εr
σ

6=constant. The activation

energy of DC-XLPE is low compared with AC-XLPE indicating that conductivity
of DC-XLPE is more stable with temperature. As a result, AC- XLPE will have
more space charge build-up due to conductivity gradient.
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Figure 3.7: Temporal and spatial distribution of space charge for AC-XLPE (a) and DC-XLPE (b).
The space charges build up with time as shown by the arrow.

3.3.3

Polarity reversal

Cables in service can be subjected to polarity reversal depending on converter
topology. For a line-commutated converter (LCC) based HVDC power transmission
system, it is necessary to change the voltage polarity to reverse the power flow direction. More recent DC systems based on advanced power electronics can offer voltage
source converters (VSC) that can reverse power flow without reversing polarity, so
that most solid dielectric DC cables are not subject to polarity reversal. However,
electromagnetic transients can present, giving rise to polarity reversal surge. These
transients include fast transient lightning overvoltage over the cables terminated
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on an overhead line, switching transient at the DC substation, and fault induced
transients [14, 56].
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Figure 3.8: The electrical stress under polarity reversal for AC-XLPE.

Polarity reversal for AC-XLPE is shown in Fig. 3.8. The time zero AC capacitive
field distribution is shown in black curve, with maximum field near the conductor
at about 25 kV /mm. The steady state DC field distribution prior to polarity reversal is shown by the blue curve. The pink and red lines show the distributions
halfway through polarity reversal when the applied voltage is zero, and the gray line
shows the field distribution immediately after polarity reversal. After the polarity
is reversed, it is interesting to see that the highest electric stress is presented at
the inner conductor. The capacitively graded field will shift downward by about 46
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kV /mm, and this shift is superimposed on the existing field at the conductor such
that the field at the conductor is changed from about 12 kV /mm before reversal
to about -34 kV /mm immediately after reversal. Thus, the maximum field which
results from polarity reversal is about 38 kV /mm compared with the average field
of ∼20 kV /mm.
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Figure 3.9: The electrical stress under polarity reversal for DC-XLPE.

When the parameters of DC-XLPE are used to simulate polarity reversal, the
situation is greatly improved as shown in Fig. 3.9. The maximum field at the conductor is reduced from 35 kV /mm (for case of AC-XLPE) to 26 kV /mm. Minimizing
the field during polarity reversal is a very important design criterion.
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3.3.4

Superimposed switching impulse

Fig. 3.10 shows the computed time-varying electric field distributions in the cable
insulation under superimposed switching impulse voltages. The cable is running
in steady state under a DC voltage of 150 kV. At the time point of 0.2 s, the
standard positive switching impulses of 250/2,500 µs waveform is applied. The
magnitude of the superimposed switching impulse is 2.13 U0 (where U0 is the rated
DC voltage) [57].
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Figure 3.10: Time-varying electric field distributions in the insulation under superimposed switching impulses.

The electric field distributions in the insulation can be observed more clearly in
Fig. 3.11 at three points (inner, center and outer) of insulation under superimposed
impulse. The inner insulation of the cable insulation needs to withstand a high
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transient electric field under the superimposed impulse voltage. The breakdown
will occur more likely at this location under over-voltages in cable’s engineering
operation.
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Figure 3.11: Electric fields at the inner, center and outer borders of insulation under superimposed
switching impulses voltage.

3.4

Summary

DC cable possesses many design challenges related to the temperature and fielddependent properties of the insulation material in combination with operational
requirements such as polarity reversal and switching impulse. In this chapter, using
a transient nonlinear computational tool, the time dependent electric stress distribution was evaluated to provide insight into the reliability of DC power cables. The
significance of low thermal activation energy of conductivity to control the electric
field distribution under different operating conditions is presented.

Chapter 4

Experimental Characterization Methods

This chapter provides a description of the material samples included in the study
as well as the unique experimental techniques and procedures developed for investigating their DC electrical properties.

4.1

Material Description and Sample Preparation
Press molded samples of ∼250 µm in thickness were produced using hydraulic

hot press with special grades of resins provided by Electrical Cable Compounds and
Kerite Company. The procedure of making samples from granulates is shown in Fig.
4.1,
Pressing of the samples starts at 130◦ C allowing the melting of granulates followed by a crosslinking step at 170◦ C and final cooling to room temperature. During
the processing, the sample was sandwiched between two protective film layers and
highly polished stainless-steel plates. To investigate the influence of crosslinking
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a) Press molding

c) Carver pill press

b) Cross linking

P

P
20 bar
11 bar
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t

T

t
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165°C
120°C

25°C

25°C

t
10min

~15min

10min

t

~15min

Figure 4.1: a) Press molding, b) Cross linking program of plaque samples c) Carver pill press
used for pressing plaque samples.

agents on the insulation properties, two kinds of samples were studied. One was
fresh sample readily after press molding and the other was degassed sample for five
days at 80◦ C in vacuum. The plaque samples were kept in dry and clean laboratory
conditions.

Figure 4.2: A 0.2 mm thick XLPE plaque sample
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4.2

Experimental Techniques

4.2.1

DC conductivity measurement

The DC conductivity of plaque specimens were measured using a three-terminal
sample holder (see Fig. 4.4 and Fig. 4.3 ) which was designed according to ASTM
257 specifications. Specimens of 250 µm in thickness were inserted in guarded
stainless-steel electrodes for DC conductivity testing. The sample temperature was
raised by heating the entire sample holder by Omega Model 999 environmental chamber. The quasi steady-state current measurements were made by using a Keithley
6514 electrometer for 5000 s. Since the measured current changed with time, an
average quasi steady state value from 4500-5000 s of the measurement is used to
obtain the conductivity value. The apparent conductivity (σ) can be obtained by
the following equation.
σ=

J
E

(4.1)

where J is the average current density (A/m2 ) at quasi steady state, E is the applied
electric field (V /m).
Keithley 6514
Thermostatic oven

GPIB

LV electrode
HV electrode

Resistor

DC power
supply

Figure 4.3: DC conductivity measurement setup

59

Figure 4.4: Sample holder for measuring conductivity. The sample is sandwiched between the
top and bottom electrodes.

4.2.2

Pulsed Electro-Acoustic (PEA) method

PEA is used to obtain information about the space charge injection, transport
evolution in the insulation bulk. The principles of this method is illustrated in Fig.
4.5. Let us consider a sample having a thickness of d with a layer of negative charge
σ at a depth x. This layer induces on the electrodes the charges σd and σ0 given
by [58]:

σd =

−x
σ
d

and

σ0 =

x−d
σ
d

(4.2)

Application of a pulsed voltage up (t) induces a transient displacement of the
space charges around their positions along the thickness direction under Coulomb
effect. Thus, elementary pressure waves p(t), issued from each charged zone, with
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Figure 4.5: Principle of the PEA method. (a) Charged regions give rise to acoustic waves under
the effect of a pulsed field. (b) The acoustic waves propagate to ground electrode and get detected
by the piezoelectric sensor after an acoustic delay line, resulting a voltage vs (t). (c) Further digital
signal processing gives the spatial distribution of image and internal charges [58].

amplitude proportional to the local charge density propagates inside the sample
with the speed of sound. Under the influence of these pressure variations, the
piezoelectric sensor delivers a voltage vs (t) which is characteristic of the pressures
encountered. The charge distribution inside the sample can be derived by digital
signal processing. The quantification of the measurements passes by a calibration
procedure whose description will follow.
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The pressure waves reach the piezoelectric detector without changing shape
under the assumption that the acoustic wave propagates in a homogeneous and
perfectly elastic medium, i.e. attenuation and acoustic dispersion factors are neglected [59, 60]. The pressure seen by the detector is:


x
l
ρ(x)∆x
p(x, t) = e t − −
ve vp

(4.3)

where p(t) is the sound pressure at the sensor, e is the pulse electric field, ve is the
sound velocity at aluminum, vp is the sound velocity in the polymer, ρ(x) is the
charge density.
The pressure exerted on the sensor by the entire set of elementary layers is
obtained thereafter by the integral:
Z

+∞

e(t −

p(t) =
−∞

l
x
− )ρ(x)dx
ve vp

(4.4)

The electric field outside the dielectric is zero. Setting τ = x/vp and ρ(x) =
ρ(τ.vp ) = r(τ ) gives:

Z

+∞

e(t −

p(t) = vp
−∞

l
− τ )r(τ )dτ
ve

(4.5)

The convolution in Eq. 4.5 can be simplified by the application of Fourier transform:
P (v) = F[p(t)] = vp R(v)E(v)exp[−2iπv

l
]
ve

(4.6)
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As for the piezoelectric sensor, its output vs (t) and its input p(t) can be expressed
by a convolution of Fourier space:
Vs (s) = H(v)P (v)

(4.7)

where H(v) is the characteristic transfer function of the piezoelectric sensor, encompassing the entire set of the amplifier and the waveguide. At this stage of argument,
one unknown remains to be eliminated, H(v), for obtaining R(v). It is unraveled
by using a reference signal.
For calibration, a known space charge free charge distribution was used. The
signal was calibrated and measured as follows.
F[V (t)] = F[Q(vp , t)]F[E(t)].K(v)

(4.8)

where F [V (t)] is the sample calibration signal, F [Q(vp t)] is the space charge distribution, F [E(t)]K(v) is the fixed system response function. The charge distribution
in the sample was determined by:

"
Q(vp t) = F−1

F [V (t)]
F [Q0 (t)]
F [Vo (t)]

#
(4.9)

The data obtained were analyzed and plotted using a custom-made program by
MATLAB.
Fig. 4.6 shows the PEA system set up. The acoustic pulse was excited in charge
carrier sample by applying 350V pulse train with ∼1 nanosecond rise time at a
repetition of 150 Hz. The acoustic waves were detected by a polyvinylidene fluoride
(PVDF) sensor with a thickness of 9 µm. The output of PEA sensor was amplified
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for recorded using a Tektronix DPO5034 oscilloscope with a sampling rate of 2.5
GS/s. All data traces were averaged over 5000 measurements before further digital
signal processing.
For PEA measurement, specimens were coated on both sides with 80/20 wt%
of gold/palladium. To improve acoustic impedance matching between the sample
and the electrodes, small amount of silicone oil was put between them. A semiconducting (SC) layer was used between the high voltage metal electrode and the
sample to minimize the mismatch of acoustic impedance, while the metallized sample
was put directly on a grounding aluminum (Al) electrode [59]. Upon sample loading
in the PEA cell, a torque of 15 N ·m was applied to ensure good contacts and uniform
application of pressure.

18Vdc

Pulse
generator
Oscilloscope
(DAQ)

HVDC source

Piezoelectric
sensing system

Figure 4.6: PEA measurement set-up
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4.3

Modified PEA system

When a current flow in an actual cable conductor depending on the load factor,
a temperature gradient of 5-15◦ C is developed with the surface temperature of the
cable reaching 50 ◦ C. To emulated this loading condition for cables in service, the
PEA system was carefully modified so that a ∆T=1◦ C/mm could be generated
across the plaque sample. The ambient temperature can be varied by housing the
entire PEA sample cell inside an oven.

Thermostatic oven

C = 220 pF
Conductor

q

q
q

Pulse
Generator

Semicon

q

Insulation

HV Electrode

R = 1 MW
Thermal
gradient

Specimen
+ DC
Heater - supply

Heater
GND Electrode (Al)

PVDF
Absorber
To Oscilloscope:
Sensor Signal V(t)

Figure 4.7: Modified PEA system for thermal gradient generation to account for the load condition
for cables in service. Space charge measurements were performed with ∆ T = 1.2 ◦ C across slab
samples of ∼ 1 mm. In most of studies in this work, the ambient temperature was maintained at
50◦ C.

Fig. 4.7 shows schematically the enhanced PEA system with a specially designed
electric heating system for uniform thermal gradient generation across a flat sample. Thin film electric heaters were incorporated to heat up the bottom aluminum
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electrode to generate sufficient and laterally uniform thermal gradient across the
sample. A feedback loop was provided for proportional-integral-derivative (PID)
temperature control by deploying a resistor temperature detector (RTD) sensor to
monitor the temperature on both the upper and lower surfaces of the specimen. The
PEA sample cell is housed in a thermostatic oven for ambient temperature adjustment [61–63]. Results reported in this thesis are based on thermal gradient of ∆T
= 1.2◦ C, determined with RTD sensor.

4.3.1

Finite element simulation of thermal gradient

Fig. 4.8 shows the concept of temperature drop across a series of thermal resistances, according to Fourier’s law given by eqs. 4.10 and 4.11.
q=

T1 − T5
RA + RB + 3Rc

(4.10)

∆T = qRA

(4.11)

where q is the thermal flux, T1 and T5 , are the temperatures of the upper and
lower electrodes, respectively. The area of the contact surface is A. The thicknesses
of the sample and semi conductive layer are ∆xA = 200µm and ∆xB = 1mm,
respectively. The thermal conductivities of the sample and semi conductive layer are
kA and kB , and the thermal resistances are RA = ∆xA /kA A and RB = ∆xB /kB A,
respectively. The contact thermal resistance is Rc = 1/hc A, hc being the contact
thermal conductance. With the above parameters, the simulated temperature drop
across the sample is ∆T = 1.3◦ C. Here, the temperature drop at the Al electrode

66
is ignored since its thermal conductivity is high. The thermal conductivities of
the sample under test (XLPE or EPR) and the semi conductive layer are ∼ 0.3
W/m.K. Moreover, the contact thermal resistance is estimated as 0.2 m · K/W .
The resulting thermal gradient of ∆T = 1.3◦ C is almost the same as the actual
thermal gradient of ∆T = 1.2◦ C measured using RTD sensors. In addition, as
revealed by FEM simulation, the planar temperature distribution within the sample
is highly uniform.
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Figure 4.8: Concept of temperature drop governed by Fourier’s law.

The heater design shown in Fig. 4.9 was simulated using COMSOL Multiphysics.
The simulation results shown in Fig. 4.11 indicate the generation of a thermal
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c) COMSOL simulation

b) Actual heater

a) PEA sample holder

Heater

Outer frame
Sample

Figure 4.9: a) Thermal gradient was generated using thin film heaters (with a heating power of
20W (4 × 5W)). Resistance temperature detectors (RTDs) were applied to the top and bottom
surface of the PEA test cell and close to the sample. b) actual position of heater c) COMSOL
simulation position of heater.
a) Measurement of Thermal Gradient by RTD Sensor

b) Thermal gradient

Pressure

Upper Electrode
(Conductor)

Upper Electrode
(Semiconductor)

RTD Sensor (Upper)
RTD Sensor (Lower)

Heater

sample

Heater

Lower Electrode

Figure 4.10: Measurement of Accurate Thermal Gradient by RTD Sensor

gradient of ∆T = 2.2 ◦ C. Although a thermal gradient was 2.2 K in simulated
results, results reported in this thesis are based on thermal gradient of ∆T = 1.2
◦

C, determined with RTD sensor (see Fig. 4.10).
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Figure 4.11: Simulated result of thermal gradient using COMSOL (2-D axial symmetrical) [62, 63]

4.4

Summary

As part of our on-going effort to understand and improve the DC insulation
system, we developed a modified PEA system to include thermal gradients by incorporating electrical heaters along with a thermostatic oven. Such capability makes
it possible to characterize new extruded DC cable materials in the early development
phase under the most relevant testing conditions. Furthermore, this new system will
speed up the characterization and promote the direct observation of space charge
injection, transport, accumulation, and recombination in solid dielectrics, as well as
their spatial evolution over time for the understanding of the design stress and the
aging mechanism for DC cables.

Chapter 5

The Material Design Space of DC Polymeric
Dielectrics

The physical complexity and the sensitive parameter dependence of electric conduction in the operation of DC cable make the development of DC insulation materials a challenging task. To answer the question “What is the ideal material for
DC cable?” one needs to develop materials with controlled electrical conductivity,
low space charge accumulation and high DC and impulse breakdown strengths with
bounded realizable parameters. With careful characterization and thorough understanding of these properties, their correlation and trade-off, may bring the ability
to engineer desirable dielectric properties for DC cable insulation. This chapter will
discuss the desirable properties for the insulation system intended for DC cables
and how the next generation of DC material can be formulated with proper balance
of key electrical properties. The aim of this chapter is to develop a relatively simple
formalism which includes the correlation between the conductivity and space charge
69

70
based on two physical material parameters, i.e., the activation energy (ξ) and the
mean trap separation (λ).

5.1

Key Design Parameters and Physical Basis for Correlation

5.1.1

Electrical conductivity

As noted in chapters 2 and 3, nonlinear conduction in the dielectric is essential
to the operation of many types of DC power apparatus, particularly solid dielectric
DC cable, in order to limit the temperature-induced “inversion” of the field across
the dielectric. A small temperature coefficient of conductivity is also desirable, to
limit the temperature gradient induced spatial variation of conductivity across the
dielectric, and to limit the increase in conductivity at maximum operating temperature. The nonlinear conduction and the temperature coefficient of conductivity are
(anti) correlated. Temperature-dependent conductivity is often characterized by an
activation energy, following an Arrhenius relationship,



−ξq
σ(E, T ) = σ0 exp
kB T


(5.1)

where ξ is the thermal activation energy (eV ), q is the electronic charge (C), kB
is Boltzmann’s constant (1.38 × 10−23 J/K), and T is absolute temperature (K).
If we consider Eqλ = kB T where λ is the mean trap separation (about 2.8 nm
for PE), we compute about 107 V /m which is the field at which the conductivity
of typical polymers such as PE and PET starts to go nonlinear, i.e., the field at
which the energy gained between traps (Eqλ) is equal to the thermal energy and
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therefore makes an appreciable contribution to detrapping. If we consider Eqλ =
kB T with ξ ≈ 0.9 eV for PE, we obtain a field in the range of 320 kV /mm which
is a reasonable value for the high frequency (300 kHz or 1µs risetime) space charge
limiting field (SCLF) of PE at room temperature, i.e, the threshold field for high
carrier mobility resulting from a sufficiently high field to detrap carriers because the
energy gained between traps is comparable to the trap depth. On this basis, we
can think of ξ as the dominant trap depth. Note that when ξ decreases, the SCLF
decreases, which increases nonlinearity at a given field. Thus, motivates the (anti)
correlation of the activation energy and nonlinearity. However, the two phenomena
are coupled through λ, the mean trap separation, which provides a degree of freedom
in controlling the nature of the coupling.
The dependence of the conductivity on the electric field is much more complex
and is often complicated by the space charge formation and dynamics in the insulation. The formula for field and temperature-dependent conductivity is of the
form [14]:



−ξq
σ(E, T ) = Aexp
kB T



sinh(B | E |n )
| E |n

(5.2)

where A, B, and n are constants. “n” can be approached through guarded needle
measurements as discussed in chapter 2.
The generic one-dimensional conduction model described by Eq. 5.2 covers the
essential complexity of the underlying physics, such as the dominant carrier trap
depth, functional dependence of conductivity on the electric field. However, it has
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the great disadvantage of containing many variables, most of which are poorly known
for practical design optimization.
In the conductivity function of Eq. 5.2, the temperature coefficient (ξ) can be
readily measured and determined, while the coefficient of the electric field (B) is
hard to determine. Given “n”, A and B can be determined in a number of ways, for
example by a fit to measured data for σ(E, T ). However fitting data do not provide
a good basis to derive the physical parameters of conductivity vs. field, since the
conductivity data are not substantive especially the data measured at low field and
temperature. Therefore, it would be interesting to model the field coefficient in
terms of the temperature coefficient so that we can reduce two parameters into one
single parameter.
The temperature coefficient (ξ) and field coefficient (B) part of the conductivity are anti-correlated, more specifically, decreased temperature coefficient is correlated with increased field coefficient for fundamental physical reasons. This anticorrelation is not explicit in the usual formulas for temperature and field dependent
conductivity, yet this anti-correlation is very important in optimizing dielectric properties. To solve for the two unknowns (A and B) in Eq. 5.2, we need two boundary
conditions. Low field conductivity σ(E, T ) could be used as one boundary condition.
We use a second boundary condition which couples the temperature-dependence and
field-dependence of the conductivity through space charge limiting field (SCLF). The
SCLF at 293 K and 300 kHz (∼ 1µs rise time lightning impulse) is approximated
by λξ , i.e., the energy gained between traps is comparable to the trap depth.
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Thus, the correlation between temperature and field coefficient through λ allows us to investigate the effect on temperature and field-dependent conductivity of
changing the trap density. Thus we have the two boundary conditions required to
determine A and B, i.e., a value for σ(E, T ) (we adopt ∼ 1015 S/m at 10 kV/mm
and 293 K) and the conductivity at the SCLF, which is determined by the dielectric
time constant of applied frequency [17], i.e.,σ(ESCLF ) = εω. Given A, B, n, and the
temperature at the inner and outer radii of the dielectric (here assumed to be 70◦ C
and 50◦ C , respectively), we can solve for the field at the inner and outer radii of a
DC cable dielectric based on the analysis in chapter 3.

5.1.2

Space charge

It is well-known that the presence of space charge can lead to harmful field
enhancements, be it hetero-charge or homo charge, either at given voltage or after
polarity reversal. Space charge can result from a range of phenomena, but the most
fundamental ones are spatially inhomogeneous conductivity, ionization of species
and charge injection from the electrodes. To quantify the space charge quantity
in the insulation bulk associated with conductivity gradient, a general approach
starting from the Maxwell equations can be used. This approach is valid under
the assumption of ohmic contacts, i.e., neglecting space-charge accumulation due to
injection (e.g., Schottky mechanism) [64].



ε0 εr
ε0 εr ∂ρ
+ σE · ∇
ρtg = −
σ ∂t
σ

(5.3)
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where ρtg is thermal gradient generated space charge (C/m3 ), σ is electrical conductivity (S/m), E is the electric field (V /m), εr is dielectric constant and ε0 is
the permittivity of vacuum. The conductivity gradient of Eq. 5.3 can be calculated
based on the expression of conductivity given in Eq. 5.2. At steady state, we can
solve for the contribution of space charge due to thermal and electrical gradient.
#
√
Bcot(B E)
ξ
√
∆T +
∆E
ρtg = −ε0 εr E(r)
kB T 2
2 E
"

(5.4)

The space charge is the sum of thermal and electrical gradient. The variation
of space charge accumulation with temperature gradient has a major effect on field
grading with loads. The field gradient of the space charge is relatively small and
normally considered to be a second order effect.

5.2

Design Constrains

5.2.1

Power density

Thermal breakdown is one of the main breakdown mechanisms for DC insulation
materials. Thermal breakdown is generally the result of a thermal runaway, which
is initiated by the ohmic loss in the insulation system.
Q = σ(E, T )E 2

(5.5)

where Q being the power density (W/m3 ), σ is electrical conductivity (S/m) and E
the electric field (V /m).
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The power density of the insulation is governed by the DC conductivity. Therefore, this constraint places a limit on the conductivity at maximum operating temperature and field, especially, under type test and pre-qualification conditions when
the cable is exposed to voltages 1.85 times the nominal operation voltage level.
Therefore, for new DC insulation development, the temperature coefficient of the
conductivity shall be as low as possible. What is sufficiently low conductivity depends on the heat transfer conditions of the cable as well as on the intended electric
field.
In the context of DC power cable, we can assume that a cable dielectric has
a power density Q (W/m3 ) as a result of resistive losses therein. The total power
dissipated per unit length will be Qπ(r02 −ri2 ), where r0 and ri are the inner and outer
radii of the dielectric. Assuming that the conductor is at higher temperature than
the dielectric, the heat from the dielectric must flow radially outward. For a cable of
diameter d buried in a medium of ρ thermal resistivity (K.m/W ) at depth L below
the “surface”, an engineering approximation for the effective thermal resistance seen
by a unit length of cable (K/W ) is,

 
ρ
4L
ln
R=
2π
d

(5.6)

If we assume that the soil has the same thermal resistivity as the cable structure outside the dielectric (0.6 m.K/W), which is reasonable at the present level of
approximation, we can assume that the dielectric is buried directly in the “soil”.
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For the cable dimensions presented in chapter 3 (ri =11 mm and r0 = 19 mm), the
temperature rise at the outer diameter of the dielectric will be

 
2L
Q(r02 − ri2 )ρ
ln
∆T = Q × vol × R =
2
ro

(5.7)

If we assume the above parameters, a maximum temperature rises of 1◦ C at the
outer radius of the insulation, caused by power dissipation therein, and a burial
depth of 2 m, we obtain Q ≈ 2.5 kW/m3 . Thus, in the context of power cable, the
average power density within the dielectric should be kept below ≈ 2.5 kW/m3 at 90
◦

C and 30 kV /mm for a cable operating at nominal conditions of 70 ◦ C conductor

temperature and 20 kV /mm.

5.2.2

Field enhancement factor (FEF)

The presence of space charge can lead to harmful field enhancements, be it heterocharge or homo charge. If, in addition, voltage polarity reversal is presented (under
bi-directional power flow and fault transients), the accumulation of homocharge can
bring to further abnormal field distribution, causing significant field enhancement at
the insulation-electrode interface, which can affect apparatus reliability and life [65].
Therefore, any material used as DC insulation must be characterized to be space
charge “free” at the operating field and temperature.
In order to numerically express the effect of space charge on the electric field,
the spatial distribution of space charge is expressed in terms of FEF. The FEF is
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defined as the ratio between the internal field and the Laplacian field. A material
with FEF=1 is the most preferred choice for DC application, i.e., space charge free.

5.3

Balanced Properties Profile

In order to visualize the interaction and balance between the key electrical properties, a schematic profile is presented in Fig. 5.1. The x-axis describes the activation energy, while the y-axis depicts corresponding properties described in arbitrary
units. This is for the purpose to give a schematic overview on the same scale for different material properties. As described earlier, the field coefficient and temperature
coefficient are cross related to each other. An increase in temperature coefficient
part of the conductivity counteracts the effect of field coefficient of conductivity,
i.e., if the field increases in a low temperature region as a result of temperaturedependent conductivity, this is compensated by the field-dependent conductivity
to maintain a reasonable field distribution across the dielectric. This is shown in
Fig. 5.1, when the activation energy is lowered too much, the field coefficient will
be very high (black curve) resulting in conductivity to increase with field. On the
other way, high activation energy results in a very low field coefficient. Therefore,
a model should be developed with optimum value somewhere in between that gives
the right balance.
Once the field coefficient (black curve) and temperature coefficient (x-axis) are
correlated, the conductivity function and then the power density at maximum operating temperature and field can be computed. In Fig. 5.1, the dielectric time
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constant (τ =

ε
)
σ

corresponding to the inverse of the conductivity is shown. The

minimum temperature and field coefficients are located at the maximum point of the
dielectric time constant. The space charge is plotted using Eq. 5.3 and it increases
linearly. For low activation energy, the field coefficient is high, which reduces the
field variation across the dielectric, therefore the FEF is low. As the activation energy increases, it has a major effect on the field grading and results in an enhanced
variation of the field across the dielectric in radial direction.
Fig. 5.1 clearly demonstrates that there is an activation energy where an optimum balance between the different desired electrical properties can be achieved.
The optimum is defined by low power density ensuring a low probability of thermal
breakdown and low FEF as shown by a shaded blue region in Fig. 5.1. Therefore, a
material should be developed with optimum value somewhere in between that gives
the right balance.
The most significant parameters which could be varied to achieve a desired electrical design are the activation energy (ξ) and the mean trap separation (λ). These
two parameters are sufficient to investigate the feasibility and understand the effect
of the insulating materials properties. Lets consider two different cases, the first of
which with a low trap density (λ = 3nm) and second with a high trap density (λ=1
nm). In each case, ξ varies (0.2 - 1.0 eV ) and the field coefficient, power density,
space charge, FEF and time constant are computed.
Fig. 5.2 shows a typical PE with (λ=3.0 nm). For either case of the activation
energy, the power density is excessive (> 9 kW/m3 ), although the FEF is reasonable.

Property (p.u)
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Power density

Activation energy (eV)
Figure 5.1: The balancing of properties of the material schematically drawn at maximum operating
conditions. In the shaded blue region, the properties are balanced in such a way that both the
power density and FEF are kept minimum.

Thus, the main problems are excessive conductivity at operating field and temperature and deep traps which are likely to cause issues with space charge. Therefore,
this case is not a good basis for DC cable dielectrics.
If we reduce λ to 1nm, the above situation is improved greatly as seen in Fig. 5.3.
For ξ in the range of 0.2 eV to 0.9 eV , the power density is less than 4 kW/m3 , which
is sustainable. However, the FEF is significantly high for ξ above 0.6 eV . Reducing
the mean separation between traps (increasing trap density) produces conduction
characteristics suitable for DC cable dielectric.
It is also worth noting that in Fig. 5.3 the time constant is less than 50 s.
The importance of this is that for the DC systems with line-commutated converters
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Figure 5.2: Calculated parameters at 30 kV/mm and 90 ◦ C for DC cable described in section 5.2.
The parameters are calculated by varying the activation energy from 0.2 eV to 1 eV with λ= 3 nm.

(LCC), it is necessary to change the voltage polarity to reverse the power flow
direction. This polarity reversal stresses the cable which, if not properly considered,
can lead to insulation failure. For LCC system, the typical insulation relaxation
time during polarity reversal is required to be less than 120 s [57]. If the relaxation
time is shorter than this transition time, the redistribution of space charge can follow
the change of voltage and hence minimize the electric field enhancement during the
voltage polarity reversal. Since the relaxation time constant calculated in Fig. 5.3
is less than 120 s, this design space is well suitable for polarity reversal applications.
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Figure 5.3: Calculated parameters at 30 kV/mm and 90◦ C for DC cable described in section 5.2.
The parameters are calculated by varying the activation energy from 0.2 eV to 1 eV with λ= 1 nm.

5.4

Summary

DC insulation design process requires the identification of materials that meet
a desired application or property needs. The aim of this chapter is to develop a
relatively simple formalism which includes the correlation between the conductivity and space charge based on two physical parameters, ξ and λ. The thorough
understanding of those two physical parameters may bring the ability to engineer
important dielectric properties as well as improved understanding of the physical
basis of aging and other important phenomena in dielectrics.
A summary of the material design space can be found in Fig. 5.4. By varying
ξ and λ, the conductivity and space charge are computed. Based on this, the two
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design constrains (power density and FEF) are computed as shown by the color
map. Low power density is achieved for 0.25 < ξ < 0.5 eV with λ ∼ 1nm. Low
FEF is achieved for 0.4 < ξ < 0.5 eV . The optimal design space for DC cable
dielectric materials lies in the range of 0.4 < ξ < 0.5 eV for activation energy with
relatively high trap density (λ ∼ 1 nm).

Figure 5.4: Left plot shows power density and right plot shows FEF as function of activation
energy and mean trap separation. The bottom plot compares the material candidates for cable
insulation technology as a function of activation energy and mean trap separation. As for ACXLPE (ξ = 0.98 eV & λ = 2.8 nm) there is a risk of thermal run away and the FEF is high. It
is interesting to note that with the DC-XLPE this risk is negligible and the FEF is improved. The
novel type EPR formulated for MVDC insulation presented in [66] shows lower activation energy
than the current state of art DC-XLPE with FEF is < 5%. The future optimal DC insulation can be
achieved with activation energy in the range of 0.4-0.5 eV with relatively high trap density (λ ∼ 1
nm).

Chapter 6

A Framework in Controlling the Conductivity of
Polymers for Tailor-made Insulation Materials

The model developed in chapter 5 provides a basis for the proper balance between
key electrical properties for DC insulation. This chapter is concerned with the
mechanisms of DC conductivity in polymer when the crystalline order is disturbed.
An insight into different polymer network structures and their correlation to the key
design properties such as activation energy is provided.

6.1

Chemical Structure of Polyethylene

Polyethylene (PE) is a linear hydrocarbon polymer comprised of fully saturated
carbon and hydrogen. It is manufactured from the polymerization of ethylene where
the double bond in ethylene between carbon atoms is opened up and forms a long
carbon chain, as shown in Fig. 6.1. PE is a versatile material with properties
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that can be varied by changing the polymerization method and other production
parameters [67, 68].

Chain length
Molecular weight
Ethylene (gas)

Figure 6.1: The formation of polyethylene from ethylene [68].

When the ethylene monomer is converted to polyethylene, the polymer chains
formed are not always linear as shown in Fig. 6.1. There is a tendency to form side
chains or branches. This is a natural event, when polyethylene is manufactured. The
chain branching phenomenon can contribute to an increase in the molecular weight,
but does not lead to an increase in the chain length. In term of manufacturing,
PE is classified into high density (HDPE), medium density (MDPE), low density
(LDPE) and linear low density (LLDPE), as shown in Fig. 6.2. The chain length of
the branches can also vary and can be both long and short. It is possible to control
the length and distribution of the branches (via the polymerization process).
The presence of branch points correlates with the crystallization ability. LDPE is
characterized by high content of both short chain branches and long chain branches,
which give rise to a soft polymer with excellent flexibility, processability and impact
strength. HDPE and LLDPE are both linear polymers. However, LLDPE contains
a significantly larger number of short branches (due to comonomer) than HDPE
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High density
Medium density

Low density

Linear low density

Figure 6.2: Schematic views of the molecular structure of major types of polyethylene [68]

causing an obstruction in periodic folding of macromolecules during crystallization,
and hence density and crystallinity of LLDPE are lower than that of HDPE [68].

6.1.1

Crosslinking of Polyethylene

Crosslinking is a process of joining different polyethylene chain together by the
chemical reaction as shown in Fig. 6.3. From a cable use perspective, it allows
the polymer to maintain its mechanical stability at elevated temperatures under
(current) load conditions.
Peroxide-induced crosslinking is the most common way of crosslinking polyethylene. The organic peroxide agent is stable at room temperature but decomposes
at elevated temperature. For example, dicumyl peroxide (DCP), which is a wellused peroxide for medium and high voltage cable [71], decomposes at 120◦ C . The
crosslinking agent is normally incorporated into PE pallets by the materials supplier. After extrusion process (conversion of pallets into cable insulation), the PE is
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Dicumyl Peroxide

Acetophenone
Cumyl alcohol

Methane

Figure 6.3: Decomposition of DCP in crosslinking process producing byproducts [69, 70]

encompassed around the conductor and placed into a long curing tube where high
temperature and pressure are applied. The PE re-melts and peroxide decomposes
and induces the crosslinking process.
When DCP decomposes during curing process, the peroxide dissociates homolytically into active oxygen containing components and attracts hydrogen from the polymer. As a result, it forms a free radical in the chain and propagates the crosslinking
process. Thus, two such chains spontaneously combine (crosslink) to stabilize the
system and form the cross-linked polyethylene (XLPE) [68]. During this process,
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several byproducts are formed from the peroxide and the major ones are methane,
cumyl alcohol (dimethyl benzyl alcohol), acetophenone and α-methylstyrene.

6.2

Experimental Analysis of DC Conductivity

Temperature-dependent conductivity is often characterized by the activation energy and can be estimated using the slope of Arrhenius plot with a simple exponential fitting function,



−ξq
σ(T ) = σ0 exp
kB T


(6.1)

Fig. 6.4 shows the Arrhenius plots of the DC conductivity extracted from DC
conduction currents at 30 kV/mm and 40 kV/mm. From the slopes of the fitted
curves, an activation energy is obtained corresponding to the effective trap depth
(i.e., thermally activated hopping). As can be seen from Fig. 6.4, the conductivities
of DC-XLPE and AC-XLPE increase exponentially with the increase of temperature. AC-XLPE has a higher electrical conductivity than that of DC-XLPE. The
activation energies are ∼ 1.0 eV for AC-XLPE and ∼0.6 eV for DC-XLPE, respectively.
The real question here would be, what is the mechanism behind reduction in the
activation energy from 1 eV to 0.6 eV? How can we relate the activation energy to the
morphology, chemical structure and molecular motion of the system? The subject
of the next section is to form a framework to address such key and challenging
question.
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Figure 6.4: Arrhenius plots for conductivity of AC-XLPE and DC-XLPE at 30 kV/mm and 40 kV/mm
on temperature range 30◦ C - 90◦ C.

6.3

Mechanism of Reducing Activation Energy

6.3.1

Chemical defect

Chemical defects refer to impurities on the polymer matrix, such as carbonyl
groups, vinyl groups, double bonds, and conjugated double bonds [72,73]. Chemical
defects and impurities found in cable insulation are inherent to the crosslinking
technology and they are thought to be responsible for the deep trapping of charge
carriers. Such excess charges, referred to as space charges will cause localized high
electric stress, leading to aging of DC cable insulation and potential breakdown
during voltage transients (polarity reversal).
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6.3.1.1

Fourier Transform Infrared (FTIR) spectra

The chemical compositions of the DC- XLPE and AC-XLPE were studied using
Fourier Transform Infrared spectra. The samples were degassed for 5 days at 80◦ C
under vacuum (30 mmHg).
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Figure 6.5: FTIR absorbance spectra of AC-cross-linked polyethylene (XLPE) and DC-XLPE

As shown in Fig. 6.5, there is no difference in the characteristic peaks of the
crosslinked polyethylene, i.e., at wavelength of 717 cm−1 , 1377 cm−1 , and 1471 cm−1 ,
which correspond to rocking, bending, wagging vibration of methylene groups (CH2 ), respectively [74–76]. The main differences are observed at four characteristic
peaks located at 1098 cm−1 , 1135 cm−1 , 1264 cm−1 and 1735 cm−1 . The functional
groups of those peaks are summarized in the table below.
Table 6.1: Wave numbers and related vibrations [74–76]

Functional group
C=O
C=C
C-O

Description of Vibration
stretch
stretch

Wave number (cm−1 )
1670-1820
1375-1263
1050-1150
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The peaks summarized in Table 6.1 are major characteristic peaks of antioxidants. Furthermore, the absorbance in Fig. 6.5 clearly indicates that the DC-XLPE
insulation has much lower antioxidant content than the AC-XLPE. The polar groups
such as carbonyl will affect the trap characteristics and dielectric properties. In ACXLPE, the presence of antioxidants brought relative higher content of polar groups
that will contribute to deep traps in the polyethylene, as observed in experiments.

6.3.1.2

Density functional theory calculation

In order to further understand the origins of measured activation energies, density functional theory (DFT) computations have been used to investigate the role
of chemical defects in determining the activation energy. The computed results are
compared with experimental trap depths. In this work, four common chemical defects, namely, vinyl, carbonyl, epoxide and the hydroxyl defects, were considered
within the lamella PE, as shown in Fig. 6.6. The lamella PE structure includes
100 CH2 groups and is terminated by H atoms (i.e., 98 CH2 + 2 CH3 ), generated
using the melt-quench method with the classical MD simulations. Moreover, the
effects of chemical defects concentrations on the electronic properties were studied
by considering various concentrations of chemical defects ranging of 1-10 defects per
100 CH2 groups.
Fig. 6.7 shows the computed band gaps and electron/hole trap depths of the
lamella PE with various concentrations of chemical defects, along with available experimental values. Here, band gaps are the energy difference between the conduction
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“Pure PE”:
98 CH2 + 2CH3

Defects:
Vinyl

Carbonyl

Epoxide

Hydroxyl

Figure 6.6: Structures of PE with in presence of various chemical defects, namely, carbonyl,
Epoxide, and Hydroxyl defects.

band minimum (CBM) and the valence band maximum (VBM). The electron/hole
trap depths are the CBM/VBM energy difference of the PE with defects and the
crystal PE. Error bars in Fig. 6.7 are derived from three calculations with different
defect locations.
From Fig. 6.7, we note that the band gap of PE with all chemical defects
decreases with the increase of the chemical defect concentrations. Among three
chemical defects, PE with carbonyl has the lowest band gap, due to the π bond of
the C=O group introducing deep electron/hole trap depths. In addition, we find
that the electron trap depth of PE with the carbonyl and the epoxide increase slowly
in the low concentration regions (less than 3/100 carbon), but rapidly growing in
the high concentration regions. Compared with experimental values, the computed
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PE + Vinyl

PE + Carbonyl

PE + Epoxide

PE + Hydroxyl

AC-XLPE

DC-XLPE

Figure 6.7: DFT calculation result of PE with various defects. Error bars from the statistics of 3
calculations with different defect locations

electron trap depth of carbonyl defects at high concentration regions matches the
AC-XLPE results. Shallow electron traps are seen from vinyl (0.5 eV) which is close
to the DC-XLPE results. This finding suggests that the high activation energy of
∼ 1 eV in AC-XLPE is associated most likely with high concentration of carbonyl
defects, which are highly suppressed in DC-XLPE.

6.3.2

Physical defect

It is well known that the DC conductivity are highly dependent on chemical
defects, as presented in the previous section. However, the potential effect of physical defect caused by morphological, conformational or density deviations from the
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perfect crystalline PE structure on DC conductivity is not understood. Generally,
introducing a disorder in an insulating material leads to the formation of localized
electronic states i.e., Anderson localization [77]. States due to structural disorder
are mainly localized in the band tail whereas chemical states give raise to deep
impurity states.

6.3.3

Disorder induced localization: The Anderson transition

Insulating polymers consist of chains that do not lend themselves to the simplifications of a lattice construct and have many structural and internal degrees of
freedom. The conductivity and mobility depend on the material properties when the
crystalline order is significantly disturbed. This level of disorder leads to a density
of states (DOS) in the gap, with complex energetic and positional dependencies [25].
The electrical properties of the polymer with disorder can only be modeled by the
electronic theory for non-crystalline material [78–80].
Before discussing the transport in localized state, lets first discuss the meaning
of localization. P.W. Anderson [77] was the first to study the effect of disorder on
the one electron wave function. Disorder may produce localized states resulting in
the localization of charge. In his groundbreaking paper “Absence of diffusion in
certain random lattices (1958)”, P.W. Anderson developed the physical principles
underlying the phenomenon of the localization of quantum objects due to disorder.
Fig. 6.8 shows four diagrams for atomic wave functions that progress from
extended states to strong localization. Fig. 6.8a shows an example of a periodic
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extended set of wave functions in an order of the lattice spacing. Fig. 6.8b shows
for states just before get localized. The form of the wavefunction just localized is
shown in Fig. 6.8c. An envelope has formed around a specific atomic site whose
wave function has become localized. Fig. 6.8d shows strong localization. Those
wave function representations are essence to visualize how the localized states look
like but lacks the relevant detail to completely describe the problem [78, 79].

Ψ(x)

x

(a)

Ψ(x)
x

(b)

Ψ(x)
x

(c)

Ψ(x)
x

(d)

Figure 6.8: Form of the wavefunction in the Anderson model: a) when the wavefunction extent is
on the order of or greater than the lattice spacing b) when states are just nonlocalized c) when
states are just localized d) strong localization [78, 79]
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Let’s now move from atomic view (Fig. 6.8) to one-dimensional density of state
(DOS) view (Fig. 6.9). Fig. 6.9a and b shows the effect of disorder on band diagram.
In the case of disorder, instead of an empty band gap of forbidden states, there exists
a region of localized states. This region is termed the mobility gap and is bounded
by mobility edges [80, 81]. The lack of sharp features in the band diagram for the
amorphous case is a result of localized states [80].
Figs. 6.9c and d show the representation of atoms by potential wells. In crystal,
this level gives rise to an energy band of width B, as plotted on the left side. B is
the crystal bandwidth in the absence of disorder. In Fig. 6.9d the potential wells
representing the atomic sites are no longer all the same. Instead, the well depths vary
from site in a random way. This type of topological disordered potential is presented
in amorphous materials. The width of this distribution, which specifies the energy
range of the disorder induced special fluctuations of the potential energy seen by
an electron at the atomic sites, is denoted by W . The nature of the electron states
is determined by the ratio of W/B. Anderson shows that when the dimensionless
disorder parameter W/B is sufficiently large, all the states in the valence electron
bands are localized.
The complete mathematical description originally given by Anderson [77] is quite
complex and beyond the scope of this study. The primary focus here is to leverage on
Anderson localization to build a framework for tailoring polymers for DC insulation.
The most important point is that localized states do guarantee that the system will
have a lower activation energy (or lower conductivity) than the ordered counterpart.
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Figure 6.9: Idealized band diagrams for periodic crystalline (a) and amorphous (b), Periodic Potential approximated as a regular set of square wells (c) and Strongly varying potential wells (d)

In the next section, the effect of disorder on hopping conduction whose transport
characteristics are governed by disorder-induced localization will be discussed.

6.3.4

Hopping conduction through localized state

As presented in the previous section, Anderson’s localization theory for the electrical properties of amorphous and semi-crystalline materials postulates localized
states in forbidden band in addition to extended states above the mobility edge.
Under low field and at low temperature, carriers can only transport between these
localized states through hopping or tunneling [80, 82]. The hopping frequency is
given by,
∆W 
v = vph exp − 2αR −
kB T


(6.2)

where vph is the phonon frequency, R is the hopping distance, α defines the extension
of the wave function. If α is small, as it is near Anderson localization, each localized
states will overlap a large number of others. The factor e−2αR may then be neglected
over a volume of order α3 , and the electron will normally jump to the site in this
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volume with the smallest value of ∆W , which is given by,
∆W =

3 α3
4π N (E)

(6.3)

Eq. 6.3 shows that the activation energy between localized states decreases as
the extension 1/α of the wave function increases. On the other hand, high ∆W
values are expected at the bottom of the conduction band where the density of
states N (E) vanishes.
The number of localized states (Nc ) per unit volume is given by,

Z

Ec

N (E)dE

Nc =

(6.4)

0

where Ec is the mobility edge. Taking a parabolic distribution, the density of states
is given by,
N (E) = CE 1/2

(6.5)

where C = 8.25 × 1021 cm−3 eV−3/2 , the mobility edge is defined by,
2
Nc = CEc3/2
3

(6.6)

The distinction between crystalline and amorphous materials follows from the
density of localized states (Nc ). Table 6.2 lists density of states and degree of
disorder going from crystalline to amorphous materials.
From those estimations it is reasonable to consider that in most of the situations
the degree of disorder in polymers can be dealt with 0.001 < N c/N < 0.1.
According to Eq. 6.3 the activation energy ∆W of the hopping process is a
function of energy E. Consequently, the mobility also depends on the energy of
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Table 6.2: Density of localized states on different materials
Crystallinity
Crystalline
Semi-crystalline
Amorphous

Material
Polycrystalline semiconductors
Well annealed ceramics
HDPE
LDPE
Polystyrene
Polycarbonate

Nc
5 × 1015
6 × 1019
6 × 1020
6 × 1020
∼ 1021
∼ 1021

Degree of disorder (Nc /N )
1 × 10−7
0.001
0.01
0.01
0.1
0.1

Ref.
[83]
[84]
[28]
[84]

the charge carrier µhop (E). The average mobility µhop in the localized states of the
conduction band is then given by [84],

Z
nhop µhop =
0

Ec




E − EF
µhop (E)N (E)exp
dE
kT

(6.7)

Skipping the lengthy derivation here, the final equation for hopping mobility is
given by [84],
3/2

µhop = 2.4 × 10−9

∆W N 1/3 Ec
e−2αRc e−∆W/(kB T )
N (Ec )(kB T )9/2

(6.8)

The hopping mobility contains an activation term. This means that conductivities associated localized states are thermally activated. The activation energy which
characterizes the hopping conductivity is the localized states hopping activation energy at the mobility edge ∆W . According to Eq. 6.8 the higher the disorder, the
smaller ∆W and the higher the hopping conductivity.
Fig. 6.10 shows the mobility in localized states with various α settings. For all
values of α the mobility in localized states increases with the increase of the degree
of disorder. The expected steady state mobility for polymers is very low, which is
in the range of 10−14 − 10−18 m2 /V s. As regard, the hopping mobilities obtained
for α > 0.6 are too high (10−4 − 10−12 m2 /V ). On the other hand, for α < 0.3 the
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mobilities are too low (10−18 − 10−22 m2 /V ) to be considered as polymer mobilities.
Therefore, it is reasonable to consider α in the range of 0.4 to 0.5 as shown by the
shaded yellow region to cover mobility range of polymers (see Fig. 6.10).
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Figure 6.10: Variation of the hopping mobility of the electrons as a function of disorder.

6.3.5

Thermally assisted hopping mobility

The temperature variation of µhop has been calculated (based on Eqs. 6.8) and
plotted in Fig. 6.11 for the case of α = 0.4 and 0.5. When the degree of disorder
increases the temperature variation of µhop decreases. In the range of mobilities
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10−14 − 10−18 m2 /V s, in polymers, the increase in mobility is about one order of
magnitude from 303 K to 363 K.
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Figure 6.11: Variation of the hopping mobility of the electrons as a function of disorder and temperature

The measured activation energy W ∗ of the thermally activated hopping mobility
in band tail states is usually obtained by using an expression of the form,

−W ∗
µ = µ0 exp
kT



(6.9)

where µ0 is a constant that has been interpreted in different ways by various authors,
both in a classical [85] and a quantum mechanical approach [86]. Here we consider
µ0 = 0.024 m2 /V s according to D K Davis [87].
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The effective activation energy W ∗ similar to that determined by the experiment
is calculated using Eq. 6.9. From the calculation of the temperature dependence of
the mobility the activation energy is plotted as shown in Fig. 6.12. It is interesting
to see when the degree of disorder is increased, the activation energy is reduced.
So what disorder has to be introduced to achieve the desirable design space for DC
cables? This is shown by the dotted lines. The degree of disorder should be in the
range of 0.015 for case of α = 0.5 or 0.08 for case of α = 0.4.
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Figure 6.12: Activation energy as function of disorder for α = 0.45 and α = 0.5. The activation
energy can be controlled by increasing the degree of disorder. The activation energy for optimal
DC insulation (0.4-0.5eV) can be achieved with a material disorder of 0.015 for the case of α = 0.5
or 0.08 for case of α = 0.4. The inset shows the density localized states (shaded area) calculated
according to eq (6.6).
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6.4

Structural Aspects of DC-XLPE

A patent application [88, 89] describes the development of DC-XLPE materials based on a vinyl modified base resin with an improved physical and chemical
cleanliness to ensure a low DC conductivity. Data in the patent application demonstrates a low level of charge carriers is achieved that will contribute to the low
DC-conductivity with an optimized composition based on a substantially lower peroxide level. However, the patent provides no conceptual basis for a mechanism. The
present section describes the probable physical basis for such materials.
The concentration of vinyl group in typical LDPE is very low. The vinyl group
can be introduced by copolymerizing LDPE polymers, using 1,9-decadiene as a
comonomer [90]. The presence of double bonds in poly(ethylene-co-1,9-decadiene) as
shown in Fig. 6.13, will have a strong influence on crosslinking. It acts as crosslinking
promoters. The most notable feature is that the vinyl groups are consumed via a
polymerization reaction at crosslinking and that the network is merely formed from
carbon-carbon bond formation locking the entanglements present in the polymeric
melt. A higher quality network is formed in the vinyl containing material due to the
extra number of crosslinking points generated by the reaction of the vinyl groups.
In addition, the crosslinked poly(ethylene-co-1,9-decadiene) forms a long polyethylene chain without any chain scission during crosslinking. Thus, it will have more
intermolecular entanglements for the formation of crosslinking network. As a result, a small amount of chemical crosslinks will fasten a large fraction of physical
crosslinking points as shown in the schematic illustration of Fig. 6.14. Relative short
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chains of AC-XLPE will require more peroxide than DC-XLPE in order to crosslink
to a certain degree. Large peroxide is unfavorable as the crosslinking agents are
source of charge carriers.

6.5

Summary

The main purpose of this chapter is to gain a deeper insight into how the morphology of PE affects its electrical performance. PE is composed of simple –CH2 –
units, but the relation between the structure of this polymer and its properties is
complex.
By copolymerizing PE with various comonomers, the properties of LDPE can
be tailored, i.e. more desirable properties of the polymer can be obtained. The
copolymerized process introduces varying degree of disorder in potential wells, and
hence additional localized states, leading to enhanced physical disorder that when
properly fine-tuned results in activation energy suitable for DC-XLPE. For example,
vinyl groups can be introduced in the polyethylene chains by copolymerization.
Crosslinked poly(ethylene-co-1,9-decadiene) forms a long polyethylene chain without
any chain scission during crosslinking. The presence of long chain increases the
probability of creating intramolecular crosslinks. This introduces a certain degree of
disorder in potential wells which results in activation energy suitable for DC-XLPE.
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Ethylene

Crosslinked PE
(XLPE)

Ethylene

Radical Initiation

Polyethylene(PE)

Polymerization
Crosslinking

Coupling

1,9 decadiene

poly(ethylene-co-1,9-decadiene)

The crosslinked poly(ethylene-co-1,9-decadiene) forms a long
polyethylene chain with out any chain scission during crosslinking.

Figure 6.13: Schematic illustration of a polymerization and crosslinking for DC-XLPE
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a) DC-XLPE

Intermolecular interaction
Physical attachment among
two entanglement

b) AC-XLPE

Intramolecular interaction
Physical attachment among a
entanglement it self

Figure 6.14: Schematic illustration of a crosslinked polyethylene network for DC-XLPE (a) and ACXLPE (b). DC-XLPE have larger intermolecular points which create effective crosslinking points.
An intramolecular crosslink points contributes to the network density as well. Short branches are
more prone to disentangle as in case of AC-XLPE. As a result, more DCP is need to crosslink the
chains.

Chapter 7

Future perspectives: Nanodielectric Material
Concept for Next Generation DC Cable
Insulation

7.1

Introduction

In the past few years, nanodielectrics have gained remarkable scientific attention because of their potential use in electrical insulation applications. There are
numerous application possibilities for nanodielectrics materials to replace existing
insulation systems based on traditional materials, which can be tailored with the
addition of fillers for specific applications. As a result, novel composite materials
based on nanotechnological advancements are anticipated to be the next generation
insulating material for DC cables [91–93].
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7.2

Novel EPR Based DC Insulation

The primary extruded dielectrics used in medium power cables are unfilled crosslinked polyethylene (XLPE) and filled ethylene propylene rubber (EPR) [94, 95].
XLPE is the most popular polymeric material among cable manufacturers and electrical utilities. The research and development in manufacturing of XLPE as insulation for DC insulated cables by extra clean manufacturing has led to the design and
lab testing of 525 kV XLPE insulated DC cables [96], a voltage level solely covered
by lapped insulations at present [95]. On the other hand, improvements in material
formulation have opened opportunities for EPR cable compounds to compete with
XLPE for medium voltage and moderately high voltages (up to 150 kV).
Tab. 7.1 summarizes the main differences between XLPE and EPR materials [68,
97, 98]. When compared EPR with XLPE materials, the major advantages of EPR
materials as cable insulation lie in the excellent performances at high temperature,
low water permeability as well as resistance to water trees. However, due to the
relatively high dielectric losses of EPR, their applications in cable insulation are
restricted to medium voltage class. Meanwhile, EPR formulation will be further
optimized for transmission class applications. Fig .7.1 shows the structure of a
medium voltage EPR power cable.
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Figure 7.1: Cross-section of a medium voltage EPR power cable; A: Copper Conductor, B: Strand
Screen, C: Insulation EPR, D: Insulation Screen, E: Shield-Copper Tape, F: Jacket-Okoseal
Table 7.1: Comparison between XLPE and EPR [68].
XLPE
Slightly crystalline compared with PE
Synthetic material
Expand as temperature over melting temperature
Vulnerable to water tree
Increased hardness
Less polar, low dielectric losses
(tan δ = 0.0003 − 0.0005)

7.3

EPR
Least crystalline
Synthetic material
Little thermal expansion compared with XLPE
Less susceptible to water tree
Increased flexibility
High dielectric losses
(tan δ = 0.002 − 0.004)

DC Conductivity

Fig. 7.2 shows the measured conductivity of degassed XLPE and degassed EPR
samples as function of field and temperature. The experimentally obtained conductivity data were fitted to a simplified conductivity model (Eq. 7.1) to assess their
dependence on electric field and temperature.

10-12

a) XLPE

Conductivity (S/m)

Conductivity (S/m)

70 oC
90 oC

10-13

b) EPR

10-12

30 oC
50 oC

10-14

10-15

10-13

10-14
30 oC
50 oC
70 oC
90 oC

10-15

10-16

10-16
5

10

15

20

25

30

35

Electric Field (kV/mm)

40

45

5

10

15

20

25

30

35

Electric Field (kV/mm)

Figure 7.2: Measurement results of DC conductivity of a) XLPE and b) EPR
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σ(E, T ) = σ0 exp(αT )exp(βE)

(7.1)

where σ0 is the conductivity at reference temperature (s/m), E is the electric field
(V /m), T is the temperature (K), α is the temperature coefficient (1/K), and β is
the field stress coefficient (m/V ) of the insulation. As shown in Tab.7.2, the temperature coefficient of the electrical conductivity for EPR is much lower compared
with XLPE, indicating EPR is much suited for DC than XLPE.
Table 7.2: Conductivity parameters for XLPE and EPR

Material
XLPE
EPR

7.4

σ0 (S/m)
1.4 × 10−23
2.4 × 10−21

α(1/K)
0.064
0.044

β (m/V )
6.7 × 10−8
6.5 × 10−8

Space Charge Characterization

The complex nature of space charge formation, transport and trapping of XLPE
and the novel EPR formulation is characterized experimentally for its space charge
characteristics under simultaneously the electrical and thermal gradients.

7.4.1

Space charge pattern at operating field

Fig. 7.3a and b show the space charge patterns in fresh XLPE and fresh EPR
under DC bias of 20 kV /mm. For XLPE, it can be seen that with the increase
of the polarization time (shown by the arrow), heterocharge accumulate near the
anode. For the case of EPR, few negative charges could be found near the anode
and cathode. Fig. 7.3c and d shows the corresponding field distribution. It can
be noticed that for case of XLPE, due to the presence of heterocharges, field is
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significantly distorted near anode. The peak value of the field reaches 26.5 kV /mm.
On the other hand, no obvious charge accumulation was observed for EPR. Thus,
the electric field appears to be homogeneous and stable in the bulk.
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Figure 7.3: Space charge distribution in fresh XLPE and fresh EPR (a-b) and corresponding
temporal maximum field distribution (c-d) under DC stress of 20 kV /mm with ∆T = 1.2◦ C and
ambient temperature of 50◦ C

7.4.2

Space charge pattern under polarity reversal

Fig. 7.4 shows the space charge cartography with corresponding maximum electric field in fresh XLPE and fresh EPR under a positive half cycle followed by a
negative half cycle. In Fig.7.4 a-b and e-f , the space charge density distributions
are described using color map corresponding to the color bar on the right-hand side
of each plot. In Figs.7.4c-d to g-h, the maximum electric field at a given location is
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plotted. In the absence of space charge, the maximum electric field is nearly equal
to the average applied field (Laplacian field). In case of space charge accumulation,
the maximum electric field will be higher or lower than the average field depending
on the type of space charge presence. In case of heterocharges accumulated close to
the electrode, the electric field will be higher than the average field. On the other
hand, homocharges results in field lower than the average applied field.
As shown in Fig. 7.4a, for fresh XLPE, no active space charge was observed
during the first 20 min. However, after 30 min, heterocharges start to accumulate
near anode. Due to ionization of cross-linking residuals under DC stress, packet
like charges are also observed in the bulk. After polarity reversal, once again these
heterocharges appear and gradually buildup close to anode with time. Due to the
presence of heterocharges before and after polarity reversal, the maximum electric
field increases with time and the peak value of reaches above 65 kV /mm. On the
other hand, for fresh EPR during positive and negative cycles, no obvious charge
accumulation was observed. Thus, the electric field appears to be homogeneous and
stable in the bulk. The maximum electric field is about 42 kV/mm which is within
experimental error to the applied average stress of 40 kV /mm.
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Figure 7.4: Space charge distribution of fresh EPR and XLPE samples under ±40kV /mm (a-b)
and ±100kV /mm (c-d) and corresponding temporal maximum field distribution.
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Figs. 7.4e and h show the space charge patterns under high field. The space
charge distribution for fresh XLPE shows more complex behavior. At the anode
side, homocharge injection takes place immediately after the application of positive
voltage. This homocharge injection dominated the first half cycle. The injected
packet-like charge moved towards the cathode side. Shortly after polarity reversal,
strong homocharge injection from anode side was observed. This homocharge injection increases till 130 min. After 130 min, homocharge injection no longer occurs
and heterocharge accumulation can be observed. Consequently, the electric field was
enhanced significantly and reached a peak value of about 200 kV /mm which is twice
as large as the applied stress of 100 kV /mm. For the case of EPR, during positive
half applied voltage, the space charge distribution remained uniform. Nevertheless,
after polarity reversal a small portion of hetercharge accumulated near anode. As a
result, field is enhanced < 5%.

7.5

Effect of Sample Degassing and Impact on Cable Manufacturing

The thermal and mechanical properties of polyethylene can be significantly enhanced by the cross-linking process during which the polymer structure is modified
through the formation of chemical bonds between the polymer chains [99]. However,
the residual cross-linking byproducts can act as impurities which significantly affect
the properties of XLPE cables. Degassing is one of the material treatment processes
commonly employed in cable manufacturing at moderately high temperature thereby
removing volatile residual by-products to improve insulation performance [100]. The
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Fourier Transform Infrared (FTIR) spectra of fresh and degassed XLPE and EPR
are shown in Fig. 7.5. From the spectra of fresh and degassed XLPE (Fig. 7.5a), it
can be seen that degassing treatment can lead to a large reduction in vinyl group,
acetophenone and methylene which are located at 1110 cm−1 , 1300 cm−1 and 2700
cm−1 , respectively. Tested in a similar way, FTIR-ATR spectra for fresh and degassed EPR samples exhibit no obvious difference (Fig. 7.5b), which suggests good
oxidative stability.
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Figure 7.5: FTIR absorbance spectra of fresh and degassed XLPE (a) and EPR (b)

Fig. 7.6a and b show the time dependent space charge distribution in degassed
XLPE and EPR under ±40kV /mm, respectively. For the case of degassed XLPE,
at the beginning, homocharges can be observed near anode. At the vicinity of
cathode side, no charge is accumulated. Prior to the polarity reversal (starting
at 80 min) heterocharge distribution starts to dominate near anode. As a result,
the maximum field starts to increase with time. Immediately after polarity reversal,
those heterocharges dominate anode side and as a result the maximum field increases
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with time. Regarding EPR, no noticeable space charge accumulation was observed
during positive and negative cycles. As a result, the field remained uniform.
Fig. 7.6e and f shows the measurement result obtained under ± 100 kV /mm
for degassed XLPE and EPR. For degassed XLPE, during the positive half cycle
homocharge injection near anode and packet like charge in the bulk were observed
and the enhanced field was about 130 kV /mm (about 30% increase). Immediately
after polarity reversal (90-92 min) strong injection was observed from anode side
and positive space charge moved from anode to cathode. This will result in field
distortion inside the insulator and local field concentration during polarity reversal.
In the case of EPR, during positive cycle relatively small homocharge injection was
observed near the positive electrode. Beside this, no active space charge dynamic
was observed and packet like charges were not formed.
Comparing the space charge profile of non-degassed sample (Fig.7.4) with degassed sample (Fig.7.6), a large portion of space charge in XLPE sample is reduced
by degassing. The maximum electric field for degassed XLPE is much smaller than
fresh XLPE. On the other hand, degassed EPR shows similar behavior to fresh EPR.
Therefore, degassing treatment provides insignificant improvement for EPR.
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Figure 7.6: Space charge distribution of degassed EPR and XLPE samples under ±40kV /mm
(a-b) and ±100kV /mm (c-d) and corresponding temporal maximum field distribution.
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Degassing is one of the material treatment processes commonly employed in
XLPE cable manufacturing to improve insulation performance. The improvement
of insulation performance is always attributed to the removal of volatilization of
cross-linking byproducts in the finished cable insulation. Longer degassing of cable
is not favorable from cable production perspective as it is capacity demanding as
well as time and energy consuming.
The fact that degassing provides insignificant improvement in EPR, makes it
suitable from cable production point of view. If the time-consuming degassing stage
of the cable production is eliminated, the lead-time for cable production will be as
fast as possible. In addition, production cost associated with extrusion process and
any quality assurance tests are reduced [101].

7.6

Space Charge Relaxation Time Constant

Fig. 7.7 shows the space charge characteristics during depolarization of XLPE
and EPR during the depolarization after removal of 3 hrs. stressing. It can be seen
for XLPE charge decreases with a relative slow rate whereas, the charges dissipate
fairly fast for case of EPR. The relaxation time was calculated from the measured
space charge using Eq. 7.2.



−t
ρ(t) = ρ0 exp
τ


+ ρ∞

(7.2)

where ρ(t) is the space charge density at time t, with t = 0 corresponding to the
instant when the voltage is turned off, τ is the space charge relaxation time constant.
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Figure 7.7: . Depolarization characteristic determined according to Eq.7.2. Measured value
(symbol), fitted curve (solid lines). Measurements started 5 sec after voltage removal, poling field
of 40 kV /mm

The space charge relaxation time constant, calculated from Figure 6 using equation (5), yields, τ = 800 sec, τ = 50 sec for XLPE and EPR respectively. Since the
relaxation time constant of EPR is faster than XLPE the redistribution of space
charge can follow the change of voltage and hence minimize the electric field enhancement during the voltage polarity reversal.

7.7

Summary

A novel EPR insulation has been developed for DC application and fully characterized in comparison with DC grade of XLPE. It is found that the new EPR
formulation has much lower temperature coefficient and hence more stable DC field
grading character. Further studies of space charge and maximum field enhancement
in XLPE and EPR with or without degassing under polarity reversal for fields at ±
40 kV /mm and ±100 kV /mm with thermal gradient under an ambient temperature
of 50◦ C were carried out by using a modified PEA system.
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From the space charge measurement results, a relatively large amount of space
charge accumulation is observed in fresh XLPE sample. This is due to cross linking
byproducts that act as impurities. Degassing fresh XLPE reduces the accumulation
of space charge and improves the maximum field enhancement. Conversely, degassing treatment provides insignificant improvement for EPR. This might be due
to filled nature of EPR. As a result, charge carries are prevented from movement
and being stopped by chemical structure of molecular chains and branches in the
bulk. The presence of carbon-carbon double bonds in XLPE results in less stability
in the presence of thermal gradient [102]. This leads to a huge accumulation of space
charge under thermal gradient.
At high field, relatively large amount of positive packet-like charge was injected
into XLPE from anode electrode before and after the polarity reversal. The accumulation of the space charge increased the local electric field significantly. Thus,
XLPE as insulating medium of DC cable for HVDC system accompanied by polarity
reversal may become a problem. On the other hand, for case of EPR no obvious
space charge was observed in the bulk during both cycles of polarity reversal, and
the maximum electric field was stable with the value close to the applied electric
field. Hence, it can be considered that EPR is a suitable insulating material for DC
cable.

Chapter 8

Conclusion and Future Work

8.1

Concluding Remarks

DC insulation design is more of fundamental science than engineering development. In this comprehensive study, a physical model is established for DC cable
dielectric materials. The model links fundamental material properties to DC insulation materials design. Some of the key findings are,

1. Optimal materials properties of DC cable insulation:
The optimal materials properties of DC cable insulation include controlled
DC conductivity with low temperature coefficient, low space charge accumulation, and high DC and impulse breakdown strengths. A formalism which
includes the correlation between conductivity and space charge is developed.
The thorough understanding of those two physical parameters will bring design flexibility as well as to improved understanding of the physical basis of
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aging and other phenomena in dielectrics. The study suggests optimal DC
insulation can be designed with activation energy in the range of 0.4 - 0.5 eV
with relatively high trap density (λ ∼ 1nm).
2. Tailor-made polymeric insulation materials to maximize the electrical performance of DC cables.:
In order to understand the nature of physical and chemical defects on PE, two
kinds of insulating XLPE materials, used in DC and AC high voltage cables,
were investigated. The results showed that DC-XLPE had a relatively lower
activation energy than AC-XLPE. The mechanism for reducing the activation
energy from the chemical and physical defect point of view is discussed. The
Fourier transform infrared spectroscopy showed AC-XLPE contained more polar groups such as carbonyl groups than DC-XPLE. A framework leveraged on
Anderson localization was developed to elucidate the contribution of localized
states due to physical disorder in lowering the activation energy as well as
the temperature coefficient of conductivity. It is postulated that such mechanism underlies the successful development of DC-XLPE. Apparently, such
understanding has never revealed before even by the developers of DC-XLPE.
Nevertheless, the framework shall be further advanced with quantitative measures from physical material, chemical and computational point of views.
3. Novel EPR Insulated DC Cables for Future Multi-terminal MVDC Integration:
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The Electrical Insulation Research Center (EIRC) has identified an extrudable
ethylene-propylene-rubber (EPR) based nanocomposite with superior DC performance. This novel EPR insulation has been developed for DC application
and fully characterized in comparison with DC grade XLPE. In addition to
steady-state electrical conduction study, their space charge behavior in thin
films under thermal gradient were investigated by using a modified pulsedelectroacoustic system. Moreover, the role of degassing process on DC characteristics of both XLPE and EPR was investigated. The study indicates a
largely suppressed space charge in EPR under thermal gradient, and, more
importantly, during polarity reversal, when compared to DC XLPE. The relevance of the findings for applications to extruded MVDC cable insulation is
discussed.

8.2

Suggested Further Work

Several areas of this investigation shall be continued by further research, some
of which are detailed below.

1. Simulation of coupled electro-thermal field :
The simulation for the coupled electro-thermal field was carried out with a
simplified description of bulk conductivity which depends on electric field and
temperature. The role of impurity composition, which influences the conductivity should be included in the model. The distribution of such substances
can be functions of temperature and time due to diffusion. Olsson [53, 54]
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proposed the incorporation of the effects of conductivity modulated by concentration gradients in the computation of field distribution under thermal
gradient in cable geometry. However, it must be admitted that there is no
precise quantification of conductivity as a function of impurity concentration
in XLPE materials. A knowledge of such chemical processes under the electric field is critical to understand the electrical degradation. Therefore, it is
interesting to investigate how polar substances and other additives within the
material influence the conduction process, the space-charge distribution, and
the electric-field distribution.
2. Material design space:
The criterion for correlating the temperature and field coefficients is based on
the space charge limiting field at high frequency (i.e., lightning impulse). One
weakness of this formulation is the frequency dependence of the SCLF, i.e.,
at what frequency (rise time) should the SCLF be based? In practice, it is
extremely difficult to measure SCLF, and inferring it from relatively low field
measurements of conductivity is somewhat ambiguous. One can seldom measure the conductivity above 60% of breakdown. The only really quantitative
way to measure SCLF is to use a guarded needle, and probably only a few
such systems exist in the world, and they are difficult to use [31, 38]. Coming
up with a new technique to measure the conductivity at SCLF would be a
significant research contribution. For example, one can inject electrons into a
dielectric (using an electron beam) in a manner which will cause a very high
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field in the region of injection. The electrons will transport under its selffield. How does this depend on the SCLF, and, under appropriate conditions
of charge injection, can one go from the resulting quasi-steady state space
charge distribution back to the SCLF? Investigating such a subject could lead
to research on theoretical basis for a simple measurement of the space charge
limited field.
3. New insight for crosslinking polymers:
This work shows that, it is possible to control the crosslinking response by
careful design of the structural parameter of the polyethylene. The developed
models shall be further advanced with quantitative measures from physical
material, chemical and computational point of views. The presence of vinyl
groups in LDPE has a significant effect on crosslinking. Potential comonomers
are listed in Fig. 8.1. If we can map the effect of disorder in the polymer chain,
we will have prior bases for predicting the conductivity. This will give us new
potential comonomers for the future design of polyethylene materials for DC
cable applications.
4. Space charge measurement and the challenge of scaling:
In chapter 7, a comparative study of XLPE and EPR on small scale plaque
samples under thermal gradient is investigated. In addition to the smallscale plaque sample, the characterization techniques on prototype model cables

125
Comonomers

Potential Wells

1,7-octadiene

1,11-dodecadiene

1,13-tetradecadiene

Degree of disorder

1,9-decadiene

7-methyl-1,6-octadiene

9-methyl-1,8-decadiene

Figure 8.1: Polyunsaturated comonomers suitable for the unsaturated second PE(left), potential
wells going from crystalline-ordered to amorphous - disordered (right). Experimental synthesis
and electrical characterization have to be carried out to map the comonomers to the degree of
disorder and activation energy. Based on Chapter 6 discussion, the degree of disorder suitable
for DC application that produced 0.4-0.5eV is in the range of Nc /N = 0.006 with α = 0.5 or
Nc /N = 0.04 with α = 0.4

should also be studied. Going from plaque samples to model cables, characterization results will be more representative of the actual cable behavior. Given
model cables fabricated with industrial processing, effect of by-products and
impurities on DC space charge formation can be accurately represented. In
addition, the mechanism study of DC-EPR is open for future works.
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