Abstract-In this paper, a streaming transmission setup is considered where an encoder observes a new message in the beginning of each block and a decoder sequentially decodes each message after a delay of T blocks. In this streaming setup, the fundamental interplay between the coding rate, the error probability, and the blocklength in the moderate deviations regime is studied. For output symmetric channels, the moderate deviations constant is shown to improve over the block coding or non-streaming setup by exactly a factor of T for a certain range of moderate deviations scalings. For the converse proof, a more powerful decoder to which some extra information is fedforward is assumed. The error probability is bounded first for an auxiliary channel and this result is translated back to the original channel by using a newly developed change-of-measure lemma, where the speed of decay of the remainder term in the exponent is carefully characterized.
I. INTRODUCTION

A. Asymptotic regimes in information theory
In his pioneering work [1] , Shannon formulated the channel coding problem and characterized the maximum rate such that the probability of error can be driven to zero as the blocklength increases. Since Shannon's work, a vast body of literature has followed on the fundamental interplay between the coding rate, the error probability, and the blocklength, which can provide more refined insights for reliable communication systems. One approach to characterize the fundamental interplay is to study the best exponential decay rate of the error probability (so-called error exponent) for a given rate. Classical results characterized the best error exponents for a large class of channels [2] - [5] . Another approach is to fix the error probability at a non-vanishing quantity and study the best (largest) achievable rate for information transmission. Strassen [6] considered discrete memoryless channels (DMCs) and showed that the rate backoff from capacity scales as
with the constant of proportionality related to the so-called dispersion [7] . Polyanskiy et al. [7] refined the asymptotic expansions and also compared the normal approximation to the finite blocklength (non-asymptotic) fundamental limits. For practical code design, it would be more relevant to simultaneously require the rate to approach to capacity and the error probability to decay to zero. Altug and Wagner [8] established the best decay rate of the error probability when the rate approaches to the capacity strictly slower than 1 √ n . Polyanskiy and Verdú [9] relaxed some assumptions in the conference version of Altug and Wagner's work [10] . In the aforementioned three approaches, the asymptotic behaviors of the coding rate and error probability in the blocklength are closely related to the large deviations, central limit, and moderate deviations theorems [11] , respectively, and hence the regime considered in each approach is often named after the related theorem.
B. Motivation for streaming
In addition to the block coding setup, it is also of practical interest to study a streaming transmission setup. In this setup, the sender must encode a stream of messages in a sequential fashion and the receiver must also decode the stream of messages in order. Some natural applications include control systems and multimedia applications. Such a streaming setup is fundamentally different from the block coding setup as different messages have different decoding deadlines, yet overlapping transmission durations. In the large deviations regime, the streaming transmission has been studied in e.g., [12] - [17] . The coding schemes are based on an approach known as tree coding and its variants. The only work that treats the converse is [17] for a bit-wise setup. On the other hand, the streaming transmission in the moderate deviations and central limit regimes was first considered in [18] for a streaming scenario where an encoder observes a new message in the beginning of each block and a decoder decodes each message after a delay of T blocks. The work [18] showed the following achievability results: (i) in the moderate deviations regime, the moderate deviations constant improves at least by a factor of T and (ii) in the central limit regime, the dispersion is improved (reduced) by approximately a factor of √ T for a wide range of channel parameters. To the best of our knowledge, however, there has been no prior work on converse parts for the streaming transmission in the moderate deviations and central limit regimes, and thus the characterization of the exact asymptotic behavior in these two regimes remains open.
C. Our main contribution
In this paper, we characterize the exact moderate deviation asymptotics for streaming transmission over output symmetric channels for a certain range of moderate deviations scalings. Our streaming setup is the same as that in [18] except the following differences: (i) an additional parameter corresponding to the total number of streaming messages is introduced and (ii) the maximal probability of error over streaming messages is considered. 1 Our results show that the moderate deviations constant for output symmetric channels improves exactly by a factor of T compared to classical channel coding for a certain range of moderate deviations scalings under some mild conditions on the number of streaming messages. The achievability part of our result can be proved by manipulating the result in [18] taking into account the aforementioned differences. Hence, our contribution is more on the converse part. We prove the converse for a more powerful decoder to which some extra information is fedforward. The converse proof consists of the following three steps: (i) prove that for such a feedforward decoder, it suffices to utilize the channel output sequences only in recent T blocks, (ii) lower bound the maximal error probability over a certain number of messages under an auxiliary channel, and (iii) translate the result back to the original channel by using a change-of-measure technique. This flow of the proof is similar with that in [17, Section IV] . However, due to the inherent differences between our problem setting and that of [17, Section IV], our proof involves novel technical treatments. Most importantly, we are interested in the moderate deviations regime, while the work [17, Section IV] assumes the large deviations regime. Thus, we need to delicately balance the scaling of the parameters involved in the aforementioned three steps so that those parameters have negligible impact on both the rate backoff and the moderate deviations constant. In particular, we establish a change-ofmeasure lemma in the moderate deviations regime where the speed of decay of the remainder term in the exponent (which affects the moderate deviation constant) is carefully characterized. In addition, since the work [17, Section IV] analyzes the bit-wise error under the bit-wise encoding and decoding operations, we develop proof techniques adapted to the message-wise error under the block-wise operations.
D. Notations
The following notation is used throughout the paper. For two integers i and j,
where the subscript is omitted when i = 1, i.e., x j = x [1:j] . This notation is naturally extended for vectors
and an input distribution P ∈ P(X ), where P(X ) denotes the set of all probability distributions on X , we use the following standard notation and terminology in information theory:
• Type of a vector x l of length l:
denotes the number of occurrences of x in x l .
• Information density: i(x; y) := log
, where P W (y) := x∈X P (x)W (y|x) denotes the output dis-tribution. We note that i(x; y) depends on P and W but this dependence is suppressed. The definition can be generalized for two vectors x l and y l of length l as
• Capacity: C = C(W ) := max P ∈P(X ) I(P, W ).
• Set of capacity-achieving input distributions:
where (a) is from [7, Lemma 62] , where it is shown that V (P, W ) = U (P, W ) for all P ∈ Π.
• Haroutunian exponent at rate R:
= min
where D(V (·|x) W (·|x)) and D(V W |P ) are the divergence and the conditional divergence, respectively. In [5] , [19] , it is shown that E + (R) is an upper bound on the block-coding error exponent with fixed-length coding and noiseless output feedback.
• Sphere-packing exponent at rate R:
E SP (R) is known to be an upper bound on the blockcoding error exponent without feedback. It is clear that
It is known that E SP (R) = E + (R) for output symmetric DMCs, where a DMC is called output symmetric according to [4] if Y can be partitioned into disjoint subsets in such a way that for each subset, the matrix of transition probabilities has the property that each row is a permutation of each other row and each column is a permutation of each other column.
II. MODEL
Consider a DMC (X , Y, {W (y|x) : x ∈ X , y ∈ Y}). For block channel coding, a code is usually defined with three parameters, i.e., the blocklength, the cardinality of message (or rate), and the probability of error. For a streaming setup, we introduce two more parameters corresponding to the decoding delay and the number of total streaming messages. Formally, a streaming code is defined as follows:
n , and Figure 1 . Our streaming setup is illustrated for the case of T = 2 and S = 5. A total of five messages (S = 5) are sequentially encoded and are sequentially decoded after the delay of two blocks (T = 2).
• a sequence of decoding functions ψ k :
, the maximal probability of error over all S messages does not exceed .
For notational convenience, let T k denote k + T − 1 for two positive integers T and k. Fig. 1 illustrates our streaming setup for the case of T = 2 and S = 5. Since S = 5, a total of five messages are sequentially encoded and decoded. In the beginning of block k ∈ [1 : 5] , the encoder receives a new message G k and generates a codeword X k as a function of all the past and current messages G k . In block 6, there is no new message and the encoder generates a codeword X 6 as a function of all the past messages G 5 . The encoder transmits X k over the channel in block k ∈ [1 : 6]. Since T = 2, the decoder decodes message G k for k ∈ [1 : 5] at the end of block k + 1, as a function of all the past received channel output sequences Y k+1 . In this paper, we are interested in the following fundamental limit on the error probability: * (n, M, T, S) = inf{ : ∃(n, M, , T, S)-streaming code}.
III. MAIN RESULT
The following theorem presents the main result of this paper on the optimal behavior of * (n, M, T, S) in the moderate deviations regime.
Theorem 1. For an output symmetric DMC (X , Y, {W (y|x) :
x ∈ X, y ∈ Y}) with ν > 0, consider sequences M n and S n such that log M n = nC − n 1−t and
We note that the range of S n in Theorem 1 is quite extensive since the order of exp{n 1−2t } is much larger than that of n t . Theorem 1 states that for an output symmetric DMC in a streaming setup with such a broad range of S n , the moderate deviations constant 2 improves by a factor of T for the range (0, [8]- [10] . The converse and the achievability of Theorem 1 2 The moderate deviations constant is defined as the LHS of (5) if the limit exists, see e.g., [20, Definition 4] . Our result shows that the limit exists for t belonging to the interval (0, are established by the following two propositions, respectively. The proof of Proposition 2 is provided in Section IV. Due to space restriction, readers are referred to [21] for the proof of Proposition 3.
Proposition 2 (Converse).
For an output symmetric DMC (X , Y, {W (y|x) : x ∈ X , y ∈ Y}) with ν > 0, any sequence of (n, M n , n , T, S n )-streaming codes such that log M n = nC − n 1−t and S n = ω(n t ) for 0 < t < 1 3 should satisfy lim sup
Proposition 3 (Achievability). For a DMC (X , Y, {W (y|x) :
x ∈ X, y ∈ Y}) with ν > 0, there exists a sequence of (n, M n , n , T, S n )-streaming codes such that log M n = nC − n 1−t , S n = exp{o(n 1−2t )}, and n satisfies
for 0 < t < 1 2 . Remark 1. The condition S n = ω(n t ) in Proposition 2 is related to the fact that the backoff from capacity is n −t . An extreme case of S n = ω(n t ) is the usual streaming setup [12] - [17] in which the total number of streaming messages is infinite. On the other hand, the condition S n = exp{o(n 1−2t )} in Proposition 3 is related to the fact that the error probability decays as exp{−Θ(n 1−2t )}. The scenario in which we decode a constant number of streaming messages is an extreme case of S n = exp{o(n 1−2t )}.
IV. CONVERSE
Proof of Proposition 2:
Consider an output symmetric DMC (X , Y, {W (y|x) : x ∈ X, y ∈ Y}) with ν > 0 and sequences M n and S n such that log M n = nC − n 1−t and S n = ω(n t ) for 0 < t < Since the proof is immediate from [8] for T = 1, we assume T ≥ 2. The proof consists of three steps.
A. Feedforward decoder with an optimal sequence of decoding functions
We prove the converse for the following more powerful decoder that has knowledge of additional information.
Definition 2 (Feedforward decoder). A feedforward decoder has a sequence of decoding functions
The following lemma states that it suffices for a feedforward decoder to consider decoding functions that utilize the channel output sequences only in recent T blocks. The proof is provided in [21] . 
Lemma 4. For a feedforward decoder, there exists a sequence of decoding functions ψ
Hence, without loss of generality, we prove (6) for a sequence of (n, M n , n , T, S n )-streaming codes with a feedforward decoder that has an optimal sequence of decoding functions ψ *
S n ] and g k ∈ G k denote the set of channel output sequences y T k k that causes erroneous decoding of the k-th message when
Then, the error probability of the k-th message can be written as follows:
B. Lower bounding the error probability under an auxiliary channel
In this subsection, we lower bound the maximal error probability over the first S * n messages under an auxiliary channel V * n , where
Note that the decoder decodes a total of S * n messages (a total of S * n nR n bits) in T S * n blocks (T S * n n channel uses), which yields an effective rate of
and, in turn,
(17) Now, we choose the auxiliary channel V * n that optimizes the Haroutunian error exponent at rate R n − 2δ n , i.e., V * n := arg min
The following lemma gives a lower bound on the maximal error probability over S * n messages under the auxiliary channel V * n using the fact that the effective rate R n −δ n is strictly larger than the capacity R n − 2δ n . This lemma is proved in [21] . 
* denote the message index whose error probability is the same as the maximal error probability over S * n messages under the auxiliary channel V * n . In the subsequent subsection, we use the following corollary of Lemma 5, which is proved in [21] .
C. Change-of-measure
Now, we lower bound the error probability of the k * -th message under the true channel W using the result in Corollary 6. To this end, we use the following lemma concerning a changeof-measure from the auxiliary channel V * n to the true channel W . This lemma is particularly suited to moderate deviations analysis. The proof of this lemma is given in [21] .
T n ∈ X T n and A ⊆ Y T n , the conditional probability under the true channel W is lower-bounded as
). We note that the condition t < 1 3 for the moderate deviations scaling is crucial in the derivation of (20) .
Now, we have
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where (a) is from (14) , (b) is due to Corollary 6 and Lemma 7, and (c) is because W is assumed to be output symmetric [5] , [19] . Because δ n = Θ δn − log δn and δ n satisfies (17) , it follows that
(25) By taking the logarithm and normalizing by −n 1−2t , we obtain
To asymptotically bound the term involving E SP (·), we use the following lemma.
2ν . Now, by taking limit superior to both sides of (26) and applying Lemma 8, we obtain lim sup n→∞ − 1 n 1−2t log n ≤ T 2ν , which completes the proof. Remark 2. The main flow of our converse proof is similar with that in [17, Section IV] which is for a bit-wise streaming setup in the large deviations regime. In the following, the main technical novelties in our converse proof are summarized.
• In [17, Section IV] , the term corresponding to S * n is a constant independent of n and thus the resultant terms corresponding to δ n and δ n are also constants. 5 In our proof, S * n is chosen carefully to simultaneously ensure that (i) the backoff from capacity is not affected by the subtraction of 2δ n (in e.g., (24)), (ii) the moderate deviations constant is not affected by the multiplicative term δ 2 n 8 (in e.g., (24)), and (iii) in the proof of the change-of-measure lemma, the speed of convergence of the probability of a typical set to unity is asymptotically higher than the speed of decay of δ n .
• In the change-of-measure lemma [17, Lemma 4.4] 
V. CONCLUSION
In this paper, we studied the moderate deviation asymptotics for a streaming setup with a decoding delay of T blocks. We showed that the moderate deviations constant for output symmetric channels improves over the block coding or nonstreaming setup exactly by a factor of T for a certain range of moderate deviations scalings under some mild conditions on the number of streaming messages.
