There is a growing effort to image single neurons in vivo, and observe their individual contribution to the brain's functional organization. This effort generally relies on two-photon imaging to explore the structure and activity of cortical columns extending beneath the brain's surface. The need to protect living tissue, however, demands the introduction of coverslips and similar objects that can modify the optics of the imaging beam. This paper develops three-dimensional (3D) analytical and numerical models to characterize and correct for the resulting degradation of image quality. We have illustrated the use of these models by describing a simple, practical technique to reduce the effect of spherical aberration for in vivo two-photon fluorescence experiments. 
INTRODUCTION
Neuroscientists are using increasingly sophisticated imaging methods to study brain structure. Two-photon fluorescence microscopy (TPFM), in particular, is rapidly becoming a standard method for in vivo brain imaging. Spatial resolution in TPFM is determined by the point-spread function (PSF) of the incident beam, which describes the three-dimensional (3D) spatial distribution of the probability of excitation of a fluorescing molecule in the target tissue. The theoretically ideal PSF is limited by the wavelength of light used, the numerical aperture (NA) of the microscope, and the intensity of the excitation field. Any distortion of the wavefront causes the PSF to expand; however, this distortion degrades the image quality from the theoretical ideal. Moreover, biological experiments typically require the introduction of media-like coverslips in the path of the incident beam to protect and mechanically stabilize brain tissue after opening a window in the skull. This necessarily introduces optical aberrations in the incident beam beyond those that the microscope objective was designed to correct. This paper examines how to model and, by extension, mitigate the degradation of image quality caused by such aberrating media. We particularly are interested in developing simple, practical methods to correct aberrations that do not require elaborate adaptive optics systems to function.
TPFM exploits a fundamentally quantum mechanical, non-linear fluorescence process [1] . Nonetheless, the squared intensity of the incident electric field, which governs the underlying two-photon absorption rate, can be approximated very well using only the classical optics of the incident beam. The relevant variables for modeling the field in a tissue sample include the thickness of media layers, the differences in their indices of refraction, and the focal length and NA of the microscope objective. It is straightforward to use these variables to construct a lowest-order approximation to the field by ray tracing. However, it also is important to include corrections due to interference of the optical wavefront [2] . We have developed an efficient way to do this based essentially on a integral formalism introduced by Wolf [3, 4] in a series of papers from 1959.
Wolf 's integral method was originally designed for fields in an optically homogeneous medium. However, it has since been pointed out [5, 6] that one can extend the method to situations involving inhomogeneous layers of media using a hybrid of ray tracing and the wave optics embodied in Wolf 's integral. The central idea is to use the optical path length along rays traced through the inhomogeneous, physical media to modify the physical wavefront entering the system, yielding an effective wavefront whose propagation through a fictitious, homogeneous medium produces the same image.
We have developed a numerical code implementing such a two-stage scheme: First trace rays to calculate an effective input field, and then propagate that effective input field using Wolf 's integral to find the output PSF. This approach allows allow rapid prototyping of particular experimental scenarios. Our work expands on related efforts [7, 8] in the existing literature in two important ways. First, previous simulations have been limited to a small number (three) of media interfaces, a restriction that we relaxed to allow for an arbitrary number of interfaces. Second, previous simulations have been restricted to axisymmetric optical systems, which for example makes it impossible to analyze the effects of small tilts between successive interfaces that typically occur experimentally. This paper retains the axisymmetry assumption to develop the general method, and a subsequent paper [9] will describe the generalization to the non-axisymmetric case. Finally, unlike the previous simulations, the source code has been made available publicly [10] .
To illustrate the utility of this method, we have considered the problem of the spherical aberration of the imaging field. Interestingly, while the effect of spherical aberration is relatively slight in the plane perpendicular to the propagation direction, the PSF spread is considerably larger in the axial direction parallel to the propagation direction. We show that this effect can be reduced by introducing a second coverslip in the optical apparatus, with a thin layer of air trapped between the two. The refractive index mismatch created by the bubble is opposite to the mismatch between the glass of the coverslip and the more or less aqueous enveloping medium. The result is a PSF that spreads over a significantly smaller 3D volume than it would without the optical correction. Moreover, the correction mechanism is very easy to implement experimentally with equipment already available in neuroscience labs. Section 2 of this paper gives a review of the theory needed to calculate the intensity of an electromagnetic field in the presence of interfaces perpendicular to the propagation direction of the field. Section 3 describes a numerical implementation of the resulting calculations, albeit still restricted to axisymmetry. Section 4 presents results and, in particular, describes the corrections needed to reduce the spherical aberration.
MATHEMATICAL BACKGROUND
An ideal TPFM system would focus a laser beam in a perfectly spherical wavefront converging to a single point. In reality, of course, one can only approximate this ideal situation. The degree of approximation achievable in practice varies based on the details of each experiment. We are concerned here with in vivo TPFM imaging experiments in brain tissue. We must introduce at least a coverslip in such experiments to protect the living tissue, which introduces a predictable distortion of the imaging excitation field. Our objective is to compute this distortion and correct for it. We began by modeling the distortion in a broad class of optical environments.
We used an integral equation from Wolf [3] to compute the imaging field. Wolf 's integral was initially designed to model the field in an optically homogeneous image space to the right of the aperture A in the exit pupil plane of an optical system occupying the region R in Fig. 1 . Ideally, this optical system will produce an image at a definite point O in the image space, which we will take as the origin of coordinates. Our main goal here was to adapt Wolf 's method to an optically inhomogeneous image space, but first let us recall briefly his original argument.
We can express an exactly monochromatic field in the image space as an integral over a sphere of fixed radius k about the origin in Fourier space. This expression excludes a priori any evanescent field modes in the image space. It is a very good approximation to calculate the field far from the aperture on the scale of the wavelength λ 2π∕k of light in the problem. Here we use
The integration variable is the unit vectorû corresponding to the direction of the wave vector in the superposition. The field Es in the exit pupil plane determines the Fourier profile Aû if we take r → s in this expression as follows. A stationary phase approximation, valid when ks ≫ 1, gives
Restricting to the Fourier modes propagating into the image region selects the second term here, and allowed us to solve for Aŝ. Approximating the physical situation with a Kirchoff boundary condition-namely, Es 0 outside the aperture A in the exit pupil plane-we find
where ΩA denotes the portion of the unit sphere at the origin O subtended by the aperture in the exit pupil plane. This is Wolf 's integral. Wolf 's next step was to write the input field Es at the aperture as a spherical wave in an eikonal approximation
where as is a strength factor that is constant along the ray connecting s to the origin. One can approximate the eikonal function Ls geometrically, as in Fig. 2 . The optical system in R generally aberrates the physical wavefront ϕ passing through the center E away from its ideal shape, which is the Gaussian sphere σ shown in the figure. Each point G in the exit pupil plane in Fig. 2 corresponds to unique points F and H where the ray OG intersects the physical and ideal wavefronts, respectively. The optical path length Φs from F to H quantifies the aberration produced by the optical system in R. It is characteristic of the system and may be treated as given. The optical path length from G to H , meanwhile, is simply the difference between the distances from O to H and from O to G. The eikonal function therefore can be approximated as
where the vector s 0 labels the point at the center of the aperture A. Combining this with Eq. (3) gives, up to an irrelevant overall phase, the final result
Thus, one can compute the aberrated field near the focal point, including diffractive effects, essentially from geometric optics in the region R.
Now we return to the case of physical interest sketched in Fig. 3(a) , where the image space contains several layers of optical media with distinct refractive indices. We denoted the refractive index immediately after the aperture by n 0 and after the ith interface, by n i . We denoted the field after the ith interface by
The amplitude A i û i is related to a corresponding amplitude A i−1 û i−1 in the preceding media layer in a straightforward way. Specifically, each plane wave in the superposition is partially refracted and partially reflected at each interface, in proportions that depend on both the angle of incidence and the polarization of the electric field. The polarization of the incident wave lies in the plane orthogonal toû i−1 , and has components both parallel and perpendicular to the line in which that plane intersects the plane of the interface. It is sketched in Fig. 3(b) . We denoted by T ∥ and T ⊥ , respectively, the transmission coefficients for plane waves that are linearly polarized parallel and perpendicular to the line of intersection. Furthermore, note that the direction of the perpendicular polarization must rotate about the line of intersection to remain perpendicular to the direction of propagation of the refracted wave. So, if we ignore the partial reflections for the moment, the net effect is
The first factor in Eq. (8) was needed to make the overall phase of the incident and refracted waves agree at the interface, which lies at z −h i . We have let k The directions of propagationû i−1 andû i of the incident and refracted waves are related by Snell's law, which is equivalent to n iẑ ×û i n i−1ẑ ×û i−1 :
One can therefore viewû i as a function ofû i−1 determined by this relation and the unit normalization condition on both vectors. This functional relation is equivalent to requiring that the wave vectors k i and k i−1 have the same projection into the plane of the interface, and this relates the measures for the Fourier integrals in Eq. (7) in successive layers by
Concatenating the corresponding changes of integration variables, we can therefore express the field in every layer as an integral over the initial directionû 0 −ŝ of propagation of each constituent plane wave. Thus, one can incorporate the effect of transmission through multiple layers of media simply by incorporating the (tensorial) factors from Eq. (8) into the result of Eq. (6) of Wolf 's integral. Finally, it is relatively straightforward to incorporate the effects of partial reflections in Wolf 's integral when the interfaces are all parallel. The two terms in Eq. (8) do not mix in successive refractions. In other words, the line of intersection between the wavefront and interface planes is always the same for any given initial plane wave, so the rotations in the first term simply multiply, as do the transmission coefficients in both terms. The same holds true for the reflection coefficients. We can include the effect of arbitrarily many partial reflections by dividing the product of transmission coefficients 
by a certain factor constructed from the reflection coefficients.
Here, α i and β i denote the angles of incidence and refraction, respectively, at the ith interface. (Note that α i β i−1 in the current calculation because all of the interfaces are parallel.)
The details are explained in [5] . Here, we will simply give as an example the form
of the divisor when there are four interfaces. The quantities ψ i k z i h i1 − h i are the optical thicknesses of each layer in the optical medium, and the index m ⊥; ∥ labels the two polarization states described above. Once again, the reflection coefficients ρ i m differ for the two polarizations. Observe that expanding 1∕D m in a Taylor series gives higher-order products corresponding to multiple pairs of partial reflections.
NUMERICS
The results of the previous section simplify considerably in the present calculation because we made three assumptions. First, as mentioned above, we assumed that the interfaces are all flat and parallel to one another. Second, we assumed that the exit aperture A of the microscope was exactly circular and, third, that the aberration function Φs in Eq. (6) vanished. Our purpose is to model the effect of the layered media after the exit aperture, not that of imperfections in the microscope system itself. The entire problem is axially symmetric under these assumptions, except for the polarization of the initial, incoming wave.
To compute the polarization effect, we took the field entering the microscope in region R of Fig. 1 to be a plane wave propagating in the z-direction, and linearly polarized in a direction that we take to be the x-axis. In taking the aberration function to vanish, we assumed that the microscope focused this into an exactly spherical wave converging on the focal point O. The polarization of the electric field must therefore vary over the aperture to remain orthogonal to the wavefront locally. However, it is straightforward [essentially using Eq. (8) above] to compute the field immediately after the aperture in the form
Using spherical coordinates θ; ϕ about O to describeû 0 , with θ 0 along the z-axis, this becomes
The inner productû 0 · r appearing in the exponential in Eq. (7), which is essentially identical to Wolf 's integral (6) when the aberration function vanishes, also can be expanded easily in terms of sines and cosines of θ and ϕ. The key point here is that the amplitude profile A 0 û 0 multiplying this exponential is a (vector-valued, second-order) trigonometric polynomial in ϕ. We can therefore calculate the azimuthal integrals analytically in terms of Bessel functions. Now, the angles α i and β i of incidence and refraction in (8) always depend only on θ, but not on ϕ. It follows that, although the partial transmission coefficients from Eq. (8) do depend on the polarization encoded in ϕ, they do so only by multiplicative factors involving sines and cosines of either ϕ or 2ϕ. Thus, even including the effects of partial transmissions and reflections at several interfaces, the amplitude profile in Eq. (7) remains a finite-order trigonometric polynomial in ϕ. The azimuthal integrals for various values of r, which we need to calculate in the presence of several layers of media, can therefore still be expressed analytically in terms of Bessel functions. We have taken advantage of this fact in developing the code to calculate the integrals (7) numerically in this simplified case.
In principle, our code arbitrarily allows many interfaces at given locations z i , separating media layers with given indices of refraction n i . A microscope used in TPFM neuro-imaging was designed to focus to a point in water, with an index of refraction n 0 . The code also takes as a parameter the wavelength λ 0 in that medium of the excitation light used in the experiment. Finally, we can determine the range of solid angles for the integral (7) from a known numerical aperture NA of the microscope objective according to the definition NA : n 0 sin θ max . The code uses Simpson's method to evaluate the appropriately modified version of Wolf's integral (6) at a representative sample of points r near the ideal focal point O in the imaging region.
As discussed in the introduction, the ability to incorporate arbitrarily many media layers is essential for not only modeling aberrations to the imaging field, but also modeling ways to correct for them. A previous approach [8] to this problem was limited to three layers of media, corresponding in a typical brain-imaging application to the medium near the objective (immersion), a coverslip, and the sample medium (embedding). While this is entirely sufficient to compute aberrations in the imaging field introduced by the coverslip, it is insufficient to model corrections for them. In the following section, we used this flexibility to propose a simple and effective way to correct the spherical aberration introduced by the coverslip that does not rely on expensive adaptive optics.
SPHERICAL ABERRATION
Spherical aberration can be understood already in the language of ray optics. Figure 4 shows how refraction at a planar boundary between optical media affects an incoming spherical wave.
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Vol. 54, No. 34 / December 1 2015 / Applied OpticsThese figures also show clearly that the imaging field spreads in the axial direction, as well as in the transverse directions perpendicular to the principal direction of propagation. In fact, it turns out that the axial spreading can be many times larger than the transverse. Correcting spherical aberration therefore can improve signal quality significantly when imaging structure at single-neuron scales.
The typical experimental scenario for TPFM imaging in a brain uses a microscope objective designed for water (n 0 ∼ 1.33), a glass coverslip (n 1 ∼ 1.51) typically 170 μm thick, and brain tissue with a refractive index (n 2 ∼ 1.34) virtually identical. Even such a small difference adds to spherical aberration, however, and this effect increases as a function of depth in brain tissue. Furthermore, our estimate (n 2 ∼ 1.34) of the refractive index of brain tissue is at the low end [11] of experimental limits, so spherical aberration overall may be even more important than is evident from the results we present below. Importantly, by tuning parameters appropriately, the scheme we have described below can still be used to correct the leading-order effects even of those larger spherical aberrations to that of water [11, 12] . A simple way to correct for the spherical aberration introduced by the coverslip is to replace the single coverslip with a pair of coverslips separated by an air layer (n ∼ 1.00) trapped between them. Figure 4 shows that the spherical aberration introduced by entering a region of lower refractive index is opposite to that introduced by entering a region of higher refractive index. Tuning the thickness of the air layer can therefore eliminate the overall effect of spherical aberration, at least to leading order. Numerical calculations using the code described above suggest an optimal thickness of 45.0 μm for the air layer when the coverslips are each 170 μm thick, the microscope has a numerical aperture NA 0.800, and the imaging beam has a wavelength of λ 940 nm.
A standard way to quantify PSFs is to measure the FWHM of the central lobe produced by the imaging beam within the brain tissue. To estimate the effectiveness of this simple technique used to correct spherical aberration we have compared the FWHM of aberrated and corrected systems. With a single coverslip and no air layer, the PSF of the imaging field has a FWHM of 0.6 μm in the transverse directions and 7.2 μm in the axial direction. Introducing a second coverslip and the air layer described above reduced these to 0.5 μm and 3.1 μm, respectively. Of course, the code yields not only these coarse, overall measures of the spread of the imaging central lobe, but also the detailed spatial structure of the resulting field. Figure 5 plots these in the three cases of interest: (a) the idealized, homogeneous case, (b) the uncorrected, aberrated case, and (c) the corrected case with an air layer.
To put these results in a practical context for brain imaging, imagine a pair of neurons situated in the 3D space as shown in Fig. 6 . We have idealized these cells as a pair of spheres 10 μm in diameter, whose surfaces are separated by 2.5 μm. (These are typical neuronal-length scales [13] .) Experimentally, one would The transverse and axial length scales are the same in all three cases, but the color map is scaled to give the squared intensity at each point as a percentage of its peak value at the center of the spot. This is appropriate since the natural way to compensate the local reduction in squared intensity in case (b) due to the spread in the PSF is to increase the overall power of the imaging beam. Fig. 6 . Two labeled neurons, here represented as idealized spheres, in a three-dimensional space. The nominal imaging plane to be scanned by the TPFM system intersects one cell, but not the other. However, the axial spreading of the imaging spot due to spherical aberration results in signals from both. Once again, the optical axis is vertical.
label these cells with fluorescent dye and scan the center of the beam spot from the microscope over a nominal imaging plane, such as that shown in Fig. 6 . This idealized plane is effectively thickened slightly even in the absence of aberration by the axial spreading of the PSF, but aberration clearly exacerbates this effect in Fig. 5 . The observed intensity of fluorescence throughout the two-dimensional (2D) nominal imaging plane can be computed mathematically by convolving the PSF plotted in Fig. 5 with the dye density in the cells. Figure 7 shows the simulated images, assuming for simplicity a uniform density of dye within each cell, and zero density without. The ghost of the cell not targeted in the nominal imaging plane is clearly evident. In reality, of course, neurons are not spherical, and this image of two cells would naturally be interpreted as that of a single, elongated cell. Introducing an air layer shows a marked improvement in the ability to resolve cells at different depths in the tissue. Figure 8 shows another way to visualize the increased resolution attainable by correcting spherical aberration. This plots the convolution of the aberrated imaging spot from Fig. 5 with a pair of spheres 10 μm in diameter, each containing a uniform density of fluorescent dye and stacked vertically along the axial (z-)axis with separations of 0 to 5 μm between them. The convolution scans in the axial direction in this case, as well as in one of the transverse directions. The model sample is axially symmetric here, so the other transverse direction is redundant. Figures 8(b) and 8(a) show the image intensity with and without an air layer, respectively, to correct for spherical aberration. Note that the convolution gives the total intensity (i.e., from both spheres) as a function of the central position of the spot in the xz-plane. There is a clear increase in the capacity to resolve vertically separated structures when correcting the aberration, which is important in experiments [14] that involve scanning in the vertical direction. Even in the more common scenario where the scan runs only in the (xy-) plane transverse to the beam, however, the response from cells out of the nominal imaging plane is reduced, and the image from cells intersecting that plane is broader and more uniform over the volume of the cell. Thus, in densely packed tissue such as brain, even the effective resolution of images in the xy-plane is improved by controlling the spread of the PSF in the axial direction. 

CONCLUSIONS
We have explored the practical utility of replacing the single coverslip often used to protect living brain tissue in in vivo TPFM brain imaging experiments with a pair of coverslips separated by a thin layer of air. We developed a numerical code [10] to model the optics of the imaging field, which allowed us to tune the thickness of the air layer to minimize the net effect of the spherical aberration. The optimal air layer thickness is t 0.45 μm for an imaging microscope with numerical aperture NA 0.800, using light of wavelength λ 940 nm, and designed to image in water (n 1.33). Introducing this air layer reduces the axial FWHM of squared field intensity in the imaging spot from 7.2 μm to 3.1 μm, thereby enhancing considerably the ability to resolve the structure in the axial direction. Notably, this improvement in resolution is possible without incurring the cost of sophisticated adaptive optics systems, which are both expensive and require significant expertise to operate.
Our work can be extended in a number of ways. First, we have assumed that the interfaces between media layers in the imaging region are all parallel to one another, and perpendicular to the principal direction of the imaging beam. We are currently preparing a companion paper [9] that will describe a similar numerical method to model the more realistic situation in which the interfaces are only approximately parallel.
Second, the spherical aberration we studied here is only one type of distortion that is introduced in a realistic imaging field by its propagation through an inhomogeneous optical medium in the imaging region. The Zernicke polynomials [15] describe an infinite variety of modes of aberration that can occur. Correcting for higher-order modes of aberration will require more sophisticated experimental techniques, likely involving adaptive optics [16, 17] to prepare the input beam entering the microscope. However, it is straightforward to replace the idealized converging spherical wavefront we have assumed in the code described above with another field at the exit aperture of the microscope. Thus, the present code, with only slight modifications, also can model optical systems that tune the imaging field in much more sophisticated ways. We should emphasize, however, that experiments show that spherical aberration is the dominant source of error [18, 19] , and that introducing an air layer as described above is entirely sufficient to correct it.
