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Abstract
The free energy principle (FEP) constitutes the basis for one of the
prominent theories for perception and learning in biological agents. Based
on a generative model (GM) and beliefs over hidden states, the free energy
principle enables an agent to sense and act by minimizing a free energy
bound on Bayesian surprise. Inclusion of prior beliefs in the GM about
desired states leads to active inference (ActInf). In this work, we apply
ActInf to general state estimation and control. Suitable codings of prior
beliefs recover solutions for standard cost-based optimization frameworks.
In contrast to standard cost and constraint-based solutions, ActInf gives
rise to a minimization problem that includes both an information-theoretic
surprise term and a model-predictive control type of cost term. ActInf
thus subsumes classical stochastic control as a special case. We illustrate
the performance of ActInf under varying system parameters and compare
to classical solutions for estimation and control.
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Passing, Factor Graphs
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1 Introduction
The control of a system in the presence of uncertainty has many applications
in e.g., robotics, factory automation, economics, and many other fields. The
underlying stochastic optimal control problem can be solved in a number of
ways, where model-predictive control [1] and reinforcement learning (RL) [2]
are arguably the most prominent ones. When a model of the system is avail-
able, the control problem becomes a Markov decision process, which can, in
principle, be solved through dynamic programming [3]. If no model is available,
RL can provide model-free solutions that learn state-action mappings from in-
teractions with the system [4]. Recently, there has been work combining these
two approaches, originating either from the control theory community [5] or the
computer science community [6].
A third and more recent path is the free energy principle (FEP), which
originates from cognitive neuroscience as a way to explain biological behavior
[7, 8]. The main hypothesis is that agents (i) internalize a generative model
(GM) of the system, and (ii) perceive and act in such a way as to minimize
a free-energy bound on surprise relative to the GM. Interestingly, free-energy
minimization is a concept that is also used in RL to encourage exploration and
model building [9].
Objective functions for any kind of system or application can be included
in the GM in the form of goal priors, which results in formulations of active
inference (ActInf) [10]. Despite a large number of publications in the ActInf
field, there have been only few efforts, e.g. [11–13], to apply it to more traditional
stochastic control settings, such as LQG control.
We add to prior work on inference-based control [14–16] by making an ex-
plicit connection between stochastic optimal control and ActInf. Specifically, we
absorb costs in prior beliefs [17–19], and apply it to the free energy objective.
We then compare the results with traditional LQG control.
2 Problem Statement
We consider the following dynamical system with states xt ∈ Rnx , controls
ut ∈ Rnu , and observations yt ∈ Rny :
xt+1 ∼ p(xt+1|xt, ut), t ≥ 0 (1a)
yt ∼ p(yt|xt), t ≥ 1, (1b)
where x0 ∼ p(x0) and u0 = 0. At each time t, we consider a policy mapping from
the set of measurements (up to the current time t) to the control ut = pi(y1:t).
Our objective is to find a policy mapping pi that minimizes the expected cost
over current and future states xk and controls uk, where k ≥ t, over a time-
horizon T :
Jt =
t+T∑
k=t
Ep,pi [`k(xk, uk)] , (2)
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where p is the generative model, and `k(xk, uk) is the cost function at time-step
k that encodes the cost of being in state xk and applying the control uk. A
typical cost function that has been used in various applications is the quadratic
cost, which is given by:
`k(xk, uk) = `(xk, uk) =
1
2x
T
kQxk +
1
2u
T
kRuk , (3)
for Q ∈ Rnx×nx , Q  0 and R ∈ Rnu×nu , R  0.
In the following sections, we will show how (2) can be minimized using active
inference, and we will compare the corresponding results with the conventional
LQG solution for a linear system with Gaussian noise.
3 Active Inference
3.1 Generative Model
Active inference (ActInf) starts with the specification of a generative model
(GM) over relevant variables, which we divide into past and future. We define
the sequence of outcomes y consisting of past (including present) variables y
t
=
y1:t and future variables yt = yt+1:t+T . Similarly, the latent state sequence x
consists of xt = x0:t and xt = xt+1:t+T . The control sequence u consists of
ut = u0:t−1 and ut = ut:t+T−1 (with present control included). For notational
convenience we will drop the sequence time-subscripts from now on.
We factorize the generative model at each time t as:
pt(y, x, u|u) = Z p(y, x|u)︸ ︷︷ ︸
GM for past
outcomes
p(y, x|xt, u)︸ ︷︷ ︸
GM for future
outcomes
p˜(y, xt, x, u)︸ ︷︷ ︸
goal prior
. (4)
A normalizing constant Z is introduced because of the goal prior p˜. This goal
prior constrains the inference results to submit to counter-factual beliefs about
desired states, thereby influencing resulting control [20].
3.2 Free Energy Objective
ActInf proposes a recognition distribution q over latent variables. We indicate
the (past) realizations for observations and controls by a bold script. Using the
model definition of (4), the free energy objective (at time t) then factors as [13]:
Ft[q] = KL[q||pt]
= Eq
[
log
q(x)
p(y = y, x|u = u)
]
︸ ︷︷ ︸
Vt
+Eq
[
log
q(y, x, u|xt)
Zp(y, x|xt, u) p˜(y, xt, x, u)
]
︸ ︷︷ ︸
Gt
, (5)
where we recognize separate contributions from the present (Vt) and (expected)
future (Gt). After optimization:
q∗t = arg min
q
Ft[q] ,
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the posterior distribution q∗ accounts for the simultaneous constraints set by
the GM and the goal prior (4). The mode of the marginal posterior q(ut) is
then chosen as the current action [11].
For Gt, all arguments of q that are not in Gt will be marginalized. Therefore,
Gt is only optimized with respect to q(y, xt, x, u). Assuming a state-space model
(SSM) that follows (1), the posterior distribution can be written as [21, Eq. 39]:
q(y, xt, x, u) =
∏t+T−1
k=t q(yk+1, xk, xk+1, uk)∏t+T−1
k=t+1 q(xk)
=
[
t+T−1∏
k=t
q(uk)
]
︸ ︷︷ ︸
pi(u)
×
[∏t+T−1
k=t q(yk+1, xk, xk+1|uk)∏t+T−1
k=t+1 q(xk)
]
︸ ︷︷ ︸
φ(y,xt,x|u)
. (6)
3.3 Goal Priors
The goal priors can be constructed [19] as a function of the traditional cost
function ` (2):
p˜(y, xt, x, u) ∝ exp
(
−λ
t+T∑
k=t
`(xk, uk)
)
, (7)
where we introduced a scaling factor λ. For the quadratic cost of (3) the goal
priors become Gaussian, and the weighting matrices Q and R assume the role
of (scaled) precisions.
Substituting (6, 7) in the free energy of future states, Gt can be written in
terms of the traditional stochastic control objective (2):
Gt = Eq
[
log
q(y, x, u|xt)
p(y, x|xt, u)
]
−∫
q(y, xt, x, u)
p(y, xt, x|y, u)
p(y, xt, x|y, u) log p˜(y, xt, x, u) dy dxt dx du− logZ
= Eq
[
log
q(y, x, u|xt)
p(y, x|xt, u)
]
+ λEp,pi
[
φ(y, xt, x|u)
p(y, xt, x|y, u)
{
t+T∑
k=t
`(xk, uk)
}]
− logZ(λ) ,
(8)
where p represents the generative SSM for future outcomes for given control
with a prior pt(xt|y, u) included.
We distinguish two interesting cases: (i) λ > 0 and φ = p; (ii) λ → 0+ and
limλ→0+ |φ/p−1|/λ→ 0. Under (i), the first term of (8) reduces to the negative
policy entropy, which does not affect action selection (Sec. 3.2). Simultaneously,
the division in the cost term becomes unity, thus (proportionally) recovering the
objective (2):
Gt = λ
t+T∑
k=t
Ep,pi [`(xk, uk)] + C . (9)
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When (ii) λ  1, λ 6= 0, we expect the cost term to grow less influential.
However, under optimization this also allows q to approximate p arbitrarily
close. If the division in the cost term grows to unity slower than the divergence
of the first term grows to zero, the objective of (9) is again recovered.
Condition (i) can occur for example in the case of a deterministic generative
model p with a deterministic prior pt(xt|y, u). The behavior of (ii) is less intu-
itive, and in the next sections we will further investigate (ii) for the special case
of a linear Gaussian SSM.
4 Relationship between LQG and Active Infer-
ence for a linear Gaussian SSM
We will now investigate the behavior of the ActInf controller under varying pos-
itive λ by applying it to a linear Gaussian state-space model (SSM). We assume
a linear Gaussian system, faithfully modeled by the following assumptions, with
respective transition and observation precisions Ww and Wv:
p(xk+1|xk, uk) = N (xk+1|Axk +Buk,W−1w ) (10a)
p(yk|xk) = N (yk|Cxk,W−1v ) . (10b)
Furthermore, we assume quadratic cost, leading to Gaussian goal priors (7).
4.1 Free Energy Minimization by Message Passing
Free energy minimization for the proposed model can be conveniently executed
by message passing on a Forney-style factor graph (FFG) definition of the gen-
erative model [22,23].
A Forney-style factor graph (FFG) offers a visual representation of a fac-
torized function [24], and is especially well-suited for representing probabilistic
models [25]. In an FFG, edges represent variables and nodes (factors) represent
relations between variables. We indicate an observation by a small solid node.
The FFG and resulting messages for the present model are illustrated in
Fig. 1. Minimizing the present free energy Vt then yields a message A that
represents the current state estimate p(xt|y, u). Minimizing Gt under A then
yields messages B – E by a backward recursion (smoothing pass) over the GM
for future variables. The product of D and E then leads to a marginal belief
q(ut), whose mode will be chosen as the current action (see also Sec. 3.2).
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Figure 1: Forney-style factor graph specification of the inference algorithm.
Here, message A represents a state estimate that summarizes past control and
observations. The product of messages D and E yields a posterior belief over
the current control, the mode of which is taken as the present action.
4.2 Algebraic Results for the Active Inference Regulator
A closed-form expression for the resulting ActInf regulator can be obtained by
propagating the messages of Fig. 1 algebraically, which results in:
Pt+T = λQ (11a)
Pk−1 = −ATPkB
(
R′ +BTPkB
)−1
BTPkA +A
TPkA+ λQ (11b)
R′ =
(
[λR]
−1
+
[
BTWwB
]−1)−1
, (11c)
with Pk the precision of the backward message over state xk. The current action
then follows as:
ut = −Ktxˆt (12a)
Kt =
[
BT
(
AVˆ ′tA
T + P−1t+1 +W
−1
w
)−1
B + λR
]−1
×
BT
(
AVˆ ′tA
T + P−1t+1 +W
−1
w
)−1
A Vˆ ′t Wˆt (12b)
Vˆ ′t =
(
Wˆt + λQ
)−1
, (12c)
where xˆt and Wˆt are the respective mean and precision of A . We can now
investigate the two conditions from Sec. 3.3.
Condition (i) assumes a deterministic model and estimate, which corresponds
to Wˆt = Ww = I2, →∞. Condition (ii) lets λ 1, λ 6= 0. In both cases (11c)
reduces to R′ = λR, and (12b) reduces to Kt =
[
BTPt+1B + λR
]−1
BTPt+1A,
thus recovering the classically optimal LQG solution in the form of the discrete-
time finite horizon Ricatti equations [26].
6
5 Simulation
In this section we simulate an LQG controller and compare the results to the
ActInf controller for varying positive values of λ. The ActInf simulations are
performed with the ForneyLab probabilistic programming toolbox [27], and fol-
low the experimental protocol as described in [23]. The protocol at each time t
consists of three main steps: (i) find a current state estimate A by minimizing
Vt (5), (ii) from the estimate, find a control posterior q(ut) by minimizing Gt
(5), and (iii) pass a selected action to the system (1) to obtain a new outcome.
For the system, we assume (10), with C = R = Q = Wv = Ww = I2,
A =
(
1 0.1
0 1
)
, B =
(
0.1 0.5
0.05 0.5
)
. The GM follows the system assumptions
and uses a lookahead of T = 10. We initialize the system relatively far from
equilibrium, at x0 = (25, 25)
T and choose a vague prior for the initial state.
The results are shown in Fig. 2, where we observe several noticeable attributes.
Figure 2: Results comparing LQG with ActInf control, where the time-axis is
log-scaled. The more aggressive LQG control (bottom left), leads to faster state
adjustments (top left). ActInf control for small but nonzero λ reduces to LQG
control. Notably, although ActInf control with λ = 1 accumulates higher cost
(bottom right), it achieves lower free energy than ActInf control with small λ
(top right).
Firstly, for small but nonzero λ, the ActInf controller approaches the LQG
controller results as expected (Sec. 3.3). In the present simulation, λ = 0.01
(not plotted) already renders the results nearly indistinguishable.
Secondly, the LQG controller is more aggressive than the ActInf regulator.
The explicit inclusion of process and estimation noise is in contrast to the LQG
scenario where the process and estimation noise only affect the state estimation
procedure but not the regulator [11]. In particular, (11a–12c) depend explicitly
upon Ww and Wˆt, whereas these terms are not present in the original Ricatti
equations. These terms appear to make the ActInf controller more conservative
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in practice.
Thirdly, the accumulated cost decreases with decreasing λ, while the free
energy instead grows with decreasing λ. This effect can be interpreted in light
of the “good regulator theorem” [28]. Whereas the underlying model for the
LQG regulator is noiseless, the model for the ActInf regulator better captures
the system properties, and thus attains lower free energy.
6 Discussion
We have illustrated how ActInf provides a flexible and general framework for
stochastic optimal control. In particular, we have included traditional costs as
priors [19, 29]. As a result, the traditional cost naturally appears in one of the
additive terms in the objective function that ActInf optimizes, i.e. as a part of
the free energy. We then discussed two conditions for which ActInf reduces to
traditional stochastic optimal control.
In particular, we recover the traditional optimal solutions by: (i) changing
the model assumptions of ActInf in a principled manner (see also [11]); (ii) scal-
ing the effective weight of the traditional quadratic cost in the ActInf objective.
Both methods enable the ActInf framework to systematically provide a spec-
trum of solutions that vary between two types of policies: the optimal LQG
solution, and the optimal ActInf solution.
At the heart of these methods lies the fact that ActInf allows us to di-
rectly control the modeling assumptions. Therefore we can explicitly include
the anticipated effect of costs and noise in the control policy. Controlling these
assumptions allows us to reproduce traditional stochastic optimal control solu-
tions.
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