In the Magnetic Resonance Force Microscopy (MRFM) experiment that we consider, a cantilever is used to detect the presence of an electron spin. If an electron spin is present, the equation governing the motion of the cantilever is nonlinear. In the absence of a spin, the equation is linear. We propose a detector model that uses two Kalman Filter (KF) state estimators. The estimator for the spin hypothesis is an adaptation of the standard KF, and can be viewed as a 0th order mixed-time Extended Kalman Filter (EKF). Simulation results are presented for several system parameter values.
INTRODUCTION
The principle of magnetic resonance has been successfully applied in the imaging of human tissue. A technique that attempts to extend this to the detection of a single-spin electron has been proposed in [l, 21, and is known as Magnetic Resonance Force Microscopy (MRFM). The proposed experiment makes use of the intermpted Oscillating Cantileverdriven Adiabatic Reversal (OSCAR) idea. An oscillating cantilever with a magnetic tip is brought close to an electron spin. The movement of the cantilever causes the spin to cycle in and out of magnetic resonance. In the normal mode of operation of intermpted OSCAR, the electron spin is "spinlocked", and the z component of the spin follows the motion of the cantilever. The spin functions as a small magnet, and its presence will modify the cantilever's frequency of oscillation WO. Detection of the electron is equivalent to detecting the minute frequency changes in WO of the cantilever position signal z ( t ) . A straight-forward detection method is to pass z ( t ) through a Frequency Modulation (FM) demodulator, and looking for the expected behaviour. Another baseband method of detecting this frequency shift is given in 131; however, this method makes an assumption on the form of the baseband output. In this paper, we propose a more direct detection scheme that uses samples of the cantilever's position, and is based on the well-known Kalman tection performance can be achieved by using z ( t ) directly without any additional assumptions.
PROBLEM DESCRIPTION
Let HO be the hypothesis that no spin is present, and H I that a spin is present. Let CO and CI be the systems under HO and H I respectively. CO is the well-known linear, 2nd order system, of a moving cantilever. The equations describing CO are given below, and a description of the pertinent variables follows. Note that an overhead dot is understood to be differentiation with respect to time. That is, 0 = %U. generated by C1. For reasons relating to the practical implementation of the detector, we shall assume a low sampling frequency fs = l/Ts, As well, we shall assume that the number of observations N is small. as [ul v2 us] is constrained to lie on the unit sphere (where without loss of generality, we consider their appropriately scaled versions). Hence, CI is locally reachable in jts solution manifold at almost all points contained within.
ANALYSIS OF
As C1 is not locally reachable, it is not in minimal form. There is an obvious transformation that will bring it to minithe unit sphere, one substitute it into the = 9.28 x seconds.
right-hand side of (2). The equation for jiz will no longer be needed, and the number of equations will decrease from 5 to4.
Going back to the original formulation of CI, although it is nonlinear, the non-linearity is "soft". The f (v, t) term can be written as f ( v , t ) = A,(t)v(t). Here 
MODEL DETECTION

State estimation of C1 from noisy samples
Assume that the sampling frequency fs is sufficiently high,
so that t ( t ) in each sampling interval [ti, t i + l ) can be approximated as z ( t ) c i(t?). We use the notation that appears in [4]
, where t; denotes the time right before the ith observation is available, and so fi(t;), the estimator of u(ti), does not incorporate information from z ( t i ) . Similarly, t? is the time right after the i-th observation, and
C ( t $ ) has information from z ( t 0 incorporated into it. The time dependence of A , ( t ) lies in B1 (t). Assume that Bl(t)
is sufficiently slowly varying relative to fs, so that we can approximate
Bl(t), .? &(ti) V t E [t;,t;+l). Then, it is possible to approximate A,(t) fort E [ t i , t i + l ) by A,(t) ?
Ai(,+),B.(t,)
..Thus, the nonlinear system C1 can beapproximated as a piece-wise Linear Time Invariant (LlT) system, which we shall denote as Cl;. It is then possible to apply the mixed-time Kalman Filter to Cli in each sampling interval.
Instead of propagating the state estimate through Eli however, we shall take a page from the Extended Kalman Filter (EKF) algorithm and propagate the state estimate through the original system CI.
We call this technique piece-wise constant Kalman Filrering (PCKF) for mixed-time systems. Note that only the propagation equations have changed, as compared to the normal mixed-time KF equations [4] . The measurement update equations remain the same. The piece-wise constant KF can be viewed as a 0th order mixed-time EKF. The difference between our proposed filter and the normal mixedtime EKF lies in the propagation of the error covariance ma-trix P ( t ) through time [9] .
Define G(t/t,-l) for 1 E [ti-l,ti) as the state estimate (conditional mean) of v(t) conditioned on all the observations up until z (t,-1) . Then, G(t;) = C(ti/ti-l), where
C(t/ti-1) is obtained by solving the differential equation
S(t/ti-1) = f(G,t) with C(t,-l/ti-l) = G(t:-l).
The rest of the propagation equations for the (i -1)th sampling interval [ti-l ti) are as follows:
Post-FM energy detector
As was mentioned in the introduction, a straight-fonvard method to detect the presence of the spin moment is to pass z ( t ) through a FM demodulator. Let s ( t ) be the output of the FM demodulator. Assume that s ( t ) under Hl will be a periodic telegraph signal with random transitions and additive WGN. This suggests the use of an energy detector. Under high SNR, the energy of s ( t ) under HI will be greater than that under Ho. So the test statistic is Tfm = Even though C1 is not linear, we shall nevertheless invoke the piece-wise constant assumption and apply the decision rule above. The KFs need to be initialized with an initial state vector and error covariance ma&x. Under high The piecewise constant KF performed better than the mixed-time EKF in simulations that were conducted. The result of applying the PCKF and EKF to a simulation from parameter set IV is illustrated in Figure 2 Figures 3a and 3b respectively, with the other two cases being omitted due to a lack of space.
CONCLUSION
We have developed a modified form of the Kalman Filter for the state estimation of a soft nonlinear system. The modified estimator, known as the piece-wise constant Kalman Filter, can be viewed as a 0th order EKF. With this, we constructed an electron spin detector that uses a dual KF setup derived from the residual LRT test. Under the constraints of a small sampling frequency and observation time window, the dual KF detector out-performs the post-FM energy detector.
