Using an iterative solution in Laplace-Fourier space, we obtain a rigorous mathematical proof for the long-time asymptotics of reversible trapping in three dimensions with distance-dependent reactivities obeying detailed balancing.
I. INTRODUCTION
A bimolecular chemical reaction in solution constitutes a many-body problem. Even in the pseudounimolecular limit, when one reactant ͑say, B͒ is in large excess over the other ͑say, A͒ there are many B molecules which compete over binding to A. Yet, such effects are generally thought to be of little practical relevance. This impression possibly stems from the intensive study of irreversible diffusion influenced reactions,
In his seminal work, 2 Smoluchowski suggested that the concentration of A obeys a rate equation
albeit with a time-dependent recombination rate parameter, k(t), which may be gotten by solving the A-B pair problem. It has since been demonstrated several times, [3] [4] [5] that for the ''target problem'' 6 of a static A molecule, the Smoluchowski theory is actually exact. Even when A is mobile, the deviations from the theory are small, 6, 7 particularly in higher dimensions ͑e.g., three dimensions as opposed to onedimensional problems͒ so that in practice many-body effects are hardly observable. This is because, in the irreversible case, A reacts only once and with a single B-particle.
In the reversible case,
this is no longer true, because C will dissociate, giving A a second chance to react, possibly with a different B. Hence it appears as if the longer one waits, the more pronounced the many-body effects will become. Motivated by such a hypothesis, this ''simple'' reversible reaction has become a model for investigating many-body effects in chemical kinetics: experimentally, 8 theoretically, [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] and via computer simulations. 12, 15, [27] [28] [29] [30] [31] A challenge emerging from these studies was to determine the exact long-time behavior of reversible binding in the pseudounimolecular case of a single A molecule and a concentration, cϵ͓B͔, of B molecules. Because of diffusion and many body effects, the ultimate approach to equilibrium might deviate quite substantially from the exponential decay predicted by classical chemical kinetics, 32 ͓A͔ t Ϫ͓A͔ ϱ ϭ͓͑A͔ 0 Ϫ͓A͔ ϱ ͒e Ϫ(ck a ϩk d )t .
͑1.2͒
Only a few of the many-body theories, such as the ''convolution approximation,'' 11, 16 agree with an exponential approach to equilibrium. All other theories suggest an asymptotic power-law behavior, which is the established behavior ͑both theoretically and experimentally͒ in the geminate limit of a single A and a single B molecule, 11, [33] [34] [35] generated by the dissociation of a C molecule,
͑1.3͒
Here D is the relative ͑translational͒ diffusion constant of A and B, DϭD A ϩD B . K eq is the ͑association͒ equilibrium coefficient which, in the absence of long-range interactions between A and B, is given by the ratio of the association and dissociation rate parameters, K eq ϭk a /k d . However, there is no agreement in the literature on the concentration dependence of the prefactor, which appears to depend on the level of the many-body theory employed. The survival probability in the simple ''Superposition Approximation'' ͑SA͒, 10 which focuses on the B-particle density around A, was shown to obey the following asymptotic law in d dimensions, 12, 13 
albeit with ␣ϭ2. In one dimension, ␣ϭ2 does not agree with the rather accurate Brownian dynamics simulations of Edelstein and Agmon.
27-31
An enhanced SA was obtained 22, 24 by considering also the B-particle density around the occupied site, C, and it results in ␣ assuming a value of 3, rather than 2. Interestingly, the same asymptotics are predicted by bimolecular reaction-diffusion equations in the equal mobility case ͓provided that some misprints in Eq. ͑12͒ of Ref. 14 are corrected͔ and from the ''bimolecular boundary condition.'' 15 The enhanced SA agrees with the a͒ Permanent address: Institute of Chemical Kinetics and Combustion, Russian Academy of Sciences, Novosibirsk 630090, Russia.
simulations at asymptotically long times, though not at intermediate times. Naumann, Shokhirev, and Szabo consequently postulated that Eq. ͑1.4͒ with ␣ϭ3 is the exact asymptotic solution. 22 However, no rigorous derivation of this result was available. As a result, it could have been claimed 25 that the incorporation of dynamic correlations results in an additional concentration-dependent factor in Eq. ͑1.4͒.
A rigorous derivation of the asymptotic solution was believed to be exceedingly difficult. We have shown how, in the one-dimensional case, the exact asymptotic solution ͓Eq. ͑1.4͒ with ␣ϭ3͔ follows in a straightforward way by transforming the many-body diffusion equations to LaplaceFourier space and applying an iterative solution. 36 In the present paper we extend the derivation to three dimensions. This requires us to utilize properties of the sphericallysymmetric Fourier transform ͑FT͒, 37 which are summarized in the Appendix. Using this technique, we are also able to extend the derivation from contact reactivities to distancedependent sink terms, 38 which are assumed to have a fixed ͑distance independent͒ ratio. We find that the same asymptotic behavior holds in this more general case, provided we identify the rate constants as the appropriate spatial integrals of the sink terms.
II. THE MANY-BODY EQUATIONS AND THEIR TRANSFORMS
Our reversible binding model in three dimensions is as follows. 11, 17, 36 An initially vacant, static reversible point binding site, A, is located at the origin. N noninteracting, identical point particles are randomly ͑uniformly͒ distributed in a big sphere of radius R centered at the origin. We denote these particles by B and, given their microscopic identity, as B 1 , . . . ,B N . Their distances from the origin, r 1 , . . . ,r N (r i рR), are denoted collectively by the vector r. Given the volume of the big sphere, ⍀ϵ4R 3 /3, the B-particle concentration is cϭN/⍀. They all have identical, distance independent diffusion coefficients, D. Note that in the present version of the model, we do not allow any kind of interactions ͑including ''excluded volume'' interactions͒, not only between the B's but also between B i and A.
Whenever the site is vacant, a B-particle at distance r from it may bind with a rate coefficient W a (r). This is the ''association sink term.'' 38 A bound B may, in turn, dissociate to a distance r with a rate coefficient W d (r), the ''dissociation sink term.'' These sink terms are positive, integrable functions,
and their integrals are the association and dissociation rate coefficients, respectively. In this sequel we denote d 3 r ϵ4r 2 dr. We assume that the sink terms obey the detailed balancing condition, W a (r)/W d (r)ϭk a /k d ϭk eq irrespective of r. In this case the sinks do not perturb the equilibrium distribution maintained in their absence.
The site A has two states: the free ''A state'' of a vacant site, and the ''C state,'' of a bound site. Since we are dealing with a microscopic theory, in which the identity of the particles is maintained, each bound B i defines a different ''C i state.'' It is characterized by the vector r i ϭ(r 1 , . . . ,r iϪ1 ,r iϩ1 , . . . ,r N ), which depicts the distances of the remaining NϪ1 particles from the bound trap. Each state is described by a probability density Function (F): F A (r,t) is the probability density for the site to be empty by time t after the initiation of the reaction, with B i a distance r i from it. F C i (r i ,t) is the probability density for particle B i to occupy the site, and the remaining NϪ1 particles at the distances specified by the vector r i .
The above density functions obey the Nϩ1 coupled many-particle diffusion equations, 17, 36 
͑2.2b͒
where L i is the spherically-symmetric diffusion operator in three dimensions,
The simplification of spherical symmetry arises because of our assumption that A is static. It will no longer hold if A becomes mobile.
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The above equations are supplemented by boundary and initial conditions. Since A assumes no finite radius, we need specify only one reflective boundary condition at the surface of the big sphere, ‫ץ‬F/‫ץ‬r i ϭ0 at r i ϭR. The initial distribution is that of a vacant trap,
with all the B-particles randomly distributed around it. Outside the sphere, for r i ϾR, we assume that F A 0 ϵ0. We wish to obtain the survival probability, P A (t), for A to be vacant at time t after the initiation of the process in the ''thermodynamic limit'' ͑Tlim͒ in which ⍀→ϱ and N→ϱ, while maintaining cϭN/⍀ constant,
In the Tlim there are an infinite number of coupled partial differential equations and their solution, even asymptotically, seems formidable. In fact, because the particles ͑although distinct͒ are equivalent ͑all start from the same initial condition and obey the same dynamical laws͒, an analytic asymptotic solution can be obtained even for distance dependent reactivities.
To make the problem tractable, we first take the double Laplace-Fourier transform ͑LFT͒ of the density functions (F). 36 Laplace transform ͑LT͒ over time is defined, as usual, by
͑2.6͒
The N-particle, spherically symmetric ͑or ''radial''͒ Fourier transform ͑FT͒ in three dimensions becomes a N-particle
with respect to the function
which obeys (0)ϭ1. The spherically-symmetric FT is used in the analysis of liquid-phase x-ray data. 39 Since it is less familiar than the Cartesian FT, it is discussed in the Appendix.
By applying both transforms to Eqs. ͑2.2͒, and using Eqs. ͑A3͒ and ͑A5͒ from the Appendix, we obtain
where we have defined the many-body Fourier variables,
an integration operator over the ith Fourier component,
͑2.11͒
and an association sink kernel
with defined in Eq. ͑2.8͒. I i Ŵ a operates on a function (F A ) in which i has been replaced by i Ј , as designated by the vector ii Ј ϵ( 1 , . . . , iϪ1 , i Ј , iϩ1 , . . . , N ).
The spherically-symmetric FT of the initial distribution within a sphere of radius R is
͑2.13͒
Two useful limits follow
The first line follows by expanding the trigonometric functions to second order and the second from Eq. ͑A6a͒, which gives the integral of a uniform distribution over all space. Note also the property of the delta function in Eq. ͑A6b͒.
We proceed by rewriting Eqs. ͑2.9͒ as
where G 0 is the free-diffusion Green function,
see Eq. ͑A7͒. The effective rate kernel, Ŵ eff , is defined by
It simplifies for ''contact'' reactivities ͑at some inner sphere of radius a),
͑2.18͒
In this case Ŵ a (,Ј)ϭk a (a)(Јa), Ŵ a () ϭk a (a) and Ŵ d ()ϭk d (a), so that Eq. ͑2.17͒ becomes
The LT of the survival probability, Eq. ͑2.5͒, is given by
It is conveniently obtained as the →0 limit of the appropriate FT. In this limit (0)ϭ1, and the effective sink term simplifies considerably
Because of this property one may hope to obtain an expansion which converges at long times.
III. ITERATIVE SOLUTION
We proceed to solve Eq. ͑2.15͒ iteratively. A perturbative approach has been applied for other reversible reactions in physical ͑distance-time͒ space.
21, 41 We apply a similar approach in LF space. 36 The zeroth iteration (nϭ0) is F A ϷĜ 0 F A 0 . Inserting it into the right-hand side ͑rhs͒, we obtain the first (nϭ1) iteration, and so forth. Thus the following expansion is generated:
͑3.1͒
The nth iteration involves a n-fold integral of a product of n sums, which is denoted formally by (͚ iϭ1 N I i Ŵ eff Ĝ 0 ) n . A typical term in this product is obtained by choosing one index from each sum. Let us denote by p the number of different indices in a given term. It may be interpreted as the number of different B particles which interact with A. At the nth iteration, 1рpрn. There are exactly N terms for pϭ1, when all indices are identical. For large N, there are approximately N n terms for pϭn. To obtain P A , one should take two limits: of an infinite system ͑the Tlim͒ and of →0. Under these conditions, the guiding Ĝ 0 in Eq. ͑3.1͒ becomes s Ϫ1 and the trailing F A 0 tends to unity. It remains to estimate the series in the square brackets, which we resum in order of decreasing p. As we shall see, the leading term in the asymptotic expansion ͑1.4͒ for P A is obtained from pϭn, and the approach to equilibrium by the pϭnϪ1 terms.
A. p‫؍‬n
Let us begin with nϭ1, for which one easily estimates that Tlim lim
͑3.2͒
In this integral we have replaced i Ј by , and applied Eqs.
͑2.14͒, ͑2.16c͒, and ͑2.21͒. In the limit of small s it reduces to cK eq . For pϭnϭ2, the term (͚ iϭ1 N¯) (͚ j iϭ1 N¯) reduces, similarly, to (cK eq ) 2 . Resuming the pϭn series for nϭ0,1,2, . . . gives,
͑3.3͒
whose Laplace inverse is just the equilibrium limit in Eq. ͑1.4͒.
B. p‫؍‬n؊1
To obtain the approach to equilibrium, we consider next the pϭnϪ1 terms. For nϭ2, we change the order of integration in the double integral,
͑3.4͒
and perform the -integration in Eq. ͑A9͒ first. This allows us to move back to r-space in terms of an integral involving the sink terms and the LT of the single-particle free diffusion Green function, g (r,s͉rЈ) of Eq. ͑A8b͒. To take the small-s limit, we expand it around sϭ0 up to second order
͑3.5͒
Upon Laplace inversion of Eq. ͑3.4͒ subject to the assumed property that k d W a (r)ϭk a W d (r), the first term in Eq. ͑3.5͒
gives a ␦(t), which can be neglected. Hence we find for large t that Tlim lim
.
͑3.6͒
Since the binding probability, P C (t)ϭ1Ϫ P A (t), for an initially bound state, C, is obtained by dividing by cK eq , 11 this term is identified as the long-time asymptotics of the geminate (c→0) limit, as given by Eq. ͑1.3͒. 11, [33] [34] [35] It reflects the probability of the random-walker to return to the origin. For cϾ0, this is not the only term contributing to the t Ϫ3/2 behavior.
Consider next the case pϭnϪ1 for nу3. Terms of this type involve two encounters of A with particle B i , and single encounters with the remaining nϪ2 particles. We distinguish between two cases. ͑a͒ The encounter with particle j occurs before or after the two encounters with particle i, or ͑b͒ in between these two encounters. Consider the simpler case ͑a͒ first. When nϭ3, the triple integral is simply the product of the integrals from Eqs. ͑3.2͒ and ͑3.4͒. Thus Eq. ͑3.6͒ in multiplied by cK eq . For nϭ3 there are two such terms ͑before and after͒. In general, there are nϪ1 such terms, corresponding to all the arrangements of nϪ2 objects in two cells. Summation over all n corresponds to multiplying Eq. ͑3.6͒ by the series 1Ϫ2cK eq ϩ3͑cK eq ͒ 2 Ϫ¯ϭ͑1ϩcK eq ͒ Ϫ2 .
͑3.7͒
Thus, if only encounters of type ͑a͒ are considered, one obtains the asymptotic expansion
͑3.8͒
This result, obtained from the simple SA, 10, 12, 13 is now seen to follow by neglect of encounters of type ͑b͒.
Consider next case ͑b͒, when an encounter with one particle ͑say, j) occurs in between two encounters with another particle ͑say, i). For nϭ3 this results in the following integral:
Unlike the case of Eq. ͑3.4͒, it is impossible now to perform even the integral over . Fortunately, the situation simplifies for long times. For fixed s, the term (sϩD 2 ) Ϫ1 becomes dominant for D 2 рs. At the same time, no other term in the integrand contributes significantly at large ; any positive integrable function of r, W(r), obeys Ŵ ()→0 as →ϱ, see Eq. ͑A2͒. Hence when s→0 one has sϩk d ϩD 2 →k d , and the term in the central parentheses contributes a cK eq factor just as in case ͑a͒.
Since asymptotically a single encounter contributes a cK eq factor irrespective of whether it occurs within or outside the double encounter, we revise the above estimate as follows. For nϭ3 there are three single particle encounters, for nϭ4 there are 6. In general there are n(nϪ1)/2 arrangements of the nϪ2 single encounters in the three possible time epochs ͑before, in between and after the double encounter͒. Thus instead of the series ͑3.7͒ we now have 1Ϫ3cK eq ϩ6͑cK eq ͒ 2 Ϫ¯ϭ͑1ϩcK eq ͒ Ϫ3 .
͑3.10͒
Therefore, the asymptotic solution becomes
͑3.11͒
This collects all the terms for which pϭnϪ1, and agrees with Eq. ͑1.4͒ with ␣ϭ3, the postulated exact asymptotics by Naumann et al.
22

C. p<n؊1
It remains to show that terms for which pϽnϪ1 decay faster than t
Ϫ3/2
. Let us use a dimensional argument. By introducing a dimensionless integration variable, i ϭ i ͱD/s, we find that I i ϰs 3/2 and ␦( i )ϰs . To reduce p, at least one single encounter is replaced by a repeated encounter, so that P A is multiplied by s 3/2
. Thus any term with p ϽnϪ1 decays at least as fast as t
Ϫ5/2
, and does not contribute to Eq. ͑3.11͒, which is therefore the exact asymptotic approach to equilibrium.
IV. CONCLUSION
The derivation of the exact long-time asymptotics for reversible binding has been an open question for over a decade. 8, 10, 11, 21, 22, 25 In the present work we have been able to obtain such a proof, not only for contact reactivities, but also under the more general conditions of distance dependent reactivities ͑''sink terms''͒. Although this generalization is not of obvious experimental utility, 8, 16 it certainly demonstrates the generality of the asymptotic result. Our threedimensional derivation complements a one-dimensional derivation, 36 both of these use a representation of the exact many-body equations in Laplace-Fourier space. Unfortunately, in this approach it is less obvious how to generalize the results to an A-B potential of interaction ͑including excluded volume interactions for A-B collisions͒. These effects are better treated using the diagrammatic approach in the physical space-time coordinates. 21, 41 The asymptotic approach to equilibrium for reversible binding is composed of two factors, which may be understood as follows. The temporal power-law in Eq. ͑1.4͒ is a result of diffusional effects, whereas the concentrationdependent prefactor is a manifestation of the many-body effects. Both do not enter into the classical kinetic expression ͑1.2͒, which is therefore ''wrong'' in a very fundamental way. This contrasts with the irreversible case ͓e.g., Eq. ͑1.1͔͒, in which the effects of both diffusion and manyparticle competition over binding appear as small modifications. 7 The asymptotic solution reflects, in a sense, a ''dressed'' pair problem; the diffusional power-law is the same as for a geminate pair, Eq. ͑1.3͒, but the prefactor depends on the exact treatment of the many-body effect. It includes at most two-encounters with any given particle. Neglect of ͑single͒ encounters with other particles which may take place in between these two encounters results in ␣ϭ2 in Eq. ͑1.4͒, as found by the simple superposition approach. 10, 12, 13 If these encounters are included one obtains the correct value of ␣ϭ3. More elaborate many-body effects, including more than two encounters and with more than one particle occur in the preasymptotic regime, which is therefore the most difficult to understand theoretically.
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APPENDIX: THE SPHERICALLY SYMMETRIC FOURIER TRANSFORM
In this Appendix we delineate the main properties of the spherically symmetric Fourier transform ͑FT͒ that are used in the sequel. FT of a general function of three-dimensional space, f (x,y,z), is defined, as usual, by
where ϵͱϪ1. A well-known theorem states that the inverse FT is given by
If f is a spherically-symmetric function, which depends only on rϭͱx 2 ϩy 2 ϩz 2 , then its FT, f , will depend only on ϭͱ x 2 ϩ y 2 ϩ z 2 . To see this, 37 rewrite the scalar product as ( x , y , z )•(x,y,z)ϭr cos , and transform to spherical coordinates. Equations ͑A1͒ then become
Under these conditions, the inverse FT becomes
In this sequel, we shall use the notation (z)ϵsin(z)/z, where (0)ϭ1. This result is an adaptation of the Fourier convolution theorem to spherical symmetry. A second property is the spherically-symmetric FT of a spherically-symmetric Laplacian. Applying Eq. ͑A2͒ to Eq. ͑2.3͒ we obtain 
ϭ1. ͑A6b͒
Note that the three-dimensional integral ͑over both angular and radial coordinates͒ is over all space so that the deltafunction integrates to unity. Consequently, the onedimensional ␦() is defined such that its irregular point, ϭ0, is located to the right of the lower integration limit. 
