Abstract: Let G be a graph and let A(G) be the adjacency matrix of G. The signature s(G) of G is the difference between the positive inertia index and the negative inertia index of A(G). It is known that s(G) = 0 if G is bipartite, and the signature is closely related to the odd cycles or nonbipartiteness of a graph from the existed results. In this paper we show that the conjecture holds for the line graph and power trees.
Introduction
Throughout this paper we consider only simple graphs. The adjacency matrix A(G) = [a ij ] of a graph G with vertex set V (G) = {v 1 , v 2 , . . . , v n } and edge set E(G) is defined to be a symmetric matrix of order n such that a ij = 1 if v i is adjacent to v j , and a ij = 0 otherwise.
The positive inertia index p(G), the negative inertia index n(G) and the nullity η(G) of G are respectively defined to be the number of positive eigenvalues, negative eigenvalues and zero eigenvalues of A(G). The rank of G, written as r(G), is defined to be the rank of A(G).
The signature of G, denoted by s(G), is defined to be the difference p(G) − n(G). Obviously, p(G) + n(G) + η(G) = |V (G)|, p(G) + n(G) = r(G) and p(G) − n(G) = s(G).
Motivated by the discovery that the nullity of a graph is related to the stability of the molecular represented by the graph [1] and the open problem of characterizing all singular graphs posed by Collatz [2] , many authors discuss the nullity of a graph and obtain a lot of interesting results. Here we particularly mention the results involved with the nullity of line graphs. Sciriha [11] proved that all trees whose line graph is singular must have an even order. al. [7] proved that the nullity of the line graph of a unicyclic graph with depth one is at most two. Gong et al. [4] improved the above results as: the nullity of the line graph of a connected graph with k induced cycles is at most k + 1.
Recently some authors discuss a more general problem, that is, describing the positive or negative inertia index of graphs or weighted graphs, especially of trees or their line graphs, unicyclic or bicyclic graphs; see Ma et al. [9] , Li et al. [8] and Yu et al. [12, 13] . In the paper [9] the authors posed a conjecture as follows, and proved the conjecture holds for trees, unicyclic or bicyclic graphs. 
A weaker result was also given by Ma et al. [9] that |s(G)| ≤ c 1 (G) for any graph G, where
When G is bipartite, surely s(G) = 0 and the conjecture holds in this case. So, from Theorem 1.2 or Conjecture 1.1 (if it was true), we find that the signature is closely related to the odd cycles or nonbipartiteness of a graph. In this paper we prove that the conjecture holds for the line graphs and power trees.
Preliminaries
We first introduce some notations. Let G be a graph and let W ⊆ V (G). Denote by G − W the subgraph of G obtained by deleting the vertices in W together with all edges incident to them. Fig. 2.1 (2) η(G) = 1 if and only if m ≥ 1 and either n i ∈ {0, 1} for i = 1, 2, . . . , t, the length of any zero chain of (n 1 , n 2 , . . . , n t ) is even, and t + m ≡ 0 mod 4; or t ≡ 0 mod 4 and one of
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Proof. By the eigenvalues interlacing property of real symmetric matrices (or see [3] ), we have 
by Lemma 2.3, and hence
Lemma 2.7. Let x be a cut vertex of a graph G and let G 1 , G 2 , . . . , G k be all components of
Write the adjacency matrix of G as follows,
where the middle 0 corresponds to the cut vertex x. As r(G 1 ) = r(G 1 + x), the matrix equation
A(G 1 )X = α has a solution, say ξ, such that α T ξ = 0. Now, take Q as the following matrix with the same partition as A(G),
If r(G i ) = r(G i + x) for all i, by induction on the number of components of G − x, we have
Lemma 2.8. Let x be a cut vertex of a graph G and
by Corollary 2.6 or Lemma 2.7; a contradiction.
So r(G i + x) ≤ r(G i ) + 1 for all i's, with equality for at least one i.
Write the adjacency matrix of G as
where the left upper 0 corresponds to the cut vertex x. Observe that for each i the equaiton A(G i )X = α i has a solution ξ i ; otherwise r(G i + x) = r(G i ) + 2; a contradiction. Taking Q as the following matrix with the same partition as A(G),
The assumption s(G) = s(G − x) + 1 implies that a > 0. In particular, their exists some l such that α l ξ l < 0.
Corollary 2.9. Let x be a cut vertex of a graph G and let G 1 , G 2 , . . . , G k be all components
Signature of line graphs
The line graph of a graph G, denoted by L G , is the graph whose vertex set is E(G), where two vertices of L G are adjacent if and only if the corresponding edges are incident in G. 
If x 1 , x 2 are connected by paths on C of odd length, then η(L G ) = 1 by Lemma 2.2. Note that C −x 1 −x 2 consists of two disjoint paths P 1 , P 2 both with order 0 or 2 modulo 4. By Lemma 2.1, it suffices to consider the line graphs G 1 , G 2 in Fig. 3.1. We have s(G 1 ) = s(G 2 ) = −1 by using Mathematica.
Next we consider the case that G is two cycles sharing a common vertex. Also by Lemma 2.1 it suffices to consider the line graph G 3 in Fig. 3.1 . By a direct calculation, we have s(G 3 ) = −1.
Finally we consider the case that G is two cycles sharing a common path P of length at least 1. We stress all cycles have length 2 modulo 4. If the path P has length 1, then by Lemma 2.1 it suffices to consider the line graph G 4 in Fig. 3.1 . By a direct calculation, we have s(G 4 ) = −1.
If P has length greater than 1, then by Lemma 2.1 it suffices to consider the line graphs G 5 , G 6 in Fig. 3.1 . Also by calculation, we get s(G 5 ) = s(G 6 ) = −1. Suppose the result holds for all trees with k (≥ 0) internal edges. Let T be a tree with k + 1 internal edges and let e be one of the internal edges of T . Then T − e consists of two subtrees T 1 , T 2 of T . Obviously, each T i and each T i + e has fewer internal edges than that of T . By induction we have s(
Proof. Without loss of generality we may assume G is connected. Let Θ(G) be the set of edges of G with at least one endpoint having degree greater than 2, and let θ(G) := |Θ(G)|. We will use induction on θ(G) to prove the left inequality. If θ(G) = 0, namely each vertex of G has degree 1 or 2, then G is the disjoint union of paths and/or cycles. Thus, L G is the disjoint union of paths and/or cycles. By Theorem 1.
for all graphs H with θ(H) ≤ k, where k ≥ 0. Let G be a graph with θ(G) = k + 1 and let x be a vertex of G with degree at least 3. Suppose e is an edge incident to x. Then the vertex e of L G is contained in one triangle. So c 3 ( Let G be a connected graph with o(G) = k + 1. Note that G must contain cycles. A cycle C of G is said of type l if there are exactly l edges between C and G − C.
Case 1: If G contains a cycle C of type l with l ≥ 3, letting m be the length of C and letting e 1 , e 2 , e 3 be three edges joining C and G − C, then the line graphs L C , L C + e 1 , L C + e 1 + e 2 , L C + e 1 + e 2 + e 3 contain cycles of length m, m + 1, m + 2, m + 3 respectively. Surely one cycle among them must have length 1 modulo 4. Deleting an arbitrary edge, say e on the cycle C, will break the cycle of length 1 modulo 4 and decrease the dimension of G. That is,
Case 2: If G contains a cycle of type 1, say C, then C is connected to G − C by an edge, say e = xy, where x ∈ V (C) and y ∈ V (G − C). Surely e is a cut edge of G. 
and s(L C + e) ≤ c 5 (L C + e) by Theorem 1.2. The result now follows by Corollary 2.9. If G is one of graphs in (i) and (ii), and in addition if one cycle has odd length or length 0 modulo 4, then we will find a cycle in G of length 1 modulo 4 containing the edges of the cycle.
Similar to Case 1, deleting an arbitrary edge on the cycle will break the cycle of length 1 modulo 4 and decrease the dimension of G. The result will follows by Lemma 2.4 and by induction. Now assume G is one of graphs in (i) and (ii), and all cycles have length 2 modulo 4. If G is exactly the graph H (a special case of (i)) or a graph in (ii), we get the result by Lemma 3.1.
If G is a graph in (i) obtained from H by attaching exactly one tree T at the pendant vertex of a pendant edge say e, then G contains a cut edge say e such that G − e has two components: G 1 , T , where G 1 is the cycle together with a pendant edge. Note that e is a cut vertex of L G , and If G is a graph in (i) obtained from H by attaching two trees at the pendant vertices of two pendant edge say e 1 , e 2 respectively, Then G − e 2 has two components: G 1 , G 2 , where G 1 contains the cycle and G 2 is a tree. Note that in the graph G 1 the cycle is of type 1, and hence
by what we have proved in this case. So the result also follows by Corollary 2.9.
If G is a graph in (iii), then there exists a cut edge e of G such that G−e has two components:
Note that e is a cut vertex of L G . The result also follows by Corollary 2.9.
Case 4: If G contains a cycle of type 0 and contains no cycles of type 1 or type l with l ≥ 3, then G itself is the cycle or the cycle with a chord (an edge with two endpoints on the cycle).
Clearly the result holds if G is a cycle. If G is a cycle with a chord, letting C 1 , C 2 be two smaller cycles containing the chord, if one cycle has odd length or length 0 modulo 4, then the result follows by a similar discussion as in Case 3. Otherwise, C 1 , C 2 , and hence C all have length 2 modulo 4. In this case, we can get the result by Lemma 3.1.
Signature of power trees
Recall that the k-th power G k of a graph G is obtained from G by adding edges between all pairs of vertices within distance at most k. In particular G 1 is exactly the graph G, and G 2 is called the square of G. 
Proof. Let H be an arbitrary connected graph induced by five vertices of G. Then H contains one of H 1 , H 2 , H 3 as a subgraph; see Fig. 4 .1. Thus G 2 , and hence G k contains H 2 1 as a subgraph by considering the squares of H 1 , H 2 , H 3 . Note that in H 2 1 each vertex is contained in at least one C 3 and one C 5 . The result follows. 
Similarly,
The result follows.
