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In this paper we define the quasi-Markov property and give a complete 
characterization of a stationary Gaussian quasi-Markov process. We show that 
the only stationary Gaussian quasi-Markov process on the whole real line is 
a Markov process, but there exists a non-Markovian singular stationary Gaussian 
quasi-Markov process on the set of all the integers. The Markov property 
implies the quasi-Markov property, and a sufficient condition for a stationary 
quasi-Markov process to be Markov is given. 
Following Rozanov we define a generalized notion of boundary, called 
an L-boundary, and the L-Markov property, and we give a discussion of 
the uniqueness of a probability distribution corresponding to a family of con- 
ditional distributions for the stationary GaussianL-Markov case. A characteriza- 
tion of the stationary Gaussian L-field is given in terms of the spectral distribu- 
tion as well as a discussion of the relationship between L-Markov and L-field. 
We study the existence of a properly nonsingular-stationary Gaussian L-field 
and show that it can exist only in three or higher dimensions. 
We also discuss the technique of the best linear interpolation in mean-square 
and show how this technique can be used in studying the above problems. 
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Let X(t), t E E be a real-valued random field on the parameter set E. We 
restrict the parameter set E to either an n-dimensional Euclidean space or the set 
of n-vectors with integral components, and in either case X(t), t c E is called an 
n-dimensional random field. All the terminologies that are used in this section 
are defined in Section 1. There is a cardinal difference between one-dimensional 
and multidimensional random fields. The loss of linear order in the multi- 
dimensional parameter set seems to be the main contributing factor for the 
diierence. 
In the first part of this paper, we restrict our discussion to the study of a one- 
dimensional random field, which is simply called a random process. One of the 
most rewarding ideas in studying the random processes is that of a Markov 
process and there is a rich theory associated with it. Intuitively, the Markov 
property says that given the precise knowledge of present, the past and future are 
independent. A natural generalization, which does not require the parameter 
set to be linearly ordered, is the quasi-Markov property. Again intuitively 
speaking, the quasi-Markov property says that given the precise knowledge of the 
boundary of a region, the interior and exterior are independent. 
Slepian [2] observed that the stationary Gaussian process with covariance 
I?(t) = I - 1 t 1 if iti<l, and 0 if It]>1 
has the quasi-Markov property on the interval [0, 11. Jamison [3] studied the 
stationary Gaussian processes with the quasi-Markov property and characterized 
the processes in terms of the covariance function, but he has not exhausted such 
processes. In the present work, we give a more complete discussion of the char- 
acterization of the stationary Gaussian quasi-Markov processes. It is shown that 
there exists a singular stationary Gaussian process with the parameter set of all 
the integers which has the quasi-Markov property but not the Markov property. 
However, the only quasi-Markov process on the whole real line is a Markov 
process. It is also shown that the Markov property implies the quasi-Markov 
property, and a sufficient condition for a stationary quasi-Markov process to be 
Markov is given. 
In the second part of this paper, we give a discussion of certain interesting 
problems in multidimensional random fields. Dobrushin [4] has shown that in 
case of a Gibbsian random field, given a consistent family of conditional distri- 
butions, the uniqueness of the corresponding distribution in some sense means 
the absence of a phase transition in statistical physics. Rozanov [6] considered the 
uniqueness question for the stationary Gaussian random fields on the discrete 
parameter set. We will restrict our discussion here to a stationary Gaussian ran- 
dom field on the parameter set of a-vectors with integral components. 
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In the present work, we give a discussion of the relation between L-fields and 
the L-Markov property for a stationary Gaussian random field. Here L refers 
to the nature of the boundary, and L-field means that the interior region is 
restricted to a single point. An example of a stationary Gaussian L-field which is 
not L-Markov is also given. If a stationary Gaussian L-field is regular, the prob- 
ability distribution corresponding to a family of conditional distributions is 
unique. A full discussion on the question of the uniqueness and on the question 
of an existence of nonsingular Gaussian L-fields in various dimensions is given. 
For example, one- or two-dimensional nonsingular stationary Gaussian L-fields 
have to be regular. 
Finally, we will mention the linear interpolation technique and show how it is 
applied to the study of the quasi-Markov random fields. For example, a stationary 
Gaussian random field X(t), t E E being an L-field is equivalent to the condition 
that the best linear interpolation of X(i) in terms of X(S), s # i, in the sense of 
minimizing the mean-square error, is the same as the L-sense best linear inter- 
polation. 
1. PRELIMINARY BACKGROUND 
Throughout this section X(t), t E E will denote a field of YMZ random variables 
on the parameter set E with the underlying probability space $2, 9, P), i.e., 
each X(t): Q -+ R is an F-measurable function. The parameter set E will be 
restricted to either an n-dimensional Euclidean space W or the set of n-vectors 
with integral components P, and in either case X(t), t e E will be called an 
n-dimensional random field. 
DEFINITION 1. The random field X(t), t E E is said to be stutimzury if the 
random variables 
have the same joint-probability distribution as the random variables 
for any positive m, any tl , ***, tm , and all u in E. 
As there is a great deal of difference between one-dimensional random fields 
and multidimensional random fields, we will first restrict our discussion to a 
one-dimensional random field. A one-dimensional random field is usually called 
a random process or a stochastic process. 
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DEFINITION 2. One says that the random process X(t), t e E is L%&ZY&J or 
has the Markovian property if, for any Bore1 set L! and any t > rr > .** > tk in E, 
almost everywhere. 
An equivalent definition, which gives greater insight to its intuitive meaning 
and especially convenient in extending the definition to the quasi-Markov 
property (to be defined later) is 
DEFINITION 3. The random process X(t), t E E is said to be iL%rIzo~ if, for 
any /I e 0(X(s), s < t), B IZ u(X(s), s > t) and for each t in E, 
almost everywhere. 
Definition 3 says that given the precise knowledge of present, the past and 
future are conditionally independent. The proof of the equivalence of the above 
two definitions can be found in any standard text book on Markov processes, 
e.g. see Doob [l]. 0 ne of the most rewarding ideas in studying a random process 
is that of a Markov process and there is a rich theory associated with it. 
Thus, it is only natural for one to try to generalize the Markov property for 
the study of a multidimensional random field. But, the linear ordering in the 
parameter set is crucial for the definition of the Markov property and unfor- 
tunately there is no natural linear ordering in the multidimensional parameter set. 
As a typical example of a multidimensional parameter set, consider the two- 
dimensional Euclidean space. Since there is no natural linear ordering in the 
plane, one cannot talk about the past and future being independent given the 
present, but one can talk about the interior and exterior being independent given 
the boundary, say, a simply connected closed smooth curve. Thus, one makes 
the following definition even in the one-dimensional case in order to impose the 
condition that the interior and exterior are independent given the boundary. 
DEFINITION 4. One says that the random process X(t), t G E is ~-iVur~ow 
or has the quasi-Markov property if, for any LI G u(X(s), s < r, s > a), B E u(X(s), 
t < s < u) and for each pair t, u with t < u in E, 
almost everywhere. 
DefnGtion 4 says that given the precise knowledge of the boundary (t and a), 
the interior (B) and exterior (A) are conditionally independent. 
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Slepian [2] observed that the stationary Gaussian process with mean 0 and the 
covariance function 
R(t) = 1 - 1 t 1 if it/<l, and 0 if Ii]>1 
has the quasi-Markov property (he calls it the Markov-like property) on the 
interval [O, 11, and used this property explicitly for the computation of the first 
passage-time probability density for this process. Jamison [3] set out to find 
other stationary Gaussian processes having the quasi-Markov property (he calls 
it the reciprocal property) on a finite or infinite interval, and he has charac- 
terized the stationary Gaussian processes with the quasi-Markov property in 
terms of the covariance function. However, he has not exhausted such processes. 
Independently of Jamison, I studied the stationary Gaussian quasi-Markov 
processes with a discrete integer parameter, intending to extend the results to the 
processes with a continuous-parameter set that is an interval. In the present work, 
a more complete discussion of the characterization of the stationary Gaussian 
quasi-Markov processes in both the discrete and continuous-parameter case will 
be given. As one might expect, there is very little difference between the con- 
tinuous- and discrete-parameter case. However, one interesting difference 
between the two cases is that while the only stationary Gaussian quasi-Markov 
process on the whole real line turns out to be also Markov, there exists a stationary 
Gaussian quasi-Markov process with the parameter set of all the integers which 
is not Markov. 
Now that the Markov and the quasi-Markov properties on a random process 
have been defined, one may ask which is the stronger condition of the two if there 
exists such a relation. It can be easily shown that the Markov property implies 
the quasi-Markov property without any restriction on the random process. On 
the other hand, one can find an example of a random process, in particular a 
stationary Gaussian process, which is quasi-Markov but not Markov. Although 
one might be interested in obtaining a necessary and sufficient condition for a 
stationary quasi-Markov process to be Markov, only a partial answer will be 
given here. 
Unlike the case of a random process, very limited work has been done in the 
case of a multidimensional random field, and for the most part, only those 
properties of a multidimensional random field, which generalize the corre- 
sponding properties of a random process have been investigated. The problems 
arising in the multidimensional random fields are interesting not only as a mathe- 
matical problem, but also are of practical interest to the physicists and engineers, 
for example, in problems in multidimensional information processing, turbu- 
lence, and phase transitions in statistical mechanics. 
Dobrushin [4] has shown that in case of a Gibbsian random field, given a 
consistent family of conditional distributions the uniqueness of the corresponding 
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probability distribution in some sense means the absence of a phase transition in 
statistical physics. He [5] also considered a more general question of a possible 
description of a random field by means of a family of conditional distributions, 
when the random field has a finite-state space and the parameter set E is the set 
of n-vectors with integral components. This, of course, is directly related to the 
question of existence and uniqueness of a random field with a given family of 
conditional distributions. Rozanov [6] considered the uniqueness question for 
the stationary Gaussian random fields on the parameter set E of a-vectors with 
integral components. 
In the following discussion, the parameter set E will be restricted to the set of 
n-vectors with integral components. Since one is interested in defining the con- 
dition that the interior and exterior are independent given a boundary, first the 
following generalized concept of a boundary will be defined. 
DEFINITION 5. Let X(t), t E E be a random field on the parameter set E, and 
let L be a fixed finite set in E which does not contain the point 0. Then the set 
of points s E E such that s - t EL is called the L-boundary of the point t e E. 
By the L-boundary of a$nite set T C E, one means the set of points s E E, s # T 
such that s is in the L-boundary of some t E T. 
DEFINITION 6. The random field X(t), t E E is said to be L-Markov if, for 
any finite set T C E, 
for arbitrary Bore1 sets Bl ,..., Bk, where S is the L-boundary of the set 
T = {tl ,..., &}. 
Remark. Any n-dimensional random field with an L-Markov property as 
defined in Definition 6 will be called a quasi-Markov random field (a broad- 
sense definition). However, the quasi-Markov property on a random process will 
be restricted to that given in Definition 4 (a narrow-sense definition). 
By restricting the set T to a singleton in Definition 6, one obtains the following 
special case. 
DEFINITION 7. One says that the random field X(t), t cs E is an L-jieZd if, 
for any t E E and any Bore1 set B, 
P[X(t) E B 1 X(s), s # t] = P[X(t) E B 1 X(s), s - t EL]. 
It is clear that every L-Markov random field is an L-field. One may ask when an 
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L-field becomes an L-Markov field. Rozanov claims in his paper that every 
stationary Gaussian L-field is an L-Markov field, but it will be shown that this is 
incorrect. 
DEFINITION 8. A random field X(t), t E E is said to be weukZy stutiomz~y if, 
for all t E E 
EX(t) = c, 
where c is a constant, 
EX2(t) < CD, 
and EX(s + t) X(s) = R(t) is independent of s for all s E E. 
Without loss of generality, one may assume that the constant c = 0 for a 
weakly stationary random field, and this will be done throughout this paper, 
Let X(t), t E E be a weakly stationary random field. Let LL be the Hilbert space 
of closed linear manifold of the random variables X(t), t E E with a scalar product 
for all /zr , A2 E H, and let H= be the mean-square closed linear submanifold 
generated by the random variables X(t), t $ T, where T is a finite subset of E. 
DEFINITION 9. One says that the random field X(t), t e E is regdar if 
where the intersection is taken over all finite subsets T of E, and is singulur if 
Rozanov has essentially proved that every regular or nonsingular stationary 
Gaussian L-field is also L-Markov. In the present work, a more complete dis- 
cussion of the relation between being an L-field and the L-Markov property for a 
stationary Gaussian random field, including an example of a singular stationary 
Gaussian L-field which is not L-Markov, will be given. 
Another problem that will be considered is the uniqueness question of the 
stationary L-Markov random fields, and it may be stated as follows. Assume that 
for each finite set T C E, there corresponds a probability distribution 
P a!l,...&pl >*.*> &J 01 
that depends on the real variables zcr ,..., xm , where T = {tl ,..., tk} and 
s = {sl ,..., m s } is the L-boundary of T. Also assume that this family of distri- 
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butions is stationary in the sense that the above probability distribution remains 
invariant when the set T is replaced by the set T’ = {tl + u,..,, tk + u}, u E E, 
obtained by a shift of the set T. 
DEFINITION 10. One says that the family of probability distributions (1) is 
co&rt~, if there exists a stationary probability distribution P of the random 
variables X(t), r E E such that 
where S = {si ,..., So} designates the L-boundary corresponding to. the set 
T = {tl ,..., rk}, i.e., the above family gives all the possible conditional probabili- 
ties of the form above. 
Thus, the question is whether there is a unique stationary probability distri- 
bution P with a family of conditional probability distributions as above. 
If a stationary Gaussian L-Markov field is regular, the probability distribution 
corresponding to a consistent family of conditional diitributions is unique. Thus, 
the uniqueness question for a stationary Gaussian L-Markov field is closely 
related to the “nature” of the random field, i.e., whether the field is regular, 
nonsingular, or singular. A full discussion on the question of the uniqueness for 
a stationary Gaussian L-Markov field will be given. The question of the existence 
of a nonsingular stationary Gaussian L-Markov field for the parameter set of 
various dimensions will also be discussed. For example, there is no nonsingular 
stationary GaussianL-Markov fields in one or two dimension. Another interesting 
question that will not be fully discussed here is to determine when a singular 
stationary Gaussian L-field becomes an L-Markov field. 
Finally, the linear interpolation technique of a weakly stationary random field 
will be mentioned, and an indication of how it may be applied to the problems 
that are discussed above will be given. For example, a stationary Gaussian ran- 
dom field X(t), t E E being an L-field is equivalent to the condition that the best 
linear interpolation of X(t) in terms of X(s), s # t, in the sense of minimizing the 
mean-square error, is the same as that of X(t) in terms of X(s), s - t EL. 
2. ONE-DIMENSIONAL QUASI-MARKOV RANDOM PROCFSSE~ 
Let X(t), t E E denote a real-valued random process with the parameter set E 
restricted to either an interval (finite or infinite) or the set of integers throughout 
this section. Having defined the Markov property and the quasi-Markov property 
in Section 1, first the relationship between the two properties will be discussed. 
EXAMPLE I. Let X(t), t E E = R be a stationary Gaussian random process 
with mean 0, variance I, and the covariance function 
R(t) = EX(s + t) X(s) = g,- ’ t ‘j 1; I < 1, 
1 > 1. 
Then, it has the quasi-Markov property on the interval [O, 11, but it is not 
Markov. 
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It will be shown later that the Markov property implies the quasi-Markov 
property without any restriction on the random process. Thus, it is important 
to present some examples of a quasi-Markov random process which is not 
Markov before the relationship between the two properties is discussed. 
Remark. By having the quasi-Markov property on the interval [a, b], one 
means that for any A e u(X(s), a < s < t, u < s < b), B E u(X(s), t < s < u) 
and for each pair t, u with a < t < u < b, 
DEFINITION 1. The random variables XI ,..., Xti are said to be jointZy 
Gaussian if every linear combination 
Q’S are real, 
is Gaussian. The random process X(t), t e E is said to be a Gaussian random 
process if every finite subcollection 
is jointly Gaussian for any finite k and arbitrary tl ,..., tk in E. 
Example 1 is due to Slepian [2], and he has shown that the given random 
process has the quasi-Markov property on the interval [0, 1] by a direct cal- 
culation. The following proposition shows that this random process cannot be 
a Markov process. 
PROPOSITION 1. Let X(t), t E E = E2 be a stationary Gaussian random process 
with mean 0 and variate 1. If the process is Markov with a continuous covariance 
function, then the covariance function has the form 
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For E = 72, the covariance function (or sequence) has the form 
I?(n) = @I, 0 < 1 p 1 < 1. 
The proof of Proposition 1 can be found in Feller [7]. 
EXAMPLE 2. Let X(t), t E E = Z be a stationary Gaussian random process 
with mean 0 and variance 1. Suppose that the covariance sequence has the form 
R(n) = cos cm, 
where cx is a rational number, then it has the quasi-Markov property but it is not 
Markov. 
PROPOSITION 2. Let X(t), t e E = Z! be a stationary Gaussian random process 
with mean 0 and variarxe 1. If it has the covarianxe sequence of the form 
R(n) = cos cxn, 
where cx is such that T& is irrational, then it has the quasi-Markov property but it 
is not Markov. 
Proof. Since X(t) is real and weakly stationary, the spectral distribution 
F(A) is symmetric and X(t) has the following spectral representation (see 
Grenander and Rosenblatt [8]): 
X(t) = 1: cos tA d.&(A) + j:sin tA d.&(A), 
where &(A) and .&!(A) are the real-valued random set functions of orthogonal 
increments with 
and 
But, 
R(t) = 2 j; cos tA dF(A). 
cos cd = R(t) = 2 j; cos tA dF(A) 
implies that F(A) has a jump 4 at A = a, by the uniqueness of F(A). Therefore, 
X(t) = U cos 0Y + V sin at, 
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where U, l’ are independent Gaussian random variables with mean 0 and 
variance 1. Thus, if X(m) and X(n) with m < n are given, then 
A= 
cos ma sin ma 
cos na 
- sin(n - m)c4 # 0, 
sin na - 
since (n - rn)a # a multiple of V, and U, V are completely determined. Hence, 
X(f), t E E = Z are all determined. Therefore, 
R(e) = cos an, 7r/fx is irrational, 
implies that the random process has the quasi-Markov property. By 
Proposition 1, it is clear that this random process cannot be Markov. Q.E.D. 
First consider the random processes with a discrete state space, in which case 
a conditional probability is given as a ratio of absolute probabilities. 
PROPOSITION 3. Let X(t), t E E be a Markov process with a discrete state 
space, then it has the quasi-Markov property. 
Proof. Let A e u(X(t), t < U, t > v), ZJ E u(X(t), u < t < v) for any pair 
u, v in E with u < v. One must show that 
P[AB 1 X(24) = x1 , X(v) = x2] 
= P[A 1 X(u) = xl , X(v) = x2-J P[B 1 X(u) = xx , X(v) = x2] (1) 
holds under the Markovian assumption. It is sufficient to show that (1) holds 
for A = AlA2, where Al E u(X(t), t < U) and A2 E u(X(t), t > v). For the sake 
of simplicity, {X(U) = xi} and {X(v) = x2} will be denoted by X(U) and X(v), 
respectively. 
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Thus, 
and 
by Markov property, Thus, one obtains (1). Q.E.D. 
Proposition 3 is just a special case of Proposition 5, and the proof of Proposition 
3 is given here only because it led to the proof of Proposition 5. 
Having found out that the Markov property implies the quasi-Markov 
property, it will be interesting to investigate when a quasi-Markov process also 
has the Markov property. 
Remark. X(t) will be occasionally written as Xt in order to avoid a confusion 
and for convenience. 
Let X(t), t e E = 72 be a stationary random process. The new underlying 
probability space (!S, g, P) is the space Gr of points UJ = (**a, u-r , CUE, OJ~, a**) 
with Xn(~) = o.J~, the e-field a generated by finite cylinder Bore1 sets, and the 
probability P which exists by the Kolmogorov’s extension theorem. Introduce 
the “shift” transformation T of the space C? as follows: 
Then, T is a P-measure preserving point transformation with the inverse trans- 
formation given by 
(T-%JJ)~ = OJ+,~. 
If A e 9Y, then TA = {CO: T-%LJ E A}. 
DEFINITION 2. Let X(t), t c E = Z be a stationary random process with 
(C&S?, P) and T as given above. If for every pair A, B G 39, 
P[T-nA n B] + P[A] P[B] 
as n -+ co, then the process is called mixing. 
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Let X(t), i E E be a quasi-Markov process with a discrete state space. Consider 
P[X$ E A 1 xtl = Xl ,..., xt” = XJ, 
where A is an arbitrary Bore1 set and t, tl ,..., tn G E with t > tl > ... > t,n . 
Again for the sake of simplicity, {XtS = xi} will be denoted by X(tJ. Then, 
f’[-& cz A I ashy,..., Wnll 
for any P[X(S) = x8] > 0, s E E, and s < tn ; now suppose that X(t), t E E = Z 
is stationary and mixing, then it 
= P[Xt E A 1 X(Q]. 
Thus, one obtains the following proposition: 
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PROPOSITION 4. Let X(t), t E E = Z be a quasi-MaYkov Yandomprocess with a 
discrete state space. If the pYocess is stationary and mixing, then it has the Markov 
pyopeYty. 
Now, consider the random processes with general state space. Proposition 3 
will hold true even in general state space case, but Proposition 4 will require 
some additional conditions. 
PROPOSITION 5. Let X(t), t E E be a Markov process, then it has the quasi- 
Markov propeYty. 
Before a proof of this proposition is given, two more propositions that will be 
used in the proof will be stated below without proof. 
PROPOSITION 6. The random process X(t), t e E is Markov if and only $ 
for any t, tl ,..., tn e E with t > tl > ... > tn and aYbitYaYy bounded BoYel- 
measuyable function f. 
PROPOSITION 7. The random pYocess X(t), t E E is quasi-Markov q and only if 
for any s, t, u E E with s < t < u, ti E E - [s, u], i = l,..., n, and arbitrary 
bounded Borel-measurable function f. 
Proof of PYoposition 5. Equation (2) of Proposition 7 is equivalent to the 
following condition 
for bounded Borel-measurable functions f, g. It is suiIicient to show that 
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If one can show that 
then he will have proved Eq. (4). Now, 
z JWXJ I -%I JQd&I I & > &I, 
by Markov property in reverse direction; 
by Markov property; 
Q.E.D. 
It will be interesting to investigate how a proposition analogous to 
Proposition 4 may be stated for the general-state space case, and what additional 
conditions are needed for this proposition to hold. It appears that Proposition 4 
will not hold for general-state space unless some additional conditions are 
imposed. 
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Now, the discussion will be restricted to the stationary Gaussian quasi-Markov 
random processes, and the processes will be characterized in terms of their 
covariance function. The following theorem characterizes the stationary Gaussian 
quasi-Markov random processes with the parameter set of all the integers. 
THEOREM I. Let X(t), t E E = Z be a stationary Gaussian random process 
with EXt = 0, EXt2 = 1. Then, it is a quasi-Markov process if and only if its 
covariance function (or sequence) has one of the following two forms: 
(i) R(n) = ajni, 1 a 1 < 1, 
(ii) R(n) = cos ~02, 7r/a is iTrationaL 
LEMMA I. Let XI ,..., X* be jointly Gaussian with mean 0. Then, the conditional 
distributions 
P[Xn E A 1 x1 ,..., -%-II = %TI E L4 I&I 
ay and only if 
GL I -% ,..., X-J = -Wn I &I. 
Furthermore, one has var[Xn ] XI ,..., XJ = var[Xn ] XI]. 
Proof. It is trivially true that 
P[Xn E A 1 Xl ,..., x-11 = JvL E A I &I 
implies E[Xn 1 XI ,..., Xfl-r] = E[Xn ] XI]. Now, suppose that 
JWG I 4 ,a.., -G-J = GCt I %I. 
Then, Xn - E[Xn 1 XI] = X,, - 13[Xn ] XI ,..., X,+J is orthogonal to XI ,..., 
X,+r . For a Gaussian distribution, however, the orthogonality is equivalent to 
the independence. Therefore, 
= JWL - WG I -G ,..., -LJ)2 I -& ,..., -L-J 
= E[(& - ELKa I 4 ,..a> X+J21 by independence; 
= JWK - W% I XII)~I 
by independence; 
A Gaussian distribution is completely determined by mean and variance. Q.E.D. 
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LEMMA 2. Let X(t), t e E = Z be a stationary Gaussian random process 
with EXt = 0, EXtz = 1. Suppose that the covariance sequence R(n) is such that 
1 R(n) 1 < I for all n # 0. Then, the process is quasi-Markov if and onZy $ R(n) 
satis$es 
where 
R(Z + m) - aR(Z) - bR(Z + m + n) = 0, 
for every 1, m, n > 0. 
Proof. Suppose that the process is quasi-Markov, and let r < s < t < u be 
such that s - r = 1, t - s = m, u - t = n. The quasi-Markov property, by 
Proposition 7, implies that 
Since X(t) is a Gaussian random process, 
J%% IX8, Xl = 6- + b&, 
and from the fact that Xt - E[Xt ] Xs, XU] is orthogonal to Xs , XU , one gets 
R(m) - a - bR(m + n) = 0, 
R(n) - aR(m + n) - b = 0, 
and the solution is 
But, Eq. (6) is equivalent to 
& - EL& I 4 3 &A -I.. -&, (71 
and one obtains Eq. (5): R(Z + m) - aR(Z) - bR(Z + m + n) = 0. 
Now, suppose that R(n) satisfies Eq. (5) for all 1, m, n > 0. By reversing the 
above argument, it is easy to see that 
EL& I Xs 3 Xu 3 X.1 = EL& I Xs , Xl 
for each r < s. For each v > u, let v - u = l’, then 
JWG - E[Xt 1 X8, XJ) XJ = R(Z’ + n) - aR(Z’ + m + n) - bR(Z’), 
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Set n = ml, m = d, then it 
= R(Z’ + m’) - a’R(l’) - b’R(l’ + m’ + n’), 
where 
at = Rb’) -  JW)JW + 4 , b, = W) -  RWYW + n’) 
1 - R2(m’ + d) 1 - R2(m’ + n’) ’ 
Thus, E((Xt - E[Xt / XS , XJ) XV) == 0 by Eq. (5), and 
Therefore, for each v > u, 
Hence, for arbitrary fI ,..., tn E E - [s, u] and s < f < u, 
Note that E[X$ 1 X8 , XU , Xtl ,..., XtJ is characterized by the fact that it is in 
+K, X, Xtl ,..., -5) ad 
& - -&=t I Xs , -T, , Xl ,..., -G,J L x8 , xu , xtl ,..., xtn . 
But, E[X$ \ XS , XJ has the necessary properties, hence 
Now, by Lemma 1 and Proposition 7, the process is quasi-Markov. Q.E.D. 
LEMMA 3. Let X(t), t E E = Z be a stationary Gaussian random process with 
EXt = 0, EX: = 1. Suppose that the covariance sequence R(n) is such that 
\ R(h) \ = 1 for some h # 0. Then, the process is quasi-iWfdov if und ody if 
R(n) = 1 or R(n) = (- lp. 
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Proof. Suppose 1 R(A) 1 = I f or some k # 0. Then, the determinant of the 
covariance matrix 
EXOXO EXkXO 
EXOXk EXkXk 
= 1 - F(k) = 0, 
and this implies that X0 and Xk are linearly dependent. 
Cm (i): /z = 1. 
By stationarity, R(n) = 1 or R(n) = (- l)$a since EXt2 = 1. 
Cuse (ii): ,4 > 1. 
Consider Xr - E[Xr ] X0, Xk] = Xr - uX,, , then it is orthogonal to X0 and 
Xti . This implies 
R(1) - u = 0, 
R(h - 1) - &?(/c?) = 0. 
Let u = - k + 1, then by the quasi-Markov property 
and this implies R(A) - &(A - 1) = R(k) - R(1) R(k - 1) = 0. Thus, 
] R(A)] = 1 R(l)1 * 1 R(A - l)i = 1 and the fact that ] R(Yz)/ < 1 implies that 
] R( l)l = 1 and goes back to the case (i). It is easy to see that R(n) = 1 or R(n) = 
(- l)n implies the quasi-Markov property. Q.E.D. 
Proof of Theorem 1. If ] R(n)/ = 1 f or some n # 0, then by Lemma 3, 
R(n) = 1 or R(n) = (-ly. Th us, assume ] R(n)1 < 1 for all n # 0. By 
Lemma 2, R(n) must satisfy Eq. (5) 
where 
R(Z + m) - uR(Z) - bR(Z + m + 72) = 0, 
for all 1, m, n > 0. Set m = n = 1, then 
and Eq. (5) becomes 
R(1) R(Z + 2) - {1 + R(2)} R(Z + 1) + R(1) R(Z) = 0. @I 
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If R(1) = 0, then R(n) = 0 for all n # 0. Suppose R(1) # 0. Equation (8) can 
be solved by a standard technique. Let R(Z) = AZ, then A must satisfy 
and 
R(1) P - {1 + R(2)} A + R(1) = 0, (9) 
Case (i): {l + R(2)}2 = 4R2(l). 
This implies that A = -&l, which contradicts the fact that 1 R(n)] < 1 for all 
?l # 0. 
Case (ii): {1 + R(2)}z > 4R2( 1). 
This implies that A = Ai or As with 
Let 1 A1 1 < 1 and 1 Aa 1 > 1, then R(Z) = AAiz + BA:. But, 1 R(Z)1 < 1 for all 
Z # 0 and R(0) = 1 implies 
R(Z) = Alz, where ]A11 <l. w 
Case (iii): {1 + R(2)}z -=c 4R2(l). 
This implies that 
where 
R(Z) = A(a + i# + B(a - i,!l)z, 
~ ~ 1 + W) 
2R(l) ’ 
p = d4R2(l) -U +W~~21 
2R(l) ’ 
o?+p = 1. 
Let a + $3 = e@, then u - $3 = e-ie and one obtains 
R(Z) = CCOS Ze + D sin Z$, where 0 = arc tan@/a). 
But, the fact that R(0) = 1 and R(Z) satisfies Eq. (5) implies R(Z) = cos Ze. In 
addition, 1 R(Z)1 < I implies 
R(Z) = cos ze, where r/f? is irrational. (11) 
It is easy to check that R(Z) of Eq. (IO) and Eq. (11) satisfy Eq. (5) This completes 
the proof. Q.E.D. 
@3/4x-3 
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Next, the stationary Gaussian quasi-Markov random processes with the 
parameter set of an interval, finite or infinite, will be characterized in terms of 
their covariance function. The proof will be similar to that of the discrete para- 
meter case, and the arguments given by Jamison [3] will be followed rather 
closely. However, the characterization itself and some of the arguments are 
different. He has not exhausted such random processes, and Theorem 2 below is 
much more complete. 
THEOREM 2. Let X(t), t e E z lQ b e a stationary Gaussian random process 
with EXi = 0, EXtg = 1. Assume that the covariance fumtion R(t) is continuous. 
Then, it has the quasi-Markov property on an interval [O, T] if and only if the 
covariance function has one of the following three forms: 
(i) R(t) = AeMat + (1 - A) eat, a > 0, A > 4, where 
and 
T<klog[&) fiw 1 >A >i, 
(ii) R(t) = cos at, a > 0, where T < Z-/N, 
(iii) R(t) = 1 - cd, a > 0, where T < 21~. 
LEMMA 4. Let X(t), t E E = lR be a stationary Gaussian random process with 
EXt = 0, EXtz = 1. Assume that the covariance function R(t) is continuous and 
suppose 1 R(t)1 < 1 for aZZ t E (0, T). Th en, it has the quasi-Markov property on 
the intervaZ [0, T] if and onZy zf R(t) satisjes 
where 
R(u + S) - aR(o) - bR(u + S + y) = 0, 
for all u, S, y > 0 with o + S + y < T. 
The proof of Lemma 4 will be omitted, as the proof is almost identical with 
that of Lemma 2. Compare Eq. (12) with Eq. (5). 
LEMMA 5. Suppose R(t), t E [O, T] is continuous, R(0) = 1, 1 R(t)] < 1 
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for uZZ t E (0, T), und sutisjes Eq. (12). Th en, R(t) has the derivatives of all orders 
und R(t) sutisjies 
R”(t) = AR(t), (13) 
where k = R”(0). 
Proof. The following is essentially the proof given by Jamison. Set u + 8 = s, 
S = y = t in Eq. (12) then it becomes 
where 
R(s) - aR(s - t) - bR(s + t) = 0, (14) 
Equation (14) can be written as 
R(s + t) + R(s - 4 = d4 W, 
where 
(15) 
Let r’ > 0 be chosen such that R(t) is positive in the interval (0, r’) 
and 0 < s - r’ < s + r’ < T. Let 0 < r < r’ and integrate Eq. (15) over 
(0, r); then one gets 
J; R(s + t) dt + 1; R(s - t) dt = R(s) j; v(t) dt, 
or 
/s+r R(t) dt + j’ 
s s-r 
R(t) dt = R(s) 1; V(t) dt. 
Differentiating it with respect to s, one obtains 
R(s + Y) - R(s - r) = R’(s) Jl v(t) dt. 
This shows that R’(s) exists for all s G (0, T); in fact, this shows that the higher- 
order derivatives also exist. Note that ~(0) = 2. Now, rewriting Eq. (15), one 
gets 
R(s + t) + R(s - t) - 2R(s) = p(t) R(s) - 2R(s) = {y(t) - v(O)} R(s). 
36 CHAY 
Dividing it by t2 and taking the limit as t -+ 0, one obtains 
R”(s) = lim ‘(r) i ‘(O) R(s), 
t+0 
and 
Therefore, R”(s) = kR(s) with k = R”(0). Q.E.D. 
LEMMA 6. Let X(t), t E E = R be a stationary Gaussian random process with 
EXt = 0, EXtS = 1. Assume that the covariarxe function R(t) is continuous and 
suppose that 1 R(t)1 = 1 f OY some t E (0, T). Then, it has the qua.&Markovproperty 
on the intervaZ [O, T] if and o&y q R(t) = I. 
Proof. Suppose 1 R(to)[ = 1 f or some to E (0, T). Then, X3 and Xs+tO are 
linearly dependent for each s with 0 < s < s + to < T. Consider 
where s < t < s + to . 
Then, Xt - aX8 is orthogonal to Xs, Xs+tO , and one gets 
R(t - s) - a = 0, 
R(s + t0 - t) - aR(t,,) = 0. 
To each t > 0 with (s + to) - t < s, there corresponds r with 0 < r < s 
and t - r = to, and by the quasi-Markov property 
& - aXs -I- XT, 
and this implies 
R(to) - aR(s - Y) = R(t,,) - R(t - s) R(s - r) = 0. 
Now, 1 R(t)[ < I and 1 R(t,,)j = 1 implies that 1 R(t - s)i = 1 and 
1 R(s - Y)/ = 1. Thus, 1 R(t)/ = 1 for all t e (0, a), where 0 < 8 < min(t,, , s). 
By the continuity of R(t) with R(0) = 1, R(t) = 1 for all t e (0, 8). Using the 
quasi-Markov property repeatedly, one obtains R(t) = I. The reverse direction 
is trivial. Q.E.D. 
Proof of Theorem 2. If 1 R(tJ = 1 f or some to E (0, T), then R(t) = 1 by 
Lemma 6. Thus, one may assume that 1 R(t)1 < 1 for all t E (0, T). By Lemmas 4 
and 5, R(t) must satisfy Eq. (12) as well as Eq, (13). There are three different 
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solutions of Eq. (13), R”(t) = M?(t), depenclmg on whether k > 0, k = 0, or 
k <O. 
Cuse (i): k > 0. 
where cx = dz R(0) = 1 im pl ies that B = 1 - kl, and it can be verified that 
R(t) of (16) with B = 1 - /l does satisfy Eq. (12). R(t) is a covariance function 
and hence 1 R(t)1 < 1 and this implies that /l > 4. For kI > 1, define a function 
R(t) = Ae-at + (1 - A) eat, 
f(t) = 
if t <&log(&), 
0, 
where 
&log(&)=m if A=l. 
Then, f is real, continuous with f (0) = 1, and f (t) + 0 as t -+ co. In addition, f is 
convex from below on [0, co]. Thus, f is a characteristic function (see problem 13, 
p. 217 of Lo&e [9]). Therefore, 
R(t) = Aesa* + (1 - A) eat, 
is a covariance function for A > 1. For 1 > A > 4, defme a function 
R(t) = Ae-at + (1 - A) eat, 
g(t) = 
if t <&log(&), 
Wh 
where G(t) is defined in such a way that 
G(t) = R(t) at t = -&- log (A) 
and G(Z) -+ 0 as t + co while preserving the convexity from below. Again, it is 
clear that 
R(t) = Ae-mf + (1 - A) eat, 
is a covariance function for 1 > A > +. 
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Case (ii): k < 0. 
R(t) = A cos at + B sin &, a > 0, (19) 
where cx = d(-k). J?(O) = 1 implies that A = 1, and the fact that R(t) of (19) 
must satisfy Eq. (12) implies that B = 0. The assumption, 1 J?(t)1 < 1 for all 
t e (0, T), implies that t < ~/CL. Thus, one obtains 
R(t) = cos at, t < lr/a. cw 
It can be shown that R(t) of (20) is a covariance function on the whole real line. 
In fact, the random process 
X(t) = u cos cd + v sin at, t E [O, r/a], 
where U, F’ are independent Gaussian random variables with mean 0 and 
variance 1, has the covariance function of the form R(t) = cos at. 
Case (iii): k = 0. 
R(t) = A - at. (211 
R(O) = 1 implies that A = 1, and ] R(t)] < 1 for all t E (0, 2’) implies that 
cx >0 and t < 21~ Thus, one obtains 
R(t) = 1 - at, Cx > 0, t < 2/t% w 
Ry a direct computation, it can be shown that the random process with the cova- 
riance function R(t) of (22) has the quasi-Markov property on the interval 
[O, ~/LX]. (See Slepian [2].) This completes the proof. Q.E.D. 
Some obvious results, following from Theorems 1 and 2 as well as Maruyama’s 
characterizations of mixing and ergodicity for a stationary Gaussian random 
process, will be stated. 
THEOF~EM (Maruyama [lo]). A necessary and sz@cient condition for a 
statzimary Gaussian process to be mixihg is tkat tke covariance function R(t) 
tendtozmoasjt/+m. 
A proof of this theorem can be found in Rosenblatt [ll]. The following 
corollary is a trivial consequence. 
COROLLARY 1. A stationary Gaussian process is Markov if it is quasi-Markov 
and mixing. 
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DEFINITION 3. Let X(t), t E E = Z be a stationary random process with 
(Q, &Y, P) and T as given in Definition 2. If for every pair A, B e L@, 
as n -+ co, then the process is called ergodic. 
THEOREM (Maruyama [lo]). A necessary and su@ient conditim for a stationmy 
Gaussian process to be Hgodic is that its spectral distribution F(A) is continuous, 
Using this theorem, one obtains the following stronger result which includes 
Corollary 1. 
COROLLARY 2. A stationary Gaussian process is Markov if it is quasi-Markov 
and ergodic. 
Mixing condition implies the ergodicity, and the spectral distribution F(A) 
corresponding to R(n) = cos an in Theorem 1 has a jump of 4 at A = & a, 
hence is not ergodic. 
Finally, it should be pointed out that there is an interesting difference between 
the continuous- and discrete-parameter case. While the Markov process is the 
only stationary Gaussian quasi-Markov process on the whole real line, there 
exists a stationary Gaussian quasi-Markov process with the parameter set of all 
integers and is not Markov. This process, however, is highly “deterministic.” 
3. MULTIDIMENSIONAL QUASI-MARKOV RANDOM FIELDS 
It has been already mentioned in Section 1 that in case of a Gibbsian random 
field the uniqueness of the probability distribution corresponding to a consistent 
family of conditional distributions in some sense means the absence of a phase 
transition in statistical physics. (See Dobrushin [4].) One who is interested in 
understanding the physical problem of a phase transition and the relation between 
the uniqueness and the absence of a phase transition should consult Dobrushin’s 
papers. Regardless of its physical interpretations, the question of an existence 
and the uniqueness of a probability distribution corresponding to a family of 
conditional distributions is an interesting mathematical problem and will be 
investigated here. 
First, some results in this area, which have been obtained by Dobrushin [5] in 
recent years, will be presented without the proofs which are in his paper. 
Theorem I deals with the question of an existence, and Theorem 2, the 
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uniqueness. The state space, however, is restricted to a finite state space in both 
theorems. 
Let X(t), t E E = P be an n-dimensional random field which takes values in a 
finite set Y. 
DEFINITION I. A family Q of distributions of probabilities, 
L4 = h,dtdYtl >*-a, YtJ Ai e y, i = l,..., m1 
is called the family of conditional distributions or simply the conditional distri- 
bution of the random field X(t), t E E, if corresponding to each finite subset 
s = {tl ,..., t,,,) of E and to each function y(t), t e E - S with values in Y, 
there is a 
%ddYt~ *****YtJ 
such that the conditional probability is 
The family Q includes the conditional probabilities for the values of X(t) on 
finite sets S under the condition that the values of the random field outside of 
this set are known. 
DEFINITION 2. The family Q of conditional distributions is said to satisfy 
the condition of consistency, if for each SC S, where .!? = {tl ,..., tk}, S - S = 
0% >***> d, ad any ytt , yu, E Y ad for Y(t) = y(t), t E ,Y - & j+,) = yu, , 
j = l,..., Z, 
x Ix %vdYt~ 9***9 Ytk 3 YUI >...> YUJ. 
v~l~r.....v~*~~ 
Remark. The family of conditional distributions satisfying the condition of 
consistency of Definition 2 is not the same as the family being consistent of 
Definition 10 in Section 1. 
In the following, the conditional distributions Q will always satisfy the 
condition of consistency, and it is always assumed that for any fixed S and 
Ytl ,*--, Ytm ? the variable 
kddYt~ Y---Y &l 
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is a measurable function of y(r), i.e., measurable with respect to the u-field 
generated by the family of cylinder sets of the form 
where 
DEFINITION 3. The family of conditional distributions Q is said to be 
stutionu~y, if for each fe E, 
where 
s = {t1 ,*.., t& s + f = {t1 + f,..., tm + f), 
andy(t) =jj(t+f)forallteE-S. 
Let (S)= , where cx is an integer, denote the set of points of E - S, whose 
distance from a point of S is not greater than CY. 
THEOREM 1 (Dobrushin). Let the cditiond distribution Q be szdz thzt for 
any $nite set S = {tl ,..., tm} und uny yti 6 Y, i = I ,..., m, 
as a -+ a. Then, there exists u rundom$eld with u given conditionul distribution 
Q, i.e., a random$eld X(t), t e E with the underlyingprobubility P swh thut 
w-t~l~ = Yl >***> -WJ = ~,n I -W, .t et I? - 81 
= hdY1 >***9 Yml. 
If, moreover, the conditional distribution Q is stutiomzry, tha there exists u stutionury 
rundom jeld w*th the conditional distribution Q. 
DEFINITION 4. Suppose p[ *] and #[a] are two probability distributions on the 
finite set Y. Then, the number 
is called the distunce in vuriution between the two distributions. 
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The distance in variation is equal to 0 if p[.] and j[ *] coincide, and is equal to 1 
if they are mutually singular. Let s, u E E, s # u and set 
where the supremum is taken over all the pairs of functions y(t), y(t) defined 
on E - {s} such that y(t) = T(t) for t # u. 
THEOREM 2 (Dobrushin). If the conditional distribution Q is such that for 
some a < 1 and all s e E, 
lx P&U ==c a> 
WE-{s} 
then all the random jields with the given conditional distribution Q have the same 
distribution. 
Both Theorems 1 and 2 assume that the state space is finite and each gives 
only a sufficient condition. Even in a finite-state space case, the problem of 
obtaining a necessary and sufficient condition either for an existence or the 
uniqueness is still an open question. The condition of Theorem 1 requires that 
the conditional distribution Q be such that the dependence should decrease 
strongly with the distance. The ,5-Markov random fields certainly satisfy this 
condition. 
Although the random fields will be restricted to the stationary Gaussian 
L-Markov case, a full discussion on the question of the uniqueness of the prob- 
ability distribution corresponding to a consistent family of conditional distri- 
butions will be given. Also, many related questions will be investigated in this 
section. 
Let X(t), t E E = P be a real-valued, n-dimensional weakly stationary random 
field with EX(t) = 0. By the definition of weak stationarity, 
EX(s + t X(s) = R(t) 
is independent of s, and R(t) is a positive definite function on P, i.e., for any 
complex numbers CX~ ,..., c+ and for any tz,.. ., tk in E, 
By the theorem of Herglotz and Bochner, one has 
PROPOSITION 1. R(t) has the following representation: 
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where t = (tI ,..., t& A = (AI ,..., &), At = /IIt + *a* + A,&,, , and F(A) is a 
bounded nondecreasing function in the sense that the n-th order difference 
A hl a*- 4&h ,..., U 2 0, 
und F(rr,..., g) < CO. F(A) is called the “spectral distribution function” of the 
random $eld. 
PROPOSITION 2. X(t) can be represented as a random integral as follows: 
where Z is a set function with orthogonal increments on the Bore1 sets 
of l-& [-n, rr], which is reZated to F by 
-- 
EZ(L4) = 0, w4 -w2) = d4 n A2h 
where 7 is the Lebesque-Stieltjes measure generated by F, and A, AI , A8 are the 
BoreZ sets of nycl [-T, T]. Th e re p resentation (I) is called the ‘Cspectral represen- 
tution” of the weakly stationary randomjeld. 
Remark. If the parameter set E = 173~ instead of Zn, and if R(t) is continuous, 
both Propositions 1 and 2 will hold with the limits of integration from -co to 
+CO instead of -T to +n. 
Let A! be the linear manifold generated by X(t), t E E by taking all the finite 
linear combinations of the form 
By adding to .A? all the limits in mean-square of Cauchy sequences in A%’ (by 
Riesz-Fischer Theorem, the limit in mean-square of a Cauchy sequence is also 
square-integrable), one obtains a Hilbert space H with a scalar product defined as 
for every hI , hz G H. 
Now consider the Lebesque-Stieltjes measure 7 generated by F and look at 
L2( dF) = L2(q), where 
L2b?l = /g:g is measurable with respect to v and 
j ldV2+W = j ld92Wl -=c m-/, 
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and define a scalar product on L2(dF) as 
for every gr , g2 e L2(dF). 
PROPOSITION 3. There is an tiometrti correspondence between the elements of 
H and those of L2(dF), given &JJ 
for every g(A) e L2(dF). In particular, one has 
DEFINITION 5. The random field X(t), t e E in said to be a Gaussian random 
jeld if every finite subset 
X(tl),..., X(P) 
is jointly Guassian for any finite k and arbitrary tl,..., tk in E. 
Remark. A Gaussian random field is weakly-stationary if and only if it is 
stationary. 
Let X(t), t E E = P be an n-dimensional stationary Gaussian random field. 
Let &@r be the u-field generated by the random variables X(t), t 6 T, and set 
where the intersection is taken over all the finite subsets T of E. Let HT be the 
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mean-square closed linear manifold generated by the random variables X(t), 
t $ T, and set 
Ha = flH=. 
T 
For each t E E, let 
Then, Z(t) is the projection of X(t) on the subspace Ha . It will be written as 
Z(t) = projHW X(t). 
Let Y(t) = X(t) - Z(t), th en Y(t) is orthogonal to Ha and Z(t) E Ha. For 
each t E E, one can write 
X(t) = Y(t) + Z(t). (3) 
The definition of regularity and singularity of a weakly stationary random 
field is given in Section 1. The following theorem characterizes a regular random 
field, and the proof will essentially be the one given by Rozanov. 
THEOREM 3. Let X(t), t e E = P be a weakly stationary random$eld. Then, 
the random jield is regular if and only if the spectral distribution function F is 
absolutely continuous and the spectral density 
satisjes the condition 
f (,I) = dF(A)/dA 
where &,(A) = ztST cteiAt is SOW nonzero trigonometric polynomial. 
In the following, let AT denote the orthogonal complement of H= in H, i.e., 
Ar=H@HT. 
LEMMA 1. The subspace AT is isometric to the Hilbert space of tra&mometric 
poijmomials 
such that 
J 1 S(A)j2 f -l(A) dII < CO 
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and 8(A) dF(A) = 8(A) f (A) dA almost evflywhere, with a scalar product given by 
Proof. By Proposition 3, H is isometric to L2(dF) with a scalar product 
and in particular, the random variable X(t) corresponds to the function eiAt. 
Choose an arbitrary element h E Ar and the function g(A) E L2(dF) corresponding 
to it. Then, 
(h, X(t)) = 1 g(A) e-dAt dF(A) = 0 (9 
for each t q! T. Since T is a finite set, the measure g(A) dF(A) is absolutely con- 
tinuous (by the Theorem of Riesz and Bochner) with density 
W = dY WW~ = cd4 f 6% 
The condition (5) also implies that 
and therefore 
S(A) = 1 cteiAt. 
ST 
Let hl , h2 E Ar with the corresponding gr(A), ga(A) E Lz(dF), then 
where &(A), 8s(A) correspond to gr(A), g2(A). It is clear that 
and 8(A) dF(A) = g(A) f (A) dF(A) = S(A) f (A) dA almost everywhere. 
Now, let 8(A) be a trigonometric polynomial such that 
1 1 S(A)12 f -l(A) dA < CXI 
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and S(A) #‘(A) = S(A) f(A) dA almost everywhere. Set 
Since S(A) d&i) = S(A)f(A) d& one obtains 
thus g(A) G .Cz(dF), and 
(g(A), eiAt) = jg(A) e-iAt dF(A) = 1 S(A) e--iAt dA = 0 
for each t 6 T, thus the element h E H corresponding to g(A) is orthogonal to 
HrandisinAr.=HGHT. Q.E.D. 
Proof of Theorem 3. The condition that the random field X(t), t E E is 
regular, is equivalent to the condition 
lim A= = H. 
T+m 
The limr+m designates the limit in mean-square with respect to a certain mono- 
tone increasing sequence of sets T whose union is E. This means that any element 
h E H may be arbitrarily closely approximated by an element of AT for some T. 
Thus, if the random field is nontrivial and regular, then there is some subspace 
A= which contains ho different from 0 with 11 h,, iI2 = (h,, , h,,) < CD. Let S#) be 
the trigonometric polynomial corresponding to ho , then 
This implies the condition (4). If g(A) EL2(dF) corresponds to an element h e AT 
for some T, then g(A) has the form 
with S(A) dF(/i) = S(A) f(A) dA almost everywhere, where 
S(A) = x cteiAt 
ST 
is a trigonometric polynomial by Lemma I. For any g(A) of the form (6), 
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for any function y(A) which is zero almost everywhere. But, by regularity any 
g(A) e I?(cP) may be arbitrarily closely approximated by g(A) of the form (6). 
Therefore, dJ’(A) is absolutely continuous. 
Suppose that the measure C@(A) is absolutely continuous and S,,(A) satisfies the 
condition (4). For any element /r E H and the functiong(A) EIC~(CC) corresponding 
to it, consider 
where g&I) = [S,,(A)/j(A)] 1 cteiAt corresponds to A,, e Ar- for some T, since 
kh@l fG9 = WV ZZ cteiAt is a trigonometric polynomial with 
by the condition (4). Then, 
inf 
j 
1 g(A) - g,,(A)i2j(A) dA = inf g(A) - $$I cteiAt l’f (A) dA 
since any function G(A) = g(A) f(A)/&,(A) such that 
where U(A) = ] S,,(A)j2/f(A), may b e arbitrarily closely approximated in mean- 
square by a linear combination x c$e iAt. Note that CO(A) is an integrable function 
by the condition (4). This implies that 
1imA -H. T-m ‘- Q.E.D. 
The following theorem characterizes a singular random field, and it follows 
immediately from Lemma I. 
THEOREM 4. Let X(t), t e E = 72% be a weakly stationary random$eld with the 
spectral distr&utionfinction F, and let f (A) be the spectral density cowesponding to 
the absolutely continuous part of F. Then, the random jeld is singular $ and only $ 
for every nonzero trigonometric polynomial S(A) 
J 
1 S(A)jzf-l(A)dA = CCI. 
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Proof. If the random field is singular, then AT = H G Hr is trivial for all T. 
Thus, if S(A) is a trigonometric polynomial such that 
then 8(A) = 0 by Lemma 1. Therefore. 
for every nontrivial trigonometric polynomial 8(A). 
Now, suppose that for every trigonometric polynomial 8(A) 
then AT is trivial by Lemma 1. Therefore, H = HT for every T and the random 
field is singular. Q.E.D. 
DEFINITION 6. If a weakly stationary random field is not singular, it is said 
to be nonsingular. If it is neither regular nor singular, it is said to be properly 
nonsingular. 
THEOREM 5. Let X(t), t E E = ,Zn be a nonsingular stationary Gaussian 
random jeld. Then, it muy be represented as a sum of two mutually orthogonal 
random$elds Y(t), t s E and Z(t), t E E such that 
where the $eld Y(t) is regular and the jield Z(t) is sing&r. Furthermore, for any 
jm’te T, 
HT = Hry @ HTz, 
where HTy is the Hilbert space generated by Y(t), t $ T and HTz is that generated 
by Z(t), t # T. Such a representation is uniquely determined by the condition that 
dFy(A) coincides with the absolutely continuous part of dF(A) and dFZ@) coincides 
with the singular part of dF(A). 
Proof. Suppose that X(t), t E E is nonsingular stationary Gaussian. For 
each t E E, define Z(t) as in (2) 
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and let Y(r) = X(t) - Z(t), then 
and Y(r) is orthogonal to Hm . Since Z(r) E Hm , X(r) may be represented as in (7) 
W) = W) + qq 
as a sum of two mutually orthogonal random fields. It is also easy to see that 
H= = HTy @ HTz. 
Suppose that h E Hay = &HT y, then 
hqHpqHT=Hm. 
T T 
But, Hy is orthogonal to Ha and hence h = 0. Therefore 
0 HTy = 0, 
T 
i.e., Y(r), t E E is regular. Now, consider 
H~=nHT=n(HT~~HT’)=nH~‘, 
T T T 
since &HTy = 0. But, each HTz C Hm and hence H/ = Ha . Therefore, 
HFZ = Hm = Hz for each T, and Z(t), t E E is singular. Finally, to show the 
uniqueness of the representation (7) consider 
EX(t + s) X(s) = j P dF(A) = E(Y(t + s) + Z(t + s))(Y(s) + Z(s)) 
since Y(t) and Z(r) are mutually orthogonal. Thus, one obtains 
dF(A) = dFy(A) + dF(A). 
By Lebesque decomposition D(A) = j(A) dA + dF&l), where dF@) is singular 
with respect to dA, and by Theorem 3, dFy(A) = jy(A) dA since Y(r) is regular. 
If dF(A) is singular with respect to dA, then by the uniqueness of Lebesque 
decomposition the uniqueness of the representation follows. Since X(t) is non- 
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singular, there exists some 4r and Ir # 0 in Ar . Let g(A) FZ~(&‘) correspond to h, 
then by (6) 
is a nontrivial trigonometric polynomial, and 
by Lemma 1. From X(r) = Y(r) + Z(t), it follows that 
1 eiAtZ(dA) = J eiAtZy(dA) + J egAtZz(dA), 
and 
Since h E AT, 
J g(A) ZZ(dA) = 0 
as it is in I&, C HT . Therefore, 
1 1 g(A)12 dF(A) = 0. 
But, lg(A)12 > 0 1 a most everywhere (dA), since a(A) # 0 and j(A) < co almost 
everywhere (&). Thus, &Jz(A) has to be singular with respect to dk Q.E.D. 
As has been already mentioned, we are interested in the question of the 
uniqueness of a probability distribution corresponding to a given family of 
conditional distributions Q, where Q consists of the conditional probabilities 
for the values of X(t) on a finite set T = {tl ,..., &} under the condition that the 
random field outside of this set are known, i.e., Q consists of the form 
wq&) E 4 ,-*-, JWc) ez & I -W, .v # h ,..., &I. 09 
Suppose that X(r), t E E is a stationary Gaussian random field. Even under 
this restriction, one encounters a difficulty in defining the conditional proba- 
bilities of the form (8). This difficulty comes from the fact that the set {s e E, 
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.T # t1 ,.--, tk} is infinite. However, if we impose the additional condition that 
X(t) is an L-Markov random field, then 
where S is the L-boundary of T, is well defined as the set S is finite. Furthermore, 
it is a Gaussian distribution which is completely determined by 
L3[h 1 X(s), s E L-boundary of T] = M 
and E 1 h - M j2, where /r runs over all variables of the form 
h = x utX(t). 
ST 
In order to avoid this difficulty, our discussion on the uniqueness question will 
be restricted to the case of a stationary Gaussian L-Markov random field. 
Even if the random field X(t), t +z E is an L-field, it might not be possible to 
express the conditional probabilities of the form (8) as 
where S is finite, for all T. It will be shown later that if X(t) is a nonsingular 
stationary Gaussian L-field, then the set S turns out to be just the L-boundary 
of T, which is certainly finite. Unless the set S is finite, there is the difficulty 
mentioned above, and one is naturally interested in determining when an L-field 
becomes an L-Markov random field at the same time. 
From the definition of an L-Markov random field and an L-field given in 
Section 1, it is clear that an L-Markov random field is an L-field. An L-field, 
however, is not necessarily an L-Markov random field. One can easily supply an 
example of a stationary Gaussian L-field which is not L-Markov. In the following, 
a sufficient condition for a stationary Gaussian L-field to be an L-Markov random 
field will be presented. 
PROPOSITION 4. Let X(t), t e E = ZP be a nonsingular stationary Gaussian 
L-$eld. If one represents 
X(t) = w + -w 
as in (7), then the regular part Y(t), t e E satisjes 
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for every u # t, and the singular part Z(t), t E E satisfies 
.W - JL ~s-tW = 0. 
In particular, Y(t), t E E and Z(t), t G E are L-jelds. 
Proof. For a Gaussian random field, the condition for an L-field, 
P[X(t) E B 1 X(s), s # t] = P[X(t) e B 1 X(s), s - t EL], 
is equivalent to 
E[X(t) 1 X(s), s # t] = E[X(t) 1 X(s), s - t EL] = z &X(s) (1 I) 
S-EL 
by Lemma 1 of Section 2. By the stationarity, the real coefficients bs , s - t EL 
are independent oft, and we will write bs = aSet . For a Gaussian random field, 
the conditional expectation is the projection, and (I 1) implies that 
for every u # t. Now, using the representation (7), 
-WI - X 4-t Zt s is in Hz, but it is also orthogonal to Hz since X(t) - z aSet ) 
X(s) is orthogonal to H* 1 Hm = Hz, where the set T consists of t and all the s 
such that s - t EL, and Y(t) - x aSpt Y(s) is in Hy, which is orthogonal to Hz. 
Therefore 
Z(t) - 1 aa-tZ(s) = 0, 
S-EL 
and 
X(t) - 1 c&Y(s) = Y(t) - 1 a8-tY(s) 1 X(u) = Y(u) + Z(u) 
S-&L &QGL 
for every u # t, implies that 
for every u # t. The last part of the proposition is a trivial consequence of (9) 
and (10). Q.E.D. 
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EXAMPLE 1. Let X(t), t E E = Z be a one-dimensional stationary Gaussian 
L-field with mean 0 and variance 1, where L = { +l, -I}. Suppose that the 
random field is singular, then 
and 
X(t) - [a+,X(t + 1) + a-,X@ - l)] = 0 
E 1 X(t) - [a+,X(t + 1) + a-,X(t - 1)-j/” = j 1 1 - [a+++ + a-&“]12 dF(h) 
= 0. 
This implies that D(h) = 0 except on S = {A: 1 - u+leih - a&A = O}. 
S is nonempty if and only if 
U +1=u-,=u/2, ]u]>l. 
If we choose a > 1, then &‘(A) is concentrated on 
{A: 1 - a cos h = O}, 
that is, at A,, = cos-1 (l/u). This implies 
X(t) = U cos &t + V sin hot, 
where U, I’ are independent Gaussian random variables with mean 0 and 
variance 1. Set A, = bin. If r is a rational number with its magnitude 
0 < ] r 1 < +, then the random field is an L-field without being an L-Markov 
random field. 
In fact, if r is rational and 2r # integer, then it is an L-field but not L-Markov; 
if r is rational and 2r = integer, then it is not even an L-field; and if r is irrational, 
then it is L-Markov. 
PROPOSITION 5. Let X(t), t E E = P be a regular stationary Gaussian random 
Jield. Then, it is an L-jield if and only if it has a spectral density of the form 
f(h) = a (1 - ,r;. u8edAs)-l = a (1 - 2 a, COS A.r)-‘, (12) 
where a is a positive constant. 
Proof. Suppose X(t) is an L-field. By (9) of Proposition 4, 
X(t) - c %t-w I X(u) s4s.L 
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for all u # t. This means 
(13) 
for all u # 0, and (13) is equivalent to 
(1 - 2 ..,,) #(A) = a dA. 
Since dF(h) is absolutely continuous by Theorem 3, dF(X) = f(h) dh and the first 
equality of (12), 
f(h) = a (I - 1 a,eiAsj-l 
SEL 
follows. The fact that a spectral distribution function is nondecreasing and 
symmetric (for a real-valued random field) implies the second equality of (12). 
Now, suppose that f(h) has the form (12). Then it is easy to see that 
X(t) - c %,x(s) I X(u) 
s-t&L 
for all u # t, since 
E (X(t) - C +,X(s) j X(u) = 1 Ft--u) [ 1 - C a,e”“‘] f(h) dh 
S-&L SEL 
This implies that 
=a 
I 
eiA(t-u) dh = 0, unless t = 24. 
,zL a,-&) = -V(t) I X(s), s # t] = E[X(t) I X(s), s - t EL]. 
Q.E.D. 
The following theorem gives a sufficient condition for a stationary Gaussian 
L-field to be L-Markov. The proof is essentially that given by Rozonov [6]. 
THEOREM 6. Let X(t), t E E = 22” be a stationary Gaussian random Jield. 
Suppose that the jeld is regular, then the following three conditions are equivalent: 
(i) X(t) is an L-field, 
(ii) X(t) is an L-Markov random field, 
(iii) X(t) has a spectral density of the form 
f(h) = a (1 - 1 a8eiAs)-‘. 
EEL 
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LEMMA 2. Let H be a Hilbert space, and A, , HT , and H, be sub-Hilbert space3 
of H such that dim A, = n, dim Ho < n, and H = A, @ HT = H,, + HT 
Then, h E H0 n HT implies h = 0. 
Proof. Let (6, ,..., S,} be a basis of A,. Each Z& can be written az 
& = h< + vui, where hi E H,, , zli E HT. Then, (Proj,rhi: i = l,..., n} is a basis oj 
A, , since 
6, = pr% T % = projAr(hi + vi) = proj,, hi + projAr eri = projAr hi . 
Suppose 
0 = projAr (C a<hi) = C (Y~ projAr hi = 1 ai Si 
implies that 01~ = 0, i = I,..., n. Therefore {hi: i = I,..., n} are linearly inde. 
pendent, and dim H,, = 71. Suppose h # 0, then there is a basis, say {h, ,... 
h,-, , h} without loss of generality, of H, and one can write 
n-1 
h, = 1 aihi + /3h. 
i=l 
But, this contradicts the fact that {Proj+hi: i = l,..., n} is a basis of A,, since 
n-1 
projar h, = C ag proj,, hi . 
I=1 
Therefore, h = 0. Q.E.D 
Proof of Theorem 6. It is trivial that (ii) implies (i), and (i) is equivalent tc 
(iii) by Proposition 5. We only need to prove that (i) implies (ii). Let T = 
0 r ,.., tk} be an arbitrary finite subset of E and A, = H 0 HT , then din 
A, < K. Define a new random field W(t), t E E as follows: 
Then, 
w(t) = X(t) - C asAs>, 
s--tCL 
t E E. 
EW(T + t) W(T) = s eiht [l - z agiA8]” dF(h) 
= s efAta [l - z agiA8] dh, 
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since the spectral distribution of X(t), H(h) =f(h) dX withf(X) of the form (12). 
Thus, W(t), t E E is also stationary Gaussian with the spectral density 
g(h) = a (1 - 1 as&). 
EL 
In particular, {IV(&): i = I,..., k} are linearly independent in H. Also, 
and 
for i = I,..., K. Therefore, dim d, = K and (W(ti): i = l,..., K} form a basis of 
d, . Let X*(U) be the projection of X(U), u E Ton HT , then the difference 
X(u) - X”(u) E A,, 
and may be written as 
X(u) - X”(u) = 1 c$v(t), 
ST 
or 
X”(u) = X(u) - c cJv(t) = c b,X(t), 
ST tcT* 
where T* = T u S, S = L-boundary of T. Rewriting it again, one obtains 
x*(u) - c b,X(t) = c b,X(t). (14) tss toT 
But, H=A,@H,=H,+H,, where H,, is the closed linear manifold 
generated by X(t), t E T. The left-hand side of (14) is in HT and the right-hand 
side is in HO, and dim A, = K, dim HO < k. Thus, by Lemma 2, 
X*(u) - C b,X(t) = 0, or X”(u) = c b,X(t). 
tes tss 
For a Gaussian random field, this implies that X(t), t E E is an L-Markov random 
field. Q.E.D. 
PROPOSITION 6. Let X(t), t E E = iP be a properly nonsingula~ stationary 
Gaussian random Jield. Then, it is un L-jield ;f and only ;f in the representation (7) 
X(t) = Y(t) + .qt), 
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the regular part Y(t) has a spectral density of the form 
f(x) = a (I - 2 a,,i”s)-‘, a > 0, w: 
and the singular part Z(t) has a spectral distribution which is concentrated on the se8 
S = X : 1 - C aseiAs = 0 . 
I I (16: SGL 
Proof. Suppose X(t) is an L-field. By (9) and (10) of Proposition 4, 
Y(t) - 1 as-J(s) i Y(u) 
s-&L 
for all u # t, and 
Z(t) - C a,J(s) = 0. 
S--tEL 
Following the arguments used in the proof of Proposition 5, one obtains (15: 
from (9) 
f(h) = a (1 - 2 a&AS)-l. 
Now, consider 
2 
E Z(t) - C a&‘(s) = 0. 
s--tEL 
This is equivalent to 
s 1 1 - ,4, aSeiA8 1’ dFz(h) = 0, (17 
and (17) holds if and only if FZ(h) increases only on the set 
S = h : 1 - C aseihs = 0 . 
I SEL i 
Now, suppose V(h) is absolutely continuous with a density of the form (15 
and FZ(h) increases only on the set S of the form (16). One has to show that 
x(t) - .z, a.4-W I X(4 
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for all u # t, where X(t) = Y(t) + z(t). We have 
Again following the arguments used in the proof of Proposition 5, it is easy to 
see that 
w> - c %t Y(s) I W) 
s-teL 
for all u # t. We also know that Hy j- Hz, therefore all we need to show is that 
Z(t) - c %-t-w I Z(u) 
S--tEL 
for all u # t. We will actually show that 
z(t) - c U&Z(S) = 0. 
a-EL 
Using the spectral representation (1) of Proposition 2, 
z(t) - C %-J(s) = j [eiAt - s& asMteids] Zz(dh) 
s--tEL 
since F=(h) increases only on the set S of the form (16), and 
EZZ(dh) ZZ(dp) = S,,,dlyh). Q.E.D. 
We already know from Example 1 that a singular stationary Gaussian L-field 
may or may not be an L-Markov random field. The following theorem includes 
the result of Theorem 6 as a special case, and in some sense gives a most general 
sort of a sufficient condition for a stationary Gaussian L-field to be an L-Markov 
random field. 
THEOREM 7. Let X(t), t E E = Z” be a stationary Gaussian random field. 
Suppose that the $eld is nonsingular, then the fotlowing three conditions are equiv- 
alent: 
(i) X(t) is an L-JieZd, 
(ii) X(t) is an L-Murkov random field, 
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(iii) In the representation (7), X(t) = Y(t) + Z(t), the regularpart Y(t) has a 
spectral density of the form 
f(h) = a (1 - c .&Fa)-l, 
SEL 
and the singular part Z(t) has a spectral distribution which is concentrated on the set 
S = A : 1 - C aseiAs = 0 . 
i SEL I 
Proof. It is trivial that (ii) implies (i), and (i) is equivalent to (iii) by 
Propositions 5 and 6. We only need to prove that (i) implies (ii) when X(t) is 
properly nonsingular. Let T = {tl ,..., tk} be an arbitrary finite subset of E and 
A, = H 0 HT. Define a new random field W(t), t E E as in the proof of 
Theorem 6 
w(t) = X(t) - ,zL a,-t-W, t E E. 
In the same manner, one finds that dimd, = k and {IV(&): i = I,..., k} form a 
basis of A,. Let X*(U) be the projection of X(U), u E T on HT. Then, the 
difference 
X(u) - X*(u) E A,, 
and may be written as 
X(u) -x*(u) = 1 cJv(t), 
ET 
or 
X*(u) = X(u) - C @V(t) = C b,X(t), 
teT ST* 
where T* == T u S, S = L-boundary of T. Thus, one obtains 
X*(u) - C b,X(t) = C b,X(t). 
ta teT 
But, by Lemma 2, (18) implies that 
(18) 
X*(u) - c b,X(t) = 0, or X*(u) = C b,X(t). (19) 
tss tcs 
For a Gaussian random field, this implies that X(t) is an L-Markov random 
field. Q.E.D. 
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COROLLARY 1. Let X(t), t E E = Z” be a properly nonsingular stationary 
Gaussian L-field. Then, not only X(t) is an L-Markov randum field, but also the 
regular part Y(t) and the singular part Z(t) are separately L-Markov random fields. 
Proof. Since HY 1 Hz and Hr = HTY @ Hrz with HTz = Hz for each T, 
it is clear that 
X”(u) = Y*(u) + z*(u), 
where Y*(U) and Z*(U) are the projections of Y(u) and Z(u) on the corresponding 
subspaces HTy and HTZ, respectively. From the condition (19), it follows that 
Y*(u) = C W(t), Z*(u) = C b,Z(t). (20) 
tss t&s 
For a Gaussian random field, the condition (20) gives the desired result. Q.E.D. 
PROPOSITION 7. Let X(t), t E E = Z” be a singular stationary Gaussian 
random field. Then, it is an L-Jield sf and only if it satisfies 
X(t) - C a,,X(s) = 0. (21) 
s--tEL 
Proof. Suppose X(t) is an L-field, then 
E[X(t) / X(s), s # t] = E[X(t) ( X(s), s - t EL] = 1 a,-,X(s). 
r--teL. 
Set W = E[X(t)j X(s), s # t]; then it is characterized by 
E 1 X(t) - W I2 = min E 1 X(t) - V 12, 
“cH{t} WE Hit) . 
Since X(t) is singular, nTHT = Hand X(t) E Hrt) . Thus, 
(22) 
X(t) = W = 1 a,-$X(s), 
s-&L 
or X(t) - C aSptX(s) = 0. 
s-tel. 
Now suppose that X(t) satisfies the condition (21). Set 
W = 1 a,-tX(s); 
s-&L 
then W is in H{,, and E ( X(t) - W I2 = 0 is certainly the minimum. Thus, one 
obtains 
E[X(t) ( X(s), s # t] = W = E[X(t) 1 X(s), s - t EL], 
since W is in the closed linear manifold generated by X(s), s - t EL. For a 
Gaussian random field, this implies that X(t) is an L-field. Q.E.D. 
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Let X(t), t E E = izn be a regular stationary Gaussian L-field. By Proposition 5, 
X(t) has a spectral density of the form 
f(A) = a (1 - 2 Cz,,,s)-l. 
SCL 
I f  the spectral densityf(h) is known, then for any finite subset T = (tI ,..., tk} of E, 
the joint probability distribution 
wqt,) E Bl ,‘.., X(4c) E &I 
is uniquely determined by 
EX(tJ X(tJ = 1 ei”(t+q(A) dh. 
On the other hand, f(h) itself is completely determined by {a,: s EL) and the 
normalization 
where 
s 
f(A) dA = E 1 X(t)12 = 1, 
E[X(t) 1 X(s), s # t] = E[X(t) / X(s), s - t EL] = 1 as-,X(s). 
S-&L 
This means that f(A) is completely determined by a consistent family of condi- 
tional distributions. Therefore. 
PROPOSITION 8. Let X(t), t E E = Zn be a regular stationary Gaussian L-field. 
The-n, a stationary Gaussian probability distribution P corresponding to a consistent 
family of stationary conditional distributions is unique. 
Let X(t), t E E = Z” be a properly nonsingular stationary Gaussian L-field. 
By Proposition 6, the regular part has a spectral density of the form 
f(h) = a (1 - C a,e’“8)-1, 
EEL 
and the spectral distribution of the singular part is concentrated on 
S = h : 1 - C aseihs = 0 . 
i SOL I 
f(h) is determined up to a constant multiple by a consistent family of conditional 
distributions, and the set S is also determined. However, the mass distribution of 
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the spectral distribution of the singular part on 5’ is not uniquely determined by 
the conditional distributions. This can be seen from the following consideration. 
We know that the distribution of the form (8) 
P[X(h) E & 9--*, -wK) E 4 I X(s)9 s # TIT 
where T = (tl ,..., tic}, is completely determined by 
E[h 1 X(s), s E L-boundary of T] = IM 
and E 1 /r - M j2, where h runs over all variables of the form 
h = c atX(t) = 1 q[Y(t> + -WI. 
ET ST 
But, 
E[h I X(s), s E 81 = E [t; atY(t> ( Y(s), s E S] + c 4(t), 
ST 
where S is the L-boundary of T, and 
= E 1 C .,[Y(t) + Z(t)] - (E [c d”(t) ] Y(s), s ‘L] + cut%)) jz 
= E / C a,Y(t) - E [c qY(t) j Y(s), s E s] I2 
is independent of the singular part Z(t). 
Finally, let X(t), t E E = 2” be a singular stationary Gaussian L-field. By 
Proposition 7, X(t) has a spectral distribution which is concentrated on 
S = h : 1 - C aseiAs = 0 . 
f SEL t 
The mass distribution of the spectral distribution on S is not uniquely deter- 
mined by the conditional distributions. 
Thus, in a properly nonsingular or singular case, a stationary Gaussian prob- 
ability distribution corresponding to a consistent family of stationary conditional 
distributions may not be unique. Hence we are interested in the question of an 
existence of a properly nonsingular stationary Gaussian random field. 
In the following, we will examine the question of an existence of a properly 
nonsingular stationary Gaussian L-field for various dimensions. 
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PROPOSITION 9. Let X(t), t E E = Z be a one-dimensional stationary Gaussian 
L-jeld. If X(t) is nonsingular, then it is regular. 
Proof. Suppose that X(t) is a stationary Gaussian L-field, then 
E[X(t) 1 X(s), s # t] = E[X(t) j X(s), s - t EL] = c a,-,X(s). 
s--tEL 
If X(t) is nonsingular, by Theorem 5, one can write 
X(t) = Y(t) + Z(t), 
where the regular part Y(t) has the spectral density 
f(h) = a (1 - C a,eihs)-l, 
SSL 
and the singular part Z(t) has the spectral distribution which is concentrated on 
S = h : 1 - 1 aseiAs = 0 . 
t 8EL I 
But, the spectral densityf(h) should be nonnegative and integrable, i.e., 
I(1 -~adeiAS)-‘dh < co. 
Set 
g(h) = 1 - C aSetA = 1 - 1 a, cos As. 
SOL SCL 
Suppose g(h) = 0 for some X = A, . The fact that g(X) has derivatives of all 
orders with g’(A+,) = 0 [since g(h) > 0] implies that 
m = O(O - M2) 
in a small neighborhood of h = A,, . Thus, 
This implies that 
s 
f(h) dh = a~, 
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contradicting the fact that f(h) is a spectral density. Therefore, g(A) > 0 for 
all X and there is no singular part, i.e., X(t) is regular. Q.E.D. 
PROPOSITION 10. Let X(t), t E E = Z2 be a two-dimensional stationary 
Gaussian L-jeld. If X(t) is nonsingular, then it is regular. 
Proof. As was done in the proof of Proposition 9, we will show that g(h) > 0 
for all A. Suppose g(h) = 0 f or some h = A,, . The fact that g(h) has all the partial 
derivatives of all orders and that g(h) is a minimum [since g(h) > 0] implies that 
g@) ( wax- xo>z + w - $0) (Y - Yo) + 4Y - Yo12 
in a small neighborhodd of X = A, , where we set h = (x, y) and A,, = (x0 , y,,). 
Thus, 
-.I [4x - ~0)’ + b(x - XO)(Y - ~0’0) + 4~ - YJ~I-~ dx r\ --nbhd 0 
-I h 4 I 
r dr dlJ 
0-nbhd x2 + y2 = 
___ = co. 
0-nbhd r2 
This implies that 
f f(A) dA = co, 
contradicting the fact that f (A) is a spectral density. Therefore, X(t) is regular. 
Q.E.D. 
However, for higher dimensions f (A) might have the form 
f(h) = a (1 - 2 agiA8)-l 
with 1 - CseL a@ls = 0 for some X = A0 and still be integrable. The followhg 
example demonstrates this. 
EXAMPLE 2. Consider a 3-dimensional stationary Gaussian L-field with the 
spectral density of a particular form 
f(X) = [l - i(cos X + cos y + cos z)]-1, 
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where h = (x, y, x). Then,f(h) > 0 and if we set 
g(h) = 1 - i(cos x + cosy + cos z), 
then g(h,) = 0 for h, = (0, 0,O). In a small neighborhood of h, , 
d4 - &(x2 + y2 + x2) 
and 
I ~ 0 -nbhdf (4 dh - j,,,,, p2 sin “p:e ds, dp < ~0, 
and hence f (h) is integrable. 
Therefore, there can be a three- or higher-dimensional properly nonsingular 
stationary Gaussian L-field, and one obtains the following result. 
THEOREM 8. A stationary Gaussian L-field X(t), t E E = Zn is either regular 
or singular for n = 1 or 2. Only f or n > 3, may X(t) be a properly nonsingular 
random field. 
4. BEST LINEAR INTERPOLATION IN MEAN-SQUARE 
Let X(t), t E E = P be a real-valued n-dimensional weakly stationary random 
field, i.e., EX(t) = m, E 1 X(t)12 < co, and R(t) = EX(s + t) X(s) is independent 
of s. Assume that the constant m = 0 for convenience. The linear interpolation 
problem that will be considered here may be stated as follows. 
Let T be a fixed finite subset of E. Suppose that all the X(t), t # Tare known. 
For any s E T, let X(s) denote the best linear interpolator in mean-square of X(s) 
in terms of X(t), t $ T, where of course X(s) depends on T also; then X(s) is in 
Hr , the mean-square closed linear manifold generated by X(t), t $ T, and is 
best in the sense of smallest mean-square error. That is, X(s) E Hr has the 
property that 
E j X(s) - x(s)j2 = h;%fr E 1 X(s) - h 12. 
There is an isometric correspondence between the elements of H, the Hilbert 
space generated by X(t), t E E, and those of L2(dF), where F is the spectral 
distribution function of the random field. In particular, X(t) E H corresponds to 
eiAt E L2(dF). Therefore, one may solve the corresponding problem in L2(dF), 
and sometimes it might be more convenient to do so. 
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Let g(X) be the solution in L2(dR’) corresponding to X(s); then 
and g(h) is in Lr2(dF), where Lr2(dF) is the closed linear manifold generated 
by eiAt, t $ T, and has the property that 
s 1 eihs - g(h)j2 #(A) = inf hGL,%F) I 1 eins - k(h)j2 dF(X). 
Remark. The best linear interpolation that is considered here is a geometrical 
problem in nature as it is a least-square problem, and X(s) is merely the projection 
of X(s) on Hr. 
If g(h) E Lr2(dF) is known, then g(h) = lim, g,(X), i.e., 
li,m s I g(4 - g,(W @V) = 0, 
where g,(h) = CtEE, apeilt and {En} is a sequence of subsets of E - T, mono- 
tonically increasing to E - T, and 
X(s) = li,m C a,“X(t) 
SE,, 
in terms of X(t), t $ T. 
Suppose that the spectral distribution function F is known. First, consider 
the following special interpolation problem, in which the set T = {s} is a single- 
ton. Without loss of generality one may assume that s = 0. By the spectral 
representation of Proposition 2 in Section 3, 
X(t) = J eiAtZ(dh). 
Let the best linear interpolator in mean-square of X(0) be X(O), then it may be 
written as 
40) = jk3 -WV, (1) 
and X(0) - X(0) is orthogonal to HT , the closed linear manifold generated by 
X(t), t # 0, i.e., 
E(X(0) - x(O)) X(t) = I(1 - g(X)) eeiAt dF(A) = 0, t # 0. (2) 
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Suppose that the spectral distribution function F is absolutely continuous with 
the spectral density f(h), then 
(1 - g(X)) dF(h) = (1 - g(h))f(h) dh = a dh 
by (2), where a is a constant. Thus, one obtains 
(1 - &w).m) = a, m = 1 - W(41, (3) 
and all one has to do now is to determine the constant a. If we compute the error 
of interpolation 
a2 = E 1 X(0) - if(O = 1 1 1 - g(X)12 (IF(X) 
= s (1 - dW1 --g(h)) dF(h). 
Since g(h) is in the closed linear manifold generated by eiAt, t # 0, by the ortho- 
gonality condition (2) 
Thus, using (3) 
s (1 - g(4) gN dF@) = 0. 
rg zz.z I(1 - g(h)) dF(h) = a f dA = a(2n)“. 
But, it can also be written as 
Therefore, one obtains the following results: 
and 
If (f(h))-l is not integrable, then one can define 
(4) 
(5) 
.fN@) = 1;; 
if f(A) > l/N 
if f(h) < l/N, 
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and (fnr(h))-1 is integrable. A random field with the spectral density f&I) has a 
positive error of interpolation, but the error of interpolation tends to 0 as N-t co. 
The fact that fN(h) >f(h) implies that 
c2 = inf 1 1 - A( H(h) < inf 
haLf(dF) hsL$(dFNf I 
/ 1 - h(h)/2dF,(A) = a& 
since D(h) < dF,(X) and Lr2(dF) C LT2(dPN). Thus, the error of interpolation 
u2=0, a=O, andg(h)=l. 
PROPOSITION 1, Let X(t), t E E = iP be un n-dimensional weakly stationary 
random jield. Suppose that the spectral distribution function F is absolutely con- 
tinuous with the spectral density f (A). If (f (A))-l is integrable, then the best linear 
interpolator of X(0) in terms of X(t), t # 0 is given by (1) with g(h) spec$ed by 
(3) und (4), and the error of interpolation is given by (5). However, if (f (A))-l is 
not integrable, then g(h) = 1 with u2 = 0. 
Now consider a more general interpolation problem. Let the set T = 
(6 tl ,-**, tk}. Again without loss of generality one may assume that s = 0. Let the 
best linear interpolator in mean-square of X(0) be given by (l), then X(0) - X(0) 
is orthogonal to HT , i.e., 
E(X(0) - x(O)) X(t) = / (1 - g(h)) e-lht dF(X) = 0, t$ T. (6) 
Note that X(0) is the projection of X(0) on HT , and is characterized by the 
orthogonality condition (6) and X(0) E HT . 
Again suppose that the spectral distribution function F is absolutely continuous 
with the spectral density f (X), then 
(1 -g(h)) dF(h) = (1 - g(X)) f(A) dh = (c ateiAt) dh 
tET 
by (6), where a, are the constants to be determined. Thus, one obtains 
(1 - g@))f (A) = C at@, 
teT 
m = 1 - [(c wiAt)/foi]. (7) 
tET 
Note that X(0) - X(0) is the perpendicular drawn from X(0) to HT , and it 
can be characterized by (see Yaglom [12]) 
(9 X(o) - &o> is orthogonal to HT , 
(ii) E 1 X(0) - T(O) I2 = E(X(0) - z(O)) X(O), 
(iii) of all Y’s satisfying conditions (i) and (ii), X(0) - X(0) is the largest 
in the sense that E 1 X(0) - x(0)J2 > E 1 Y 12. 
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The above characterization follows from the following observation. Let Y E H 
be orthogonal to HT and satisfy the condition 
(Y, Y) = E 1 Y I2 = (Y, X(0)) = EYX(0). 
Let X(0) be the projection of X(0) on H, , then X(0) E HT and X(0) - X(0) is 
orthogonal to HT . It is easy to see that X(0) - X(0) satisfies the conditions 
(i) and (ii). Consider 
(Y, Y) = (Y, X(0)) = (Y, X(0) - Z(O) + 2(O)) = (Y, X(0) - X(O)), 
since Y I HT and X(0) E HT . By Schwarz inequality, 
KY, Y)12 d (Y, Y) (X(O) - 4% X(O) - Jm) 
and this implies that E 1 Yj2 < E ) X(0) - &O)12. 
The condition (i) implies (6), and by the condition (ii), 
E I X(O) - ~@)I” = sI 1 - &VI2 dF(x) = s (1 -g(8) d&9, 
but by (7) 
= 
SC 
ateiAt dh = a, dh = a,(27r)“, 
teT s 
where a, 3 0. This implies 
a, = 1 I 1 - g(A)12 dF(h)/(Zn)” = j 1 & atei”” laf-l(h) dA/(2?r) 
= ao2 1 1 1 + g btjeatj rf-l(A) dA/(2n)“, 
and one obtains 
a, = (27ry/s 1 1 + i bt,eiAtj 12f-l(A) dh. 
j=l 
However, by the condition (iii) E 1 X(0) - X(0)1” is the largest, i.e., a, should be 
maximized, which is equivalent to minimizing the denominator 
(8) 
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Thus, one obtains 
La = 1 - [a0 (I + i bt,e”“‘j)/f(A)], j=l 
where b,, are such that (8) is minimized, and 
The error of interpolation is given by 
1 + 5 bt,eihtj /zf-‘(X) dh. 
j=l 
(9) 
(10) 
(11) 
It can be shown that if 
1 + i 6,,Pj 12f-l(h) 
j=l 
is not integrable for all the &,‘s, then a, = 0, the error of interpolation a2 = 0, 
and g(X) = 1. 
PROPOSITION 2. Let X(t), t E E = P be an n-dimensional weakly stationary 
random Jield. Suppose that the spectral distribution function F is absolutely con- 
tinuous with the spectral density f (A). If 
1 + t btjeiAtf I2 (f (A))-1 
j=l 
(12) 
is integrable for some bt, , then the best linear interpolator of X(0) in terms of 
X(t), t # 0, t, ,a**, t, is given by (1) with g(X) speczjied by (9) and (lo), and the error 
of interpolation is given by (11). However, if (12) is not integrable for all the bt,‘s, 
theng(h) = 1 with a2 = 0. 
Let T be a fixed finite subset of E. The definition of the L-boundary of T is 
given in Section 1. 
DEFINITION 1. For any s E T, let X*(s) be the best linear interpolator in 
mean-square of X(s) in terms of X(t), t E S, where S is the L-boundary of T. 
Then, X*(s) is called the L-sense best linear interpolator of X(s). 
Remark. The L-sense best linear interpolator X*(s) depends on T as well as 
onset TandL. 
72 CHAY 
Let T = {s} be a singleton. Suppose that the best linear interpolator Y?(s) of 
X(s) in terms of X(t), t # s, is the same as the L-sense best linear interpolator 
X*(s) of X(s). Without loss of generality one may assume that s = 0. One can 
write 
as in (l), where g(A) = 1 - [u/‘(A)] if the spectral distribution function F is 
absolutely continuous with the spectral density f(h) and (f(A))-’ is integrable. 
The L-sense best linear interpolator X*(O) has the form 
X*(O) = ;L qX(t) = j tz ateiAtZ(dh). 
The condition that E 1 X(0) - X*(O)]” = 0 implies 
j / g(x) - 2 atetAt I2 dF(h) = j / 1 - + - 2 atei”t (‘f(x) dh = O* 
and one obtains 
f(A) = a (1 - C a,eiAt)-l 
tsL 
(13) 
sincef(h) > 0 almost everywhere. 
PROPOSITION 3. Let X(t), t E E = iZ” be a weakly stationary random$eld with 
an absolutely continuous pectral distribution function F. If x(s) is the same as X*(s), 
the L-sense best linear interpolator, for each singleton T = {s}, then the spectral 
density f (A) has the form (13). 
Using Theorem 6 of Section 3, one obtains 
COROLLARY 1. Let X(t), t E E = Zn be a regular stationary Gaussian random 
field. Then, X(t) is an L- Markov random$eld if and only if for each singleton T = 
{s}, T(s) is the same as X*(s), the L-sense best linear interpolator. 
Proof. Suppose that X(s) is the same as X*(s), then by Proposition 3, f(A) has 
the form 
f(h) = u (1 - C ategAt)-l. 
tEL 
But, this implies by Theorem 6 of Section 3, that X(t) is an L-Markov random 
field. 
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Suppose X(t) is an L-Markov random field, then it is also an L-field and by 
definition 
P[X(s) E B 1 X(t), t # s] = P[X(s) E B 1 X(t), t - s EL], 
and this implies 
E[X(s) 1 X(t), t # s] = E[X(s) 1 X(t), t - s EL]. (141 
The left-hand side of (14) is the best interpolator in mean-square of X(s) in terms 
of X(t), t # s, and right-hand side is that in terms of X(t), t - s EL. But, the 
best linear interpolation is the same as the best interpolation for a Gaussian ran- 
dom field. Therefore, the condition (14) gives the desired result. Q.E.D. 
Although the following result is a trivial consequence of Theorem 1 of 
Section 2, this example demonstrates how one may apply the best linear inter- 
polation technique. 
EXAMPLE 1. Let X(t), t E E = Z be a stationary Gaussian random process 
with an absolutely continuous spectral distribution function. If the process is 
quasi-Markov, then for each T = (s}, the best linear interpolator of X(s) in terms 
of X(t), t # s is the same as the L-sense best linear interpolator, where L = (+l, 
- l}. By Proposition 3, f(A) has the form 
f(h) = a (1 - $z ateiht)-l = a(1 - a+,eiA - a-,e-i”)-l, a > 0. 
Sincef(X) has to be nonnegative and symmetric and (f(A))-’ is integrable, one 
obtains 
f(h) = a(1 - b cos X)-l, I b 1 < 1. 
By FejCr-Riesz representation theorem, one can write 
1 - b cos h = 1 do + dleiA 12, do > 0. 
One can easily find d,, and dl 
d 
0 
By setting 
‘(‘) = Cl do + d,e”A + z +c~le-iA + ‘3 = 1 d +>le{A 12 9 o 0 
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4 
‘1 = ‘2 = 2do‘J _ 1 7 ‘3 = - 2d02’- 1 ’ 
One may assume that b > 0 and both d,, and dI take those with a positive sign, as 
the final outcome does not depend on this assumption. Then, 
f(A) = ado [ l 
+ 
1 
2d02 - 1 do + dIeiA do + d,eeiA I - 2d02’- 1 
a 1 
’ 
1 
= 2d02 - 1 1 - p-&A 1 _ re-iA - l 1 ’ 
where 
4 b 
y=-d,=1+%‘+b2) 
-=c 1, 2d,+l=V’~. 
Thus, 
co 
f(4 = d(l “_ b2) 1 + n=l [ c 
pem + f n-l vw-tnA , ] 
and the covariance function is given by 
R(n) = 1 einy(h) dh = 
d(:I b2) 
-rlnl = &“I, 
where OL is a constant. This implies that the process is a Markov random process. 
In fact the following more general sort of result than Corollary 1 holds true. 
PROPOSITION 4. Let X(t), t E E = Z* be a stationary Gaussian random field. 
Then, X(t) is an L-field if and only ;f  f or each singleton T = {s}, the best linear 
interpolator T(s) is the same as the L-sense best linear interpolator X*(s). 
Proof. Note that X(t) being an L-field, i.e., 
P[X(s) E B 1 X(t), t # s] = P[X(s) E B 1 X(t), t - s EL] 
for each s E E and every Bore1 set B, is equivalent to 
E[X(s) 1 X(t), t # s] = E[X(s) 1 X(t), t - s EL] (15) 
for a Gaussian random field (by an extended result of Lemma 1 of Section 2). 
The left-hand side of (15) is the best interpolator in mean-square of X(s) in terms 
of X(t), t # s, and right-hand side is that in terms of X(t), t - s EL. But, the 
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best linear interpolation is the same as the best interpolation for a Gaussian 
random field. Q.E.D. 
Finally, consider the following very general sort of interpolation. Let X(t), 
t E E be a random field. For every finite subset T = {tI ,..., tk} of E, 
let a = u(X(t), t = t, ,..., tk) be the u-field generated by X(t), t E T. For any 
square-integrable %measurable function Y, the best interpolator in mean- 
square of Y in terms of X(t), t $ T is given by E[Y 1 X(t), t # T], and the best 
interpolator of Yin terms of X(t), t E S, where S is the L-boundary of T, is given 
by E[Y / X(t), t E S]. 
PROPOSITION 5. The L-Markov property is equivalent to the condition that the 
above two interpolators are the same, i.e., 
E[Y I X(t), t $ Tl = E[Y I X(t), t E Sl, 
where S is the L-boundary of T, for each subset T of E and for all square-integrable 
a-measurable functions Y. 
The proof follows from the standard method of approximation. Any square- 
integrable g-measurable function may be approximated by a bounded ~4% 
measurable function, and any bounded B-measurable function may be approxi- 
mated by a simple function arbitrarily closely. A simple function is a finite linear 
sum of a-measurable indicator functions. 
Thus, any L-Markov property may be studied as an equivalent interpolation 
problem by Proposition 5. 
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