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Abstract. Blind speech deconvolution aims to estimate both the source
speech and acoustic channel from the convolutive reverberant speech.
The problem is ill-posed and underdetermined, which often requires pri-
or knowledge for the estimation of the source and channel. In this paper,
we propose a blind speech deconvolution method via a pretrained poly-
nomial dictionary and sparse representation. A polynomial dictionary
learning technique is employed to learn the dictionary from room im-
pulse responses, which is then used as prior information to estimate the
source and the acoustic impulse responses via an alternating optimiza-
tion strategy. Simulations are provided to demonstrate the performance
of the proposed method.
Keywords: blind deconvolution, speech dereverberation, polynomial dic-
tionary learning, acoustic channel estimation
1 Introduction
Blind speech deconvolution aims to esimate the source speech and acoustic room
impulse responses (RIRs) from the observed reverberant speech. This is a com-
mon problem which can be benicial for several applications, such as automatic
speech recognition (ASR) [17], sound reproduction [3], and hearing aids [10]. In
addition, it also has been used for multimedia aective computing [18, 14].
The reverberant speech y 2 RL of a single-input and single-output (SISO)
acoustic system is generated by the linear convolution of the source speech s 2
RM and the acoustic RIR h 2 RN , which can be expressed as follows
y = s  h+w; (1)
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where  denotes the convolution operation, w is the system noise, and L =
M +N   1. In matrix form, (1) can be written as
y = Sh = Hs+w; (2)
where S 2 RLN andH 2 RLM are the linear convolution matrices constructed
from s and h, respectively. Assuming both s and h are unknown, only given the
observation y, the estimation of s and h becomes blind, which is an ill-posed and
undetermined inverse problem [2]. There are unlimited possible combinations of
s and h which satisfy (1). To address this problem, prior information (such
as sparsity of signals [13] [15] [16] or acoustic impulse responses [7]) is usually
exploited to reduce the solution space for the estimation of s and h.
In our previous work [7], we take into account the sparsity of a sparse SISO
acoustic system as the prior knowledge to solve the blind speech deconvolution
problem. The RIR of an acoustic system usually consists of three parts: direct
path, early reections and late reverberation. In [7], we assume the acoustic sys-
tem has a very low reverberation level, so that the late reection is negligible,
and the RIR h of such an acoustic system can be seen as sparse. However, the
proposed method in [7] cannot be used to fully recover the RIR of an acoustic
system with a higher level of reverberation, as the sparse prior knowledge is not
applicable for such an acoustic system. In some works, the pretrained dictionar-
ies are used to exploit the prior knowledge of signals to be estimated in blind
deconvolution. In [9], a learned dictionary is employed in blind deconvolution for
infrared spectrum restoration, where each spectrum can be sparsely represented
by the overcomplete dictionary. In [8], adaptive dictionary learning is applied
for single image deblurring, where each image patch is encoded by the sparse
representation of an overcomplete dictionary.
In this paper, we focus on blind speech deconvolution for an SISO acoustic
system with a high level of reverbertion, and propose a blind speech deconvolu-
tion method by utilizing a dictionary learned from the acoustic RIRs. However,
it is challenging to learn the dictionary from the signals with time delays (e.g.
acoustic RIRs), as conventional dictionary learning methods cannot be applied
directly to process the signals with time delays. In order to address this problem,
we use a polynomial dictionary learning method [6] to learn the dictionary for
the blind speech deconvolution, where the polynomial dictionary method is rst
proposed in our previous work [6]. In [6], we developed a polynomial dictionary
learning technique to deal with the signals with time lags, and the proposed
method employed polynomial matrices for acoustic RIRs modeling, where each
RIR is split into several segments, and each segment can be seen as a FIR and
modeled by a polynomial. Therefore, a polynomial dictionary can be learned, and
the acoustic RIRs can then be sparsely represented by the learned polynomial
dictionary. Here, such a polynomial dictionary is trained to provide the prior
information by sparsely representing the acoustic RIR needed to be estimated
for blind speech deconvolution. By using the polynomial dictionary, we introduce
a blind speech deconvolution model with polynomial sparse representation, and
propose an alternating optimization method to estimate the source speech and
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acoustic RIR in two steps, by xing one and updating the other iteratively. To
the best of our knowledge, we are the rst to introduce and apply the polynomial
dictionary technique for blind speech deconvolution.
The rest of the paper is organized as follows: Section 2 briey reviews the
previous work about blind speech deconvolution and introduces the polynomial
sparse representation. Section 3 presents the proposed model and method in
details. Section 4 shows the simulations result; Section 5 concludes the paper
and discusses the potential future work.
2 Preliminaries
2.1 Sparse Blind Speech Deconvolution
In [7], we assume an acoustic system is sparse, by taking into account the sparsity
of RIR h, a sparse blind speech deconvolution model is proposed as follows
F (s;h) = ks  h  yk22 + khk1 + r(s); (3)
where the L2-norm is the data delity term, the regularization r(s) is an in-
dicator function [11] which accounts for the dynamic range of s, and the L1-
regularization takes into account the sparsity of h, where  is the penalty pa-
rameter. (3) can be reformulated as
F (s;h) = kSh  yk22 + khk1 + r(s)
= kHs  yk22 + khk1 + r(s):
(4)
An alternating optimization method is used in [7] to address the sparse blind
speech deconvolution problem (3).
2.2 Polynomial Sparse Representation
In [6], we have developed a polynomial dictionary learning technique to process
the acoustic signals with time delays, where the signals can be sparsely repre-
sented by a pretrained polynomial dictionary. First, the training acoustic signals
are modeled by a polynomial matrix, and the polynomial dictionary is learned
by using the method in [6]. Then, the learned polynomial dictionary is used to
sparsely approximate the test acoustic signals.
Assuming D(z) is the learned polynomial dictionary, and h is the acoustic
signal needed to be sparsely represented, then h can be modeled by a polynomial
matrix H(z). Here, H(z) can be sparsely approximated as follows
H(z) = D(z)X; (5)
where X is the sparse representation matrix. (3) can be reformulated to the
following equation
H = DX; (6)
4 Jian Guan et al.
where H and D denote the concatenated coecient matrices of H(z) and D(z),
respectively, dened as
H = [H(0); : : : ;H(`); : : : ;H(L   1)] ; (7)
D = [D(0); : : : ;D(`); : : : ;D(L   1)] ; (8)
where H(`) and D(`) are the coecient matrices of H(z) and D(z) at lag `,
respectively. L denotes the maximum time lags of each polynomial element of
the polynomial matrix.
In this paper, the polynomial dictionary D(z) is learned from the training
acoustic RIRs, and the desired RIR h can be sparsely approximated by the
pretrained dictionary D(z).
First, h is modeled byH(z), and reformulated asH. Then,H can be sparsely
represented by the linear combination of the new dictionary D with X, where
X can be calculated by optimizing the following loss
min
X
kH DXk2F
subject to 8i; kxik0  ;
(9)
where xi is the ith column from X, and  is sparsity which is the number of
nonzero entries. Here, the orthogonal matching pursuit (OMP) algorithm [12]
can be used to solve (9).
Once X is obtained, H can be sparsely represented by using (6), so that the
desired RIR h can be resembled by a \vectorization" operation, which aims to
recover h from H(z) or H. The vectorization operation is dened as
h = vec(H(z)) = vec(H) = vec(DX); (10)
where vec is the vectorization operator.
3 Blind Speech Deconvolution with Polynomial Sparse
Representation
3.1 Proposed Model
By employing the polynomial dictionary to sparsely approximate the RIR h, we
propose the blind speech deconvolution model as follows
F (s;h) = ks  h  yk22 + kH(z) D(z)Xk22 + 
X
kxik0 + r(s); (11)
where ks  h   yk22 represents the data delity term, and  is the convolution
operator. H(z) is the polynomial matrix used to model the RIR h, and D(z)
is the pretrained polynomial dictionary. Here, kH(z)   D(z)Xk22 denotes the
sparse representation of RIR h withD(z), andX is the representation coecient
matrix which is also unknown.  and  are the penalty parameters. r(s) is the
regularization on s, which is an indicator function accounts for the dynamic
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range of source speech. It is used to reduce the solution space for s estimation.
Note that, r(s) is dened in our previous work [7].
According to (5) and (6), the proposed model (11) can be recast as
F (s;h) = ks  h  yk22 + kH DXk22 + 
X
kxik0 + r(s): (12)
In addition, (12) can be further reformulated as
F (s;h) = kSh  yk22 + kH DXk22 + 
X
kxik0 + r(s)
= kHs  yk22 + kH DXk22 + 
X
kxik0 + r(s):
(13)
An alternating optimization strategy is employed to solve (13), by xing one
and updating the other iteratively, and the proposed method includes two steps:
RIR h Estimation and Signal s Estimation, as described next.
3.2 Proposed Alternating Optimization Method
RIR h Estimation In this step, by xing signal s, the optimization of cost
function (13) is reduced to
h(k+1) = argmin
h
kS(k)h  yk22 + kH DXk22 + 
X
kxik0; (14)
where S(k) is the linear convolution matrix constructed from s(k) at the kth
iteration. Note that, s(0) is initialized by using the observation y. In order to
optimize (14), we split (14) into two sub-optimization problems.
First, we start by initializing h with h0, as h
(0) = h0. Here, h0 is a randomly
generated Gaussian vector with zero mean and unit variance. Therefore, (14)
can be reduced to the following sub-optimization problem
X(k+1) = argmin
X
kH(k)  DXk22 + 
X
kxik0; (15)
where H(k) is the concatenated coecient matrix of H(k)(z) used to model h(k)
at the kth iteration. Here, the sparse representation X can be calculated by
optimizing (15), using the OMP algorithm.
Then, onceX(k+1) is obtained, (14) can be reduced to another sub-optimization
problem, which is
h(k+1) = argmin
h
kS(k)h  yk22 + kH DX(k+1)k22: (16)
With a vectorization operation, (16) can be further rewritten as
h(k+1) = argmin
h
kS(k)h  yk22 + kh  vec(DX(k+1))k22: (17)
Here, the CVX toolbox [5] is used to optimize (17) for h estimation. After
obtaining h(k+1), we can update H(k+1) for s estimation at the current iteration.
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Signal s Estimation In this step, by xing RIR h, the optimization of (13) is
reduced to the following form
s(k+1) = argmin
s
kH(k+1)s  yk22 + r(s): (18)
Here, we use a variable metric forward-backward method (VMFB) [4] to mini-
mize (18) for s estimation.
Once s is updated, then S(k+1) can be constructed by using s(k+1) for up-
dating h at the next iteration until satises the stopping criterion. Here, the
stopping criterion is dened as ks(k+1)   s(k)k22  , where  is set as 10 6. The
proposed method is given in Algorithm 1.
Algorithm 1
Input: observation y, polynomial dictionary D(z), penalty parameter , number of
iterations Ik, stopping threshold 
Output: sopt, hopt
Initialization: s(0) = y, construct S(0) from s(0), h(0) = h0, model h
(0) by H0(z)
and reformulate as H0, reformulate D(z) as D,  = 0:001, Ik = 1200,  = 10
 6.
Iterations:
for k = 1; : : : ; Ik do
RIR h Estimation:
Update X(k+1) by solving (15), using OMP algorithm.
Sparsely approximate H as DX(k+1), and conduct vectorization operation as
vec(DX(k+1)).
Update h(k+1) by optimizing (17), using CVX toolbox.
Construct H(k+1) from h(k+1).
Signal s Estimation:
Update s(k+1) by minimizing (18), using VMFB as in [7].
Construct S(k+1) from s(k+1).
Stopping criterion: If ks(k+1)   s(k)k22 <= , then sopt = s(k+1), hopt = h(k+1),
and break, else continue.
end for
4 Simulations and Results
In this section, we carry out several experiments by using the proposed method
for blind speech deconvolution. The polynomial dictionary used is pretrained
from the simulated acoustic RIRs, and the proposed method is applied to decon-
volve the reverberant speech with dierent levels of noise. Here, reconstruction
error is used to evaluate the performance for the signal and RIR estimation,
dened as
Rerr =
1
n
nX
i=1
(ai   a^i)2; (19)
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Fig. 1: Convergence of the proposed method.
where n is the length of a, a and a^ represent the original signal and estimated
signal respectively, both normalized as a = amax(jaj) . Note that, a can denote
either signal s or RIR h.
4.1 Experimental Setup
The polynomial dictionary is learned from 1200 acoustic RIRs, which are sim-
ulated in a small room size of 8  10  3 by room image model [1], where the
test RIR h is generated in the same way. The length of the simulated RIR is
1200. 5 speech signals are selected from TIMIT database as source signals, where
the length of each signal is 500. The rst 500 samples from the observation y
(discounting the silence part) are used to initialize the signal s.
4.2 Results and Analysis
First, we conduct experiments to illustrate the performance of the proposed
method for blind speech deconvolution, and compared it with the method in [7].
Here, no noise is added to the observation y.
Figure 1 shows the change of cost function value with iterations. We can see
that the proposed method can converge within 1800 iterations. Note that, the
value becomes stable after 1200 iterations, so that the number of iterations is set
to be 1200 in the following experiments. Figure 2 illustrates the deconvolution
performance of the proposed method, as compared with the method in [7]. As
can be seen from Figure 2, both methods can resemble the source signal very
well, as shown in the subplots (c) and (e). However, the RIR estimated by the
method in [7] is more sparse, where the late part is almost smoothed, as shown
in the subplot (f). This is reasonable, as the method in [7] only considers the
sparsity of an acoustic system, and imposes an L1-norm constraint on RIR for h
estimation. In contrast, the proposed method can achieve a better performance
for RIR estimation, which can fully recover the RIR including the late reections,
as shown in the subplot (d). This is because that the polynomial dictionary used
to sparsely approximate the RIR can provide useful prior information for the
RIR estimation.
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Fig. 2: Illustration of blind speech deconvolution by using the proposed method,
and the method in [7]: (a) and (b) are the original source signal and RIR re-
spectively; (c) and (d) are the estimated source and RIR respectively, by the
proposed method; (e) and (f) are the estimated source and RIR respectively, by
the method in [7].
Then, another experiment is carried out to further evaluate the performance
of the proposed method, where white Gaussian noise with zero mean and vari-
ance chosen to achieve dierent signal-to-noise ratios (SNRs) is added to the
observation y, i.e., for SNR at 10 dB, 20 dB and 30 dB. In addition, we also test
the observation y without noise interference. 5 speech signals and one RIR are
tested, and 20 realizations are conducted for each noise level. Table 1 shows the
average reconstruction errors.
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Table 1: Performance comparison in terms of reconstruction error for signal and
RIR estimation at dierent noise levels (SNRs). Note that, N denotes no noise
is added to the observation y.
Noise levels (dB) 10 20 30 N
Proposed method
Signal error 0.2840 0.1628 0.1456 0.1302
RIR error 0.0588 0.0306 0.0256 0.0139
Method in [7]
Signal error 0.1838 0.1685 0.1662 0.1621
RIR error 0.0346 0.0351 0.0353 0.0365
From Table 1, we can see that the proposed method can provide better
performance for signal and RIR estimation with low levels of noise (e.g., for
SNR at 20 dB and 30 dB ), as well as without noise interference. However, the
method in [7] obtains a better estimation result for a high level of noise (e.g.,
for SNR at 10 dB).
5 Conclusions and Future Work
In this paper, we introduced a blind speech deconvolution model with poly-
nomial sparse representation term, where a polynomial dictionary was used to
provide the prior information for blind speech deconvolution. A polynomial dic-
tionary learning technique was employed to train the polynomial dictionary and
sparsely approximate the acoustic RIR for blind speech deconvolution. In order
to estimate both the signal and RIR, an alternating optimization method was
then proposed to address the blind speech deconvolution problem. The proposed
method was applicable for the acoustic system with dierent levels of reverber-
ation and can be used to fully recover the RIR with late reections, as the
pretrained polynomial dictionary can better t the sparse representation of the
RIRs from dierent kind of acoustic systems. Simulations demonstrated the va-
lidity of the proposed method, and the results shown that the proposed method
can provide better performance for blind speech deconvolution, especially, for the
RIR estimation. In our future work, we will learn polynomial dictionary from
real acoustic RIRs, and apply the proposed method for real acoustic systems.
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