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Abstract
A dominating set for a graph G = (V; E) is a subset of vertices V ′ ⊆ V such that for all
v∈V − V ′ there exists some u∈V ′ adjacent to v. The domination number of G, denoted by
(G), is the size of its smallest dominating set. A dominating set is weakly connected if the
edges not incident on any vertices of the dominating set do not separate the graph (Discrete
Math. 167–168 (1997) 261). The weakly connected domination number of G is the size of its
smallest weakly connected dominating set. We show in this paper that the maximum number of
edges that a graph with n vertices and weakly connected domination number equal to d¿ 3 can
have is ( n−d+12 ). We also characterize the extremal graphs attaining this bound.
c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction and denitions
If v is a vertex of G=(V; E), N (v) denotes the set of neighbors of v. If U⊆V ,
N (U )=
⋃
v∈U N (v). N [U ] =U ∪N (U ). We let 〈U 〉 denote the subgraph of G induced
by U .
A dominating set for a graph G=(V; E) is a subset of vertices V ′⊆V such that for
all v∈V − V ′ there exists some u∈V ′ adjacent to v. The domination number of G,
denoted by (G), is the size of its smallest dominating set. When G is connected, we
say V ′ is a connected dominating set if 〈V ′〉 is connected. The connected domination
number of G is the size of its smallest connected dominating set, and is denoted by
c(G). Results related to the connected domination number may be found in [4,3,1].
In [2], Dunbar et al. introduced the concept of a weakly connected dominating
set. A dominating set D for a connected graph G=(V; E) is weakly connected if
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(V; {{u; v}: u∈D and v∈N [D]}) is connected. Clearly a connected dominating set must
be weakly connected, but the converse is not true. As in [2], we denote by w(G) the
weakly connected domination number of G, which is the cardinality of a smallest
weakly connected dominating set for G. We then have (G)6w(G)6c(G).
In [7] Vizing derived the maximum number of edges that a graph with a given
number of vertices and a given domination number can have; the graphs attaining this
bound are not connected when (G)¿3. In [5] it was shown that the maximum number
of edges in a connected graph G with n vertices and (G)=d is ( n−d+12 ). In [6] it
was shown that the maximum number of edges in a connected graph G with n vertices
and c(G)=d is (
n−d+1
2 ) + (d− 1). The bound associated with the weakly connected
domination number, which is the subject of this paper, must lie somewhere between
these two bounds. It turns out to be equal to the Erst bound, although there are some
additional extremal graphs attaining the bound, which are not present in the result for
arbitrary domination.
The following deEnition is from [6].
Denition 1.1. Let G be a connected graph and let H be a connected subgraph of G.
Let v∈V (H). Denote by STH (v) a spanning tree of H formed by doing a breadth-Erst
search of H starting at vertex v. Let LH (v) denote the set of leaves of STH (v) (but not
including v if V (H)= {v}), and let STDH (v)=V (H) − LH (v). When H =G we will
omit the subscript.
Note that STDH (v) is a connected (and hence weakly connected) dominating set
for H .
A weakly connected dominating set can also be formed from a spanning tree by
assigning levels to the vertices in the usual manner: the root has level 0, its children
have level 1, the children of the children have level 2, etc. The set of all vertices with
even level forms a weakly connected dominating set, as does the set of all vertices
with odd level. This implies that w(G)6|V (G)|=2, as has already been derived in [2].
Denition 1.2. Let G be a connected graph and let H be a connected subgraph of G.
Let v∈V (H). Let HSTDH (v) comprise all those vertices whose level in the tree
STH (v) is even.
2. Preliminary results
This section contains several results about weakly connected domination which will
be used in the next section to prove the main result.
The following result mirrors results which were already proved for arbitrary domi-
nation and for connected domination in [5,6].
Lemma 2.1. Let G=(V; E) be a connected graph of order n, and let w(G)=d. Let
U⊆V be such that 〈U 〉 is connected. Then |N (U )− U |6n− d.
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Proof. Since G is connected, U ∪ (V − N [U ]) is a weakly connected dominating set
for G, and must contain at least d vertices.
Corollary 2.2. If G is connected and has n vertices, and w(G)=d, then every vertex
in G has degree at most n− d.
Corollary 2.3. Suppose G=(V; E) is connected and has n vertices, and let w(G)=d.
Let v be a vertex of degree k6n− d. If w is a neighbor of v, then w is adjacent to
at most n− d− k + 1 vertices in V − N [v].
Denition 2.1. 1. For n¿4, deEne F(n)= n(n− 2)=2.
2. For n¿2, 16d6n=2, deEne G(n; d)= ( n−d+12 ).
Lemma 2.4. 1: For a; b¿4, F(a) + F(b)6G(a+ b; 4).
2: For a¿4, b¿2, 16d6b=2, F(a) + G(b; d)6G(a+ b; d+ 2).
3: For a; b¿1, 16d16a, 16d26b, G(a; d1) + G(b; d2)6G(a+ b; d1 + d2).
4: For a; b¿5, F(a− 1) + F(b− 1)6G(a+ b; 6).
5: For a¿5, b¿2, 16d6b=2, F(a− 1) + G(b; d)6G(a+ b; d+ 3).
Proof. The Erst three inequalities can be shown using algebraic manipulations. Parts
(4) and (5) follow from parts (1) and (2), respectively.
3. Main result
This section is devoted to proving the following theorem:
Theorem 3.1. Let G be a connected graph with n vertices and w(G)=d¿3. Then
the number of edges of G is at most ( n−d+12 ). Moreover, if G has this number of
edges, then it has one of the following forms:
1. G is the union of a clique of n−d vertices, and an independent set of size d, such
that each of the vertices in the (n − d)-clique is adjacent to exactly one of the
vertices in the independent set, and such that each of these d vertices has at least
one vertex adjacent to it.
2. d=3, and G consists of a clique of n − 5 vertices, together with 5 vertices
x1; x2; x3; x4; x5, with edges {x1; x3}, {x2; x4}, {x2; x5}, such that every vertex in the
(n− 5)-clique is adjacent to x4 and x5, and in addition adjacent to either x1 or x3.
3. G is a cycle of 6 vertices with d=3.
Note the slight variation in the description of the graphs in part (2), from the cor-
responding theorem in [5]. In [5], at least one vertex in the clique is required to be
adjacent to x1 and at least one to x3. When this does not occur, we obtain graphs G
for which w(G)=d but (G)¡d.
We Erst take care of the cases where w(G)= 1 or 2, which are not covered by the
above theorem. The following lemma is obvious.
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Fig. 1.
Lemma 3.2. Let G be a connected graph with n vertices and w(G)=d=1. Then the
number of edges of G is at most ( n−d+12 )= (
n
2 ).
If w(G)= 2, then (G)= w(G) and the bound given by Vizing’s theorem [7] holds.
This bound, 
n(n − 2)=2, is in fact a tight bound as the graphs attaining this upper
bound have weakly connected domination number equal to 2.
Lemma 3.3. Let G be a connected graph with n vertices and w(G)= 2. Then the
number of edges of G is at most 
n(n− 2)=2.
Theorem 3.1 will be proved by induction on the number of vertices in the graph.
Since w(G)6n=2, we must have n¿6. The following lemma takes care of the base
case n=6, d=3. Note that in this case ( n−d+12 )= 6.
Lemma 3.4. Let G have 6 vertices and let w(G)= 3. Then G has at most 6 edges,
and the only graphs attaining this bound are shown in Fig. 1.
Proof. Let x1; x2; x3; x4; x5; x6 denote the vertices of G. By Lemma 2.1, the maximum
degree of G is at most 3. If the maximum degree is 2, G has at most 6 edges, and if
G has 6 edges G is a cycle (Fig. 1(c)).
If the maximum degree is 3, we may assume that x1 is adjacent to vertices x2; x3; x4.
Note that at least one of x5; x6 must be adjacent to a neighbor of x1, and that therefore
if x5 and x6 are adjacent, either {x1; x5} or {x1; x6} is a weakly-connected dominating
set for G, contradiction. Hence x5 and x6 are not adjacent, and must each be adjacent
to some neighbor of x1. If they are both adjacent to the same neighbor of x1, however,
this vertex together with x1 would dominate G, again contradiction. So we may assume
that x5 is adjacent to x2 and that x6 is adjacent to x3.
If x4 is adjacent to either x2 or x3, then x2; x3 would dominate G, a contradiction.
So {x2; x3} is the only edge joining neighbors of x1 that can be in the graph. Suppose
Erst that this edge is present. It can be checked that no other edges can be in the
graph if w(G)= 3. The resulting graph is shown in Fig. 1(a). If {x2; x3} is not in the
graph, then the only other edges that can be in the graph are {x4; x5} or {x4; x6}, but
not both. Fig. 1(b) shows the resulting graph.
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It can be checked that the three graphs shown in Fig. 1 correspond to each of the
three cases in Theorem 3.1. Note that for graphs (b) and (c), (G)¡w(G).
For the rest of this section, assume that G=(V; E) is a connected graph with n¿7
vertices, w(G)=d¿3, and that the statement of Theorem 3.1 holds for graphs with
less than n vertices. From Corollary 2.2 we know that the maximum degree in G is
at most n − d. Let v be a vertex in G of maximum degree, and let U =V − N [v].
Let H = 〈U 〉, and let H1; : : : ; Hp be the connected components of H . Because G is
connected, each Hi has at least one vertex xi adjacent to some vertex in N (v). Let
m′ be the number of edges in H , and let m′′ denote the number of edges incident on
vertices in N (v). Let m=m′ + m′′ be the total number of edges of G.
We consider three cases, according to whether the maximum degree is n−d, n−d−1,
or less than n− d− 1.
3.1. Maximum degree n− d
Note that |U |=d− 1. Let v1; : : : ; vd−1 be the vertices in U .
Lemma 3.5. H has no edges.
Proof. Note that D= {v}∪⋃pi=1 STDHi(xi) is a weakly connected dominating
set for G. If any of the Hi has more than one vertex, D has less than d vertices, a
contradiction.
By the above lemma, each vertex in U is adjacent to at least one vertex in N (v).
Let N1 consist of those vertices in N (v) which are not adjacent to any vertices in U .
Let N2 =N (v) − N1. By Corollary 2.3, each vertex in N2 is adjacent to exactly one
vertex in U . Let J denote the subgraph of JG induced by N (v).
Lemma 3.6. The number of edges of J is at least |N2|.
Proof. By the above discussion we may subdivide the vertices in N2 into d−1 groups
R1; : : : ; Rd−1 such that all vertices in Ri are adjacent to vi and to no other vertices in
U . Pick ui ∈Ri for 16i6d − 1 and let D=
⋃d−1
i=1 ui. Since D cannot dominate G,
there must exist a vertex in N (v) not adjacent to any of the vertices in D. Since this
holds for arbitrary ui ∈Ri, all vertices in N2 belong to the same connected component
of J . Let C be this component. The number of edges of J is at least |V (C)| − 1. If C
contains some vertex in N1, the result is proved.
So assume that V (C)=N2, and hence all vertices in N1 are adjacent to all vertices
in N2. Again, because D as deEned above cannot dominate G, and because all vertices
in N1 are adjacent to all vertices in D, there must exist some vertex x∈N2 which is
not adjacent to either u1 or u2. Either x =∈R1 or x =∈R2. If x =∈R1, by the same argument
there is some vertex y not adjacent to x and not adjacent to u1, creating a cycle in J .
A similar argument can be made if x =∈R2. Hence J has at least |N2| edges.
Proposition 3.7. The number of edges of G is at most ( n−d+12 ).
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Proof. The vertex v has degree n− d, and by Lemma 3.5, H has no edges. The total
number of edges joining vertices in N (v) to vertices in U is |N2|. By Lemma 3.6, the
number of edges within 〈N (v)〉 is at most ( n−d2 )− |N2|. So adding up,
m6(n− d)+|N2|+
((
n− d
2
)
− |N2|
)
=
(
n− d+ 1
2
)
:
Proposition 3.8. If G has the maximum number of edges, then G must have one of
the forms speci;ed in Theorem 3.1.
Proof. From the proof of Lemma 3.6, all vertices in N2 belong to the same component
C of J , and this component contains at least |N2| edges. If the maximum number of
edges for G is attained, then either V (C)=N2 and C contains exactly one cycle, or
C contains exactly one vertex from N1 and has no cycles. (In either case, all vertices
in N1 − V (C) are adjacent to each other and to all vertices in C.)
Consider the Erst case. Again from the proof of Lemma 3.6, for any set of ui ∈Ri
for 16i6d− 1, there must be a vertex in N2 which is not adjacent to any of the ui
vertices. Since C can have only |N2| edges, it must have exactly one cycle. From the
proof of Lemma 3.6, we see that this cycle must be a triangle. It is not hard to see that
if d¿3, then C would have to have at least two triangles, contradiction. So we may
assume that d=3. Also if both |R1|¿3 and |R2|¿3, it is not diKcult to check that
again C would have to have more than one cycle. Hence min(|R1|; |R2|)62. In fact,
without loss of generality, we must have either (a) |R1|=1 and |R2|¿3, or (b) |R1|=2
and |R2|¿1. Moreover, in case (a), the vertex in R1 (call it y) must be adjacent to all
but two of the vertices in R2, (call them z1 and z2); and all vertices in R2 − {z1; z2}
are adjacent to each other and each such vertex is adjacent to exactly one of z1 or z2.
But then, v2 and y constitute a weakly connected dominating set for G, contradiction.
In case (b), all vertices in R2 except one (call it z) are adjacent to each other and to
the two vertices in R1 (call them y1 and y2). It is then not hard to see that the graph
is as described in part (2) of Theorem 3.1, with x1 = v2, x2 = v1, x3 = z, x4 =y1, and
x5 =y2.
In the second case, since C can have no cycles it must be the case that the one
vertex w in C which belongs to N1 must be nonadjacent to every vertex in N2. We
then get the graph described in part (1) of Theorem 3.1, with w∪U constituting the
independent set.
3.2. Maximum degree n− d− 1
We have |U |=d, and by Corollary 2.3, each vertex in N (v) is adjacent to at most
2 vertices in U . Since n¿7 and d6n=2, n− d− 1¿3.
Lemma 3.9. H has at most 2 edges.
Proof. Note that D= {v}∪⋃pi=1STDHi(xi) is a weakly connected dominating set for G.
If at least two of the Hi have more than one vertex, D has less than d vertices,
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a contradiction. Without loss of generality assume that H2; : : : ; Hp each have only
one vertex. If H1 has more than 2 edges, then either |STDH1 (x1)|6|V (H1)| − 2, or
|HSTDH1 (x1)|6|V (H1)| − 2, and hence G has a weakly connected dominating set of
size less than d, contradiction. So H has at most 2 edges.
Lemma 3.10. m′′6( n−d+12 )− 1.
Proof. Let N (v)= {v1; : : : ; vs} where s= n − d − 1. Each vi is adjacent to v and to
at most 2 vertices in U . Let ei be the number of vertices in U that vi is adjacent
to; so 06ei62. Since the maximum degree is n − d − 1, vi is adjacent to at most
(n− d− 2− ei) other vertices in N (v). Hence
m′′6 (n− d− 1) +
(
s∑
i=1
ei
)
+
(
s∑
i=1
(n− d− 2− ei)
)/
2
= (n− d− 1) + (n− d− 1)(n− d− 2)=2 +
(
s∑
i=1
ei=2
)
6 2(n− d− 1) +
(
n− d− 1
2
)
=
(
n− d+ 1
2
)
− 1:
Proposition 3.11. G has at most ( n−d+12 )− 1 edges.
Proof. A bound of ( n−d+12 )+ 1 follows directly from Lemmas 3.10 and 3.9. If H has
no edges the desired result follows.
Suppose Erst that H has 2 edges. This means, using the notation from the proof of
Lemma 3.9, that H1 is a path with vertices v1; y; z. Note that if some vertex in N (v) is
adjacent to vertices in two diLerent components of H , or is adjacent to the vertex y,
then we can End a weakly connected dominating set for G with less than d vertices,
a contradiction. Hence all vertices in N (v) which are adjacent to two vertices in U ,
must be adjacent to x1 and to z.
From the proof of Lemma 3.10, the desired bound is attained as long as there
are at least 3 vertices in N (v) which are each adjacent to at most 1 vertex in U .
So we can assume that all but at most two vertices in N (v) are adjacent to 2
vertices in U . It follows from the argument in the previous paragraph that
d65.
If d=5, let w1; w2; w3 ∈N (v) be adjacent to v1; v2; v3, respectively. Since w2; w3
cannot be adjacent to other vertices in U , m6( n−d+12 ). If this bound is attained, then
each vertex in N (v) is nonadjacent to at most two other vertices in N (v), and hence
w1; w2; w3; y are a weakly connected dominating set for D, contradiction.
If d=4, then there is at least one vertex w2 adjacent to v2 and not adjacent to
any other vertex in U . Since we can assume that at most one other vertex in N (v) is
adjacent to at most one vertex in U , either v1 or z (say v1) is adjacent to all vertices
in N (v) except for w2 and at most one other vertex w3 which may also be adjacent to
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v2. In either case, since n− d− 1¿3, there must be a vertex w1 ∈N (v) adjacent to v1
and z, and then {w1; v1; w2} is a weakly connected dominating set for G, contradiction.
(Note that, if it exists, w3 must be adjacent to all but one of the other vertices in N (v),
if the bound is attained.)
If d=3, H has only one component, and all vertices in N (v) are adjacent to at most
v1 and z. We can assume that there are at most 2 vertices in N (v) adjacent to at most 1
of v1; z. Since n−d−1¿3, there is at least one vertex w∈N (v) adjacent to both x1 and
z. If all vertices in N (v) are adjacent to v1 (or z), then {v1; w} (or {z; w}) is a weakly
connected dominating set, contradiction. If w1 is adjacent to v1 and not to z, and w2 is
adjacent to z but not to v1, then {w1; z} dominates G and is weakly connected, since n−
d−1¿3, and, if the bound is attained, w1 is adjacent to all but one of the other vertices
in N (v).
Finally we must consider the case where H has only one edge, so that m6( n−d+12 ).
If there is just one vertex in N (v) which is adjacent to at most one vertex in U ,
m¡( n−d+12 ). So we can assume that every vertex in N (v) is adjacent to two vertices
in U and that the bound ( n−d+12 ) is achieved. Note that it is possible to End d − 1
vertices in N (v) which dominate all vertices in U . If d¿4, these vertices also dominate
all vertices in N (v), since each vertex in N (v) is adjacent to all but 2 of the other
vertices in N (v). Thus we have a weakly connected dominating set for G of size d−1,
contradiction.
If d=3, let U = {v1; v2; v3}, let R1⊆N (v) consist of those vertices adjacent to
v1 and v2, R2⊆N (v) be those vertices adjacent to v1 and v3, and R3⊆N (v) those
vertices adjacent to v2 and v3. Since each vertex in N (v) is not adjacent to ex-
actly two other vertices in N (v), J (the subgraph induced by N (v) on JG), con-
sists of cycles. Any two vertices on diLerent cycles must belong to the same Ri,
otherwise they would weakly dominate G. Likewise all vertices on the same cy-
cle must belong to the same Ri unless the cycle has size 3. Since no more than
one Ri can be empty, we must have n − d − 1=3, and it can be checked that in
this case we can always End a weakly connected dominating set for G of size 2,
contradiction.
3.3. Maximum degree smaller than n− d− 1
Let the maximum degree of G be n− d− l where l¿2. If n− d− l=2, then G is
a cycle or a path, d= 
n=2, and m6n¡( n−d+12 ) for n¿7. So we may assume that
n− d− l¿3. Let ni and mi be the number of vertices and edges of Hi, respectively.
Lemma 3.12. Let 16i6p. There exist subsets of vertices Di; Ei ⊆V (Hi), and integers
di; ci such that
1. |Di|=di.
2. Di and Ei are weakly connected dominating sets for Hi. The vertex xi ∈Di ∩Ei.
3. If di =3, mi6( ni−di+12 ) + ci. If di =3, mi6(ni − 1)(ni − 3)=2 + ci.
4. |Ei|6ni − ci.
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Proof. These facts can be checked directly when |V (Hi)|62, by taking Di =Ei = {xi}
and ci =0. Assume that |V (Hi)|¿3, let Ji1; : : : ; Jisi be the connected components of
Hi − {xi}, and let nij = |V (Jij)|. Without loss of generality, assume that nij¿1 for
16j6s′i and nij =1 for s
′
i¡j6si.
For 16j6s′i , let Dij be a minimum size weakly connected dominating set for Jij,
and let dij = |Dij|. Also let Di =(
⋃ s′i
j=1Dij)∪{xi} and let di = |Di|. Let ci be the degree
of xi in Hi. Let Ei =STDHi(xi).
If s′i =0, di =1 and mi = ci. If s
′
i =1 and di =3, the weakly connected domination
number of Ji1 is 2, and hence mi6(ni − 1)(ni − 3)=2 + ci. If s′i =1 and di =3, then
the weakly connected domination number of Ji1 is not 2, and hence
mi6
(
(ni − 1)− (di − 1) + 1
2
)
+ ci =
(
ni − di + 1
2
)
+ ci:
If s′i¿1, then for each j, 16j6s
′
i , the number of edges in Jij is at most nij(nij − 2)=2
if dij =2, and it is at most (
nij−dij+1
2 ) if dij =2. Using repeated applications of parts
(1), (2), and (3) of Lemma 2.4, we get that
mi6

∑s
′
i
j=1
nij −
∑s′i
j=1
dij + 1
2

+ ci
6
(
(ni − 1)− (di − 1) + 1
2
)
+ ci =
(
ni − di + 1
2
)
+ ci:
For the case s′i¿1 and di =3, note that (
ni−3+1
2 )6(ni − 1)(ni − 3)=2.
Let d′=
∑p
i=1 di.
Lemma 3.13. If d′=3, m′6(l + d − 2)(l + d − 4)=2 + ∑pi=1 ci. If d′ =3,
m′6( l+d−d
′
2 ) +
∑p
i=1 ci.
Proof. If p=1, the result follows from the previous lemma, setting n1 = l + d − 1.
If p¿2, the result follows by repeated applications of parts (4), (5), and (3) of
Lemma 2.4.
Lemma 3.14. For 16i6p, let Ei and ci be as de;ned in Lemma 3.12. Then∑p
i=1 ci6l.
Proof. Let
F =
( p⋃
i=1
Ei
)
∪{v}:
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Since F is a weakly connected dominating set for G, |F |¿d. We have that |(⋃pi=1 Ei)|
6
∑p
i=1 (ni − ci). Hence d6|F |6l + d − 1 − (
∑p1
i=1 ci) + 1 from which the result
follows.
Lemma 3.15. d′¿d− 1.
Proof. Let
D=
( p⋃
i=1
Di
)
∪{v}:
Since D is a weakly connected dominating set for G, |D|¿d. So d6|D|=d′+1 from
which the result follows.
Lemmas 3.13–3.15 imply the following.
Lemma 3.16. If d′ =3, m′6( l+12 ) + l. If d′=3, m′6(l+ 2)l=2 + l.
A better bound can be obtained when l=2.
Lemma 3.17. If l=2, then m′64.
Proof. When l=2, |U |=d + 1. If H has at least three components with more than
one vertex, then {v}∪⋃pi=1 STDHi(xi) is a weakly connected dominating set for G of
size at most d− 1, contradiction.
Suppose that H has two components with more than one vertex. Assume without
loss of generality that n1¿1 and n2¿1. Note that |STDH2 (x2)|6n2−1. If STH1 (x1) has
at least two leaves, then |STDH1 (x1)|6n1− 2 and therefore w(G)¡d, a contradiction.
So H1 must be a simple path, and if it has at least 3 edges, |HSTDH1 (x1)|6n1 − 2
and the same contradiction follows. Hence H1, and by the same argument, H2, must
each have at most 2 edges.
Finally, assume that H has only one component, say H1, with more than one vertex.
If STH1 (x1) has at least 3 leaves, then |STDH1 (x1)|6n1 − 3, implying that w(G)¡d,
a contradiction. If STH1 (x1) has only one leaf, H1 is a path, and it can have at most
4 edges, since otherwise |HSTDH1 (x1)|6n1 − 3, again leading to a contradiction. The
only case left to consider is when STH1 (x1) has exactly two leaves. The vertex x1 must
then have exactly one descendant w in STH1 (x1) having two children (w may equal x1),
and the two subtrees of w must consist of simple paths. If x1 =w, it can be checked
that |HSTDH1 (x1)|6n1− 3 if m1¿4. If x1 =w, and if x1 and w are not adjacent, then
HSTDH1 (w)∪{x1} is a weakly connected dominating set for H1 of size at most n1−3,
leading again to a contradiction. Finally, if x1 and w are adjacent, then if both subtrees
of w have at least two vertices, |HSTDH1 (x1)|6n1 − 3; otherwise, if m1¿4, one of
the subtrees of w must have at least three vertices, and again HSTD(w)∪{x1} can be
used as part of a weakly connected dominating set for G of size at most d− 1.
Lemma 3.18. 1. m′′6( n−d−l+12 ) + (
n−d−l
2 ),
2. m′′6( n−d−l+12 ) + (n− d− l)(l+ 1)=2.
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Proof. Each vertex in N (v) is adjacent to v. Let N (v)= {v1; : : : ; vs} where s= n−d−l.
Let ei be the number of vertices in U that vi is adjacent to. By Corollary 2.3, ei6l+1.
Let fi be the degree of vi in the subgraph induced by N (v). We have 1+ei+fi6n−d−l
since the maximum degree is n− d− l. So
m′′ = (n− d− l) +
s∑
i=1
ei +
(
s∑
i=1
fi
)/
2
6 (n− d− l) +
s∑
i=1
(n− d− l− 1− fi) +
(
s∑
i=1
fi
)/
2
= (n− d− l) + (n− d− l)(n− d− l− 1)−
(
s∑
i=1
fi
)/
2
6
(
n− d− l+ 1
2
)
+
(
n− d− l
2
)
:
Also
(n− d− l) +
s∑
i=1
ei +
(
s∑
i=1
fi
)/
2
6(n− d− l) +
s∑
i=1
ei +
(
s∑
i=1
(n− d− l− 1− ei)
)/
2
= (n− d− l) + (n− d− l)(n− d− l− 1)=2 +
(
s∑
i=1
ei
)/
2
6
(
n− d− l+ 1
2
)
+ (n− d− l)(l+ 1)=2:
Lemma 3.19. m¡( n−d+12 ).
Proof. For l=2, using Lemma 3.17 and part (2) of Lemma 3.18, we have
m6 4 +
(
n− d− 1
2
)
+ 3(n− d− 2)=2
=
(
n− d+ 1
2
)
− (n− d)− (n− d− 1) + 3(n− d− 2)=2 + 4
=
(
n− d+ 1
2
)
−(n− d)=2 + 2¡
(
n− d+ 1
2
)
;
since n− d− 2= n− d− l¿2.
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For l¿3, we Erst tackle the case where d′ =3. From Lemmas 3.16 and 3.18 part
(2) we have
m6
(
l+ 1
2
)
+ l+
(
n− d− l+ 1
2
)
+ (n− d− l)(l+ 1)=2
=
(
l
2
)
+ 2l+
(
n− d− l+ 1
2
)
+ (n− d− l)(l+ 1)=2
=
(
n− d+ 1
2
)
− l(n− d− l+ 1) + 2l+ (n− d− l)(l+ 1)=2
=
(
n− d+ 1
2
)
− (l− 1)(n− d− l)=2 + l:
So it is suKcient to show that
l¡(l− 1)(n− d− l)=2:
It can be checked that this inequality holds if n − d − l¿4 and l¿3, and also if
n− d− l=3 and l¿4. For the case n− d− l=3 and l=3, the desired bound may
be obtained by using part (1) of Lemma 3.18. In this case we obtain
m6
(
n− d+ 1
2
)
+ l+
(
n− d− l
2
)
− l(n− d− l)
=
(
n− d+ 1
2
)
− 3:
Now assume that d′=3 and l¿3. Using similar calculations, we End that
m6
(
n− d+ 1
2
)
− (l− 1)(n− d− l)=2 + 3l=2
and hence it is suKcient to show that 3l¡(l − 1)(n − d − l). It can be checked that
this is true for l¿3 and n− d− l¿5.
For n− d− l=3 or 4, we use part (1) of Lemma 3.18 and get
m6
(
n− d+ 1
2
)
− l(n− d− l) + 3l=2 +
(
n− d− l
2
)
:
If l¿3, we have −l(n− d− l) + 3l=2 + ( n−d−l2 )¡0, as required.
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4. Discussion
In [6] it was seen that requiring a dominating set to be connected introduces a
signiEcant change in the upper bound for the number of edges that a graph with a given
(connected) domination number can have. We have seen in this paper that relaxing the
connectedness requirement by requiring only weakly connected dominating sets, drives
the bound back to that for arbitrary domination. There are only two small diLerences
between the results for arbitrary and for weakly connected domination: the one type
of extremal graph given in part (2) of Theorem 3.1, as pointed out in the discussion
following the statement of that theorem, and the cycle of 6 vertices as given in part
(3) of the theorem.
In order to further explore the transition from arbitrary domination to weakly con-
nected domination, and then to connected domination, we make the following deEnition.
Denition 4.1. Let k¿0. A dominating set D for a connected graph G=(V; E) is
k-path-connected if for any two vertices v; w∈D there exists a simple path from v to
w which contains at most k consecutive vertices in V − D.
Note that a dominating set is 0-path-connected if and only if it is connected, and
it is 1-path-connected if and only if it is weakly connected. Thus we may consider
k-path-connectedness a generalization of weak connectedness, with the connectedness
getting even “weaker” as k increases.
Let wk (G) denote the size of a smallest possible k-path-connected dominating set
for G. Clearly (G)6wk (G)6wl(G) for k¿l. For example, for the graph G in Fig. 2,
(G)= wk (G)= 5 for k¿5, while w2 (G)= w3 (G)= w4 (G)= 6, w1 (G)= w(G)= 7,
and w0 (G)= c(G)= 10.
Because (G)6wk (G)6w(G) for k¿2, it follows that the same upper bound of
( n−d+12 ) must apply to the number of edges in graphs having n vertices and k-path-
connected domination number equal to d, for k¿2. Note also that the graphs in the
statement of Theorem 3.1 which are not extremal for arbitrary domination, are also
not extremal for k-path-connected domination for k¿2. Thus the extremal graphs for
k-path-connected domination are identical to those for arbitrary domination for k¿2.
Hence weak connectedness (or 1-path-connectedness) appears to diLerentiate itself from
Fig. 2.
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the weaker types of connectedness (as far as these extremal questions are concerned).
Connectedness (or 0-path-connectedness) in turn entails a signiEcantly more abrupt
change in the extremal results.
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