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Abstract: In this paper we calculate the contribution to rapidity and angular correlations of the first
Pomeron loop diagram in the dense partonic environment. This diagram is expected to give the largest
contribution to the density variation mechanism of the angular correlations. We show that this diagrams
leads to sizable contributions to the rapidity correlation functions of the order of σin/
(
πR2
)
where σin
is the inelastic cross section and R is the size of the typical dipole inside the proton saturation scale.
Therefore, the correlations do not depend on the saturation scale. We demonstrated that density variation
mechanism does not lead to suppression of the angular dependance of the double inclusive cross section
generating the coefficient in front of cos2 ϕ in A1/3 larger in the case of hadron-nucleus collision than in
hadron-hadron interaction. The angular correlations are suppressed in comparison with the rapidity ones
but only due to large multiplicity of the produced gluons. We consider this paper as the first attempt of
quantitative description of the density variation mechanism in CGC/saturation approach.
Keywords: BFKL Pomeron, saturation/Color Glass Condensate approach, BFKL Pomeron calculus,
angular and correlations in saturation approach .
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1. Introduction
One of the most intriguing experimental observation made at the LHC and RHIC, is the same pattern of the
azimuthal angle correlations in three type of the interactions: hadron-hadron, hadron-nucleus and nucleus-
nucleus collisions. In all three reactions the correlations are observed between two charged hadrons which
are separated by the large values of rapidity in the events with large density of the produced particles [1–7].
We believe that these experiments provide a strong evidence that the underlying physics is the same for all
three reactions and it is related the partonic state with high density that has been produced at high energies
in all three reactions. Due to causality arguments [8] two hadrons with large difference in rapidity between
them could correlate only at the early stage of the collision and, therefore, we expect that the correlations
between two particles with large rapidity difference (at least the correlations in rapidity) stem from the
partonic state with large parton density. The parton (gluon) density is governed in QCD by the linear
BFKL equation [9, 10] which is independent of the type of reaction and leads to the increase of the gluon
density. The BFKL evolution describes the emission of gluons at high energy but do not take into account
the possible annihilation processes at high energy that stop the density growth and manifest themselves in
the gluon saturation [11] and in the appearance of the new scale: saturation momentum Qs(x)( where x
is the fraction of energy carried by the gluon) [11–14]. Such dense system of gluons is frequently referred
to as the Color Glass Condensate (CGC). For the collision of dilute gluon system with the dense system
(say for hadron-nucleus collisions) we can analyze CGC using the BK-JIMWLK approach [15–17] which
provide us the equations for the non-linear evolution. However, for dilute-dilute scattering (say hadron-
hadron collisions) and for dense -dense scattering (nucleus-nucleus scattering) we can base our approach
to correlations on the analysis of large Pomeron loops contribution (see Ref. [18]).
Unlike the rapidity correlations at large values of the rapidity difference which stem from the initial
state interactions, the azimuthal angle correlations can be originated by collective flow in the final sate [19].
Nevertheless, in this paper we would like to analyze the same mechanism for both correlations: the initial
state interaction in the CGC phase of QCD. However, even in the framework of saturation/CGC approach
we are not able propose the unique mechanism for the azimuthal angle correlations. At the moment we
have three sources of the azimuthal angle correlation on the market:∗ Bose enhancement in the wave
function [21], local anisotropy [22, 23] and density variation [24, 25]. We cite only the restricted number
of papers for each approach. A reader could find more references and more ideas on the origin of the
correlation in the review paper of Refs. [23, 26–31].
The goal of this paper to study in more details the density variation mechanism proposed in Ref. [24].
In this approach both rapidity and azimuthal angle correlations stem from two gluons production from two
parton showers. This production can be written using Mueller diagrams [32] (see Fig. 1 ). The difference
between rapidity and azimuthal angle correlations is only in the form of the Mueller vertices in Fig. 1.
For rapidity correlations such vertex can be considered being independent onQT while for the azimuthal
angle correlation this vertex is proportional to
(
~QT · p1,⊥
)2
or
(
~QT · p2,⊥
)2
. The integration over the
∗We use classification and terminology suggested in Ref. [20].
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Figure 1: Mueller diagrams [32]: the first fan diagram for two particle correlation. Wavy lines denote the BFKL
Pomerons. Helix lines show the gluons. Black blob stands for the Mueller vertex for inclusive production of gluon
jet with the transverse momentum p⊥,1 (p⊥,2), respectively.
direction of ~QT leads to the term (~p1,⊥ · ~p2⊥)2 which is proportional to cos 2ϕ resulting in the azimuthal
angle correlations. The strength of the term cos 2ϕ is proportional to 〈Q2T 〉2 where averaging is taken over
the wave function of one parton shower which is described by the BFKL Pomeron. In other words since
~QT = i∇b where b is the impact factor for the scattering process the magnitude of the azimuthal angle
correlation depends on the gradient of the parton density. As it is shown in Ref. [24] for hadron-nucleus
scattering the diagram of Fig. 1 generates the following azimuthal angle correlations:
R (b, ϕ, Y1, Y2) = σin
dσ
dY1 dY2 d2p1⊥ dp2⊥
/
dσ
dY1 d2p1⊥
dσ
dY2 dp2⊥
− 1
= p21⊥ p
2
2⊥2
(
〈 1
q4
〉|proton
)2
∇2b∇2b S2A(b) (2 + cos 2ϕ) (1.1)
where
SA (b) =
∫
dl ρ (l, b) with normalization
∫
d2b SA (b) = A (1.2)
where ρ (l, b) is the nucleon density and l is the longitudinal coordinate.
One can see that Eq. (1.1) gives small correlations since ∇2SA (b) ∝ 1/R2A. In other words the
correlation turns out to be small since QT ≈ 1/RA in the diagram of Fig. 1. In this diagram the variation of
the gluon density is reduced to the variation of the density of the nucleons in the nucleus which characterize
by the large correlation length of the order of the nucleus radius. On the other hand, in the CGC phase of
QCD the natural correlation length is of the order of 1/Qs ∝ 1/A1/6 which translates to QT ≈ Qs. The
diagrams, in which we can expect that QT will be about Qs , are the enhanced diagrams
†. The simplest
†The importance of enhanced diagram for the azimuthal angle correlations was noted first in Refs. [22,24].
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one is shown in Fig. 2. One can see without any detailed calculations that the typical value of QT will be
equal to 1/r, 1/R1 or 1/R2 , all of which are not related to the radius of the nucleus.
In this paper we will calculate the simplest enhanced diagrams for the hadron-nucleus and hadron-
hadron interactions and will try to understand the main features of this diagram which would affect the
azimuthal angle correlations. In section 2 we introduce the main ingredients and calculate the first Pomeron
loop diagram for the hadron-hadron interaction. We show that this calculation are quite different from the
calculation of the same diagram but for its contribution to the total cross section. We discuss in details
the integration over the loop momentum which leads to the same values of the dipole sizes in the triple
Pomeron vertices. Section 3 is devoted to the calculation of Green’s function of the BFKL Pomeron in the
saturation environment. The equations are written and solved. In section 4 we summarize our calculations
for hadron-nucleus scattering. In conclusions we present our main result and discussed their naturalness.
2. Correlations: first enhanced diagrams contribution
We start the analysis of the azimuthal angle correlation considering the first enhanced diagram, shown
in Fig. 2. As we have discussed in the introduction we are looking for the mechanism of correlation
based on large densities gradients [20,24] and the enhanced diagrams lead to the gradients of the order of
Qs. Calculating the first loop diagram we wish to demonstrate this fact and to discuss the scale of the
correlations.
The contribution of Fig. 2 to the double inclusive cross section for scattering of two dipole with the
sizes Rp and RA
‡, takes the form [35] (see Fig. 2 for notations):
p2⊥,1p
2
⊥,2dσ
dY1dY2d2p⊥,1d2p⊥,2
=
4π2α¯4S
N2c
∫
d2b
∫
d2b1
∫
d2b2
∫ Y
Y1
dY ′
∫ Y2
Y0
dY ′′ (2.1)∫
d2R1
R41
∫
d2R2
R42
NIP
(
Y − Y ′;Rp, R1,~b−~b1
)∫
d2R′1
∫
d2R′2 K
(
R1, R
′
1
)
N inclIP
(
Y ′ − Y ”, R′1, R′2,~b1 −~b2|p⊥,1, Y1
)
N inclIP
(
Y ′ − Y ”, ~R1 − ~R′1, ~R2 − ~R′2,~b1 −~b2|p⊥,2, Y2
)
K
(
R2, R
′
2
)
NIP
(
Y ′′ − Y0;R2, RA,~b2
)
where NIP
(
Y ; r1, r2,~b
)
is the amplitude of the dipole-dipole scattering with the dipole sizes r1 and
r2, at rapidity Y and at impact parameter b due to the exchange of the BFKL Pomeron [9, 10, 17].
N inclIP
(
Y, r1, r2,~b|p⊥, Y1
)
is the BFKL Pomeron contribution to the inclusive cross section of the gluon jet
production with rapidity Y1 and transverse momentum p⊥ in the dipole-dipole scattering of two dipoles
with the sizes r1 and r2 at rapidity Y and at impact parameters b. The triple Pomeron vertex K (r, r
′)
takes a familiar form:
K
(
r, r′
)
=
r2
r′2 (~r − ~r ′)2
(2.2)
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Figure 2: The first enhanced (loop) di-
agram for two particle correlation. Wavy
lines denote the BFKL Pomerons. Helix
lines show the gluons. Black blob stands
for the Mueller vertex (aIP ) for inclusive
production of gluon jet with the transverse
momentum p⊥,1 (p⊥,2), respectively. The
gray blobs show the triple Pomeron ver-
tices (G3IP ). The vertices of interaction
with the proton and the nucleus (gp and
gA) are shown by circles.
All ingredients of Eq. (2.1) we consider separately below, starting with NIP .
2.1 The BFKL Pomeron: generalities
The general solution to the BFKL equation for the scattering amplitude of two dipoles with the sizes r1
and r2 has been derived in Ref. [10] and it takes the form
NIP (r1, r2;Y, b) = (2.3)
∞∑
n=0
∫
dγ
2π i
φ
(n)
in (γ; r2) d
2R1 d
2R2 δ(~R1 − ~R2 −~b) eω(γ,n) Y Eγ,n (r1, R1) E1−γ,n (r2, R2)
with
ω(γ, n) = α¯Sχ(γ, n) = α¯S (2ψ (1) − ψ (γ + |n|/2) − ψ (1− γ + |n|/2)) ; (2.4)
where ψ (γ) = d ln Γ (γ) /dγ and Γ (γ) is Euler gamma function. Functions En,γ (ρ1a, ρ2a) are given by
the following equations.
En,γ (ρ1a, ρ2a) =
(
ρ12
ρ1a ρ2a
)1−γ+n/2 ( ρ∗12
ρ∗1a ρ
∗
2a
)1−γ−n/2
, (2.5)
In Eq. (2.5) we use the complex numbers to characterize the point on the plane
ρi = xi,1 + i xi,2; ρ
∗
i = xi,1 − i xi,2 (2.6)
where the indices 1 and 2 denote two transverse axes. Notice that
ρ12 ρ
∗
12 = r
2
i ; ρ1a ρ
∗
1a =
(
~Ri − 1
2
~ri
)2
ρ2a ρ
∗
2a =
(
~Ri +
1
2
~ri
)2
(2.7)
‡We need to stipulate that RA is not the radius of a nucleus but the size of the typical dipole inside the nucleus which is
of the same order as Rp.
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At large values of Y the main contribution stems from the first term with n = 0. For this term Eq. (2.5)
can be re-written in the form
Eγ,0 (ri, Ri) =
(
r2i
(~Ri +
1
2~ri)
2 (~Ri − 12~ri)2
)1−γ
. (2.8)
The integrals over R1 and R2 were taken in Refs. [10, 33] and at n = 0 we have
Hγ (w,w∗) ≡
∫
d2R1E
γ,0 (r1, R1) E
1−γ,0
(
r2, ~R1 − ~b
)
= (2.9)
(γ − 12 )2
(γ(1 − γ))2
{
bγ w
γ w∗γ F (γ, γ, 2γ,w) F (γ, γ, 2γ,w∗) +
b1−γw
1−γw∗1−γF (1− γ, 1− γ, 2− 2γ,w) F (1− γ, 1− γ, 2− 2γ,w∗)
}
where F is hypergeometric function [34]. In Eq. (2.9) ww∗ is equal to
ww∗ =
r21 r
2
2(
~b− 12 (~r1 − ~r2)
)2 (
~b + 12 (~r1 − ~r2)
)2 (2.10)
and bγ is equal to
bγ = π
3 24(1/2−γ)
Γ (γ)
Γ (1/2− γ)
Γ (1− γ)
Γ (1/2 + γ)
. (2.11)
Finally, the solution at large Y takes the form
NIP (r1, r2;Y, b) =
∫
dγ
2π i
eω(γ,0) Y Hγ (w,w∗) (2.12)
In the vicinity of the saturation scale NIP takes the form (see Refs. [36, 38])
NIP (r1, r2;Y, b) =
(
γcr − 12
)2
γcr(1− γcr) bγcr
(
ww∗eκY )1−γcr
=
(
γcr − 12
)2
γcr(1− γcr) bγcr

 r21 r22(
~b− 12 (~r1 − ~r2)
)2 (
~b + 12 (~r1 − ~r2)
)2
 eα¯S χ(γcr)1−γcr Y

1−γcr
(2.13)
r2≫r1−−−−→ φ0
(
r21Q
2
s (r2, b;Y )
)1−γcr
with Q2s (r2, b;Y ) =
r22 e
α¯S
χ(γcr)
1−γcr
Y(
~b− 12~r2
)2 (
~b + 12~r2
)2 (2.14)
where (see Refs. [11, 36,37])
χ (γcr)
1− γcr = −
dχ (γcr)
dγcr
where χ (γ) = 2ψ (1) − ψ (γ) − ψ (1− γ) ← kernel of the BFKL equation
(2.15)
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We denote below by γ¯ = 1 − γcr and will use Eq. (2.13) and Eq. (2.14) in the momentum transferred
representation,viz.
NIP (r1, r2;Y,QT ) =
∫
d2b ei
~QT ·~b NIP (r1, r2;Y, b) (2.16)
Integral of Eq. (2.16) with NIP (r1, r2;Y, b) from Eq. (2.13) can be taken using the complex number
description for the point on the plane (see Eq. (2.6) and Eq. (2.7)). The integral takes the form [10,33]
NIP (r1, r2;Y,QT ) =
(
r21 r
2
2
)γ¯
eα¯S χ(γcr)Y
∫
dρb e
iρ∗Qρb
(
1
ρ2b − ρ212
)γ ∫
dρ∗b e
iρQρ
∗
b
(
1
ρ∗2b − ρ∗212
)γ
(2.17)
Using new variables t = ρb/ρ12 and t
∗ = ρ∗b/ρ12 and
+1
C1
−1
C2 C
Figure 3: Contours of integration in Eq. (2.18).
the integral representation of Hankel functions (see formulae
8.422(1,2) in Ref. [34])
H(1,2)ν (z) =
Γ
(
1
2 − ν
)
πiΓ
(
1
2
) (1
2
z
)ν ∮
C1,2
dteizt
(
t2 − 1)ν− 12
(2.18)
where contours C1 and C2 are shown in Fig. 3, we obtain
that
NIP (r1, r2;Y,QT ) = C
2(γ) r212 e
α¯S χ(γ) Y
(
r21r
2
2
r412
)γ (
Q2r212
)− 1
2
+γ
J 1
2
−γ
(
ρ∗Qρ12
)
J 1
2
−γ (ρQρ
∗
12) (2.19)
where 2Jν(z) = H
(1) (z) +H
(2)
ν (z); ~r12 =
1
2 (~r1 − ~r2) and
C(γ) = 2−
5
2
+γπ
Γ
(
1
2
)
Γ (γ)
(2.20)
Two limits will be useful for further presentation:
NIP (r1, r2;Y,QT )
QT→0−−−−→ C2(γ) r212 eα¯S χ(γ)Y
(
r21r
2
2
r412
)γ
(2.21)
Q2T r
2
12 ≫ 1−−−−−−−→ 2
π
C2(γ) r212 e
α¯S χ(γ)Y
(
r21r
2
2
r412
)γ (
Q2r212
)−1+γ
cos2 (πγ/2) ei
~Q·~r12 (2.22)
Eq. (2.21) can be re-written at r1 ≪ r2 in the form :
NIP (r1, r2;Y,QT )
QT→0,r1≪ r2−−−−−−−−−→ C2(γ) r212
(
r21Q
2
s (Y, r2)
)γ
with Q2s =
1
r22
eα¯S
χ(γ)
γ
Y ;
QT r2≫ 1,r1≪ r2−−−−−−−−−−−→ 2
π
C2(γ) cos2 (πγ/2) ei
~Q·~r12 eα¯S χ(γ)Y
1
Q2T
(
Q2T r
2
1
)γ
(2.23)
One can see that we can write a simple interpolation formula which we will bear in our mind in our
estimates.
NIP (r1, r2;Y,QT ) = C
2(γ) r212
(
r21Q
2
s (Y, r2)
)γ (
1 + a(γ)Q2T r
2
12
)−1+γ
with a−1+γ (γ) =
2
π
cos2 (πγ/2)
(2.24)
For NIP in the vicinity of the saturation scale γ = γ¯ = 1− γcr.
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2.2 Inclusive production in dipole-dipole scattering: the BFKL Pomeron contribution
In this subsection we calculate the cross section of the inclusive production of gluon jet with the transverse
momentum p⊥ at rapidity Y1 in the collision of two dipoles with the sizes r1 and r2 at rapidity Y and
at impact parameter b. The general formula which shows the kT -factorization [40], has been derived in
Ref. [41] and it takes the form
dσ
d2b dY1 d2p⊥
= (2.25)
2CF
αs(2π)4
1
p2⊥
∫
d2 ~B d2~r⊥ e
i~p⊥·~r⊥ ∇2⊥NG (Y1; r⊥, r1; b) ∇2⊥NG
(
Y − Y1; r⊥, r2; |~b− ~B|
)
where
NG (Y ; r⊥, ri; b) = 2N (Y ; r⊥, ri; b) − N2 (Y ; r⊥, ri; b) , (2.26)
Evaluating Eq. (2.1) we need to know such cross section only for the BFKL Pomeron exchange for which
Eq. (2.26) reduces to the following equation
NGIP (Y ; r⊥, ri; b) = 2NIP (Y ; r⊥, ri; b) (2.27)
Plugging Eq. (2.27) in Eq. (2.25) we have
N inclIP (Y, r1, r2, b, p⊥, Y1) = (2.28)
8CF
αs(2π)4
1
p2⊥
∫
d2 ~B d2~r⊥ e
i~p⊥·~r⊥ ∇2⊥NIP (Y1; r⊥, r1;B) ∇2⊥NIP
(
Y − Y1; r⊥, r2; |~b− ~B|
)
It is worthwhile mentioning that b is the difference of the impact parameters between scattering dipoles
while B is the impact parameter of the produced gluon with respect to the dipole with size r1.
In the vicinity of the saturation scale NIP takes the form of Eq. (2.13) and ∇2⊥NIP (Y1; r⊥, r1; b) is
equal to
∇2⊥NIP (Y1; r⊥, r1; b) = (2.29)
= φ0 γ¯
2
 r21 r22(
~b− ~r12
)2 (
~b + ~r12
)2 eα¯S χ(γcr)1−γcr Y

γ¯ 2~r
r2
−
~b− ~r12(
~b − ~r12
)2 + ~b + ~r12(
~b + ~r12
)2

2
However, it turns out that it is more convenient to use ∇2⊥NIP (Y1; r⊥, r1; b) in momentum represen-
tation, namely, ∫
d2bei
~QT ·~b ∇2⊥NIP (Y1; r⊥, r1; b) = ∇2⊥NIP (Y1; r⊥, r1;QT ) (2.30)
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Using Eq. (2.19) for NIP (Y1; r⊥, r1;QT ) and ∇2r = 4∂ρ∂ρ∗ we obtain( denoting r⊥ ≡ r0)
∇2⊥NIP (Y1; r⊥, r1;QT ) = 4φ0 C2(γ) r201 eα¯S χ(γ) Y
(
r21r
2
0
r401
)γ (
Q2r201
)− 1
2
+γ
(2.31)
×
{( γ
ρr
−
1
2 + γ
ρ01
)
J 1
2
−γ
(
ρ∗Qρ01
)
+
1
2
ρ∗Q
(
J− 1
2
−γ
(
ρ∗Qρ01
) − J− 3
2
−γ
(
ρ∗Qρ01
))}
×
{( γ
ρ∗r
−
1
2 + γ
ρ∗01
)
J 1
2
−γ (ρQρ
∗
01) +
1
2
ρQ
(
J− 1
2
−γ (ρQρ
∗
01) − J− 3
2
−γ (ρQρ
∗
01)
)}
We need to estimate
N inclIP (Y, r1, r2, QT , p⊥, Y1) =
∫
d2b ei
~QT ·~bN inclIP (Y, r1, r2, b, p⊥, Y1) (2.32)
for calculation of the diagrams of Fig. 2. From Eq. (2.28) and Eq. (2.31) we obtain
N inclIP (Y, r1, r2, QT , p⊥, Y1) = (2.33)
8CF
αs(2π)4
1
p2⊥
∫
d2~r⊥ e
i~p⊥·~r⊥ ∇2⊥NIP (Y1; r⊥, r1;QT ) ∇2⊥NIP (Y − Y1; r⊥, r2;QT )
For QT → 0 Eq. (2.32) reduces to the following equation (see Eq. (2.31))
N inclIP (Y, r1, r2, QT = 0, p⊥, Y1) = (2.34)
=
8CF
αs(2π)4
C4 (γ¯) γ¯2
φ20
p2⊥
∫
d2r⊥
r4⊥
ei~p⊥·~r⊥ r21 r
2
2
(
r2Q2s (r1, Y − Y1)
)γ¯(
r2Q2s (r2, Y1)
)γ¯
=
8CF
αs(2π)4
φ¯20
p2⊥
∫
d2r⊥
r4⊥
ei~p⊥·~r⊥ r21 r
2
2
(
r2Q2s (r1, Y − Y1)
)γ¯(
r2Q2s (r2, Y1)
)γ¯
= φ¯20
8CF
αs(2π)4
2−3+4γ¯ r21 r
2
2
Γ (1− 2γ¯)
Γ (2− 2γ¯)
(Q2s (r1, Y − Y1)
p2⊥
)γ¯(Q2s (r2, Y1)
p2⊥
)γ¯
where Q2s (r1, Y − Y1) =
1
r21
exp
(
α¯S
χ (γcr)
1− γcr (Y − Y1)
)
and Q2s (r1, Y1) =
1
r22
exp
(
α¯S
χ (γcr)
1− γcr Y1
)
2.3 Inclusive production in dipole-dipole scattering: non-linear equation
The main features of the inclusive production which we will use in our calculation of the first loop diagram,
is the suppression of this production inside the saturation region. It follows directly from the general
expression of Eq. (2.25) sinceNG (Y1; r⊥, r1; b)
r2
⊥
Q2s≫1−−−−−→ 1 while∇2⊥NG (Y1; r⊥, r1; b)
r2
⊥
Q2s≫1−−−−−→ 0. Honestly,
these features do not appear in the simple diagram of Fig. 2, they manifest themselves only in the diagrams
of Fig. 12 which describes the Pomeron loop in the dense environment. However, we believe that it is needed
to discuss these features now since they are essential for our calculations.
In the saturation region the amplitude shows the geometric scaling behaviour [46] and the solution of
the BFKL equation deeply inside of this region takes the following form [47]
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N
(
z = ln
(
r2Q2s
))
= 1 − exp
(
− z
2
2κ
)
; NG
(
z = ln
(
r2Q2s
))
= 1 − exp
(
− z
2
κ
)
(2.35)
with κ = χ(γcr)1−γcr and
−∇2⊥NG
(
z = ln
(
r2Q2s
))
=
8(−κ + 2z2)
κ2
exp
(
− z
2
κ
)
(2.36)
One can see that ∇2⊥NG
(
z = ln
(
r2Q2s
))
falls down and only z ≈ 1 is essential.
In the vicinity of the saturation scale N = 1− exp
(
− φ0
(
r2Q2s
)1−γcr ) (see Ref. [47]) which leads to
∇2⊥NG
(
T = 2φ0
(
r2Q2s
)1−γcr)
= (1− γcr)2 4T
r2
(
T − 1
2
1− 2γcr
1− γcr
)
e−T (2.37)
2 4 6 8 T
0.5
1.0
1.5
ÆNHTL r2
Figure 4: r2∇2
⊥
NG
(
T = 2φ0r
2Q2s
)
of Eq. (2.37) versus T
One can see that ∇2NG has a maximum at T ∼ 2 and the integral over T is equal to 8.39(1− γcr)2 /r2.
2.4 Rapidity correlations
In this section we calculate the rapidity correlations that stem from the diagram of Fig. 2. Eq. (2.13) in
the momentum representation takes the form
dσ
dY1dY2d2p⊥,1d2p⊥,2
=
4π2α¯4S
N2c
∫ Y
Y1
dY ′
∫ Y2
Y0
dY ′′ (2.38)∫
d2R1
R41
∫
d2R2
R42
NIP
(
Y − Y ′;Rp, R1, QT = 0
) ∫
d2R′1
∫
d2R′2 K
(
R1, R
′
1
)
∫
d2QT N
incl
IP
(
Y ′ − Y ”, R′1, R′2, QT |p⊥,1, Y1
)
N inclIP
(
Y ′ − Y ”, ~R1 − ~R′1, ~R2 − ~R′2, QT |p⊥,2, Y2
)
K
(
R2, R
′
2
)
NIP
(
Y ′′ − Y0;R2, RA, QT = 0
)
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Our main goal to find the largest contribution. As has been discussed in the previous section all Pomerons
in the loop have the largest contributions in the vicinity of the saturation scale while the upper and
low Pomerons can contribute inside of the saturation domain. Recall that for the Pomerons in the loop
γ → γ¯ = 1− γcr in Eq. (2.19) - Eq. (2.24).
Let us concentrate our effort on QT integration considering three kinematic regions:
1. QTR1 ≪ 1 and QTR2 ≪ 1. We will see below that both R′1 and |~R1 − ~R
′
1| are of the order
of R1 as well as R
′
2 and |~R2 − ~R
′
2| are of the order of R2. Using Eq. (2.21) one can see that
∇2⊥NIP (Y − Y ′; r⊥, R1;QT ) as well as others∇2⊥NIP entering Eq. (2.32) and Eq. (2.38) do not depend
on QT . Hence the integral over d
2QT diverges in this region and the upper limit of integration gives
the main contribution.
2. QTR1 ∼ 1 and QTR2 ≪ 1. For hadron-nucleus collisions we expect that the main contributions
would come from the saturation region in which R2 is proportional to 1/Qs(A;Y
′′) while R1 ∝
1/Qs(proton;Y − Y ′) and we expect that R2 ≪ R1 since Qs(A;Y ′′) ≫ Qs(proton;Y − Y ′). In this
region ∇2⊥NIP (Y1 − Y ′′; r⊥, R2;QT ) and ∇2⊥NIP (Y2 − Y ′′; r′⊥, R2;QT ) do not depend on QT while
∇2⊥NIP (Y ′ − Y1; r⊥, R1;QT ) and ∇2⊥NIP (Y ′ − Y2; r′⊥, R2;QT ) are in the region of Eq. (2.22) and
give contribution proportional to Q−2(1−γ¯) each. Therefore, the integral has a form d2QT Q
−4(1−γ¯)
T .
Recalling that γ¯ = 1− γcr = 0.63 one can see that the integral diverges in this region.
3. QTR1 ≫ 1 and QTR2 ≫ 1. The integrant has the QT dependance which is
(
Q2T
)−4(1−γ¯)
and the
integral converges. Therefore the main contribution stems from the region when QT ∝ 1/R2 and it
is proportional to
(
R22
)3−4γ¯
.
4. QTR1 ≫ 1 and QTR2 ≫ 1. The integral over QT takes the form (assuming that r ≪ R1 and/or
R2)∫
QT>1/R2
d2QT
4π2
(
Q2T
)−4(1−γ¯)
e2i
~QT ·(~R1+~R2) → 1
4π2
∫ d2QT J0 (2QT |~R1 + ~R2|)(
Q2T + 1/R
2
2
)4(1−γ¯) =
=
1
2πΓ (4− 4γ¯)
(
|~R1 + ~R2|R2
)3−4γ¯
K3−4γ¯
(
2
|~R1 + ~R2|
R2
)
(2.39)
Concluding this discussion we see that the typical QT ≈ 1/R22 where R2 is the size of the smallest dipole
in triple Pomeron vertices. One can also see that Eq. (2.39) leads to |~R1 + ~R2| ≈ R2 or R1 → R2. Based
on these two features we can re-write Eq. (2.38) in the following way
dσ
dY1dY2d2p⊥,1d2p⊥,2
=
4π2α¯4S
N2c
〈Q2T 〉
∫ Y
Y1
dY ′
∫ Y2
Y0
dY ′′
∫
d2R1
R41
∫
d2R2
R42
(2.40)
NIP
(
Y − Y ′;Rp, R1, QT = 0
) ∫
d2R′1
∫
d2R′2 K
(
R1, R
′
1
)
N inclIP
(
Y ′ − Y ”, R′1, R′2, QT = 0|p⊥,1, Y1
)
N inclIP
(
Y ′ − Y ”, ~R1 − ~R′1, ~R2 − ~R′2, QT = 0|p⊥,2, Y2
)
K
(
R2, R
′
2
)
NIP
(
Y ′′ − Y0;R2, RA, QT = 0
)
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where we estimate the value of 〈Q2T 〉 using Eq. (2.24)
〈Q2T 〉 =
1
2π
∫
QTdQT
J0
(
2QT |~R1 + ~R2|
)
(
1 + a (γ¯)Q2TR
2
2
)4(1−γ¯) (2.41)
=
1
2πΓ (4(1− γ¯))
1
a (γ¯)R22

(
~R1 + ~R2
)2
aR22

3/2−2γ¯
K−3+4γ¯
(
2
|~R1 + ~R2|√
a (γ¯)R2
)
Integrating over angle ϕ we obtain
Q¯2T (κ) =
∫
dϕ 〈Q2T 〉 (ϕ, κ) (2.42)
where κ = R1/R2. This function is shown in Fig. 5. One can see the steep decrease for κ > 1 and, therefore,
we can replace 〈Q2T 〉 by
〈〈Q2T 〉〉 =
∫
dϕdκ 〈Q2T 〉 (ϕ, κ) = 0.0154 δ (κ− 1) (2.43)
1.5 2.0 2.5 3.0 Κ
0.005
0.010
0.015
0.020
0.025
0.030
Q2T
Figure 5: Q¯2T (κ) defined in Eq. (2.42) versus κ = R1/R2.
Notice that eachNIP (Y1; r⊥, ri;R2) in Eq. (2.41) takes the form (see Eq. (2.9), Eq. (2.10) and Eq. (2.11))
NIP (Y ; r⊥, ri;R2) =
∫ ǫ+i∞
ǫ−i∞
dγ
2πi
(
γ − 12
)2
(γ(1− γ))bγ
(
r2
r2i
)γ
eω(γ)Y (2.44)
One can see that in Eq. (2.40) we have∫
d2R′1K
(
R1, R
′
1
)( r2
R′21
)γ1 ( r′2
|~R1 − ~R ′1|2
)γ2
= C1 (γ1, γ2)
(
r2
R21
)γ1 ( r′2
R21
)γ2
(2.45)
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where
C1 (γ1, γ2) = π
B (−γ1,−γ2)
(1 + γ1 + γ2) B (1 + γ1, 1 + γ2)
= π
Γ (−γ1) Γ (−γ2) Γ (1 + γ1 + γ2)
Γ (1 + γ1) Γ (1 + γ2) Γ (−γ1 − γ2) (2.46)
where B (x, y) is the Euler beta-function (see formula 8.38 of Ref. [34]). We introduce the Feynman
parameters, using formula 3.198 of Ref. [34], to take the integral of Eq. (2.45).
The upper and lower Pomerons enter at QT = 0 and both of them have the form the same as in
Eq. (2.24). Plugging Eq. (2.24), Eq. (2.34), Eq. (2.43) and Eq. (2.46) in Eq. (2.40) we have the following
expression
dσ
dY1dY2d2p⊥,1d2p⊥,2
= 0.0154
4π2α¯4S
N2c
8CF
α¯S(2π)4
1
p2⊥,1
8CF
α¯S(2π)4
1
p2⊥,2
∫
πdr2
r4
J0 (rp⊥,1)
∫
πdr′2
r′4
J0
(
r′p⊥,2
)
R2pR
2
p U (γ¯)
∫ R2p
r2
dR21 δ
(
R1
R2
− 1
)
dR22
R22
∫ Y
Y1
dY ′
∫ Y2
Y0
dY ′′Φ
(
r, r′;R1, R2, Y, Y
′, Y ”;Y1, Y2
)
(2.47)
Φ
(
r, r′;R1, R2, Y, Y
′, Y ”;Y1, Y2
)
=
(
T
(
R1, Rp, Y − Y ′
)
T
(
R2, Rp, Y
′′
)
T
(
r,R1, Y
′ − Y1
)
× T (r,R2, Y1 − Y ′′) T (r′, R1, Y ′ − Y2) T (r′, R2, Y2 − Y ′′)
)γ¯
(2.48)
where
T (r1, r2;Y ) =
r21
r22
exp
(
ω (γcr)
1− γcr Y
)
for r1 < r2 (2.49)
and
U (γ¯) = φ¯40
((
γ¯ − 12
)2
γ¯ (1− γ¯)bγ¯
)2
C2 (1 + γ¯, 1 + γ¯) (2.50)
We can trust Eq. (2.47) only if all Pomerons approaching the saturation scale, i.e.
T
(
R1, Rp, Y − Y ′
) → 1; T (R2, Rp, Y ′′) → 1; (2.51)
T
(
r,R1, Y
′ − Y1
) → 1; T (r,R2, Y1 − Y ′′) → 1; (2.52)
T
(
r′, R1, Y
′ − Y2
) → 1; T (r′, R2, Y2 − Y ′′) → 1; (2.53)
The maximal contribution to the diagram with the BFKL Pomerons which contributions can be trusted
in perturbative QCD stem from the region where we have the sign of equality for all Pomerons , i.e. in the
equations: Eq. (2.51), Eq. (2.52) and Eq. (2.53). For such kinematic region we calculate the diagram of
Fig. 2 in the region where R2pQ
2
s (p;Y ) ≈ 1 as well as R22Q2s (A;Y ′′) ≈ 1 and R21Q2s (proton;Y − Y ′) ≈ 1. We
illustrate with Fig. 6 this region of integration drawing the first enhanced diagrams in the two dimensional
plane (ln(1/r2), Y ).
However, as we will see below, we cannot keep all Pomerons in the vicinity of the saturation scale.
On the other hand we have to keep all Pomerons in the Pomeron loop in the kinematic region close to
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the saturation scale since, as we have discussed, only in this kinematic region the inclusive production
gives the largest contributions. The best choice will be if the upper and low Pomerons will be inside the
saturation domain where their amplitudes reach the unitarity limit NIP → 1. Finally, we are looking for
the contribution in the following kinematic region:
T
(
R1, Rp, Y − Y ′
) ≤ 1; T (R2, Rp, Y ′′) ≤ 1; (2.54)
T
(
r,R1, Y
′ − Y1
) ≈ 1; T (r,R2, Y1 − Y ′′) ≈ 1; (2.55)
T
(
r′, R1, Y
′ − Y2
) ≈ 1; T (r′, R2, Y2 − Y ′′) ≈ 1; (2.56)
Eq. (2.55) we can re-write in the following way:
T
(
R1, Rp, Y − Y ′
)
=
1
T (r,R1, Y ′ − Y1)
r2
R2p
e
ω(γcr)
1−γcr
(Y−Y1) =
1
T (r,R1, Y ′ − Y1) r
2Q2s (p, Y − Y1) ;
T
(
R2, Rp, Y
′′
)
=
1
T (r,R2, Y1 − Y ′′)
r2
R2p
e
ω(γcr)
1−γcr
(Y1) =
1
T (r,R1, Y ′ − Y1) r
2Q2s (p, Y1) ; (2.57)
with
Q2s (p;Y ) =
1
R2p
exp
(
α¯S
χ (γcr)
1− γcr Y
)
and Q2s (A;Y ) =
A
R2A
exp
(
α¯S
χ (γcr)
1− γcr Y
)
(2.58)
In Eq. (2.57) we introduce the saturation momentum for nucleus (Qs (A;Y )). Strictly speaking in the
simple diagram, that we consider, N inclIP (Y1, r;RA) is proportional to AN
incl
IP (Y1, r;Rp). However, we will
show in the next section that more complicated diagrams lead to N inclIP (Y1, r;RA) ∝
(
r2Q2s (A;Y1 − 0)
)γ¯
.
Taking into account Eq. (2.57) Eq. (2.48) can be re-written in the form
Φ
(
r, r′;R1, R2, Y, Y
′, Y ”;Y1, Y2
)
= (2.59)(
r2Q2s (A,Y1) r
2Q2s (p, Y − Y1) T
(
r′, R1, Y
′ − Y2
)
T
(
r′, R2, Y2 − Y ′′
))γ¯
One can see that we can satisfy conditions of Eq. (2.56) only if
R21
R22
= exp
(
ω (γcr)
1− γcr
(
Y ” + Y ′ − 2Y2
))
(2.60)
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YY
ln(1/r )2
0 Q  = 0T
Q  T
Q  = 0T
A(Y  ,R  )0 A
(Y , p  )11
proton(Y, R  )p
(Y’ ,R  )1
(Y , p  )22
(Y ,R  )’ 2 critical lineQ (A,Y) r   = 12 2s
critical line
Q (proton, Y) r   = 12 2s
Figure 6: The first enhanced (loop) diagram for two particle correlation. Wavy lines denote the BFKL Pomerons.
Helix lines show the gluons. Black blob stands for the Mueller vertex for inclusive production of gluon jet with the
transverse momentum p⊥,1 (p⊥,2), respectively. Blue blobs describe the interaction of the BFKL Pomeron with the
proton and the nucleus. Dashed red line corresponds to the critical line for proton-nucleus scattering.
Since this ration is equal to 1, one sees that Y ′′ + Y ′ = 2Y2. Finally∫ R2p
r2
dR21 δ
(
R1
R2
− 1
)
dR22
R22
∫ Y
Y1
dY ′
∫ Y2
Y0
dY ′′Φ
(
r, r′;R1, R2, Y, Y
′, Y ”;Y1, Y2
)
= (2.61)∫ R2p
r2
dR22
∫ Y
Y1
dY ′
1
ω (γcr)
(
r2Q2s (A,Y1) r
2Q2s (p, Y − Y1)
r′4
R42
exp
(
α¯S
χ (γcr)
1− γcr
(
Y ′ − Y ′′) )γ¯ =
∫ R2p
r2
dR22
1
2ω2 (γcr)
{
e2ω(γcr)(Y−Y2) − e2ω(γcr)(Y1−Y2)
}(
r2Q2s (A,Y1) r
2Q2s (p, Y − Y1)
r′4
R42
)γ¯
=
∫ R2p
r2
dR22
1
2ω2 (γcr)
{(
r2Q2s (A,Y1) r
2Q2s (p, Y − Y1) r′2Q2s (R2;Y − Y2) r′2Q2s
(
R2;Y2 − Y ′′
))γ¯ −(
r2Q2s (A,Y1) r
2Q2s (p, Y − Y1) r′2Q2s (R2;Y1 − Y2) r′2Q2s (R2;Y1 − Y2)
)γ¯}
(2.62)
where Qs (R2;Y ) is the saturation scale of Eq. (2.58) where R
2
p or R
2
A ia replaced by R
2
2,
The first term in Eq. (2.62) corresponds to Y ′ = Y and it is shown in Fig. 8-a for Y1 = Y2 =
1
2Y ,
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while the second term stems from Y ′ = Y1 (see Fig. 8-b).
One can see from Eq. (2.55) and Eq. (2.53) that we can have four BFKL Pomerons in the vicinity
of the saturation region only for Y1 and Y2 that satisfy the equations: Q
2
s (p;Y − Y1) = Q2s (A;Y1) and
Q2s (p;Y − Y2) = Q2s (A;Y2). This region is shown in Fig. 8-a and we expect the largest contributions at
p2⊥,1 ∼ 1/
(
R2p exp
(
α¯S
χ(γ¯)
γ¯ (Y − Y1)
))
and p2⊥,1 ∼ p2⊥,2 exp
(
−α¯S χ(γ¯)γ¯ (Y1 − Y2)
)
.
In the vicinity of the saturation scale NIP takes the form
§ (see Refs. [17, 38,39])
NIP (r1, r2, Y,QT = 0;Y ) = φ0 r
2
2
(
r21 Q
2
s (r2, Y )
)γ¯
exp
(
− z
2
2ω′′γγ (γ = γcr, 0) Y
)
(2.63)
where z = ln
(
r21 Q
2
s (r2, Y )
)
.
We calculate the diagram of Fig. 8-a assuming Eq. (2.63) for NIP . This assumption can be justified only
in the limited kinematic region where ln
(
Q2s (A;Y1)
/
Q2s (p;Y − Y1)
)
≪
√
2πω′′γγ (γ = γcr, 0) Yi where Yi
is a minimum from Y − Y1 and Y1.
Eq. (2.63) allows us to estimate the range in rapidities in which we can trust our evaluation of this
diagram. As has been mention only at rapidity Y1 from the equation Qs (p;Y − Y1) = Qs (A;Y1) all four
Pomerons in the loop can be considered in the saturation region, However, we really used the form of the
amplitude from Eq. (2.63) but replacing exp
(
− z22ω′′γγ(γ=γcr ,0)Y
)
by unity. Rewriting this factor in terms
of the saturation scale and deviation from it the factor for the Pomeron exchange with rapidity Y − Y1 in
the loop takes the form
exp
(
− z
2
2ω′′γγ (γ = γcr, 0) Y
)
= exp
(
− χ (γcr)
1− γcr
ln2
(
r2Q2s (p, Y − Y1)
)
2χ′′γγ (γ = γcr, 0) ln (Q
2
s (p, Y − Y1) /Q2s (p, 0))
)
(2.64)
As has been discussed r2 = 1/Q2s (A,Y1), therefore, we can replace the Pomeron exchange by
(
r2Q2s (p, Y − Y1)
)1−γcr
if
eΨ = exp
(
− χ (γcr)
1− γcr
ln2
(
Q2s (p, Y − Y1) /Q2s (A;Y1)
)
2χ′′γγ (γ = γcr, 0) ln (Q
2
s (p, Y − Y1) /Q2s (p, 0))
)
→ 1 or Ψ ≪ 1 (2.65)
In Fig. 7 we plotted Ψ for the LHC energy W = 7TeV using the KLN parameterization for the saturation
scale (see Ref. [50] ). One can see that we can use our approach in the wide range of rapidities.
The last integration over R2 in Eq. (2.62) brings factor 1/(2γ¯ − 1) and two limits of integrations:
R2 = Rp and R2 = r correspond to Fig. 8-a and Fig. 8-b, respectively,
Integrating over r and r′ we obtain the following expression for the double inclusive cross section
dσ
dY1dY2d2p⊥,1d2p⊥,2
= N20 φ¯
4
0 ,
8CF
αs(2π)4
8CF
αs(2π)4
R4pR
2
A (2.66)
×
(
Q2s (p;Y − Y1)
p2⊥,1
)γ¯ (
Q2s (p;Y − Y2)
p2⊥,2
)γ¯ (
Q2s (A;Y1 − Y0)
p2⊥,1
)γ¯ (
Q2s (A;Y − Y2)
p2⊥,2
)γ¯
§The expression for Qs(Y ) should be changed from ln
(
Q2s (Y ) /Q
2
s (Y = Y0)
)
= χ(γcr)
1−γcr
(Y − Y0) to more complicated ex-
pression (see Refs. [17,36,37]).
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Figure 7: Function Ψ of Eq. (2.65) versus rapidity at W = 7TeV . The vertical line show the Y1 =
1
2
Y . The solid
line shows Ψ for proton-gold scattering while the dashed line corresponds to the proton-proton scattering.
where we assumed that all zi ≪
√
2πω′′γγ (γ = γcr, 0)Yi . It should be stressed that Eq. (2.66) is valid for
pi,⊥ ∼ Qs.
We introduce factor φ0 (see Eq. (2.14)) which is the value of the NIP
(
r2Q2s
)
at r2Q2s = 1. Generally
speaking, N0 is the non-perturbative amplitude of Pomeron-nucleon scattering at low energy. We estimate
the value of this amplitude by the contribution of the BFKL Pomeron in the saturation region replacing
Green’s functions for upper and low Pomerons in Fig. 2 by unity.
N20 = n
2
d 0.0154
4π3α¯4S
N2c
C2 (1 + γ¯, 1 + γ¯)
1
4 (α¯S χ (γcr))
2 (2.67)
where nd is the number of the dipoles in the nucleon. In doing this estimates we assumed that the colorless
dipoles are correct degrees of freedom for the non-perturbative QCD. For α¯S = 0.2 N
2
0 = 1.53n
2
d. We also
included in N20 all π’s and numerical factors that stem from integrations over R2,R1 and Y
′ in Eq. (2.61).
For hadron-hadron collisions RA−Rp and integrating over p⊥,1 and p⊥,2 we see that p2⊥,1 ∼ Qs (p;Y1 − Y0)
and p2⊥,1 ∼ p2⊥,2 exp
(
−α¯S χ(γ¯)γ¯ (Y1 − Y2)
)
and using Eq. (2.66) we obtain∫
d2p⊥,1d
2p⊥,2
dσ
dY1dY2d2p⊥,1d2p⊥,2
= (2.68)
N20 φ
4
0
8CF
αs(2π)4
8CF
αs(2π)4
R4pR
2
pQ
2
s (p;Y1)Q
2
s (p;Y2)
(
Q2s (p;Y − Y1)
Q2s (p;Y1)
)2γ¯
For the second term of
{
. . .
}
in Eq. (2.61) the main contribution stems from R2 = R1 → r ≈ r′
and the reduced diagram is shown in Fig. 8-b which describes the rapidity correlations inside one parton
shower. Fig. 8-a gives the contribution in the restricted kinematic range of rapidities as has been discussed
above. The largest contribution stems from the diagram of Fig. 9 in which the upper and lower Pomerons
are in the saturation region. However, only two of four Pomerons in the loop can be near to the saturation
momentum and this diagram is needed to be calculate using new vertices has been estimated in Ref. [42].
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It means that this diagram has the same structure as shown in Fig. 8-b and can be calculated in framework
of the BFKL Pomeron calculus only for Y1 − Y2 ≫ 1. Therefore, we can neglect this contribution for the
most interesting case of long range rapidity correlations.
Y
Y
ln(1/r )2
0
Q  T
A(Y  ,R  )0 A
(Y , p  )11
proton(Y, R  )p
(Y’ ,R  )1
(Y , p  )22
(Y ,R  )’ 2
critical line
Q (A,Y) r   = 12 2s
critical line
Q (proton, Y) r   = 12 2s
Y
Y
0
Q  = 0T
A(Y  ,R  )0 A
(Y , p  )11
proton(Y, R  )p
(Y ,R  )’ 2
Q  T
(Y’ ,R  )1
(Y , p  )22
critical line
Q (A,Y) r   = 12 2s
critical line
Q (proton, Y) r   = 12 2s
ln(1/r )2
Fig. 8-a Fig. 8-b
Figure 8: The first enhanced (loop) diagram for two particle correlation after integration over rapidities. Wavy
lines denote the BFKL Pomerons. Helix lines show the gluons. Black blob stands for the Mueller vertex for inclusive
production of gluon jet with the transverse momentum p⊥,1 (p⊥,2), respectively. Blue blobs describe the interaction
of the BFKL Pomeron with the proton and the nucleus. Dashed red line corresponds to the critical line for proton-
nucleus scattering.
The lesson we learned from our calculations, is that the integration over Y ′ and Y ′′ reduces to Y ′ → Y
and Y ′′ → 0 in the Mueller enhanced diagram in the same way as for calculation of the total cross section
(see Ref. [43].
Using Eq. (2.68) and Eq. (2.34) we can estimate the rapidity correlation function,i.e.
R (Y1, Y2;Y ) =
1
σin
∫
dσ
dY1dY2d2p⊥,1d2p⊥,2
dp2⊥,1dp
2
⊥,1
1
σin
∫
dσ
dY1d2p⊥,1
dp2⊥,1
1
σin
∫
dσ
dY2d2p⊥,1
dp2⊥,2
− 1 = N˜20 IY (γ¯)
σin (Y )
πR2p
− 1 (2.69)
R (Y1, p1.⊥;Y2, p2,⊥;Y ) =
1
σin
dσ
dY1dY2d2p1,⊥d2p2,⊥
1
σin
dσ
dY1d2p⊥,1
1
σin
dσ
dY2d2p2,⊥
− 1 = N˜20 IY (γ¯)
σin (Y )
πR2p
− 1 (2.70)
where IY (γ¯) is the coefficient that will be written in Eq. (2.84) below. N˜ = N/nd and R is the size of the
dipole inside of the hadron. We will discuss below both of this ingredients as well as the inelastic cross
section σin (Y ) in the next section.
2.5 Azimuthal angle correlations
As we have discussed in the introduction the azimuthal angle correlation arises from the terms
(
~p⊥,1 · ~QT
)2
and
(
~p⊥,2 · ~QT
)2
after integration over QT in the Pomeron loop in the diagram of Fig. 2 since
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Figure 9: The first enhanced (loop) diagram for two particle correlation: the largest contribution in which the
upper and lower Pomeran are in the saturation region. Wavy lines denote the BFKL Pomerons. Helix lines show the
gluons. Black blob stands for the Mueller vertex for inclusive production of gluon jet with the transverse momentum
p⊥,1 (p⊥,2), respectively. Blue blobs describe the interaction of the BFKL Pomeron with the proton and the nucleus.
Dashed red line corresponds to the critical line for proton-nucleus scattering.
∫
d2QT
(
~p⊥,1 · ~QT
)2 (
~p⊥,2 · ~QT
)2
→ (~p⊥,1 · ~p⊥,2)2. Such terms in the coordinate representation that we are
using here, stem from the terms
(
~r12 · ~QT
)2
and
(
~r
′
12 · ~QT
)2
in NIP (r1, r2, Y,QT ) and NIP (r
′
1, r
′
2, Y,QT )
(see Eq. (2.19)). These terms come from J 1
2
−γ¯
(
ρ∗Q ρ12
)
J 1
2
−γ¯ (ρQ ρ
∗
12). For small QT we can see how there
terms appear expending J 1
2
−γ¯ .
Indeed,
J 1
2
−γ¯
(
ρ∗Q ρ12
)
J 1
2
−γ¯ (ρQ ρ
∗
12) = (2.71)
=
(
1
2
1
2
−γ¯ Γ
(
3
2 − γ¯
))2 {1 + 1
2(−3 + 2γ¯)Q
2
T r
2
12e
2i(φ−ψ)
}{
1 +
1
2(−3 + 2γ¯)Q
2
T r
2
12e
−2i(φ−ψ)
}
→
(
1
2
1
2
−γ¯ Γ
(
3
2 − γ¯
))2 {1 + 1
(−3 + 2γ¯)Q
2
T r
2
12 cos (2(φ− ψ)) +
(
1
2(−3 + 2γ¯)
)2
Q4T r
4
12
}
→
(
1
2
1
2
−γ¯ Γ
(
3
2 − γ¯
))2 {1 + 1
(−3 + 2γ¯)
(
2
(
~QT · ~r12
)2
−Q2T r212
)
+
(
1
2(−3 + 2γ¯)
)2
Q4T r
4
12
}
In Eq. (2.71) we use the representation of complex numbers in the polar coordinates, for example, ρQ = Qe
iφ
and ρ∗Q = Qe
−iφ. The same type of contributions come from Eq. (2.31).
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For QT r12 ≫ 1 we can see the same features since
NIP (r1, r2;Y,QT )
Q2T r
2
12 ≫ 1−−−−−−−→ (2.72)
φ0 C
2(γ¯)
2
π
r212 e
α¯S χ(γcr)Y
(
r21r
2
2
r412
)γ¯ (
Q2T r
2
12
)−1+γ¯
cos2 (πγ¯/2) ei
~QT ·~r12{
(1/8)(γ¯ (γ¯ − 2)(1− γ¯2)) +Q2T r212 ei2(φ−ψ)
}{
(1/8)(γ¯ (γ¯ − 2)(1 − γ¯2)) +Q2T r212 e−i2(φ−ψ)
}/
Q4T r
4
12
= φ0 C
2(γ¯)
2
π
r212 e
α¯S χ(γcr)Y
(
r21r
2
2
r412
)γ¯ (
Q2T r
2
12
)−3+γ¯
cos2 (πγ¯/2) ei
~QT ·~r12{[
(1/8)(γ¯ (γ¯ − 2)(1 − γ¯2))
]2
+ (1/4)(γ¯ (γ¯ − 2)(1 − γ¯2))
(
2
(
~QT · ~r12
)2
−Q2T r212
)
+Q4T r
4
12
}
However the largest contribution stems at r ≪ R1 and r≪ R2 from Eq. (2.31) which can be re-written
as
∇2⊥NIP (Y1; r⊥, r1;QT ) → (2.73)
4φ0 C
2(γ¯) r201 e
α¯S χ(γcr)Y
(
r20r
2
1
r401
)γ¯ (
Q2r201
)− 1
2
+γ¯ γ¯2
r2
J 1
2
−γ¯
(
ρ∗Qρ01
)
J 1
2
−γ¯ (ρQρ
∗
01)
where r0 ≡ r⊥.
Notice, that at QT → 0 Eq. (2.73) reduces to
∇2⊥NIP (Y1; r⊥, r1;QT ) → (2.74)
4φ0 C
2(γ¯) r201 e
α¯S χ(γcr) Y
(
r20r
2
1
r401
)γ¯ (
2−
1
2
γ¯
Γ (3/2 − γ¯)
)2
γ¯2
r2
{
1− 1
2(3 − 2γ¯)
(
ρ2Qρ
∗2
01 + ρ
∗2
Q ρ
2
01
) }
= 4φ0 C
2(γ¯) r201 e
α¯S χ(γcr) Y
(
r20r
2
1
r401
)γ¯ (
2−
1
2
γ¯
Γ (3/2 − γ¯)
)2
γ¯2
r2
{
1− 1
(3− 2γ¯)
(
~QT~r01
)2}
= 4φ0 C
2(γ¯) r201 e
α¯S χ(γcr) Y
(
r20r
2
1
r401
)γ¯ (
2−
1
2
γ¯
Γ (3/2 − γ¯)
)2
γ¯2
r2
{
1− 1
(3− 2γ¯)
(
~QT~r
)2}
We need to re-visit the integration over QT in Eq. (2.38) and re-analyzed this integration based on
Eq. (2.71)-Eq. (2.74). Let us consider the integration over QT in three kinematic regions assuming that
R1 > R2:
1. QTR1 ≪ 1 and QTR2 ≪ 1. In this kinematic region all Pomerons in the loop enter at small
arguments and they do not depend on QT . However, the azimuthal angle correlations stems from
Eq. (2.74) leading to the additional factor which is proportional to
(
~QT · ~r
)2 (
~QT · ~r ′
)2
. Therefore,
the integration in this region leads to QT → 1/R1.
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2. QTR1 ∼ 1 andQTR2 ≪ 1. As has been discussed (see Eq. (2.38)) in this region∇2⊥NIP (Y1 − Y ′′; r⊥, R2;QT )
and ∇2⊥NIP (Y2 − Y ′′; r′⊥, R2;QT ) do not depend on QT while ∇2⊥NIP (Y ′ − Y1; r⊥, R1;QT ) and
∇2⊥NIP (Y ′ − Y2; r′⊥, R2;QT ) are in the region of Eq. (2.22) and give contribution proportional to
Q−2(1−γ¯) each. However, for the analysis of the integration over QT we need to consider separately
two sources of the angular correlations.
2.1 The angle correlations comes from the Pomerons with the arguments QTR1 ≤ 1. In this case
they stem from the contributions of Eq. (2.74) leading to the QT dependence of the following type:∫
d2QT
(
~QT · ~r
)2 (
~QT · ~r ′
)2 1(
Q2T
)2(1−γcr) → (Q2T, max)3+2γcr =
(
1
R22
)3+2γcr
(2.75)
2.2 The angle correlations comes from the Pomerons with the arguments QTR2 > 1. The source
of the angular correlations is shown in Eq. (2.72). One can see that this equation generates the
contribution which is proportional to
(
Q2TR
2
)−2(1−γ¯) ( ~QT · ~r)2 ( ~QT · ~r ′)2/(Q2TR22)4 which leads to
the convergent integral over QT .
3. QTR1 ≫ 1 and QTR2 ≫ 1. The integrant has the QT dependance which is
(
Q2T
)−4(1−γ¯)
which is
multiplied by the factor:
(
~QT · ~r
)2 (
~QT · ~r ′
)2/(
Q2TR
2
i
)4
. Therefore, the integral converges.
Concluding this discussion we see that the most contribution in the integral over QT comes from the region
2.1 and the typical QT ≈ 1/R22 assuming that R2 < R1. In other words, the typical values of the impact
parameters in the Pomeron loops turns out to be about |~b1 −~b2| ∼ R2 as in the case of rapidity correlations
(see Eq. (2.38) and Eq. (2.39)). One can see that R1 → R2 from Eq. (2.39). In Fig. 10 we plot the integrant
Φ (QT ) defined as
dσ
dY1dY2d2p⊥,1d2p⊥,2
∝
∫
d2QT Φ
(
QT ;R1, R2, r, r
′
)
(2.76)
One can see that this function has a sharp maximum at QT ≈ 1/R2.
Our integral over QT in the diagram of Fig. 6 differs from the same integral in the case of rapidity
correlations and it takes the following form for QTR2 ≫ 1
Ii,j,k,l
(
r, r′, R1, R2
)
= (2.77)∫
d2QT
{
QT,iQT,jQT,kQT,l
}(
Q2T
)4(1−γ¯)
exp
(
i ~QT · {~r01 + ~r02 + ~r ′01 + ~r
′
02}
)
Φ
(
r, r′;R1, R2, Y, Y
′, Y ”;Y1, Y2
)
where ~r01 =
1
2(~r +
~R1) and ~r02 =
1
2(~r +
~R2) while ~r
′
01 =
1
2 (~r
′
+ ~R1) and ~r
′
02 =
1
2(~r
′
+ ~R2) and i, j, k, l are
equal to 1 and 2. Φ (r, r′;R1, R2, Y, Y
′, Y ”;Y1, Y2) is the function given by Eq. (2.47).
This integral can be re-written in the form ( for brevity, we will use notation Φ (r, r′;R1, R2) instead
of Φ (r, r′;R1, R2, Y, Y
′, Y ”;Y1, Y2)).
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Figure 10: The integrant Φ (QT ;R1, R2, r, r
′) (see Eq. (2.76)) versus QT . The blue curve shows the contribution
of the kinematical region 2.1 while the red one corresponds to the kinematic region 2.2. In the picture the values of
R1 and R2 are chosen: R
2
1
= 1GeV −2 and R2
2
= 0.3GeV −2.
Ii,j,k,l
(
r, r′, R1, R2
)
= (2.78)
=
∫
d2QT
(
Q2T
)4(1−γ¯)({∇r01,i∇r02,j∇r′01,k∇r′02,l} exp(i ~QT · {~r01 + ~r02 + ~r ′01 + ~r ′02})
)
Φ
(
r, r′, R1, R2
)
=
= (−1)4
∫
d2QT
(
Q2T
)4(1−γ¯)
exp
(
i ~QT · {~r01 + ~r02 + ~r ′01 + ~r
′
02}
)({
∇r01,i∇r02,j∇r′01,k∇r′02,l
}
Φ
(
r, r′, R1, R2
))
where function Φ is the same as in Eq. (2.47). It should be noted that the second equation in Eq. (2.78)
is derived using the integration by parts and taking into account that Φ (r, r′, R1, R2)
∣∣∣r(r′)→+∞
r(r′)→−∞
= 0.
Considering r and r′ being small (≪ R1, R2) we restrict ourselves by the contribution given by
Eq. (2.73). Eq. (2.78) can be re-written taking gradients in the form
Ii,j,k,l
(
r, r′, R1, R2
)
=
∫
d2QT
(
1
Q2T
)4(1−γ¯)
exp
(
i ~QT ·{~r01+~r02+~r ′01+~r
′
02}
) R1,iR1,k
R41
R2,jR2,l
R42
Φ
(
r, r′, R1, R2
)
(2.79)
Finally, the contribution to the double inclusive production takes the form
dσ
dY1dY2d2p⊥,1d2p⊥,2
∝ 4π
2α¯4S
N2c
8CF
αs(2π)4
1
p2⊥,1
8CF
αs(2π)4
1
p2⊥,2
(~p⊥,1 · ~p⊥,2)2
p2⊥,1 p
2
⊥,2
×
∫
rdr
r2
(
J0 (p⊥,1r)− J2 (p⊥,1r)
) ∫ r′dr′
r′2
(
J0
(
p⊥,2r
′
)− J2 (p⊥,2r′)) (2.80)
R2pR
2
p U¯ (γ¯)
∫ R2p
r2
dR21 δ
(
R1
R2
− 1
)
dR22
R22
∫ Y
Y1
dY ′
∫ Y2
Y0
dY ′′
1
4
1
R21
1
R22
Φ
(
r, r′;R1, R2, Y, Y
′, Y ”;Y1, Y2
)
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The difference between Eq. (2.80) and the calculations of rapidity correlation that has been done in the
previous subsection is in the different factor U¯ (γ¯) and in the extra factors 14 1R21
1
R22
, However these factors
do not change qualitatively the character of integration over R1 and R2: the integration over QT leads to
R1 = R2 = R and to QT ≈ 1/R. Therefore, we obtain that
1
4
1
R21
1
R22
−→ 0.53 1
4
1
R4
(2.81)
where the numerical factor 0.53 reflect the difference in the averaging given by Eq. (2.43).
Eq. (2.81) can be translated into the following expression for dσ
dY1dY2d2p⊥,1d2p⊥,2
:
dσ
dY1dY2d2p⊥,1d2p⊥,2
= I (γ¯) N20 φ¯
4
0
8CF
αs(2π)4
8CF
αs(2π)4
(~p⊥,1 · ~p⊥,2)2
p2⊥,1 p
2
⊥,2
R2p
1
p2⊥,1 p
2
⊥,2
×
(
Q2s (Y − Y1)
p2⊥,1
)γ¯ (
Q2s (Y2 − Y0)
p2⊥,2
)γ¯ (
Q2s (Y1 − Y0)
p2⊥,1
)γ¯ (
Q2s (Y − Y2)
p2⊥,2
)γ¯
In Eq. (2.82) factor I (γ¯) includes all numerical factors that depend on γcr .
Eq. (2.82) is written in the kinematic region where all factors Q2s/p
2
⊥,i ≤ 1. Integrating over p⊥,1 and
p⊥,2 in this kinematic region we obtain for Y1 <
1
2(Y + Y0) and Y2 <
1
2(Y + Y0) that Eq. (2.82) takes the
form ∫
dσ
dY1dY2d2p⊥,1d2p⊥,2
dp2⊥,1dp
2
⊥,1 = (2.82)
cos2 ϕ I (γ¯) N20 φ
4
0
8CF
αs(2π)4
8CF
αs(2π)4
R2p
(
Q2s (Y1 − Y0)
Q2s (Y − Y1)
)γ¯ (
Q2s (Y2 − Y0)
Q2s (Y − Y2)
)γ¯
where ϕ is the azimuthal angle between vectors ~p⊥.1 and ~p⊥,2. For the angular correlation function in
proton-proton scattering we obtain
R (cosφ) =
1
σin
∫
dσ
dY1dY2d2p⊥,1d2p⊥,2
dp2⊥,1dp
2
⊥,1
1
σin
∫
dσ
dY1d2p⊥,1
dp2⊥,1
1
σin
∫
dσ
dY2d2p⊥,1
dp2⊥,2
− 1 = cos2φ I (γ¯) N˜20
σin (Y )
R2p
1
R2pQ
2
s (Y1) R
2
pQ
2
s (Y2)
(2.83)
where N˜0 = N
2
0 /n
2
d and
I (γ¯) = IY (γ¯)
γ¯
2 (3 − 2γ¯) = 0.53
1
2γ¯ − 1
1
4
(
1
(3− 2γ¯)
)2
4
π2
(
2−
1
2
+γ¯
Γ (3/2 − γ¯)
)−2
≈ 0.068 (2.84)
In Eq. (2.84) we include factors from Eq. (2.50) and Eq. (2.74). Comparing this factor with the rapidity
correlation we see that the azimuthal angle correlations are suppressed by factor 0.63/ (2 (3 − 2 γ¯))2 ≈ 0.05.
In addition we consider Y1 > Y − Y1 and Y2 > Y − Y2. Rp = R is the size of the typical dipole inside
of the hadron. One can see that the coefficient in front of cos2 ϕ is rather small in the angular correlation
function mostly due to the large large multiplicity of the inclusively produced gluons which is proportional
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to Qs. It worthwhile mentioning that such suppression we did not see in the rapidity correlation function
(see Eq. (2.69)). This suppression can be easily understood. Indeed, the angular correlations appear due
to factor
(
~r · ~QT
)2 (
~r
′ · ~QT
)2
which has the value of the order
(
〈Q2T 〉/p21,⊥
) (
〈Q2T 〉/p22,⊥
)
. As has been
shown the average QT turns out to be of the order of QT ∼ 1/R where R is the size of the dipole in a
hadron, while p⊥ ∼ Qs. Therefore, we expect that the angle correlations are suppressed as 1/(R2Q2s)2, as
we saw in Eq. (2.83).
The coefficient in front of cos2 ϕ is not suppressed showing the possibility to find another definition of
the correlation function with enhanced contribution of the angular correlations.
It is interesting to note that the correlations at fixed p⊥,1 ∼ Qs and p⊥,2 ∼ Qs take the following form
R (cosϕ, p⊥,1, p⊥,2) = σin
dσ
dY1dY2d2p⊥,1d2p⊥,2
dσ
dY1d2p⊥,1
dσ
dY2d2p⊥,2
= cos2 ϕI (γ¯) N˜20
σin (Y )
πR2
1
R2p p
2
1,⊥R
2
p p
2
2,⊥
(2.85)
σin is the inelastic cross section for dipole-dipole scattering. From Fig. 11 we see that nd’s ( the vertices
of proton-BFKL Pomeron) cancel in the ratio of Eq. (2.83). We need the phenomenological approach for
the soft high energy scattering based on CGC/saturation approach ( see Ref. [49] for first try to estimate
σin in dipole-dipole scattering using a minimal phenomenological input). In numerical evaluations we use
, in spirit of our approach to N0 ( see Eq. (2.67)), σin = σin (proton-proton) /9 assuming that we have 3
dipoles in a proton. For estimates, we consider σin = σtot − σel − σdiff . The size of the dipole inside of
the proton we chose to be equal R2 ≈ 1GeV −2( see Ref. [49]).
Substituting these values we obtain R (cosφ) ≈ (0.48/ (R2pQ2s (Y1) R2pQ2s (Y2))) cos2 ϕ at the LHC
energy W = 7GeV in the central region of rapidity Y1 = Y2 = Y/2. The large coefficient in front of cos
2 ϕ
indicates the enhanced diagrams can give a large contribution to the angular correlations. However, it
should be noted that the accuracy of our estimates are rather low due to uncertainty in both the value of
R and the number of dipoles in the proton.
proton (Y,R  ,b)p
dipole  nd (Y’’,R  ,b)2
Y’’  −−>  0
a)
proton
b)
proton
Figure 11: σin (see Fig. 11-a) and N˜0 (see Fig. 11-b) in Eq. (2.83).
We integrate Eq. (2.34)over p⊥ for calculating the single inclusive cross sections in the dominator of
Eq. (2.83).
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3. The first enhanced diagram in the saturation environment
In proton-nucleus scattering the simplest diagram of Fig. 2 cannot be considered as a good approximation
for p⊥ → Qs since the Pomerons interact with the dense target (with nucleus). In Fig. 12 we demonstrate
several examples of such interactions. Such interaction leads to the saturation of the parton (gluon)
density [11–13] and in this section we wish to discuss the BFKL Pomeron Green’s function in the kinematic
region when the Pomeron interaction with nucleus become essential.
3.1 Equation for Pomeron Green’s function
For dilute-dense parton systems scattering the main contribution stem from ‘fan’ diagrams [11, 35] (see
Fig. 12). In the case of the lower Pomeron in the first enhanced diagram (see Fig. 2 and Fig. 12) the sum
of ‘fan’ diagrams leads to Balitsky-Kovchegov (BK) equation [15] (see Fig. 13), which takes the form
∂NIP
(
Y ′′ − Y0;R2, RA,~b2
)
∂Y ′′
= α¯S
∫
d2R′2K
(
R2|R′2
){
NIP
(
Y ′′ − Y0;R′2, RA,~b2 −
1
2
(~R2 − ~R′2)
)
+NIP
(
Y ′′ − Y0; |~R2 − ~R′2|, RA,~b2 −
1
2
~R′2
)
− NIP
(
Y ′′ − Y0;R2, RA,~b2
)
− NIP
(
Y ′′ − Y0;R′2, RA,~b2 −
1
2
(~R2 − ~R′2)
)
NIP
(
Y ′′ − Y0; |~R2 − ~R′2|, RA,~b2 −
1
2
~R′2
)}
(3.1)
where the vertex K (R2|R′2) describes the decay of the dipole with the size R2 to two dipoles with sizes:
R′2 and |~R2 − ~R′2| and it is given by Eq. (2.2).
(Y,R  ,b)p
(Y’’,R  ,b  )
p2
p1
proton
(Y’,R ,b )1 1
(Y ,r)1
(Y ,r’)2
1 2
1 2
A (Y ,R  ,b=0)A0
2 2
Figure 12: The interactions with the nu-
cleons of a nucleus in the first enhanced
diagram. Wavy lines denote the BFKL
Pomerons. Helix lines show the gluons.
Black blob stands for the Mueller vertex
for inclusive production of gluon jet with
the transverse momentum p⊥,1 (p⊥,2), re-
spectively.
However BK equation is not enough since we need to find Green’s function of the BFKL Pomeron that
propagates from coordinate (Y ′′, R2) to coordinate (Y1, r) and/or (Y2, r
′) and interacts with the nucleus.
This interactions are carried by the ‘fan’ diagrams as one can see in Fig. 14. The equation for Green’s
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function takes the form (see the graphic representation in Fig. 14):
G
(
Y, r, b;Y ′, r′; b′
)
= GBFKL
(
Y − Y ′, r; r′;~b−~b ′
)
−
∫ Y
Y ′
dY ′′
∫∫
d2r′′d2b′′GBFKL
(
Y − Y ′′, r; r′′;~b−~b ′′
)
× K (r′′, rˆ)G(Y ′′, rˆ,~b ′′ − 1
2
(~r
′′ − ~ˆr), Y ′, r′, b′
)
NIP
(
Y ′′, ~r
′′ − ~ˆr;RA;~b ′′ − 1
2
~ˆr
)
(3.2)
From Fig. 14 one can see that we can write the second equation for Green’s function summing the
diagrams as an evolution in Y ′. The equation is
G
(
Y, r, b;Y ′, r′; b′
)
= GBFKL
(
Y − Y ′, r; , r′;~b−~b ′
)
−
∫ Y
Y ′
dY ′′
∫∫
d2r′′d2b′′G
(
Y, r, b;Y ′′, r′′, b′′
)
(3.3)
× K (r′′, rˆ)GBFKL (Y ′′ − Y ′, rˆ, r′;~b ′′ −~b ′ − 1
2
(~r
′′ − ~ˆr)
)
NIP
(
Y ′′, ~r
′′ − ~ˆr;RA;~b ′′ − 1
2
~ˆr
)
= = −
Figure 13: The graphic form of Balitsky-Kovchegov equation: fan diagrams. The double wavy lines denote the
resulting Green’s function of the BFKL Pomeron. Wavy lines denote the BFKL Pomeron. The gray circles show the
triple Pomeron vertices.
Eq. (3.2) can be re-written in the differential form
∂G (Y, r, b;Y ′, r′; b′)
∂Y
= α¯S
∫
d2r′′K
(
r|r′′){G(Y, r′′,~b− 1
2
(~r − ~r ′′);Y ′, r′, b′
)
+ G
(
Y,~r − ~r ′′ ,~b− 1
2
~r
′
;Y ′, r′, b′
)
− G (Y, r, b;Y ′, r′, b′)
− G
(
Y, r′′,~b− 1
2
(~r − ~r ′′), Y ′, r′, b′
)
NIP
(
Y,~r − ~r ′′ ;RA;~b− 1
2
~r
′
)}
(3.4)
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while Eq. (3.3) takes the form
∂G (Y, r, b;Y ′, r′, b′)
∂Y ′
= −α¯S
∫
d2r′′K
(
r′′|r′){G(Y, r, b;Y ′, r′′;~b ′ − 1
2
(~r
′ − ~r ′′)
)
+ G
(
Y, r, b;Y ′, ~r
′ − ~r ′′ ,~b ′ − 1
2
~r
′
)
− G (Y, r, b;Y ′, r′, b′)
− G
(
Y, r, b;Y ′, r′′;~b− 1
2
(~r
′ − ~r ′′
)
NIP
(
Y ′, ~r
′ − ~r ′′ ;RA;~b− 1
2
~r
′
)}
(3.5)
Introducing G¯ (Y, r, b;Y ′, r′, b′) = r′4G¯ (Y, r, b;Y ′, r′, b′) we can re-write Eq. (3.5) as follows¶
∂G¯ (Y, r, b;Y ′, r′, b′)
∂Y ′
= −α¯S
∫
d2r′′K
(
r′|r′′){G¯(Y, r, b;Y ′, r′′;~b ′ − 1
2
(~r
′ − ~r ′′)
)
+ G¯
(
Y, r, b;Y ′, ~r
′ − ~r ′′ ,~b ′ − 1
2
~r
′
)
− G¯ (Y, r, b;Y ′, r′, b′)
− G¯
(
Y, r, b;Y ′, r′′;~b− 1
2
(~r
′ − ~r ′′
)
NIP
(
Y ′, ~r
′ − ~r ′′ ;RA;~b− 1
2
~r
′
)}
(3.6)
One can see from Eq. (3.4) and Eq. (3.6) that G (r, Y, b; r′, Y ′, b′) can be factorized as
G
(
r, Y, b; r′, Y ′, b′
)
= G (r, Y, b) G
(
r′, Y ′, b′
)
(3.7)
3.2 Solutions
3.2.1 The toy model
It is instructive to start the search for the solution to Eq. (3.4) in the simple toy-model [14, 44] in which
all dipoles are assumed to have the same size. In this model the BFKL equation looks as follows
dNBFKLIP (Y, Y
′)
dY
= ∆IPN
BFKL
IP (Y, Y
′) with solution NBFKLIP
(
Y − Y ′) = N0 e∆IP (Y−Y ′) (3.8)
where N0 is the value of the amplitude at Y = Y
′. Note, that Green’s function of the BFKL Pomeron
in this model is equal to GBFKLIP (Y, Y
′) = exp (∆IP (Y − Y ′)).
The BK equation takes the form
dNBKIP (Y, Y0)
dY
= ∆IP
{
NBKIP (Y, Y0) − (NBKIP (Y, Y0))2
}
(3.9)
Solution to this equation can be found and it looks as follows
NBKIP (Y, Y0) =
N0
N0 + (1−N0) exp (−∆IP (Y − Y0)) (3.10)
¶We will use below for function G¯ notation G and , hope, it will not cause any misunderstanding.
– 27 –
=(Y,r)
(Y’,r’)
+ − −
= −
(Y,r)
(Y’,r’) (Y’,r’)
(Y,r) (Y’’,r’’)
= −
(Y,r)
(Y’,r’) (Y’,r’)
(Y,r)
(Y’’,r’’)
Figure 14: Equation for Green’s function of the resulting BFKL Pomeron. The double wavy lines denote Green’s
function from the BK equation ( see Fig. 13). Wavy lines denote the BFKL Pomeron. The gray circles show the
triple Pomeron vertices. The gray blobs describe the resulting Green’s function.
where N0 is the value of the amplitude at Y = Y0. One can see that NIP → 1 at Y ≫ 1 reproducing the
saturation in this model.
Eq. (3.4) can be re-written in the following form
dG (Y, Y ′)
dY
= ∆IP
{
G
(
Y, Y ′
) − G (Y, Y ′)NBKIP (Y, Y0)
}
(3.11)
It has solution in the form
G
(
Y, Y ′
)
= e∆IP (Y−Y
′) N0e
∆Y ′ + 1−N0
N0e∆Y + 1−N0 =
NBKIP (Y, Y0)
NBKIP (Y
′, Y0)
(3.12)
First, at small Y and Y ′ when both N0e
∆Y ′ ≪ 1 and N0e∆Y ≪ 1 Eq. (3.12) reduces to the Green
function of the BFKL Pomeron in this model GBFKL (Y, Y ′) = exp (∆IP (Y − Y ′)). Second, at Y ≫ 1 and
Y ′ ≫ 1 G (Y, Y ′) is saturated reaching unity. Third, at Y ′ = 0 N0G(Y, 0) = NBKIP (Y, 0) as it should be
from the diagrams of Fig. 14.
3.2.2 Equations in the momentum representation
Eq. (3.4) and Eq. (3.5) look simpler in the momentum representation defined as
G
(
Y, r, b;Y ′, r′, b′
)
= r2 r′2
∫
d2k
(2π)2
d2k′
(2π)2
G
(
Y, k, b;Y ′, k′, b′
)
(3.13)
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Considering b ≫ r and b′ ≫ r′ one can see that Eq. (3.4) and Eq. (3.5) take the forms
∂G (Y, k, b;Y ′, k′, b′)
∂Y
= (3.14)
α¯S
{∫
d2k′′KBFKL
(
k, k′′
)
G
(
Y, k′′, b;Y ′, k′, b′
) − G (Y, k, b;Y ′, k′, b′) N (Y, k, b)} ;
∂G (Y, k, b;Y ′, k′, b′)
∂Y ′
= (3.15)
− α¯S
{∫
d2k′′KBFKL
(
k′′, k′
)
G
(
Y, k, b;Y ′, k′′, b′
) − G (Y, k, b;Y ′, k′, b′) N (Y ′, k′, b′) } ;
where the BFKL kernel KBFKL (k, k′′) takes the form [9,17]
KBFKL
(
k, k′′
)
=
1(
~k − ~k ′
)2 − 12
∫
k2 d2k′′
k′′2
(
~k − ~k ′′
)2 δ(2) (~k − ~k ′) (3.16)
The graphical form of these equations is the same as for Eq. (3.4) and Eq. (3.5) in Fig. 14 where we
need to replace r → k and r′ → k′. It should be stressed that for large b and b′ b = b′ since the BFKL
kernel does not change the impact parameters of the dipoles.
In Fig. 15 we show the graphical form of the equation for Green’s function G (Y, k, b;Y ′, k′, b′) in a
different form:
∂N (Y, k, b)
∂Y
=
∫
d2k′G
(
Y, k, b;Y ′, k′, b
)
N
(
Y ′, k′, b
)
(3.17)
In derivation opf Eq. (3.17) we use the following property of Green’s function of the BFKL Pomeron which
follows directly from t-channel unitarity [11,48]:
GBFKL
(
Y, k, b;Y ′, k′, b
)
=
∫
d2k′′GBFKL
(
Y, k, b;Y ′′, k′′, b
)
GBFKL
(
Y ′′, k′′, b;Y ′, k′, b
)
(3.18)
All these equations should be solved with the following initial and boundary conditions which follow
directly from Fig. 14 and Fig. 15, i.e.
G
(
Y, k, b;Y ′, k′, b
) Y ′→Y−−−−→ GBFKL (Y, k, b;Y ′ → Y, k′, b) = δ(2) (~k − ~k ′) ;∫
d2k′G
(
Y, k, b;Y ′ = 0, k′, b
)
N
(
Y ′ = 0, k′, b
)
= N (Y, k, b) (3.19)
where the second equation follows from Eq. (3.17).
3.2.3 Solution to the equations
We suggest the following ansatz for the solution
G
(
Y, k, b;Y ′, k′, b
)
=
N (Y, k, b)
N (Y ′, k′, b)
δ(2)
(
~k − ~k ′
)
; (3.20)
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=(Y,k)
+ − −
=
(Y,k)
(Y’,k’)
N(Y,k)
N(Y’,k’)G
Figure 15: Equation for Green’s function of the resulting BFKL Pomeron. Wavy lines denote the BFKL
Pomerons. The gray circles show the triple Pomeron vertices. The gray blobs describe the resulting Green’s function:
G (Y, k, b;Y ′, k′, b′). The white blobs denote denote Green’s function from the BK equation ( see Fig. 13).
This ansatz is motivated by the solution fot the toy model (see Eq. (3.12)) and satisfies the boundary and
initial conditions of Eq. (3.19). Now let us checked that Eq. (3.14) and Eq. (3.15) are satisfied with this
ansatz.
Substituting Eq. (3.20) in Eq. (3.14) we see that this equation reduces to
1
N (Y ′, k′, b)
∂N (Y, k, b)
∂Y
δ(2)
(
~k − ~k ′
)
= (3.21)
= α¯S
1
N (Y ′, k′, b)
{
KBFKL
(
k, k′
)
N
(
Y, k′
) − N2 (Y, k, b) δ(2) (~k − ~k ′)}
Multiplying both part of the equation by N (Y ′, k′, b) and integrating over k′ one can see that Eq. (3.21)
takes the form
∂N (Y, k, b)
∂Y
= α¯S
{∫
d2k′KBFKL
(
k, k′
)
N
(
Y, k′
) − N2 (Y, k, b)} (3.22)
which is the Balitsky-Kovchegov equation for N .
Plugging Eq. (3.20) in Eq. (3.15) leads to the following expression
N (Y, k, b)
N2 (Y ′, k′, b)
∂N (Y ′, k′, b)
∂Y ′
δ(2)
(
~k − ~k ′
)
= (3.23)
= α¯S
N (Y, k, b)
N2 (Y ′, k′, b)
{
KBFKL
(
k, k′
)
N
(
Y, k′
) − N2 (Y ′, k′) δ(2) (~k − ~k ′)}
Multiplying by N2 (Y ′, k′, b)
/
N (Y, k, b) we obtain the Balitsky-Kovchegov equation for N (Y ′, k′, b).
It is easy to check that the ansatz of Eq. (3.20) satisfies Eq. (3.17). Therefore, we can state that
Eq. (3.20) is the solution to Eq. (3.14) and Eq. (3.15).
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3.2.4 Solution to the equation in the vicinity of the saturation scale
Eq. (3.20) gives the general solution but, as we have discussed, for the evaluation of the correlation function
Green’s function of the BFKL Pomeron is actually needed only in the vicinity of the saturation scale (see
Fig. 2 and Fig. 12). In the vicinity of the saturation scale we can neglect the non-linear terms in Eq. (3.4)
and Eq. (3.5) and the solution to the linear equation takes the form of Eq. (2.63). In other words,
G
(
z, z′
)
= φ0
(
~b−~b ′
) ∫ ǫ+i∞
ǫ−i∞
dγ
2πi
e(z−z
′)γ¯ exp
(
(γ − γ¯) (z − z′) + 1
2
ω′′γγ (γ = γcr, 0) Y (γ − γ¯)2
)
= φ0
(
~b−~b ′
)
e(z−z
′)γ¯ 1√
2πω′′γγ (γ = γcr, 0) (Y − Y ′)
exp
(
− (z − z
′)2
2ω′′γγ (γ = γcr, 0) (Y − Y ′)
)
z−z′≪
√
2πω′′γγ(γ=γcr ,0) (Y−Y
′)−−−−−−−−−−−−−−−−−−−−−→
φ0
(
~b−~b ′
)
√
2πω′′γγ (γ = γcr, 0) (Y − Y ′)
(
r21 Q
2
s (Y )
r22Q
2
s (Y
′)
)γ¯
(3.24)
where Q2s (Y ) =
(
1/R2p
)
exp
(
α¯S
χ(γcr)
γ¯ Y
)
with Rp is the soft scale ( the size of the typical dipole in the
proton).
One can see that Eq. (3.24) is very close to the solution in the toy model (see Eq. (3.12)). The main
difference in the function φ0
(
~b−~b ′
)
since the factor 1/
√
2πω′′γγ (γ = γcr, 0) (Y − Y ′) could be absorbed
into the redefinition of the variable z [36, 37]. The origin of this factor is in the boundary condition:
G (z, z′ → 0) → NIP (z). In the vicinity of the saturation scale for the scattering with the nucleus NIP (z)
takes the following form
NIP (z) = φ0R
2
p SA (b)
(
r2Q2p (Y )
)γ¯
(3.25)
with SA (b) defined in Eq. (1.2).
Therefore, φ0
(
~b−~b ′
)
= φ0R
2
p SA
(
~b−~b ′
)
where φ0 is a constant.
4. Enhanced diagrams: correlations in hadron-nucleus scattering
In this section we summarize the experience in the calculation of the first enhanced diagram and will discuss
the A dependence of the correlation function for hadron-nucleus scattering.
First, we list the main features of the enhanced diagrams which we found instructive and which make
our explicit calculation more transparent.
1. Each enhanced diagram has a Pomeron loop that starts at rapidity Y ′ with the Pomeron splitting
and ends with the Pomeron merging at rapidity Y ′′ (see Fig. 2). The first enhanced diagram has
only one Pomeron loop . The calculation of the Pomeron loop in which Pomerons produce particles
(see Fig. 2) turns out to be quite different from the calculation of the Pomeron loop in the total cross
sections. The largest contributions of the Pomerons which propagate from rapidity Y ′ to rapidity
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Y ′′ stems from the kinematic region in the vicinity of the saturation scale. This feature stems
from the expression for single inclusive cross section that has been discussed in section 2.2 and is
a manifestation that the typical transverse momenta of the gluons in the wave function of the fast
hadron is about of the saturation scale Qs.
2. Integration over the transverse momentum QT in the loop leads to the configuration with the same
sizes of the dipoles at rapidity Y ′ and at rapidity Y ′′ ( in the triple Pomeron vertices).
3. . In the integration over QT the value of the typical QT is the maximum of the saturation momenta
for four Pomeron with the rapidities: (Y, Y ′) and (Y ′′, 0) (see Fig. 2).
QT ≈ max
{
Qs
(
Y − Y ′) , Qs (Y ′′) ,} (4.1)
4. As we have discussed four Pomerons in the loop being in the vicinity of the saturation scale lead
to the following rapidity dependence
dσ
dY1dY2d2p⊥,1d2p⊥,2
∝ (4.2)
exp
(
χ (γ¯)
(
(Y ′ − Y1) + (Y1 − Y ′′) + (Y − Y2) + (Y2 − Y ′′)
) )
= exp
(
2χ (γ¯)
(
Y ′ − Y ′′) )
The maximal growth of the BFKL Pomerons with rapidities Y − Y ′ and Y ′′ in the kinematic region
far away of the saturation domain is given by
exp
(
χ (γ = 1/2)
(
(Y − Y ′) + Y ”) ) (4.3)
Collecting Eq. (4.2) and Eq. (4.3) we obtain
dσ
dY1dY2d2p⊥,1d2p⊥,2
∝ (4.4)
exp
(
2χ (γ¯)
(
Y ′ − Y ′′)+ χ (γ = 1/2) ((Y − Y ′) + Y ′′) )
Since 2χ (γ¯)− χ (γ = 1/2) > 0 the integrals over Y ′ and Y ′′ are convergent leading to Y ′ → Y and
Y ′′ → 0. Therefore, the integration over Y ′ and Y ′′ have the same structure as in calculation of the
contribution of the enhanced diagram in the total cross section (see Ref. [43]).
5. For Y ′ = Y and Y ′′ = 0 Eq. (4.1) takes the form:
QT = Qs (A,Y = 0) . (4.5)
Actually we take into account Eq. (3.24) and Eq. (3.25) of the previous section to justify this equation.
Eq. (4.5) distinguishes the hadron-nucleus scattering from the hadron-hadron interaction and we need to
re-consider the integration over R1 and R2 in Eq. (2.80) to take into account this equation. Re-visiting
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this integration we see that Eq. (2.68) takes the form∫
d2p⊥,1d
2p⊥,2
dσ
dY1dY2d2p⊥,1d2p⊥,2
= (4.6)
N20 φ
4
0
8CF
αs(2π)4
8CF
αs(2π)4
σpσA
1
Qs (A,Y = 0)
Q2s (A;Y1)Q
2
s (A;Y2)
(
Q2s (p;Y − Y1)
Q2s (A;Y1)
)2γ¯
where σp and σA are the cross sections of the interaction of the dipole with the typical size in a hadron
with the hadron and nucleus, respectively. Plugging this equation in Eq. (2.69) we obtain that
R (A;Y1, Y2;Y ) = N˜
2
0 IY (γ¯)
σin (Y )
σA
1
σpQs (A,Y = 0)
(4.7)
The factor σin (Y ) /σA we will discuss below, but the ratio 1/ (σpQs (A,Y = 0)) was expected as the natural
estimates for the correlations (see Ref. [23,51] ). However, in the angular correlations the extra factor Q2T
appears in the integration over QT which leads to
R (cosϕ) =
1
σin
∫
dσ
dY1dY2d2p⊥,1d2p⊥,2
dp2⊥,1dp
2
⊥,1
1
σin
∫
dσ
dY1d2p⊥,1
dp2⊥,1
1
σin
∫
dσ
dY2d2p⊥,1
dp2⊥,2
= cos2 ϕI (γ¯) N˜20
σin (Y )
σA
Qs (A,Y = 0)
Qs (A,Y1)
1
σpQs (A,Y2)
(4.8)
where I (γ¯) is given by Eq. (2.84).
In the region of p1,⊥ ∼ Qs (A,Y1) and p2,⊥ ∼ Qs (A,Y2) the correlation function takes the form:
R (cosϕ, p⊥,1, p⊥,2) = σin
dσ
dY1dY2d2p⊥,1d2p⊥,2
dσ
dY1d2p⊥,1
dσ
dY2d2p⊥,2
= cos2 ϕI (γ¯) N˜20
σin (Y )
σA
Qs (A,Y = 0)
p21,⊥
1
σpp22,⊥
(4.9)
One can see that the contribution of the enhanced diagrams do not depend on ∇2SA (b) as in Eq. (1.1)
and, therefore, the density variation mechanism, suggested in Ref. [24], does not lead to any suppression
for the case of hadron-nucleus scattering.
dipole (Y,R  ,b)p
A A
(Y’’,R  ,b)2
Y’’  −−>  0
a) b)
Figure 16: σin (see Fig. 16-a) and N˜0 (see Fig. 16-b) in Eq. (4.8).
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In the definition of the correlation function in Eq. (4.8) σin (Y − Y0) is the dipole-nucleus cross section
shown in Fig. 16-a. From this figure one can see that σin =
∫
d2b
(
2NA (r, Y − Y0; b)−N2A (r, Y − Y0; b)
) ∝
A2/3 where N (r, Y ; b) is the solution of the Balitsky-Kovchegov equation ( see Eq. (3.1) and Ref. [15]) with
the initial condition given by the McLerran-Venugopalan formula [13]:
NA (r, Y = Y0; b) = 1 − exp
(
− r2Q2A (Y = Y0, b) /2
)
where Q2A (Y = Y0, b) = Q
2
p (Y = Y0)SA (b)
(4.10)
with Qp (Y = Y0) is the saturation momentum of proton at low energy and SA (b) is given by Eq. (1.2). It
should be mentioned that we write the McLerran-Venugopalan formula for the inelastic cross section.
On the other hand N0 shown in Fig. 16-b is proportional to
∫
d2bNA (r, Y = 0; b) ∝ A2/3 given by
Eq. (4.10). Each factor in Eq. (4.8) is proportional to the ratio
σA
σin
=
∫
d2bNA (r, Y = Y0; b|McLerran-Venugopalan formula)∫
d2b
(
2NBKA (r, Y − Y0; b)−
(
NBKA (r, Y − Y0; b)
)2) (4.11)
This ration does not depend on A and it’s value depends on the the value of Q2p (Y = Y0) since the
dominator in Eq. (4.11) is equal to πR2A where RA is the nucleus radius. Only at ultra high energies the
dominator of Eq. (4.11) starts depend on Y demonstrating the Froissart - type behaviour of the interaction
radius. For Q2p (Y = Y0) = 0.2GeV
2 we obtain σin (Y − Y0) /σA ≈ 14.5 at W = 5.5TeV for gold. R2 in
Eq. (4.8) is the size of the dipole in the proton, which is found to be about 1/GeV 2 in Ref. [49]. It gives
R (cosϕ) = 1.45 cos2 ϕ (Qs (A,Y = 0) /Qs (A,Y1)) (1/ (σpQs (A,Y2))). In other words
RA (cosϕ, p⊥,1, p⊥,2)
Rp (cosϕ, p⊥,1, p⊥,2)
≈ 2 σp
σin (Y )
R2pQ
2
s (A,Y = 0) ≈ (0.8÷ 1)A1/3 ← at LHC energy (4.12)
In Eq. (4.12) we denote by RA the correlation function of Eq. (4.9) and by Rp the correlation function of
Eq. (2.85).
5. Conclusions
As it has been mentioned the main goal of this paper is to developed a more quantitative approach for the
density variation mechanism suggested in Ref. [24]. Calculating the first BFKL Pomeron loop diagrams in
the dense parton environment in which the density variations have been expected to be large, we learned
the following lessons.
First, the calculation of the enhanced diagram for the double inclusive productions shows the same
pattern as for the total cross section: Y ′ → Y and Y ′′ → 0 where Y ′ and Y ′′ are rapidities of the upper
and low vertices, respectively.
Second, the correlation function generated by this diagram turns out to be large , viz,
R (Y1, Y2;Y ) =
1
σin(Y )
∫
d2p1,T d
2p2,T
d2σ
dY1d2p1,T dY2d2p2,T
1
σin(Y )
∫
d2p1,T
d2σ
dY1d2p1,T
1
σin(Y )
∫
d2p1,T
d2σ
dY1d2p1,T
− 1 ∝ σin (Y )
πR2
(5.1)
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where R is the size of the typical dipole inside the proton.
In Eq. (5.1) σin = σtot−σel−σsd−σdd where σel, σsd and σdd are cross section for elastic scattering and
single and double diffractive production. All rapidities are denoted in Fig. 2. This estimate looks natural
since 1/R2 is the typical momentum in the Pomeron loop in Fig. 2 and σin stems from the definition of
R (Y1, Y2, Y ). The production of the gluon jet by the Pomerons in the loop cancel with the dominators in
Eq. (5.1).
Third, the azimuthal correlations induced by the enhanced Pomeron diagram, are suppressed in com-
parison with the rapidity correlations by factor 0.53/ (2(1 + 2γcr))
2 ≈ 0.045/ (R2Qs (Y1)R2Qs (Y1)).
Fourth, it turns out the the typical sizes of dipoles in two triple Pomeron vertices in the Pomeron loop
are the same and they are both of the order of the size of the typical dipole inside the proton R.
The main observation of the papers that the correlations generated by the enhanced diagrams depend
on the processes, in which they are measured. In particular, the rapidity correlations for the hadron-nucleus
collisions take the following form:
R (A;Y1, Y2;Y ) ∝ 1
σpQs (A,Y = 0)
∝ 1/A1/3 (5.2)
The suppression of the angular correlations turns out to be more pronounced, viz.
R (cosϕ; pA)
R (cosϕ; pp)
∝ A−1/3 (5.3)
In general the enhanced diagrams generate rather small angular correlation functions but the coefficient
in front of cos2 ϕ turns out to be rather large. The smallness of the correlation function stems from the
large values of the single inclusive cross section which is proportional to the multiplicity of produced gluons.
In particular, for hadron-nucleus collisions
∫
d2p⊥,1d
2p⊥,2
dσ (pA)
dY1dY2d2p⊥,1d2p⊥,2
∝ cos2 ϕA1/3 (5.4)
Eq. (5.4) is most pronounced in the ratio
RA (cosϕ, p⊥,1, p⊥,2)
Rp (cosϕ, p⊥,1, p⊥,2)
∝ A1/3 (5.5)
In general we demonstrate that the density variation mechanism suggested in Ref. [24] generates sizable
contributions to the coefficient in front of cos2 ϕ in the double inclusive cross sections. The value of this
coefficient is proportional A1/3 , does not include ∇2SA(b) as in Eq. (1.1) and, therefore, density variation
mechanism leads to substantial contribution for hadron-nucleus collision.
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