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Summary 
T h i s  r e p o r t  i s  i n t e n d e d  t o  i n t r o d u c e  and p a r t i a l l y  s u r v e y  
a s p e c t s  o f  s t a t i s t i c a l  f i l t e r  t h e o r y  and i t s  r e l a t i o n s h i p  t o  
s p a c e  n a v i g a t i o n  problems.  Space n a v i g a t i o n  dynamics are gene r -  
a l l y  r e p r e s e n t e d  by n o n - l i n e a r  sys t ems .  There  are  methods by 
which c e r t a i n  n o n - l i n e a r  s y s t e m s  may be approximated  by l i n e a r  
s y s t e m s ,  and t h u s ,  t h e  r e s u l t s  a p p l i c a b l e  t o  l i n e a r  sys t ems  may 
be  employed. A t t e n t i o n  w i l l  b e  d i r e c t e d  p r i m a r i l y  t o  t h e  d e t a i l s  
o f  m u l t i v a r i a b l e  l i n e a r  f i l t e r  t h e o r y  and r e f e r e n c e  w i l l  be  g i v e n  
t o  t h e  l i n e a r i z a t i o n  problems.  
T h i s  m a t e r i a l  may be  o f  i n t e r e s t  t o  p e r s o n s  o f  v a r i e d  back- 
grounds  and i n t e r e s t s .  I n  g e n e r a l ,  t h e  i n t e r e s t  o f  an  i n d i v i d u a l  
may be  i n  a b r i e f  s u r v e y .  T h i s  i n d i v i d u a l  i s  s u g g e s t e d  t o  f o l l o w  
o u t l i n e  one as g i v e n  below. I n  t h e  e v e n t  o f  i n t e r e s t  i n  a more 
d e t a i l e d  i n v e s t i g a t i o n ,  o u t l i n e  two may be f o l l o w e d .  A b r i e f  
s u r v e y  r e q u i r e s  a minimun background i n  d i f f e r e n t i a l  e q u a t i o n s ,  
m a t r i x  t h e o r y ,  e l e m e n t a r y  ma themat i ca l  s t a t i s t i c s ,  and n a v i g a -  
t i o n a l  t e r m i n o l o g y .  Whereas, t h e  d e t a i l  i n v e s t i g a t i o n  i s  pred-’  
i c a t e d  on knowledge o f  l i n e a r  algebra,  sys tems t h e o r y ,  m a t h e m a t i c a l  
s t a t i s t i c s ,  p r o b a b i l i t y  t h e o r y ,  and n a v i g a t i o n a l  p rob lems .  
T h e  a u t h o r s  acknowledge t h e  a s s i s t a n c e  of M r s .  Ann E l l i o t t ,  
t h e  t y p i s t .  
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A b s t r a c t  
The Mathematics  Department of Clemson U n i v e r s i t y  unde r  NASA 
c o n t r a c t  NAS8 - 11259 i n v e s t i g a t e d  a s p e c t s  o f  s t a t i s t i c a l  f i l t e r  
t h e o r y .  The i n v e s t i g a t i o n  i n c l u d e d  a b s t r a c t i n g  s e l e c t e d  r e p o r t s  
p e r t a i n i n g  t o  R .  E .  Kalman's s t a t i s t i c a l  f i l t e r i n g  t e c h n i q u e  and 
d e v e l o p i n g  a ma themat i ca l  model t o  i l l u s t r a t e  and s t u d y  a p p l i c a -  
t i o n s  o f  s t a t i s t i c a l  f i l t e r i n g .  
c e r t a i n  a r e a s  i n  which f u r t h e r  s tudy  may be b e n e f i c i a l .  
T h i s  i n v e s t i g a t i o n  b rough t  o u t  
-xii- 
1. H i s t o r y  and I n t r o d u c t i o n  
C l a s s i c a l l y ,  t h e  problem o f  f i t t i n g  a c u r v e  t o  a se t  o f  data 
p o i n t s  was a t t a c k e d  by t h e  method o f  l e a s t  s q u a r e s .  The under-  
l y i n g  concept  o f  t h e  least  s q u a r e s  method i s  t h a t  t h e  f i t t e d  
cu rve  i s  se lec ted  i n  such  a manner t h a t  t h e  sum o f  the  s q u a r e s  o f  
t he  d e v i a t i o n s  o f  t h e  data from t h e  cu rve  i s  minimized.  T h i s  
t e c h n i q u e  does  n o t  take i n t o  account  t h e  f a c t  t ha t  some of t h e  
data may b e  more a c c u r a t e  t h a n  t h e  o t h e r  data.  But t h i s  method 
i s  s t i l l  ve ry  u s e f u l  i n  many e x p e r i m e n t a l  p roblems.  
The leas t  s q u a r e  method may be  m o d i f i e d  t o  i n c o r p o r a t e  sta- 
t i s t i c a l  i n f o r m a t i o n  about  t h e  accuracy  o f  t h e  data ,  i . e . ,  t h e  
da ta  i s  weighed w i t h  r e g a r d  t o  t h e  a s s o c i a t e d  s t a t i s t i c s .  
U s u a l l y  a cu rve  i s  f i t t e d  t o  t h e  data  w i t h  e a c h  i n f o r m a t i o n  par- 
t i c l e  i n c o r p o r a t e d  v i a  c o n s i d e r a t i o n s  r e g a r d i n g  t h e  re la ted  va r -  
i a n c e  and c o v a r i a n c e s ,  a l o n g  w i t h  t h e  s q u a r e  of i t s  d e v i a t i o n  
from t h e  f i t t e d  cu rve .  It d i f f e r s  from t h e  u s u a l  l eas t  s q u a r e s  
t e c h n i q u e  i n  t h i s  e v a l u a t i o n  c r i t e r i a ,  t h u s ,  t h e  name weighted 
leas t  s q u a r e s  i s  u s u a l l y  a s s i g n e d .  
I n  t h e  g e n e r a l  s i t u a t i o n  of da t a  f i l t e r i n g ,  t h e  i n f o r m a t i o n  
i n p u t s  may be  t r ea t ed  as random v a r i a b l e s  o r  as d e t e r m i n i s t i c  
v a l u e s  contaminated  w i t h  random n o i s e .  That  i s ,  i n s t e a d  o f  f i t -  
t i n g  a c u r v e ,  t h e  b a s i c  s i g n a l  of a known form i s  assumed t o  be 
c o r r u p t e d  w i t h  n o i s e  and i t  i s  d e s i r e d  t o  e x t r a c t  t h e  s i g n a l  by a 
l i n e a r  s y s t e m  w i t h  minimum e r r o r  i n  accordance  w i t h  a chosen l o s s  
c r i t e r i a .  I n  h i s  p i o n e e r i n g  work Weiner [6] showed t h a t  t h e  gen- 
e r a l  problem o f  d e t e c t i n g  a s igna l  i n  t h e  p r e s e n c e  of  random 
n o i s e  lead  t o  t h e  s o  c a l l e d  Weiner-Hopf e q u a t i o n s .  I n  p a r t i c u l a r ,  
t h e  s o l u t i o n  c o n s i s t s  o f  a s y s t e m a t i c  method f o r  d e t e r m i n i n g  t h e  
I 
weighing f u n c t i o n  of a l i n e a r  system t h a t  i s  optimum i n  t h e  s e n s e  
t h a t  t h e  mean-square e r r o r  between t h e  a c t u a l  o u t p u t  and t h e  de- 1 
l s i r ed  o u t p u t  i s  minimized,  i . e . ,  t h e  s t a t i s t i c a l  i n f o r m a t i o n  of 
t h e  i n p u t s  g i v e  t h e  weighing  f u n c t i o n  t h a t  y i e l d s  an  o u t p u t  
d i f f e r i n g  w i t h  minimum mean-square e r r o r  from t h e  o u t p u t  o f  t h e  
n o i s e  f r e e  s y s t e m .  Var ious  e x t e n s i o n s  o f  t h i s  t h e o r y  have been 
deve loped ,  b u t  t h e  a p p l i c a t i o n  of t h e  s o l u t i o n  i s  u s u a l l y  hand i -  
capped b y  many p r a c t i c a l  c o n s i d e r a t i o n s .  
I 
An a l t e r n a t e  approach  t o  t h e  l i n e a r  f i l t e r i n g  problem was 
f o r m u l a t e d  by Kalman [ 3  1 u t i l i z i n g  s t a t e  space  methods and l i n e a r  
dynamic sys t ems .  T h i s  new approach i s  e s p e c i a l l y  s i g n i f i c a n t .  
F i r s t  o f  a l l  i n  t h e  p r e v i o u s  t h e o r e t i c a l  s t r u c t u r e s  t h e  comple te  
s t a t e  v e c t o r  i s  assumed t o  be  a v a i l a b l e  f o r  u s e  i n  t h e  c a l c u l a t i o n ,  
b u t  t h i s  seldom i s  t h e  p r a c t i c a l  c a s e  and measurements o f  o n l y  a 
f e w  o f  t h e  s t a t e  v a r i a b l e s  may be a v a i l a b l e .  The Kalman approach  
i s  ab le  t o  p r o c e s s  incomple t e  s t a t e  v a r i a b l e  da t a .  Secondly ,  t h e  
Kalman approach  adapts  q u i t e  r e a d i l y  t o  computa t iona l  r o u t i n e s .  
The Kalman approach  i s  t h e  main c o n s i d e r a t o n  o f  t h i s  r e p o r t  and 
i t  w i l l  now b e  t rea ted  i n  c o n s i d e r a b l e  d e t a i l .  
To a d e q u a t e l y  d e f i n e  t h e  problem and s o l u t i o n ,  some b a s i c  
t e r m i n o l o g y  w i l l  be  i n t r o d u c e d .  The n o t a t i o n  w i l l  be  i d e n t i c a l  
w i t h  Kalman [ 3 ] e x c e p t  where i n d i c a t e d .  The e q u a t i o n s  w i l l  be  
r e f e r r e d  t o  v i a  t h e  s e c t i o n a l l y  s e q u e n t i a l  numbers i n  p a r e n t h e s e s  
and t h e  numbers as g i v e n  b y  Kalman [ 3 ]  w i l l  be e n c l o s e d  i n  b r a c e s  
f o r  c r o s s  r e f e r e n c e  p u r p o s e s .  
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A sys tem i s  a ma themat i ca l  a b s t r a c t i o n  tha t  i s  d e v i s e d  t o  
s e r v e  as a model f o r  a dynamic phenomena. The i n p u t s  r e p r e s e n t ,  
i n  t h e  form of  a s e t  o f  t i m e  f u n c t i o n s  or sequences ,  t h e  e x t e r n a l  
f o r c e s  t h a t  are  a c t i n g  upon t h e  dynamic phenomena. The o u t p u t s  
r e p r e s e n t  t h e  measures  of t h e  d i r e c t l y  o b s e r v a b l e  b e h a v i o u r  o f  
t h e  phenomena. The s t a t e  o f  a dynamic s y s t e m  a t  t i m e  t i s  a s e t  
o f  numbers, c a l l e d  s t a t e  v a r i a b l e s ,  such  t h a t  t h e  knowledge o f  t h e  
numbers and t h e  i n p u t  w i l l ,  w i t h  t h e  e q u a t i o n s  d e s c r i b i n g  t h e  
dynamics,  p r o v i d e  t h e  f u t u r e  s t a t e  and o u t p u t  of  t h e  s y s t e m .  The 
s e t  o f  a l l  t i m e  v a l u e s  f o r  which t h e  i n p u t s ,  t h e  s t a t e s ,  and t h e  
o u t p u t s  are  d e f i n e d  i s  termed t h e  t i m e  s p a c e .  I f  t h e  t i m e  s p a c e  
i s  c o n t i n u o u s ,  t h e  s y s t e m  i s  known as a c o n t i n u o u s  t i m e  s y s t e m .  
I f  t h e  i n p u t  and t h e  s t a t e  v e c t o r s  are d e f i n e d  on ly  for d i s c r e t e  
i n s t a n t s  o f  t i m e  tk,  where k r anges  o v e r  t h e  i n t e g e r s ,  t h e  t i m e  
space  i s  d i s c r e t e  and t h e  s y s t e m  i s  r e f e r r e d  t o  as a d iscre te -  
t i m e  s y s t e m .  
A l i n e a r  c o n t i n u o u s  t i m e  dynamic s y s t e m  may be d e s c r i b e d  i n  
g e n e r a l  by t h e  v e c t o r  d i f f e r e n t i a l  e q u a t i o n  
(1.1~) ( 1 2  r 3 11 d x ( t ) / d t  = F ( t ) x ( t )  + D ( t ) u ( t j  Y L  J J J  
and 
Y ( t >  = M ( t ) x ( t ) ,  (1.m ( 1 2 ,  c311 
where x ( t ) l  i s  a s t a t e  n - v e c t o r ,  u ( t )  i s  an i n p u t  m-vector (mz n )  
'Lower case l e t t e r s  w i l l  be used t o  i n d i c a t e  column v e c t o r s  and 
u p p e r  case l e t t e r s  w i l l  b e  used t o  i n d i c a t e  matr ices .  
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I 
F ( t )  and D ( t )  a re  n x n and n x m m a t r i c e s  r e s p e c t i v e l y .  
F i n a l l y ,  y ( t )  i s  an  o u t p u t  p-vec tor  o f  t h e  s y s t e m ;  and M ( t )  
i s  an  n x p m a t r i x  ( p  2 n ) .  
A l i n e a r  d i s c r e t e  t i m e  dynamic sys t em may be d e s c r i b e d  by 
t h e  v e c t o r  d i f f e r e n c e  e q u a t i o n  
x ( t  + 1) = @(t  + 1; t ) x ( t )  + A ( t ) u ( t )  (1 .2a)  (14, [ 31) 
and 
y ( t )  = M ( t ) x ( t ) .  t = 0 ,  1, 2 ,  ... ( 1 . 2 b )  (14, [ 3 ] )  
Here @ ( t  + 1; t )  i s  t h e  t r a n s i t i o n  m a t r i x  o f  t h e  e q u a t i o n  (1 .2a)  
and t h e  m a t r i x  A ( t )  i s  o f  dimension o f  n x m.  T h i s  i s  a p a r t i c u l a r  
f o r m u l a t i o n  of a d i s c r e t e  sys t em i n  which t h e  o b s e r v a t i o n s  are 
measured a t  i n t e g e r  v a l u e s .  I n  g e n e r a l  t h e  d i s c r e t e  sys t em does  
n o t  have t o  be i n t e g e r  va lued  o r  e q u a l l y  spaced .  It i s  n o t e d  a t  
t h i s  p o i n t  t h a t  Kalman [ 7 ]  g i v e s  a p r e c i s e  ma themat i ca l  d e f i n i -  
t i o n  of a dynamical  s y s t e m  and he g i v e s  c o n d i t i o n s  for when equa-  
t i o n s  ( l . l a )  and ( l . l b )  r e p r e s e n t  a l i n e a r  c o n t i n u o u s  t i m e  dynam- 
i c a l  s y s t e m .  
I n  p r a c t i c a l  c o n s i d e r a t i o n s  o f  n o i s e  as r e l a t e d  t o  d i s c r e t e  
l i n e a r  s y s t e m s ,  t h e  g e n e r a l  structure iiiaji b e  i n v e s t i g a t e d  Sy 
t h r e e  d i f f e r e n t  a s s o c i a t e d  methods o f  approach .  
u l a t e s  h i s  s y s t e m  w i t h  t h e  l i n e a r l y  r e l a t e d  o u t p u t  and random 
a d d i t i v e  e x c i t a t i o n s  i n  t h e  l i n e a r  s y s t e m ,  i . e . ,  t h e  r e l a t i o n s h i p s  
are 
Kalman [ 3 ] form- 
x ( t  + 1) = @ ( t  + 1; t ) x ( t )  + u(t), 
y ( t >  = M ( t )  x ( t ) .  
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Solloway [l] i n  h i s  sys tem f o r m u l a t i o n  has a d d i t i v e  random e r r o r s  
i n  h i s  o b s e r v a t i o n s  and no a d d i t i v e  random e x c i t a t i o n  i n  t h e  
l i n e a r  sys tem,  i . e . ,  t h e  r e l a t i o n s h i p s  are 
A more g e n e r a l  approach  i s  g iven  by Joyce  [8] and L e i b e l t  
and Bergson [4] i n  which t h e r e  i s  a d d i t i v e  randomness i n  t h e  l i n e a r  
s y s t e m  and o b s e r v a t i o n s ,  i . e . ,  t h e  r e l a t i o n s h i p s  a r e  g i v e n  by 
+ 1 1 = M ( t  n ) x ( t n )  + v ( t n > .  
The b a s i c  ma themat i ca l  and s t a t i s t i c a l  approaches  i n  d e r i v i n g  
t h e  o p t i m a l  f i l t e r s  a l s o  v a r i e d .  Kalman d e r i v e d  h i s  f i l t e r  f o r  an 
o p t i m a l i t y  c r i t e r i o n  o f  minimum mean s q u a r e  e r r o r ,  u s i n g  an o r thog-  
o n a l  p r o j e c t i o n  t e c h n i q u e ,  wh i l e  Sol loway d e r i v e d  h i s  r e s u l t s  from 
t h e  v i ewpo in t  of  a minimum v a r i a n c e  es t imate .  
O p t i m a l i t y  c r i t e r i a  a r e  b a s i c a l l y  dependent  upon t h e  concept  
of  loss f u n c t i o n s .  I n t u i t i v e l y ,  a l o s s  f u n c t i o n  a s s i g n s  a pen- 
a l i t y  t o  t h e  e r r o r  made i n  e s t i m a t i o n .  A loss f u n c t i o n  L gene r -  
a l l y  i s  a f u n c t i o n  of  t h e  d i f f e r e n c e  E between t h e  q u a n t i t y  t o  be  
e s t i m a t e d  and t h e  e s t i m a t o r .  F o r m a l l y ,  a l o s s  f u n c t i o n  should  be 
c h a r a c t e r i z e d  by t h e  f o l l o w i n g  p r o p e r t i e s ;  
( i )  L(0) = 0, 
( t i )  L(E1) I - L(E2) f o r  0 2 €1 5 E 2 '  ( 1 . 6 )  
(iii) L(E) = L ( - E ) .  
2 For example,  a p o p u l a r  loss f u n c t i o n  i s  L ( E )  = E . 
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I '  
I n  t h e  employment o f  a loss f u n c t i o n ,  L(E), a p a r t i c u l a r  
problem cou ld  be t o  d e r i v e  a s o l u t i o n  t h a t  would minimize  t h e  ex-  
p e c t e d  l o s s ,  i . e . ,  t h e  e x p e c t a t i o n  of t h e  loss f u n c t i o n .  Such a 
s o l u t i o n  would be  termed an o p t i m a l  s o l u t i o n .  T h i s  concep t  w i l l  
be  used and f u r t h e r  e x p l a i n e d  i n  t h e  s u b s e q u e n t  d e r i v a t i o n .  
-6- 
2. The F i l t e r s  
5 
A. Problems and S o l u t i o n s .  
Kalman's s t a t i s t i c a l  f i l t e r  i s  a p a r t i c u l a r  f o r m u l a t i o n  o f  a 
s o l u t i o n  t o  t h e  Weiner problem. Kalman [ 3 ]  e x p r e s s e s  t h e  under-  
l y i n g  s i t u a t i o n  as a dynamic model 
x ( t  + 1) = 
~ ( t )  = M ( t  
where u ( t )  i s  an  independent  normal ly  d i s t r i b u t e d  random p r o c e s s  
o f  n - v e c t o r s  w i t h  z e r o  mean and c o v a r i a n c e  Q ( t ) ,  
v e c t o r ,  y ( t )  i s  a p -vec to r  ( p  5 n ) ,  and @( t  + 1; t ) ,  M ( t )  are 
n x n and p x n r e s p e c t i v e l y  w i t h  e l e m e n t s  as non-random f u n c t i o n s  
x ( t )  i s  a n  n- 
o f  t i m e .  I t )  o f  
x ( t  + 1) which minimizes  t h e  expec ted  l o s s ;  g i v e n  t h e  obse rved  
v a l u e s  y ( t , ) ,  ..., y ( t )  t h a t  a r e  assumed t o  be  l i n e a r l y  independen t .  
The  problem i s  t o  f i n d  an  es t imate ,  x * ( t  + 1 
The l o s s  f u n c t i o n  i s  assumed t o  s a t i s f y  t h e  f o r m a l  cha rac -  
t e r i z a t i o n  o f  a g e n e r a l  1033 fuf ic t ior !  as given i n  (1.6). 
assumed normal  d i s t r i b u t i o n  h y p o t h e s i s  i m p l i e s  t h a t  t h e  op t ima l ,  
estimate would be  t h e  same as i f  t h e  o p t i m a l  estimate was r e s t r i c t -  
ed t o  a l i n e a r  f u n c t i o n  o f  t h e  observed  random v a r i a b l e s  and a 
The 
l o s s  f u n c t i o n  L ( E )  = E 2 . 
Kalman's s o l u t i o n  i s  an i t e r a t i v e  scheme. The es t imate  
x * ( t  + 1 I t )  o f  x ( t  + 1) minimizes t h e  e x p e c t e d  l o s s  and i t  i s  
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based on t h e  obse rved  o u t p u t s ,  y ( t o ) ,  y ( t , ) ,  ..., y ( t ) .  T h i s  
estimate s a t i s f i e s  a dynamic system 
where f o r  t 2 - to  
-1 
A * ( t )  = @(t  1; t )  P * ( t ) M ' ( t )  p ( t ) P * ( t ) M ' ( t ) ]  , 
( 2 . 4 )  l{28  ,[ 31 1 
O * ( t  t 1; t )  = O ( t  .f 1; t )  - A * ( t ) M ( t ) .  
( 2 . 5 )  129 ,I:311 
The e r r o r  i n  e s t i m a t i o n  X ( t  t 1 I t )  sa t i s f i e s  t h e  s y s t e m  
a ( t  t 1 I t )  = O * ( t  t 1; t )  x ( t  I t - 1) i- u ( t ) .  
( 2 . 6 )  1 2 3  9 C31) 
The c o v a r i a n c e  m a t r i x  o f  t h e  e r r o r  i n  e s t i m a t i o n  i s  P*(t) and i t  
S a t i s f i e s  t h e  r e c u r s i o n  formula  
P * ( t  + 1) = O * ( t  t 1; t )  P * ( t ) O ' * ( t  + 1; t )  t Q ( t ) .  
( 2 . 7 )  {30 , [31 1 
A b a s i c  u n d e r l y i n g  assumption i s  t h a t  an es t imate  a t  t i m e  
t o , f ( t o ) , a n d  t h e  a s s o c i a t e d  cova r i ance  m a t r i x  of t h e  e r r o r  i n  
es t imate  i s  known. T h i s  i s  n e c e s s a r y  t o  i n i t i a t e  t h e  i t e r a t i v e  
p r o c e s s  i n  Kalman's s o l u t i o n .  Kalman a l s o  assumes t h a t  t h e  ex- 
p e c t e d  v a l u e  o f  t h e  e r r o r ,  i n  t h e  o r i g i n a l  e s t ima te ,  X ( t o ) ,  i s  
z e r o ,  i . e . ,  E [ x ( t o ) ]  = 0 .  
t h e  o r i g i n a l  e s t ima te ,  i s  P * ( t o )  = E [ x ( t o ) x ' ( t o ) J .  
T h e  cova r i ance  m a t r i x  o f  t h e  e r r o r  i n  
lThe p r i m e  n o t a t i o n  on a m a t r i x  i s  used t o  i n d i c a t e  t h e  t r a n s p o s e .  
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Sol loway ' s  model for t h e  dynamic sys tem i s  g i v e n  by 
where u ( t  ) i s  an  independent  random p r o c e s s  o f  p - v e c t o r s  w i t h  
z e r o  mean and known c o v a r i a n c e  m a t r i x ,  Q ( t n ) ,  i . e . ,  
n 
E [ u ( t n ) l  = 0 for a l l  n .  
The problem i s  t h e n :  t o  f i n d  a n  updated  estimate 2 * ( t n )  o f  
t h e  s t a t e  x ( t n )  by u s i n g  t h e  o b s e r v a t i o n  y ( t n )  and an  estimate 
k ( t n )  based on t h e  o b s e r v a t i o n s  y ( t o ) ,  y ( t , ) ,  ..., ~ ( t , - ~ ) .  
c o v a r i a n c e  m a t r i x  P ( t  ) o f  t h e  e r r o r  i n  es t imate  A ( t n )  i s  assumed 
t o  b e  known. The c r i t e r i a  used in e s t a b l i s h i n g  t h e  updated  e s t i -  
mate Z * ( t n )  i s  t o  minimize t h e  t r a c e  o f  t h e  c o v a r i a n c e  m a t r i x  
The 
n 
The s o l u t i o n  of  So l loway ' s  model can b e  r e p r e s e n t e d  by 
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The c o v a r i a n c e  m a t r i x ,  P * ( t n ) ,  o f  t h e  e r r o r  i n  t h e  estimate is 
I 
P * ( t n )  = P ( t n )  - P ( t  ) M ' ( t n )  ( M ( t n ) P ( t n ) M '  ( tn)  + Q(tn ) ) - 'M( tn )P( t  ). 
n n 
(2.12b)  
An i n i t i a l  estimate %(to)  and t h e  c o v a r i a n c e  m a t r i x  P ( t o )  of t h e  
I e r r o r  i n  t h e  estimate i s  r e q u i r e d  t o  i n i t i a t e  t h e  i t e r a t i v e  scheme. 
A computer o r i e n t a t e d  f low c h a r t  o f  t h e  Sol loway s o l u t i o n  i s  
i l l u s t r a t e d  i n  F i g u r e  1. Not i ce  t h a t  t h e  s t e p - w i s e  e s t i m a t i o n  
scheme r e q u i r e s  knowledge o f  the  l i n e a r  dynamic sys t em.  T h i s  i n -  
v o l v e s  knowing t h e  t r a n s i t i o n  m a t r i x ,  t h e  mapping m a t r i x  and t h e  
c o v a r i a n c e  m a t r i x  of t h e  a d d i t i v e  random e r r o r s  i n  t h e  o b s e r v a t i o n s .  
I n  F i g u r e  1, t h e  o b s e r v a t i o n  schedu le  c o n s i s t s  o f  t h e  t i m e  to,  tl ,  
..., tn ,  ... a t  which t h e  o b s e r v a t i o n s  w i l l  be  made. 
-1c- 
. 
0 z 
I ,  
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I B .  Kalman's D e r i v a t i o n  
I 
i I 
There  are n o t a t i o n  convent ions  and d e f i n i t i o n s  n e c e s s a r y  
for t h e  d e r i v a t i o n  o f  Kalman's f i l t e r .  The d e r i v a t i o n  i s  g iven  
i n  t h e  framewdrk o f  l i n e a r  s p a c e s  g e n e r a t e d  by random v a r i a b l e s .  
I 
I 
I 
I The observed  random v a r i a b l e s  are  t r e a t e d  w i t h i n  t h e  l i n e a r  mani- 
f o l d s  t h a t  t h e y  g e n e r a t e ,  and t h e  o p t i m a l  estimates are e x p r e s s -  
ed as o r t h o g o n a l  p r o j e c t i o n s  on t h e  m a n i f o l d s .  
The l i n e a r  man i fo ld  gene ra t ed  b y  t h e  random v a r i a b l e s  
y ( t o ) ,  ..., y ( t )  i s  denoted  b y  
y ( t )  i s  a p - v e c t o r ,  t h e  l i n e a r  mani fo ld  "y ( t )  i s  t h e  s e t  o f  
a l l  l i n e a r  combina t ions  o f  a l l  component o f  t h e  v e c t o r s  
'q ( t ) .  When t h e  o b s e r v a b l e  
where y . ( i )  i s  t h e  j th  component o f  y ( i ) .  
J 
L e t  U and V be l i n e a r  man i fo lds  such  t h a t  U i s  c o n t a i n e d  
i n  V .  A v e c t o r  x of  V i s  sa id  t o  be  o r t h o g o n a l  t o  t h e  l i n e a r  
man i fo ld  U if and o n l y  if x i s  oi-thogonzl t o  e v e r y  v e c t o r  o f  U .  
Fu r the rmore ,  any v e c t o r  w o f  V may b e  e x p r e s s e d  u n i q u e l y  as 
y + z w i t h  y an  element  o f  U and z o r t h o g o n a l  t o  U .  For t h e  
1 
v e c t o r  w ,  t h e  y s a t i s f y i n g  t h e  e q u a t i o n  w = y + z i s  termed 
t h e  p r o j e c t i o n  o f  w on U .  
The o r t h o g o n a l  p r o j e c t i o n  o f  t h e  random v a r i a b l e  x ( t + l )  
on *v (t) i s  denoted  as x ( t + l  I t )  and t h e  component o f  
x ( t + l )  o r t h o g o n a l  t o  y ( t )  i s  denoted as G ( t + l  1 t). When 
x ( t + l )  i s  an  n - v e c t o r  t h e  p r o j e c t i o n  o f  x ( t + l )  on t h e  mani- 
-12- 
f o l d  1 ( t )  i s  c o n s i d e r e d  t o  b e  a component-wise p r o j e c t i o n ,  
i . e . ,  t h e  ith component o f  x( t  + 1 I t )  i s  t h e  p r o j e c t i o n  o f  
t h e  ith component o f  x ( t  + 1) onto  L ( t ) .  
Y ( t  I t - 1) which i s  t h e  component o f  y ( t )  o r t h o g o n a l  t o  
I 
The  v e c t o r  I , 
y (t  - 1) g e n e r a t e s  t h e  l i n e a r  mani fo ld  Z ( t ) .  Given y (t) 
t h e  o p t i m a l  estimate o f  x ( t  + 1) i s  denoted  by x * ( t  + 1 I t )  and 
t h e  e r r o r  i n  t h i s  o p t i m a l  estimate i s  denoted  by ? ( t  + 1 I t ) .  
The d e r i v a t i o n  o f  Kalman's v e r s i o n  o f  t h e  Wiener problem 
depends on a w e l l  known theorem 191 from p r o b a b i l i t y  t h e o r y .  
The theorem i s  s t a t e d  w i t h o u t  p r o o f :  L e t  { x ( t ) > ,  { y ( t ) >  b e  nor -  
ma l ly  d i s t r i b u t e d  random p r o c e s s e s  w i t h  z e r o  mean, i . e . ,  
E [ x ( t )  1 = 0 ,  E [ y ( t )  3 = 0 f o r  a l l  t .  Then t h e  o p t i m a l  e s t i m a t e ,  
x * ( t + l l t ) ,  o f  x ( t  + 1) g i v e n  t h e  o b s e r v a t i o n s  y ( t o ) ,  ..., y ( t ) ,  i s  
t h e  o r t h o g o n a l  p r o j e c t i o n ,  x ( t + l l t ) ,  o f  x ( t + l )  on y ( t ) .  - 
An a l t e r n a t e  n o t a t i o n  f o r  x * ( t  + 1 I t )  which i l l u s t r a t e s  
t h e  dependency o f  t h e  o p t i m a l  e s t i m a t e  on t h e  l i n e a r  man i fo ld  
Assume 'y ( t  - 1) i s  known and t h e  random v a r i a b l e ,  y ( t ) ,  
a t  t i m e  t i s  obse rved .  The o r t h o g o n a l  component y ( t  I t - 1) 
w i l l  g e n e r a t e  t h e  l i n e a r  mani fo ld  z( t) .  The l i n e a r  man i fo ld  
( t )  i s  t h e  same as t h e  one ob ta ined  b y  t h e  d i r e c t  sum o f  
Y ( t  - 1) and z ( t ) .  T h i s  i s  i l l u s t r a t e d  i n  F i g u r e  2 .  By 
t h e  d e f i n i t i o n  o f  (t) eve ry  v e c t o r  i n  'z(t) i s  o r t h o g o n a l  t o  
e v e r y  v e c t o r  i n  lj ( t  - 1). 
Now t h e  l i n e a r  man i fo ld  ( t )  i s  t h e  d i r e c t  sum of  y (t - 1) J 
and Z ( t )  and t h u s ,  
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x * ( t  + 1 I t )  = ij x ( t  + 111 y ( t )  1 
= R [ x ( t  + 1)1 y ( t  - 1) 3 + k [ x ( t  + 1 1 1  2 ( t >  1.  
( 2 . 1 3 )  
T h i s  means t h a t  t h e  o r thogona l  p r o j e c t i o n  o f  x ( t  + 1) on 
y ( t )  can b e  e x p r e s s e d  as t h e  sum of t h e  o r t h o g o n a l  p r o j e c -  
t i o n  x ( t  + 1) on Y ( t  - 1) p l u s  t h e  o r t h o g o n a l  p r o j e c t i o n  o f  
x ( t  + 1) on Z ( t ) .  
, 
T h i s  i s  i l l u s t r a t e d  i n  F i g u r e  3 .  
Now u s i n g  t h e  i n d u c t i v e  assumption t h a t  x * ( t  I t - 1) i s  
known, e q u a t i o n  ( 2 . 1 3 )  can b e  w r i t t e n  as 
x * ( t  + 1 I t )  = & ( t  + 1; t ) x ( t )  + u ( t ) (  y ( t  - 1) 1 
+ i X x ( t  + 111 2 ( t ) l  
= @(t  + 1; t )  e [ x ( t ) l y ( t  - 1) I 
E [ u ( t ) (  y ( t  - 1) 3 + k [ x ( t  + 1)1 2 ( t )  ] ( 2 . 1 4 )  
(18, [ 3 1 1  
= @ ( t  + 1; t )  x * ( t  I t - 1) + E [ u ( t > I  y ( t  - 111 
+ $ x ( t  + 1>1 ;z (til. 
T h i s  r e s u l t s  f o l l o w s  b y  n o t i n g  t h a t  an  o r t h o g o n a l  p r o j e c t i o n  
o f  a l i n e a r  combina t ion  o f  two v e c t o r s  i s  t h e  same l i n e a r  com- 
1 b i n a t i o n  o f  t h e  p r o j e c t i o n  o f  t h e  i n d i v i d u a l  v e c t o r s .  
S i n c e  t h e  i n p u t  i s  an independent  random p r o c e s s ,  t h e  v e c t o r  
u ( t )  i s  independent  o f  a l l  t h e  p r e v i o u s  n o i s e  v e c t o r s .  I n  p a r t i -  
c u l a r ,  u ( t )  i s  independent  of u ( t  - 2), u ( t  - 3 ) ,  . . . ,  and the re -  
f o r e ,  by e q u a t i o n s  ( 2 . 1 )  and ( 2 . 2 )  u ( t  - 2 )  a f f e c t s  x ( t -  I) which 
i n  t u r n  a f f e c t s  y ( t  - 1).  
and c o n s e q u e n t l y ,  y ( t  - 1) i s  independent  o f  u ( t ) .  I n  a l i k e  
B u t  u ( t )  i s  independen t  of u ( t  - 2 )  
-14- 
F i g u r e  2 
Schemat ic  R e p r e s e n t a t i o n  of y(t-1) and Z ( t >  
+ 
i 
Figure  3 
Schemat ic  R e p r e s e n t a t i o n  o f  Equa t ion  (2.13) 
K- / 
/ - - - '- - - - - - - - - . -  - - / 
F i g u r e  4 
Schemat i c  R e p r e s e n t a t i o n  o f  x ( t  + 1) 
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I 
I manner, u ( t )  i s  independent  of y ( t  - 2), y ( t  - 3 ) ,  . . . .  A s  n o t e d  
y ( t  - l), y ( t  - 2 ) ,  ..., y ( t o )  g e n e r a t e s  t h e  l i n e a r  m a n i f o l d  
y ( t  - 1). T h e r e f o r e ,  u ( t )  i s  independent  o f  'Lj ( t  - 1). S i n c e  
E [ u ( t )  1 = 0 ,  f o r  a l l  t and s i n c e  u ( t )  i s  independen t  o f  1) ( t  - 1) 
u ( t )  i s  o r t h o g o n a l  t o  t h e  l i n e a r  mani fo ld  y ( t  - l), i . e . ,  each  
component o f  u ( t )  i s  o r t h o g o n a l  t o  l f ( t  - 1). 
i 
I 
T h e r e f o r e ,  
i [ u ( t ) l  y ( t  - 1) 3 = 0 ( 2 . 1 5 )  
S i n c e  I i [ x ( t  + 1) I 2 ( t )  ] i s  t h e  o r t h o g o n a l  p r o j e c t i o n  o f  
x ( t  + 1) on z ( t )  which i s  g e n e r a t e d  by i ( t  I t - 1) t h e  p r o -  
j e c t i o n  must be a l i n e a r  o p e r a t i o n  on i(t I t - l), i . e . ,  
i [ x ( t  t 1)1 z ( t )  ] = A * ( t ) y ( t  I t - l), ( 2 . 1 6 ) {  1 9 ,  E 3 1 1  
where A * ( t )  i s  a n  n x p m a t r i x .  
The r e p r e s e n t a t i o n  o f  y ( t )  i s  
y ( t )  = Y ( t  I t - 1) + Y(t I t - 1) 
where Y(t I t - 1) i s  a unique  element  o f  v ( t  - 1) .  
Expres s  x ( t )  as x * ( t  I t - 1) + [  x ( t )  - x * ( t  I t - 1) ] , 
and u s e  e q u a t i o n  ( 2 . 2 )  t o  o b t a i n  
- 
y ( t l t - 1 )  t y ( t ( t - 1 )  = M ( t ) x * ( t l t - l )  + M ( t )  [ x ( t )  - ~ " ( t l t - l ) ]  
= M ( t ) x * ( t l t - 1 )  + M ( t )  i(t1t-1). ( 2 . 1 7 )  
- 
Consequen t ly ,  y ( t l t - 1 )  = M ( t ) x * ( t l t - 1 )  s i n c e  M ( t ) x * ( t l t - l )  i s  the 
component o f  M ( t ) x ( t )  i n  'y (t-1). 
Hence, y ( t l t - 1 )  = y ( t )  - y(tlt-1) 
- 
= y ( t )  - M ( t ) x * ( t l t - l ) .  (2.18) (20, 3 1 
BY s u b s t i t u t i n g  e q u a t i o n s  (2.15), (2.16), and ( 2 . 1 8 )  i n t o  e q u a t i o n  
( 2 . 1 4 )  
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x * ( t  t 1 I t) = @ ( t   1; t )  x * ( t  I t - 1) 
+ A * ( t ) [ y ( t )  - M ( t ) x * ( t  I t - l)] 
= @*(t  t 1; t ) X * ( t  I t - 1) + A * ( t ) y ( t )  
(2.19) I 2 1 ,  3 11 
where 
@ * ( t  t 1; t )  = @ ( t  1; t )  - A * ( t ) M ( t ) .  ( 2 . 2 0 )  (22, [ 31) 
Note t h a t  e q u a t i o n  ( 2 . 1 9 )  r e p r e s e n t s  a l i n e a r  dynamic sys t em.  
A l i n e a r  dynamic s y s t e m  also governs  t h e  e s t i m a t i o n  e r r o r ,  
i . e . ,  
i ( t  + 1 I t )  = x ( t  + 1 I t )  - x * ( t  t 1 I t )  
= @ ( t  1; t ) x ( t )  i- u ( t )  - @*(t t 1; t ) x * ( t  I t - 1) 
- A * (  t ) M (  t ) X (  t ) 
=[@( t  t 1; t )  - A * ( t ) M ( t ) ] x ( t )  
-@*(t i- 1; t )  x * ( t  I t - 1) t u ( t )  
= @*(t  1; t ) x ( t )  - @*(t  -t 1; t )  x * ( t  I t - 1) 
= @*(t t 1. 3 t )  [ x ( t )  - x * ( t  1 t - 1) 3 + u ( t )  
= @*(t  t 1; t)i(tl t - u + u ( t )  ( 2 . 2 1 )  ( 2 3 ,  r 311 
-+ u ( t >  
The E [ u ( t ) l  = 0 ,  t h u s  e q u a t i o n  ( 2 . 2 1 )  g i v e s  
E [ k ( t  t 1 I t ) ]  = @*(t  t 1; t) E [ ? ( t  I t - l)]. ( 2 . 2 2 )  
Now, a sequence  of s t e p s  u t i l i z i n g  t h e  dynamic sys tem w i t h i n  t h e  
r i g h t  hand s i d e  o f  e q u a t i o n  ( 2 . 2 2 )  g i v e s  E [ x ( t  + 1 1 t ) ]  as a p ro -  
d u c t  o f  m u l t i p l e  t r a n s i t i o n  m a t r i c e s  and E [ x ( t o ) ] .  
v a l u e  of t h e  e r r o r  i n  t h e  o r i g i n a l  e s t ima te ,  E [ ? ( t o ) ] ,  i s  assumed 
to be  z e r o ,  c o n s e q u e n t l y ,  
The e x p e c t e d  
E [ ? ( t  t 1 I t ) ]  = 0. (2.23) 
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Equa t ions  ( 2 . 2 1 )  and ( 2 . 2 3 )  y i e l d  a r e c u r s i v e  r e l a t i o n s h i p  
f o r  t h e  c o v a r i a n c e  m a t r i x  P * ( t )  of t h e  e r r o r  G ( t  I t - 1). 
P * ( t  + 1) = E [ x ( t  + 1 I t ) G ' ( t  + 1 I t )  1 
= @*(t + 1. , t )  E [ % ( t  I t - l ) ? ' ( t  I t - l)] @ * ' ( t  + 1; t )+Q( t )  
= @*(t + 1; t ) P * ( t )  @*'( t  + 1; t ) + Q ( t )  ( 2 . 2 4 )  { 2 4 ,  [ 3 1 )  
where Q( t )  = E [ u ( t )  u ' ( t ) ] .  
The remainder  of t h e  d e r i v a t i o n  r e q u i r e s  an  e x p l i c i t  fo rmula  
f o r  a * ( t ) .  
S i n c e  x ( t  + 1 I t )  i s  o r t h o g o n a l  t o  i ( t  I t - l), i t  
f o l l o w s  t h a t  
E [ x ( t  + 1 I t > ' y ' ( t  I t - 1) ] =  0 .  
E x p r e s s i n g  x ( t  + 1 I t )  as 
? ( t  + 1 I t )  = x ( t  + l ) - E [ x ( t  + 111 y ( t  - 1)l - 6 [ x ( t  + 111 2 ( t > l  
( 2 . 2 5 )  
and employing e q u a t i o n  ( 2 .  1 6 )  
- A * ( t )  E [ y ( t  I t - 1) y'(t I t - 1) 1. ( 2 . 2 6 )  
- Because e r x ( t  + l j /  IJ it - i ) j  and j 7 T ( t  1 t - 1) m e  
o r t h o g o n a l ,  i t  f o l l o w s  t h a t  i n  e q u a t i o n  ( 2 . 2 6 )  
E m x ( t  + 111 y (t  - 1) I Y ' ( t  I t - 1 ) l  = 0 .  
The o r t h o g o n a l  p r o j e c t i o n  o f  x ( t  + 1) o n t o y  ( t  - 1) i s  deno ted  
by x ( t  + 1 I t - l), which i s  e q u a l  t o  i [ x ( t  + 1)1 'Y ( t  - l)]. 
S i n c e  x ( t  + 1 I t - 1) i s  i n  t h e  l i n e a r  man i fo ld  y( t  - 1); i t  i s  
o r t h o g o n a l  t o  z(t). The e r r o r  i n  t h e  p r o j e c t i o n  o f  x ( t  + 1) 
-20- 
o n t o  y ( t  - 1) i s  deno ted  by  i ( t  t 1 I t - 1). 
Thus, x ( t  + 1) = x ( t  + 1 I t - 1) t i ( t  + 1 I t - 1). 
See F i g u r e  4 .  
From ( 2 . 2 6 )  and ( 2 . 1 7 )  
0 = E [ ( F ( t  + 1 I t - 1) + x ( t  + 1 I t - l ) ) y ' ( t  I t - 1)I 
- A * ( t )  E[M(t):(t 1 t - l ) ( M ( t ) ; ( t  I t - l))']. 
S i n c e  x ( t  t 1 I t - 1) i s  o r t h o g o n a l  t o z ( t )  and by e q u a t i o n s  
( 2 . 1 )  and ( 2 . 2 ) ,  and t h e  d e f i n i t i o n  o f  P * ( t ) ,  
0 = E [ i ( t  + 1 I t - l ) y ' ( t  I t - l ) ]  - A * ( t ) M ( t ) P * ( t ) M ' ( t )  
= E [ { @ ( t  + 1; t )  i ( t  I t - 1) + u ( t ) > G ' ( t  I t - l ) M ' ( t )  
- A * ( t ) M ( t ) P * ( t ) M ' ( t ) .  
= @ ( t  + 1; t )  P * ( t ) M ' ( t )  - A * ( t ) M ( t )  P * ( t ) M ' ( t ) .  
The e x p l i c i t  fo rmula  f o r  A * ( t >  i s  
A * ( t )  = @ ( t  + 1; t ) P * ( t ) M ' ( t X  M ( t ) P * ( t ) M ' ( t ) ]  -1 . ( 2 . 2 7 )  ( 2 5 ,  [ 3 ] )  
The i n v e r s e  w i l l  e x i s t  s i n c e  P * ( t )  i s  p o s i t i v e  d e f i n i t e  and 
M ( t )  i s  a p x n ( p  n ) m a t r i x  of rank  p .  
Thus ,  t h e  s o l u t i o n  g i v e n  i n  S e c t i o n  2 A i s  now v e r i f i e d .  
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3. Example 
A t  t h i s  t i m e  
2 2 x = d x /d t  , 
2 Y = d y / d t 2 ,  
( n >  Y = d n y / d t n .  
n exampl w i l l  b p r e s e n t e d  t o  i l l u s t r a t e  t h e  
concep t s  p r e v i o u s l y  d i s c u s s e d .  A dynamic s y s t e m  w i l l  b e  c o n s t r u c t e d  
i n  such  a manner t h a t  s t a t i s t i c a l  f i l t e r i n g  t e c h n i q u e s  c o u l d  be  
i m m e d i a t e l y  a p p l i e d .  
t i o n s  i s  employed s i n c e  i t  i s  more a p p l i c a b l e  t o  t r a j e c t o r y  a n a l y s i s  
Approximation t e c h n i q u e s  i n  t h e  t r a n s i t i o n  m a t r i x  are i n t r o d u c e d  t o  
p r o v i d e  an avenue f o r  i n v e s t i g a t i n g  an  a p p l i c a t i o n  i n  which t h e  
hypo theses  of t h e  t h e o r y  are n o t  comple t e ly  s a t i s f i e d .  
The model w i t h  a d d i t i v e  n o i s e  i n  t h e  observa-  
The b a s i c  ma themat i ca l  model i s  t h a t  o f  a p a r t i c l e  i n  f o r c e  
f r e e  f l i g h t  on a p a r a b o l i c  c u r v e  i n  t h e  x-y phase p l a n e .  
t h i s  model,  t h e  s t a t i s t i c a l  f i l t e r  i s  used  t o  es t imate  t h e  p o s i -  
t i o n  and v e l o c i t y  o f  t h e  p a r t i c l e  ( i . e . ,  t h e  s t a t e  o f  t h e  dynamic 
s y s t e m ) .  
Wi th  
Whenever p o s s i b l e  t h e  n o t a t i o n  o f  S e c t i o n  2 w i l l  be  used .  
The f o l l o w i n g  s t a n d a r d  n o t a t i o n  w i l l  be needed;  
2 = d x / d t ,  
The b a s i c  p a r a m e t r i c  e q u a t i o n s  which d e s c r i b e  t h e  motion of 
t h e  p a r t i c l e  a r e  chosen t o  b e :  
where a and b may b e  c o n s i d e r e d  as o r b i t a l  parameters and t h e  
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independent  v a r i a b l e  t i s  cons ide red  as t i m e .  From e q u a t i o n  
.. .. 
x = 0 ,  
Y = - b / ( 4 t  312 ) = - ? / ( 2 t ) .  
( 3 . 2 )  
Choosing t h e  components o f  t h e  sys tem t o  be  t h e  q u a n t i t i e s  
x , ( t )  = x ( t ) ,  x 2 ( t )  = y ( t ) ,  x 3 ( t )  = a ( t ) ,  
e q u a t i o n s  ( 3 . 1 )  and ( 3 . 2 )  produce a f o r c e  f r ee  l i n e a r ,  t i m e  v a r i a n t  
and x , ( t )  = ? ( t ) ;  
dynamic sys tem 
i ( t )  = F ( t )  x ( t )  
where 
( 3 . 3 )  
and 
F ( t )  = 
0 0 0 1  
0 0 0 0  
( 3 . 4 )  
The n e x t  problem i n  working w i t h  a dynamic sys tem i s  t o  
d e t e r m i n e  t h e  s t a t e  t r a n s i t i o n  m a t r i x ,  t h a t  i s  t h e  m a t r i x ,  @ ( t ;  t o ) ,  
t h a t  r e l a t e s  t h e  s t a t e  v e c t o r  at t i m e  to  t o  t h e  s t a t e  v e c t o r  a t  
t i m e  t .  
such  t h a t  x ( t )  = @ ( t ;  to )  x ( t o ) .  
More p r e c i s e l y  one needs t o  de t e rmine  a m a t r i x  @ ( t ;  t o )  
T h i s  problem i s  fundamental  i n  t h e  t h e o r y  of  dynamic s y s t e m s  
- 2 3 -  
and can g e n e r a l l y  be  s o l v e d  i n  s e v e r a l  ways ,  some more a p p r o p r i a t e  
t h a n  o t h e r s .  
i s  to s o l v e  t h e  s y s t e m  o f  d i f f e r e n t i a l  e q u a t i o n s  g i v e n  i n  e q u a t i o n  
( 3 . 3 ) .  
methods.  
The i n i t i a l  s t e p  i n  d e t e r m i n i n g  t h e  t r a n s i t i o n  m a t r i x  
I n  many \cases  t h e  s o l u t i o n  must b e  o b t a i n e d  by  n u m e r i c a l  
I n  t h i s  example,  an a n a l y t i c  s o l u t i o n  i s  e a s i l y  o b t a i n e d .  
The g e n e r a l  s o l u t i o n  o f  e q u a t i o n  ( 3 . 3 )  i s  
x ( t )  = A ( t ) c ,  f o r  a l l  t > O  ( 3 . 5 )  
where 
A ( t )  = 
and c '  - C 2 J  C 3 '  c41, a v e c t o r  o f  a r b i t r a r y  c o n s t a n t s .  
0 
Given an i n i t i a l  c o n d i t i o n  x ( t  ) f o r  t h e  s t a t e  v e c t o r ,  t h e  
t e c h n i q u e  i s  t o  s o l v e  for t h e  a r b i t r a r y  c o n s t a n t  c and t h u s ,  
e l i m i n a t e  c i n  e q u a t i o n  ( 3 . 5 ) .  
S i n c e  A ( t )  i s  non- s ingu la r  f o r  t > 0 ,  t h e  i n v e r s e  o f  A ( t )  
e x i s t s  and i s  
I n  e q u a t i o n  ( 3 . 5 )  a l l o w  t t o  b e  e q u a l  t o t o  and multiply on t h e  
l e f t  b y  A - l ( t o )  t o  o b t a i n  
-1 
c = A ( t o ) x ( t o ) .  ( 3 . 8 )  
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S u b s t i t u t i n g  e q u a t i o n  ( 3 . 8 )  i n t o  e q u a t i o n  ( 3 . 5 )  g i v e s  
x ( t )  = A ( t )  A - l ( t o ) x ( t 0 ) .  ( 3 . 9 )  
Equat ion  ( 3 . 9 )  shows t h a t  A ( t ) A - ' ( t , )  i s  a t r a n s i t i o n  m a t r i x .  
L e t  
@ ( t ;  to>  = A ( t ) A - l ( t 0 )  
1 0 t-to 0 
( 3 . 1 0 )  
Thus,  x ( t )  = @ ( t ;  t o ) x ( t o ) .  ( 3 . 1 1 )  
A t  t h i s  s tage  t h e  t r a n s i t i o n  m a t r i x  g i v e n  I n  e q u a t i o n  ( 3 . 1 1 )  
i s  l i m i t e d  t o  r e l a t i n g  t h e  s t a t e  v e c t o r  at  to  t o  t h e  s t a t e  v e c t o r  
a t  t i m e  t .  I n  u s i n g  t h e  t r a n s i t i o n  m a t r i x  it i s  d e s i r a b l e  t o  have  
@ ( t 2 ;  t l ) ,  t 2  = > t 1 > 0 ,  t h a t  i s ,  a m a t r i x  s a t i s f y i n g  t h e  r e l a t i o n -  
s h i p  
x ( t , )  = @ ( t 2 ;  t , ) x ( t , ) .  
The t r a n s i t i o n  m a t r i x  @(t  ; to) p o s s e s s e s  t h r e e  p r o p e r t i e s  : 
P r o p e r t y  (1) -
-1 
0 ( t ;  t o )  = @(to;  t )  ( 3 . 1 2 )  
T h i s  i s  e a s i l y  d e r i v e d :  Since 
.. 
@ ( t ;  t o )  = A ( t )  A - ' ( t 0 ) ,  
t h e  i n v e r s e  o f  @( t ;  to )  e x i s t s .  Thus,  
@ -1 ( t ;  to) = ( A ( t ) A - ' ( t 0 ) ) - '  
= @ ( t o ;  t). 
The e x p r e s s i o n  f o r  @ ( t 2 ;  t l ) ,  i s  d e r i v e d  b e f o r e  p r o c e e d i n g  
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w i t h  t h e  r ema ind ing  two p r o p e r t i e s .  
By e q u a t i o n  ( 3 . 1 1 )  
x ( t , ) . =  ut2;  to) x ( t o )  
S i n c e  @-'(t; to )  e x i s t s  
( 3 . 1 3 )  
S u b s t i t u t i n g  ( 3 . 1 4 )  i n t o  ( 3 . 1 3 )  g ives  
F u r t h e r m o r e ,  
P r o p e r t y  ( 2 )  
s i n c e  
= A ( t , ) A - ' ( t o )  
= @ ( t 2 ;  to). 
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s i n c e  
= I, 
where I i s  t h e  i d e n t i t y  m a t r i x .  
Reviewing, t h e  p a r t i c l e  i n  f o r c e  f r e e  f i g h t  i s  r e p r e s e n t e d  
by t h e  s e t  o f  d i f f e r e n t i a l  e q u a t i o n s  g i v e n  i n  e q u a t i o n  ( 3 . 3 1 ,  
where F ( t )  i s  g i v e n  i n  e q u a t i o n  ( 3 . 4 ) .  The s t a t e  t r a n s i t i o n  m a t r i x  
f o r  any two t imes t and t l  i s  g iven  i n  e q u a t i o n  ( 3 . 1 5 ) .  2 
Now t o  f u r t h e r  s t u d y  t h e  behav io r  o f  t h i s  dynamic sys t em,  an 
approximate  t r a n s i t i o n  m a t r i x  i s  deve loped .  I n  p h y s i c a l  problems 
approx ima t ions  o f  t h e  e q u a t i o n s  of mot ion  are  employed, t h u s  t h i s  
approx ima t ion  i l l u s t r a t e s  t h i s  means o f  a n a l y s i s .  
The two main t o o l s  used  i n  t h i s  development are  T a y l o r  s e r i e s  
expans ions  and a r e c u r s i v e  r e l a t i o n  between ~ ( ~ ' ( t )  and f ( t ) .  
N o t i c e  i n  e q u a t i o n  ( 3 . 2 )  x ( t )  = 0 and c o n s e q u e n t l y ,  a l l  t h e  
h i g h e r  d e r i v a t i v e s  of  x ( t )  w i t h  r e s p e c t  t o  t h e  independen t  vaitia"v? 
t w i l l  b e  z e r o .  T h i s  i s  n o t  t r u e  f o r  y ( t ) .  
I n  e q u a t i o n  ( 3 . 2 )  
It f o l l o w s  from e q u a t i o n  ( 3 . 2 )  t h a t  
~ ( ~ ) ( t )  = ( -3 /2)  (-L)t-5'2 
= ( -4 )3 -1 (3 )  (1) t - ( 3 - 1 ) y ( 1 ) ( t ) *  
By ma themat i ca l  i n d u c t i o n ,  it f o l l o w s  t h a t  
y ( " ) ( t )  = (-+) n-1 (2n-3) (2n-5)  . . .  ( 3 )  (1)t - ( n - 1 ) y ( 1 ) ( t ) . ( 3 . 1 7 )  
E q u a t i o n  ( 3 . 1 7 )  r e p r e s e n t s  a r e c u r s i v e  formula  f o r  t h e  nth d e r i v a -  
t i v e  of y ( t )  w i t h  r e s p e c t  t o  t h e  independen t  v a r i a b l e  i n  terms o f  
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(1) 
y (t). T h i s  formula  w i l l  be used  i n  t h e  T a y l o r  e x p a n s i o n  of  y ( t ) .  
One form o f  t h e  T a y l o r  ser ies  expans ion  i s :  
S i n c e  y ( t )  s a t i s f i e s  t h e  h y p o t h e s i s  o f  T a y l o r ' s  t heo rem,  f o r  
2 - h = t  
S u b s t i t u t i n g  e q u a t i o n  ( 3 . 1 7 )  i n t o  e q u a t i o n  ( 3 . 1 8 )  g i v e s  
For convenience  e q u a t i o n  ( 3 . 1 9 )  w i l l  be w r i t t e n  as 
= Y ( t l )  + Y ( l ) ( t l )  S ( t * ;  tl), ( 3 . 2 0 )  
m 
where S ( t 2 ;  tl) = t l  1 
n = l  
( ( t 3 - t , ) / t l ) n ( - % )  n-1 (2n-3) (2n-5)  . . . ( 3 ) (  l ) / n ! .  
A L A  
( 3 . 2 1 )  
It  i s  e a s y  t o  v e r i f y  b y  D 'Alember t ' s  r a t i o  t e s t  t h a t  t h i s  
Se r i e s  i s  a b s o l u t e l y  Convergent f o r  t, < 2 t 1  and t l  < t 2 .  
L A 
Analogous to e q u a t i o n  (3 .2O) ,  t h e  r e l a t i o n s h i p  i n  e q u a t i o n  
(3.17) g i v e s  a T a y l o r  s e r i e s  expans ion  
$( t2)  = y ( t l ) R ( t 2 ;  ( 3 . 2 2 )  5) 
where 
R ( t 2 ;  t l )  = 1 ((t~-tl)/tl)n(-%)n(2n-l)(2n-3)...(3)(l)/n!. 
m 
n=O 
( 3 . 2 3 )  
R ( t 2 ;  tl) i s  a b s o l u t e l y  convergent  for t 2  < 2 t l  and tl < t2 .  
D e f i n e  f o r  k 2 1 
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n-1 k 
n = l  
S k ( t 2 ;  t l )  = t l  C ((t2-t1)/t1) n(-+)  ( 2 n - 3 1 m - 5 ) .  . ( 3 ) ( 1 ) / n !  
( 3 . 2 4 )  
and 
R k ( t 2 ;  t l )  = ( (t2-tl)/tl)n(-4)n(2n-1)(2n-3). . ( 3 ) ( 1 ) / n !  
k 
n=O 
(3 .25 )  
One can approximate  y ( t 2 )  t o  any d e g r e e  o f  n u m e r i c a l  accu racy  by 
e q u a t i o n s  ( 3 . 1 8 )  and ( 3 . 2 4 )  w i t h  an a p p r o p r i a t e  c h o i c e  o f  k .  
L i k e w i s e  y ( t 2 )  can b e  approximated as c l o s e  as des i r ed .  
The approximate  t r a n s i t i o n  m a t r i x  i s  d e f i n e d  as 
1 0 
0 1 
0 0 
0 0 
\ 2-t 1 0 
t 
I 
I 
It s h o u l d  be  n o t e d  t h a t  t he  approximate  @ m a t r i x  Qk(t2;  t l )  
does  n o t  have a l l  of  t h e  p r o p e r t i e s  o f  t h e  e x a c t  t r a n s i t i o n  m a t r i x .  
For i n s t a n c e ,  i n  t h e  approximate  m a t r i x ,  
Consequent ly ,  some of  t h e  e r r o r  i n  t h e  e s t i m a t i o n  i s  due t o  t h e  
m a t r i x  Qk( t2 ;  tl) and n o t  t h e  f i l t e r i n g  p r o c e d u r e .  
I 
I 
I The dynamic sys t em a l s o  i n c l u d e s  t h e  e q u a t i o n  which c o n n e c t s  
t h e  o b s e r v a b l e  v e c t o r  y ( t )  and t h e  s t a t e  v e c t o r  x ( t ) ,  t o e . ,  
y ( t )  = M ( t ) x ( t )  + u ( t )  ( 3 . 2 7 )  
where ,  M ( t )  i s  t h e  mapping m a t r i x  and u ( t )  i s  a v e c t o r  of random 
" n o i s e "  or e r r o r s  whose s t a t i s t i c s  a re  known. 
E [ u ( t ) l  = 0 and E [ u ( t ) u ( t ) ' ]  = E [ ( y ( t )  - M ( t )  x ( t ) l ( y ( t ) - M ( t ) x ( t )  l ' ] = Q ( t )  
Computer s t u d i e s  a re  now be ing  conducted  t o  e v a l u a t e  t h e  r e s u l t s  
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o b t a i n e d  b y  u s i n g  t h e  approximate t r a n s i t i o n  m a t r i x  i n  t h e  s t a t i s -  
t i c a l  f i l t e r i n g  scheme i l l u s t r a t e d  i n  F i g u r e  1. P r e l i m i n a r y  data  
i n d i c a t e s  t h a t  under  c e r t a i n  c o n d i t i o n s  t h e  r e s u l t s  are  v e r y  good. 
! 
i 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
~ 
I 
4. Conclus ions  and F u t u r e  
I n  summary, a b a s i c  c o n c l u s i o n  i s  t h a t  a Kalman t y p e  f i l -  
t e r  g i v e s  t h e  "bes t"  minimum v a r i a n c e  e s t i m a t o r  when t h e  hy- 
p o t h e s e s  o f  t h e ' t h e o r y  a re  s a t i s f i e d .  O the r  s t a t i s t i c a l  
t e c h n i q u e s  w i l l  a l s o  y i e l d  a minimum v a r i a n c e  e s t i m a t o r .  B u t ,  
a Kalman t y p e  f i l t e r  r o u t i n e  i s  an u p d a t i n g  p r o c e s s ;  conse- 
q u e n t l y ,  i t  has c e r t a i n  advantageswhen c o n s i d e r e d  i n  regard 
t o  c o m p u t a t i o n a l  r e q u i r e m e n t s .  The a d v a n t a g e s  are ,  i n  p a r t i c -  
u l a r ,  smaller c o r e  s t o r a g e  needs  and smaller m a t r i x  i n v e r s i o n s .  
I n  n o n - l i n e a r  a p p l i c a t i o n  problems,  a Kalman t y p e  f i l t e r  
may be employed under  t h e  p r o v i s i o n  t h a t  t h e  n o n - l i n e a r  s t r u c -  
t u r e  i s  l i n e a r i z e d  about  a r e f e r e n c e .  T h i s  a p p l i c a t i o n  i s  
r e a s o n a b l e  when the  d e v i a t e s  from t h e  r e f e r e n c e  t o  t h e  a c t u a l  
t r a j e c t o r y  t h a t  forms t h e  ma themat i ca l  model o f  t h e  l i n e a r  
s y s t e m  are small. I n  some problems an  u p d a t i n g  r o u t i n e  t o  
produce  new r e f e r e n c e s  i s  needed t o  keep t h e  d e v i a t e s  w i t h i n  
t h e  r e q u i r e d  bounds.  
F c t u r e  s t u d y  i s  needed t o  i n v e s t i g a t e  q u e s t i o n s  t h a t  
a r i s e  i n  a p p l i c a t i o n  t e c h n i q u e s .  These q u e s t i o n s  are  main ly  
i n  regard t o  t h e  l i n e a r i z a t i o n  p r o c e s s e s  and computor c a l c u l a -  
t i o n s .  I n  s t r u c t u r e  these  may be c l a s s i f i e d  as b e i n g  i n  
t h r e e  areas:  t h e  f i r s t  a r e a  i s  t h e  e f f e c t  o f  t h e  l i n e a r i z a t i o n  
of  a n o n - l i n e a r  p r o c e s s ;  t h e  second area i s  computa t iona l  
e f f e c t s  w i t h i n  c a l c u l a t i o n s  o f  t h e  t r a n s i t i o n  e q u a t i o n ;  and 
t h e  l a s t  g e n e r a l  area i s  t h e  e f f e c t  o f  t h e  measurement func-  
t i o n s ,  i t s  l i n e a r i z a t i o n  or d e f i c i e n c i e s  i n  t h e  c a l c u l a t i o n s .  
The ph i losophy  of t h i s  f u r t h e r  s tudy  shou ld  be d i r e c t e d  toward 
t h e  e f f e c t s  o f  u t i l i z i n g  t h e  mathemat ica l  t h e o r y  i n  s i t u a t i o n s  
where t h e  hypo theses  o f  t h e  s t r u c t u r e  are  n o t  comple t e ly  s a t i s -  
f i e d .  
The a u t h o r s  o f  t h i s  r e p o r t  f e e l  t h a t  these q u e s t i o n s  can  
be  i n v e s t i g a t e d  v i a  t h e  avenue o f  s i m p l e  mathematical models .  
The g o a l  o f  these  i n v e s t i g a t i o n s  would be t o  g a i n  i n s i g h t  i n t o  
t h e  e f f e c t  o f  f a i l i n g  t o  s a t i s f y  p a r t i c u l a r  h y p o t h e s e s  o f  t h e  
t h e o r y .  I n  p a r t i c u l a r ,  t hese  i n v e s t i g a t i o n s  cou ld  i n v o l v e  
t h e  f o l l o w i n g  p o i n t s :  t h e  u p d a t i n g  s c h e d u l e  o f  t h e  r e f e r e n c e  
i n  t h e  l i n e a r i z a t i o n  of  a n o n - l i n e a r  problem, t h e  p r o p a g a t i o n  
of  e r r o r s ,  t h e  o v e r a l l  e f f e c t  o f  o b s e r v a t i o n  i n c r e m e n t s ,  and 
t h e  r e q u i r e m e n t s  a s s o c i a t e d  w i t h  n o n - l i n e a r  measurement func-  
t i o n s .  For example , a task problem cou ld  be t o  s t r u c t u r e  a 
n o n - l i n e a r  ma themat i ca l  mode l - - l i nea r i ze  t h e  model and a p p l y  
a Kalman t y p e  f i l t e r ,  t h e n  use  a n o n - l i n e a r  f i l t e r  t h a t  has 
been approximated f o r  computa t iona l  p u r p o s e s .  T h i s  comparison 
cou ld  g e n e r a t e  c o n s i d e r a b l e  i n s i g h t .  Also i n  some a p p l i c a t i o n  
pi.o’Dier,,s L L h e  c o v a r i a n c e  m a t r i x  goes n e g a t i v e  d e f i n i t e  an  
i m p o s s i b i l i t y  when all t h e  hypo theses  are s a t i s f i e d .  The 
model c o u l d  a l s o  be  s t r u c t u r e d  i n  such  a manner t h a t  a h i n t  
toward t h e  r e a s o n  f o r  t h i s  dilemma c o u l d  b e  found.  
A b s t r a c t s  o f  S e l e c t e d  Repor t s  I 
The f o l l o w i n g  are a b s t r a c t s  of  r e f e r e n c e s  113, [ 5 ] ,  [lo], 
and [12]. The a b s t r a c t i n g  o f  these a r t i c l e s  was p r e s c r i b e d  
b y  t h e  c o n t r a c t i n g  agency as one o f  t h e  o b j e c t i v e s  o f  t h e  
c o n t r a c t .  I n  t h i s  s e c t i o n  t h e  e q u a t i o n  numbers i n  b r a c e s  re- 
I 
f e r  t o  t h e  c o r r e s p o n d i n g  e q u a t i o n  i n  t h e  p a p e r  b e i n g  a b s t r a c t e d .  
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The a u t h o r  of t h i s  a r t i c l e  a t t e m p t s  t o  c l e a r - u p  some of t h e  
d i f f i c u l t i e s  i n  r e a d i n g  and u n d e r s t a n d i n g  R .  E .  Kalman's o r i g i n a l  
paper  [ 3 ] conce rn ing  a p a r t i c u l a r  f o r m u l a t i o n  t o  t h e  s o l u t i o n  o f  
t h e  "Wiener Problem." The l e v e l  o f  a b s t r a c t i o n  o f  t h e  a r t i c l e  
i s  reduced  c o n s i d e r a b l y  compared t o  Kalman's paper .  
By u s i n g  v a r i e d  ma themat i ca l  a s s u m p t i o n s ,  t h e  a u t h o r  i s  able 
t o  o b t a i n  e q u i v a l e n t  e q u a t i o n s  b y  a l ess  a b s t r a c t  method. The 
o p t i m i z a t i o n "  i s  based on t h e  f o l l o w i n g  theorem.  I1 
Given two v e c t o r s  o f  random v a r i a b l e s ,  s a y  x and y ,  w i t h  
z e r o  mean v e c t o r s ;  A, = E[xxf  1, A = E C y x ' ] ,  
t h e  " b e s t "  l i n e a r  estimate o f  y ,  s a y  i, g i v e n  t h e  v a l u e  o f  x i s  
= E [ y y ' ] ,  and A 
Y Y X  
-1 9 = A y x A x  x. 
"Best" means that  i n  t h e  c l a s s  o f  a l l  l i n e a r  e s t i m a t o r s  ( l i n e a r  .. 
f u n c t i o n s  of t h e  known v e c t o r  x )  y has t h e  c o v a r i a n c e  m a t r i x  w i t h  
minimum t r a c e .  
L e t t i n g  Q = E [ ( y  - f )  ( y  - 3 ) '  1 ,  t h e  "minimized" c o v a r i a n c e  
6 
m a t r i x  o f  y i s  g i v e n  by 
Qm = , A y  - A A - l  A yx x xy '  
The a u t h o r  u s e s  t h i s  theorem t o  s o l v e  t h e  f o l l o w i n g  problem. 
L e t  t h e  dynamic e q u a t i o n s  of t h e  ma themat i ca l  model b e  e x p r e s s e d  
where 
s t a t e  v e c t o r  a t  
mapping m a t r i x ,  
t i m e  
@(tn+l; tnJ = t r a n s i t i o n  m a t r i x ,  
y ( t n )  = o b s e r v a b l e s  o f  t h e  sys tem,  
u ( t n )  = random n o i s e  w i t h  z e r o  mean v e c t o r  and c o v a r i a n c e  
m a t r i x  Q(tn) .  
B a s i c a l l y ,  t h e  problem i s ,  how does  one o b t a i n  a "bes t"  es t i -  
mate o f  t h e  e r r o r ,  a t  t i m e  tn+l, t h a t  i s ,  i ( tn+l),  when 
and x * ( t n )  i s  t h e  b e s t  e s t i m a t e  of x(t ,)  based on t h e  o b s e r v a t i o n s  
Y ( t , ) ,  a * * ,  Y ( t n , l ) .  
The answer t o  t h e  above problem i s  found b y  u s i n g  e q u a t i o n  (1). 
T h a t  i s ,  one needs  t o  f i n d  co r re spond ing  terms i n  t h e  r i g h t  hand 
s i d e  of t h e  e q u a t i o n  The 
t a r y  s t a t i s t i c s  and m a t r i c e s .  
The development has two 
a u t h o r  
b a s i c  
does  
s t e p s .  
t h i s  u s i n g  o n l y  elemen- 
The  f i r s t  s t e p  i s  t h e  
p r e d i c t i o n  o f  t h e  s t a t e  o f  t h e  s y s t e m  X n+l a t  t h e  n e x t  t i m e  
s t e p  t n+l based on a b e s t  e s t i m a t e  o f  x * ( t n )  o f  t h e  c u r r e n t  s t a t e ,  
u s i n g  o n l y  t h e  o b s e r v a t i o n s  y ( t l ) ,  ..., ~ ( t , - ~ ) .  
The second s t e p  i s  c o r r e c t i n g  t h e  p r e d i c t e d  s t a t e ,  a f t e r  t a k -  
i n g  t h e  measurements a t  t i m e  tn .  
two  u s e s  t h e  s t a t ed  theorem. 
The  "upda t ing"  p r o c e d u r e  i n  s t e p  
The r ema inde r  o f  t h e  a r t i c l e  i s  main ly  concerned w i t h  deve lop -  
i n g  r e c u r s i v e  fo rmulas  for upda t ing  t h e  c o v a r i a n c e  m a t r i x  of t h e  
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n 
est imate  x ~ + ~ .  
The n o t a t i o n  i n  t h i s  a r t i c l e  i s  e s s e n t i a l l y  t h a t  o f  Kalman's 
o r i g i n a l  paper  C 3 I. 
An - I n t r o d u c t i o n  - t o Midcourse Navigat ion-Guidance,  A u t o n e t i c s  [ 5 ] .  
T h i s  r e p o r t  i s  w r i t t e n  w i t h  r e s p e c t  t o  t h e  on boa rd  s y s t e m  
ph i losophy .  
o f ;  t h e  t r a j e c t o r y  d e t e r m i n a t i o n  problem, the  a t t i t u d e  de t e rmina -  
t i o n  problem, t h e  p r e d i c t i o n  problem, and t h e  t r a j e c t o r y  c o n t r o l  
problem. These problems are w e l l  d e f i n e d  i n  t h e  r e p o r t .  The 
Kalman f i l t e r  i s  used  f o r  t h e  t r a j e c t o r y  d e t e r m i n a t i o n  problem 
and as a s t a r t i n g  p o i n t  f o r  t r a j e c t o r y  c o n t r o l .  
The midcourse  n a v i g a t i o n  gu idance  problem i s  composed 
The Kalman f i l t e r  i s  d i s c u s s e d  main ly  i n  c h a p t e r s  two and 
t h r e e .  The n o t a t i o n  i s  e s s e n t i a l l y  t h a t  of Kalman's.  A h e u r i s -  
t i c  d e r i v a t i o n  of Kalman's f i l t e r  i s  p r e s e n t e d .  
a development ( n o t  found i n  t h e  o t h e r  r e p o r t s  a b s t r a c t e d )  O f  
a s y m p t o t i c  c a s e s .  Asymptot ic  c a s e s  a r i s e  when t h e  p r e d i c t i o n s  
are  poor  and t h e  o b s e r v a t i o n s  good; and when t h e  p r e d i c t i o n s  are 
good and t h e  o b s e r v a t i o n s  bad. 
There i s  a l s o  
The a u t h o r  assumes (i) t h e  space  c r a f t  i s  s u f f i c i e n t l y  c l o s e  
t o  t h e  r e f e r e n c e  t r a j e c t o r y  ( t h i s  means l i n e a r  p e r t u r b a t i o n  methods 
may be  u s e d ) ,  and (ii) t h e  d e r i v a t i o n  s t a t e  i s  measured r e l a t i v e  
t o  t h e  r e f e r e n c e  t r a j e c t o r y .  
The ma themat i ca l  model u t i l i z e d  i s  
t 2 . 1 )  
( 2 . 2 1  
- 
Yn - Mn Xn 3 
X n t l  = @  n + l ,  n x n + A  n t l ,  n U n '  
where y = o b s e r v a t i o n  r e s i d u a l s  v e c t o r  f o r  t h e  nth n a v i g a t i o n -  n 
guidance  c y c l e ,  
x = p o s i t i o n - v e l o c i t y  d e v i a t i o n  s t a t e  v e c t o r  a t  t h e  b e g i n n i n g  n 
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of nth c y c l e ,  
Mn = m a t r i x  r e l a t i n g  c u r r e n t  p o s i t i o n - v e l o c i t y  d e v i a t i o n  t o  
o b s e r v a t i o n  r e s i d u a l s ,  . 
= s t a t e  t r a n s i t i o n  m a t r i x ,  
= c o n t r o l  f u n c t i o n  ( v e l o c i t y  c o r r e c t i o n ) ,  
= m a t r i x  r e l a t i n g  c o n t r o l  f u n c t i o n  a t  nth s t e p  t o  c o n t r o l  
@ n + l  ,n  
*n+ l  ,n  
un 
f u n c t i o n  at  n t l s t  s t e p -  
It shou ld  be  no ted  t h a t  xn i s  a d e v i a t i o n  s t a t e  v e c t o r  and t h a t  yn 
i s  a r e s i d u a l  v e c t o r .  
d e t e r m i n a t i o n  problem, i . e . ,  e s t i m a t e  xn g i v e n  yn. 
Equa t ion  ( 2 . 1 1  i s  used  f o r  t h e  t r a j e c t o r y  
The h e u r i s t i c  development o f  t h e  Kalman f i l t e r  assumes 
w *  n 1 3 - 3 1  
* 
where wn i s  a weighing  f i l t e r .  T h i s  e q u a t i o n  means t h a t  t h e  bes t  
es t imate  o f  t h e  nth o b s e r v a t i o n  r e s i d u a l s  can be  equa ted  t o  t h e  
b e s t  p r e d i c t e d  o b s e r v a t i o n  r e s i d u a l  i:, p l u s  an  o p t i m i z i n g  f i l t e r  
11 * 
m a t r i x  w t imes  t h e  d i f f e r e n c e  between t h e  measured and p r e d i c t e d  n 
o b s e r v a t i o n  r e s i d u a l s ,  (in - i;). T h a t  i s  t o  s a y ,  t h e  bes t  e s t i -  
mate o f  t h e  d i f f e r e n c e  between t h e  o b s e r v a t i o n  r e s i d u a l s  i s  e q u a l  
t o  t h e  o p t i m a l  weighing  f u n c t i o n  w: t imes  t h e  d i f f e r e n c e  between 
t h e  measured and p r e d i c t e d  v a l u e s .  
The o b j e c t i v e  i s  t o  choose in s o  t h a t  i t s  d i f f e r e n c e  from 
t h e  a c t u a l  o b s e r v a t i o n  r e s i d u a l ,  yn,  i s  minimized a c c o r d i n g  t o  some 
loss c r i t e r i o n .  The l o s s  c r i t e r i o n  used t o  compute w *  i s  t h e  mean 
s q u a r e  d e v i a t i o n .  For convenience,  A u t o n e t i c s  minimizes  t h e  t r a c e  
n 
of  t h e  c o v a r i a n c e  o f  (in - 9 A ) .  I n  min imiz ing  t h e  t r a c e  t h e n ,  
h e u r i s t i c a l l y ,  t h e  c o v a r i a n c e s  are r educed .  Minimizing t h e  t r a c e  
I 
leads t o  r e s u l t s  i n  terms o f  cova r i ance  m a t r i c e s .  
The o p t i m a l  f i l t e r  i s  found t o  be  
An a l t e r n a t e  fofm can be expres sed  as 
C o n d i t i o n s  are  s t a t e d  f o r  e q u i v a l e n c e  o f  ( 3 . 2 2 )  and ( 3 . 2 3 )  i n  
appendix  A .  
The o p t i m a l  es t imate  t r a j e c t o r y  d e v i a t i o n  e q u a t i o n  can be  
e x p r e s s e d  as a s i n g l e  r e c u r r e n c e  r e l a t i o n ,  
i n = (1 - wn M n )  ( Q n ,  n-l + ’n, n-1 a r l l - ~ )  ‘n-1 + an Y n .  
T h i s  r e s u l t  a n t i c i p a t e s  t h e  n a t u r e  of  t h e  o p t i m a l  c o n t r o l  u ~ - ~  
a t  t h e  b e g i n n i n g  of  t h e  ( n - l ) t h  c y c l e .  
A -. 
( 3 . 2 1 )  
An a l t e r n a t e  form o f  ( 3 . 2 1 )  i s  g i v e n  by  
( 3 . 2 6 )  
I n  t h i s  form, t h e  two i n p u t s  t o  t h e  o p t i m a l  es t imate  computa- 
t i o n  are t h e  p r e d i c t e d  e s t i m a t e  x: we igh ted  b y  t h e  c o v a r i a n c e  
of  t h e  p r e d i c t i o n  e r r o r  p l u s  t h e  o b s e r v a t i o n  data y n  we igh ted  
by t h e  c o v a r i a n c e  of i t s  e r r o r s .  
Asymptot ic  c a s e s  are d i s c u s s e d  and p u t  i n  t a b u l a r  form. 
I f  t h e  c o v a r i a n c e  o f  t h e  e r r o r s  i n  t h e  p r e d i c t i o n  i s  l a r g e ,  
i . e . ,  t h e  p r e d i c t i o n  i s  p o o r ,  t hen  C(A2;)  > >  C ( A G n ) .  
i c a l l y  t h e  i n e q u a l i t y  means d i a g o n a l  e l e m e n t s  are  l a r g e .  I f  
Symbol- 
t h e  p r e d i c t i o n  i s  r e l i a b l e  b u t  t h e  o b s e r v a t i o n  e r r o r s  a r e  
l a rge  t h e n  C ( A G n )  > >  C ( A i ; ) .  
A u t o n e t i c s  n o t  on ly  d i s c u s s  t h e  a s y m p t o t i c  cases b u t  a l s o  
-39- 
emphasize t h e  d i f f e r e n c e s  between t h e  even-or-over  de t e rmined  
s e t  of  o h s e r v a t i o n s  and t h e  under-determined c a s e .  B a s i c a l l y ,  
t h e  d e c i s i o n  depends upon t h e  q u a l i t y  o f  t h e  c u r r e n t  set o f  
o b s e r v a t i o n  r e s i \ d u a l s .  
t h e  under-determined c a s e  leads t o  i n v e r s i o n s  o f  m a t r i c e s  of  
From t h e  computa t iona l  p o i n t  of view, 
o r d e r s  l ess  t h a n  6 .  
There are many t y p o g r a p h i c a l  mistakes i n  t h e  A u t o n e t i c s  
r e p o r t  and c a u t i o n  shou ld  b e  used,  e s p e c i a l l y  i n  t h e  a s y m p t o t i c  
c a s e s .  
D e f i n i t i o n s  
C ( A i I n )  = Er(x , l l  - x n ) ( x n  A A l  - x , ) ' ]  A 
C ( A Y , )  = E [ ( i n  - y, ) (yn  A -  - y n ) ' ]  A 
= c o v a r i a n c e  m a t r i x  on d i s p e r s i o n  
of p r e d i c t e d  e s t ima te ,  
= c o v a r i a n c e  m a t r i x  on o b s e r v a t i o n  
e r r o r s ,  
c o n t r o l  f i l t e r  and i s  d e f i n e d  b y  t h e  e q u a t i o n  a '  - n-1 
e - U n-1  - aA-1'n-I. 
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3 
The A p p l i c a t i o n  -~ of S t a t e  Space Methods t o  - N a v i g a t i o n  Problem, 
T e c h n i c a l  Report  No. 4 ,  P h i l c o  Western Development L a b o r a t o r i e s ,  
[lo 1. 
The t o p i c  of main concern  i s  d e t e r m i n i n g  t h e  s t a t e  of a 
sys t em;  t h e r e f o r e ,  t h e  mater ia l  on pages  36 th rough  56 o f  t h e  
above mentioned t e c h n i c a l  r e p o r t  will be c o n s i d e r e d .  T h i s  
ma te r i a l  i s  d i r e c t l y  concerned w i t h  t h e  d e r i v a t i o n  and a p p l i -  
c a t i o n  of t h e  Kalman s t a t i s t i c a l  f i l t e r .  
T h i s  s e c t i o n  i s  p r e f a c e d  w i t h  t h e  f o l l o w i n g  remarks. The 
mater ia l  immedia te ly  p r e c e d i n g  t h i s  s e c t i o n  o f  t h e  r e p o r t  i n -  
t r o d u c e d  t h e  s t a n d a r d  s t a t i s t i c a l  terms such  as e x p e c t e d  
v a l u e ,  d e n s i t y  f u n c t i o n ,  and m u l t i v a r i a t e  normal ( G a u s s i a n )  
d i s t r i b u t i o n .  The c o v a r i a n c e  m a t r i x ,  P ,  i n t r o d u c e d  on page 
31 i n  d e f i n i n g  t h e  m u l t i v a r i a t e  normal d i s t r i b u t i o n  must be 
a p o s i t i v e  d e f i n i t e  m a t r i x .  The f a c t  t h a t  P i s  p o s i t i v e  d e f i n i t e  
w i l l  p l a y  an  i m p o r t a n t  r o l e  i n  t h e  development o f  t h e  Kalman 
f i l t e r .  
Because of i n s u f f i c i e n t  ~ b s e r v a b l e  q u a n t i t i e s  and t h e  i n -  
a c c u r a c y  i n  measurements,  i t  i s  n e c e s s a r y  t o  "smooth" t h e  
obse rved  da t a ,  t h a t  i s  " f i l t e r "  o u t  t h e  " n o i s e "  i n  t h e  obse rva -  
t i o n s .  T h i s  means t h a t  t h e  d a t a  must b e  p r o c e s s e d  i n  such  a 
way s o  as t o  remove or e l i m i n a t e  t h e  e f f e c t  o f  t h e  random er-  
rors. R .  E .  Kalman [ 3 ]  de r ived  a method o f  s o l v i n g  t h i s  
Problem f o r  l i n e a r  s y s t e m s  and o t h e r s  [2], [ll] were a b l e  t o  
deve lop  a t e c h n i q u e  to a p p l y  Kalman's s o l u t i o n  t o  n o n - l i n e a r  
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sys tems.  
T h i s  t e c h n i q u e  needs  an i n i t i a l  e s t i m a t e  o f  t h e  s t a t e  o f  
t h e  dynamic s y s t e m  and a cova r i ance  m a t r i x  f o r  t h e  e r r o r  i n  
t h i s  e s t i m a t e .  The r e p o r t  p r e s e n t s  one method o f  o b t a i n i n g  
t h e  i n i t i a l  es t imate ,  t h e  method o f  " leas t  s q u a r e s  f i t  t o  a 
polynomia l .  
To  d e r i v e  t h e  l e a s t  s q u a r e s  e q u a t i o n s ,  t h e  " g r a d i e n t "  
was i n t r o d u c e d .  
Suppose n o b s e r v a t i o n s  o f  a v a r i a b l e  X ( t )  a r e  t a k e n  
( i . e . ,  X ( t , ) ,  X ( t 2 ) ,  ..., X ( t n )  ) and X ( t )  i s  t o  be r e p r e s e n t -  
ed as a polynomia l  o f  deg ree  m < n i n  t .  Tha t  i s  
m 
m t~ 3 X ( t , )  = y o  + y1 t l  + y 2  t12 + . . .  + y 
m 
t n  9 + . . . + y m  X ( t n )  = Y o  + Y 1  t n  + Y 2  t 
or r e p r e s e n t i n g  t h e s e  e q u a t i o n s  a s  a m a t r i x  e q u a t i o n  
f 1 \  X = Ay \ A /  
where 
x =  J 
A =  
lrn . . .  
2 
2 
t l  t l  
1 t 2  t 2  
1 
m 
t 2  . . .  
m 
tn  I 
. . .  2 t n  1 
\ 
, y =  
But t h e  y v e c t o r  i s  unknown and must be de t e rmined .  The 
c r i t e r i a  o f  l eas t  s q u a r e s  r e q u i r e s  one t o  choose c o n s t a n t  
n 
i s  a minimum. Equa t ion  ( 2 )  r e p r e s e n t s  t h e  sum of  t h e  s q u a r e s  
I n  terms o f  t h e  v e r t i c a l  d e v i a t i o n s  from the  f i t t e d  l i n e .  
o f  e q u a t i o n  (I), e q u a t i o n  ( 2 )  i s  
L = ( X  - A y ) ’  ( X  - A y ) *  
By u s i n g  t h e  g r a d i e n t  t e c h n i q u e  t o  minimize 
(31C77) 
q u a t i o n  ( 3 )  
w i t h  r e s p e c t  t o  t h e  c h o i c e  o f  t h e  v e c t o r  y ,  one o b t a i n s  t h e  
t h e  leas t  s q u a r e s  c h o i c e  for y ,  d e n o t e  b y  as ,  
= ( A I A ) - ’ A I X .  ( 4 ) { 8 1 1  
Consequent ly  one can now est imate  X ( t )  a t  some o t h e r  t i m e  
t and t h e  accu racy  o f  t h i s  e s t i m a t e  w i l l  depend on t h e  accu racy  
of  t h e  o r i g i n a l  o b s e r v a t i o n s ,  
X ( t +  , U t n ) .  
I f  t h e  o r i g i n a l  o b s e r v a t i o n s  have a known c o v a r i a n c e  m a t r i x  
P = E[(X - E[X]) ( X  - E [ X ] ) ’ ]  
X 
t h e n  t h e  c o v a r i a n c e  m a t r i x  o f  i s  
P -  = ( A ’  A)-I A ’  P A ( A ’  A)-’. ( 5 )  ( 8 2 )  Y X 
Then from e q u a t i o n s  (4) and ( 5 )  t h e  i n i t i a l  es t imate  and co- 
v a r i a n c e  m a t r i x  r e q u i r e d  b y  t h e  Kalman f i l t e r i n g  t e c h n i q u e  
can be  o b t a i n e d .  
Suppose one has a l i n e a r  s y s t e m  and a n  es t imate  o f  t h e  
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I 
s t a t e  v e c t o r .  The Kalman f i l t e r  i s  b a s i c a l l y  a scheme t o  up- 
da te  or improve t h e  es t imate  of t h e  s t a t e  v e c t o r  a f t e r  a s e t  
of new o b s e r v a t i o n s  are  t a k e n .  
Schmidt s t a t e s  t h e  problem a s :  
"Given 2 ( t l )  = est imate  o f  x ,  
P ( t l )  = E(x - 2)  (x - ? ) '  = c o v a r i a n c e  m a t r i x  o f  t h e  
e r r o r  i n  t h e  es t imate ,  
I 
q ( t l )  = random e r r o r  i n  measurement o f  y ( t  ) , 1 
F i n d :  a new est imate  in(t) o f  x ( t , )  such  t ha t  
L = E ( x  - 2 n ) t  ( x  - 2 n ) i s  minimized."  (851  
T h i s  f o r m u l a t l o n  o f  t h e  problem seems i n c o m p l e t e .  I n  no  
way does  i t  b r i n g  i n  t h e  f a c t  t h a t  one i s  t r y i n g  t o  upda te  
t h e  p r e s e n t  es t imate  b y  u s i n g  t h e  i n f o r m a t i o n  i n  a new s e t  
o f  o b s e r v a t i o n s .  The n o t a t i o n  i s  c o n f u s i n g .  For example,  
t h e  new est imate  a t  t i m e  t i s  ciezoted by f t ) . "  1' n '  - ' I  
T h i s  a r t i c l e  g i v e s  two d e r i v a t i o n s  o f  t h e  Kalman f i l t e r ,  
one assuming t h a t  t h e  random v a r i a b l e s  a r e  no rma l ly  ( G a u s s i a n )  
d i s t r i b u t e d  and t h e  second requi res  t h a t  t h e  es t imate  be a 
l i n e a r  f u n c t i o n  o f  t h e  o b s e r v a t i o n s  ( a  l i n e a r  f i l t e r ) .  
The n o t a t i o n  i n  d e r i v a t i o n  one i s  m i s l e a d i n g .  
For example,  
L = J ( x  - ;;n>' ( X  - ?n)  P ( X  1 y ,  f ; )  d x ,  (861  
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I 
i n d i c a t e s  t h a t  t h e  s t a t e  v e c t o r  i s  a random v a r i a b l e  w i t h  con- 
d i t i o n a l  p r o b a b i l i t y  d e n s i t y  f u n c t i o n  p ( x  [ y ,  ;). The random 
v a r i a b l e  i s  a c t u a l l y  t h e  e r r o r  x - x. 
A 
The " r e s u l t s "  are g iven  i n  e q u a t i o n s  ( 6 )  and ( 7 ) ,  t h a t  i s ;  
A = t PH' ( H P H '  + Q)-' ( y  - i), (6) ( 9 5 )  'n 
where $ = H i  and 
= P - PH'  ( H P H '  + Q)-' HP. ( 7 )  ( 9 9 )  'n 
Equa t ion  ( 7 )  i s  t h e  method f o r  f i n d i n g  t h e  c o v a r i a n c e  m a t r i x  
of  t h e  new estimate.  
I n  t h e  second d e r i v a t i o n  t h e  development  i s  s t r a i g h t  f o r -  
ward and r e q u i r e s  mos t ly  e l emen ta ry  s t a t i s t i c s  and m a t r i x  
t h e o r y .  
The remainder  o f  t h e  m a t e r i a l  c o n s i d e r e d  i n  t h i s  r e p o r t  
i s  an  example which i l l u s t r a t e  t h e  u s e  o f  t h e  f i l t e r i n g  equa- 
t i o n s ,  ( 6 )  and ( 7 ) .  
I 
C a p a b i l i t i e s  --- o f  MSFN f o r  Apollo Guidance and N a v i g a t i o n ,  S e c t i o n s  
3 . 0 ,  3 . 1 ,  and Appendixes A ,  B . ,  Bisset t -Berman Corp. ,  [12]. 
The a u t h o r s  o f  t h e s e  p a r t i c u l a r  s e c t i o n s  o f  the r e p o r t  
d i r e c t  t h e i r  a t t e n t i o n  toward  a d i s c u s s i o n  and d e s c r i p t i o n  o f  
t h e  a n a l y t i c a l  t e c h n i q u e s  t h a t  a r e  employed i n  s t a t i s t i c a l  
f i l t e r i n g .  They s e l e c t  as t h e  avenue o f  approach  t h e  exp lan -  
a t i o n  and c r i t i q u e  o f  s i m p l e  mathemat ica l  examples .  The f i r s t  
example i s  t h e  e s t i m a t i n g  o f  t h e  parameters o f  an  " o r b i t "  
y = a + b t ,  and t h e  second example i s  t h e  e s t i m a t i o n  o f  t h e  
parameter a i n  a s imple  s i n e  curve y = s i n  a t .  
The a u t h o r s  assume a v a r i a b l e  y ( t ) ,  dependent  of t i m e  v i a  
a known r e l a t i o n s h i p  t h a t  i n v o l v e s  unknown parameters. The 
parameters are t o  be es t imated u s i n g  a sequence  o f  n t 1 
measurements ,  y m ( t )  t = 0 ,  1, 
"noise .11  The e r r o r s  a re  assumed t o  b e  u n c o r r e l a t e d ,  have 
z e r o  mean, and form a s t a t i o n a r y  Gauss ian  p r o c e s s  w i t h  
s t a n d a r d  d e v i a t i o n  0 .  
. . . , n ,  t h a t  c o n t a i n  e r r o r s  or 
I n  t h e  l i n e a r  problem, y = a + b t ,  a s t r a i g h t  forward  
maximum l i k e l i h o o d  t e c h n i q u e  i s  used t o  o b t a i n  t h e  b e s t  
es t imates  f o r  a and b as a f u n c t i o n  o f  t h e  measured v a l u e s .  
The v a r i a n c e s  and c o v a r i a n c e  of t h e s e  es t imates  a re  a l s o  de- 
r i v e d .  
I n  a s i t u a t i o n  w i t h  two p a r a m e t e r s ,  a and b y  t h e  maximum 
l i k e l i h o o d  v a l u e s ,  2 and b ,  a r e  t h o s e  t h a t  maximize t h e  l i k e -  
l i h o o d  f u n c t i o n  p ( a ,  b ) .  Here 
- 
-46- 
I n  t h e  example,  y = a t b t ,  t h e  estimates & and 6 of t h e  
p a r a m e t e r s  a and b are found by t a k i n g  p a r t i a l  d e r i v a t i v e s  of 
t h e  1 f u n c t i o n  and d e t e r m i n i n g  t h e  c r i t i c a l  p o i n t s .  The 
e s t i m a t o r  e q u a t i o n s  are t h u s  d e r i v e d .  The r e l a t i o n s h i p s  
shown g e n e r a t e  es t imates  w i t h  e r r o r s  t h a t  have z e r o  mean and 
s i m p l e  v a r i a n c e s  and c o v a r i a n c e  e x p r e s s i o n s .  The mathemat ics  
i s  s t r a i g h t  forward .  
The s i n e  example i s  s e l e c t e d  t o  i l l u s t r a t e  t h e  problems 
o f  l i n e a r  es t imates  employed i n  n o n - l i n e a r  ‘ s i t u a t i o n s .  Here 
a nominal  v a l u e  a. i s  se lec ted  and an improved v a l u e ,  al ,  i s  
d e s i r e d .  The b e s t  l i n e a r  estimate i s  c a l c u l a t e d  and i t  i s  
demons t r a t ed  i n  appendix  B that  t h i s  v a l u e  i s  n o t  t h e  maximum 
l i k e l i h o o d  v a l u e .  i n  f a c t  I t s  accuracy  i s  dependent  on t h e  
v a l u e  of t h e  o r i g i n a l  es t imate  and e x t e n s i v e  data  i n p u t  w i l l  
n o t  a s s u r e  an approach  t o  t h e  d e s i r e d  v a l u e .  The a u t h o r s  
conc lude  t h a t  s u c c e s s i v e  i t e r a t i o n s  a re  needed t o  approach  
t h e  maximum l i k e l i h o o d  v a l u e .  Then t h e  s t a t e m e n t  i s  made 
t h a t  J P L and Goddard have found t h a t  t h ree  i t e r a t i o n s  have 
been  s u f f i c i e n t  t o  b r i n g  t h e  c a l c u l a t e d  v a l u e s  c l o s e  enough 
t o  t h e  maximum l i k e l i h o o d  v a l u e s .  The a n a l y s i s  o f  t h i s  example 
i s  carr ied f u r t h e r  t o  i l l u s t r a t e  t h a t  t h e  s t a t i s t i c a l  uncer -  
t a i n t i t i e s  of  t h e  maximum l i k e l i h o o d  estimates can  be o b t a i n -  
ed w i t h o u t  computing t h e  maximum l i k e l i h o o d  v a l u e s .  
I n  t h e  second example t h e r e  i s  one p a r a m e t e r ,  a ,  and t h e  
l i k e l i h o o d  f u n c t i o n  i s  t h e n  
m 
t = O  
where P = c C Y m W  - Y ( t > 1 2  / a 2 .  
Again t h e  d e r i v a t i v e  i s  c a l c u l a t e d  t o  a r r i v e  a t  t h e  c r i t i c a l  
p o i n t  t h a t  w i l l  minimize 
T h i s  g e n e r a t e s a n  e q u a t i o n  t h a t  i s  d i f f i c u l t  t o  s o l v e  and a 
l i n e a r i z a t i o n  about  an i n i t i a l  v a l u e  a. o f  t h e  parameter a i s  
employed. The l i n e a r i z e d  e q u a t i o n  t o  b e  s o l v e d  for t h e  l i n e a r  
bes t  es t imate  i s  a r r i v e d  a t  by s u b s t i t u t i n g '  i n  t h e  lower  o r d e r  
terms o f  t h e  T a y l o r  s e r i e s  expans ion  of t h e  f u n c t i o n s .  T h i s  
es t imate  i s  used  i n  t h e  d i s c u s s i o n s  o f  t h e  p i t f a l l s  o f  t h e  b e s t  
l i n e a r  estimates. 
and consequen t ly  maximize p ( a > .  
The a u t h o r s  conclude  that .  a b e s t  l i n e a r  estimate scheme 
does  n o t  g i v e  t h e  d e s i r e d  maximum l i k e l i h o o d  v a l u e .  
u l a r  t h e y  conclude  t h a t  a good o r i g i n a l  es t imate  i s  needed i n  
o r d e r  t h a t  t h e  es t imate  w i l l  be r e a s o n a b l y  a c c u r a t e  and a l i n -  
ear  b e s t  es t imate  i n  a n o n - l i n e a r  a p p l i c a t i o n  i s  l i m i t e d  t o  
t h o s e  cases i n  which a good a p r i o r  knowledge of' t h e  p a r a m e t e r s  
i s  a v a i l a b l e .  
I n  p a r t i c -  
The body o f  appendix  A i s  a d e r i v a t i o n  o f  t h e  b e s t  l i n e a r  
es t imates  a r r i v e d  a t  v i a  a Kalman approach  and a l i n e a r  l e a s t  
-48- 
I 
s q u a r e  a n a l y s i s .  Then a demons t r a t ion  i s  g i v e n  t h a t  t h e  two 
r e s u l t s  are  e q u i v a l e n t  under  a h y p o t h e s i s  t h a t  t h e  s t a t e  v a r i -  
ables  are independen t  of t i m e .  
I n  appendix  B t h e  a u t h o r s  demons t r a t e  t h a t  t h e  l i n e a r  bes t  
example i s  n o t  t h e  es t imate  o f  t h e  parameter, a ,  i n  t h e  s i n e  
c o r r e c t  v a l u e .  
f a c t  t h a t  t h e  a c t u a l  and r e f e r e n c e  " t r a j e c t o r i e s "  d i v e r g e  as 
time i n c r e a s e s .  
The d i f f e r e n c e  i n  t h e  answers  arises from t h e  
I n  t h e  d e r i v a t i o n  o f  t h e  Kalman-Schmidt f i l t e r  a f i x e d  
r e f e r e n c e  t r a j e c t o r y  i s  assumed and t h e  f i l t e r  i s  d e r i v e d  f o r  
d e v i a t e s  abou t  t h i s  r e f e r e n c e .  
s t a n d a r d  w i t h  a few v a r i a t i o n s  employed. 
s t a t e  v e c t o r  o f  d e v i a t e s  from t h e  r e f e r e n c e  t r a j e c t o r y ,  yn 
i s  t h e  s t a t e  v e c t o r  o f  t h e  d e v i a t e s  o f  t h e  , o b s e r v a b l e s ,  
0 i s  t h e  s t a t e  t r a n s i t i o n  m a t r i x  t h a t  u p d a t e s  t h e  xn 
v e c t o r  t o  x ~ + ~ ,  Mn r e l a t e s  yn t o  xn, Qn i s  t h e  c o v a r i a n c e  
of t h e  n o i s e ,  and P: i s  t h e  c o v a r i a n c e  m a t r i x  of t h e  e r r o r s  
i n  t h e  es t imated s t a t e  x* and t h e  s t a t e  xn. The d e r i v a t i o n  
of t h e  f i l t e r  e q u a t i o n s  i s  g iven  v i a  a l g e b r a i c  m a n i p u l a t i o n s  
and a p p l i c a t i o n  of  a "fundamental  theorem." 
i s  a v a r i a t i o n  of t h e  w i d e l y  used Gauss-Markov theorem t h a t  
p resses  t h e  minimum v a r i a n c e  l i n e a r  e s t i m a t e ,  
The n o t a t i o n  i s  e s s e n t i a l l y  
Tha t  i s ,  xn i s  t h e  
n + l , n  
2 
The fundamenta l  theorem 
ex- 
n 
B ,  of  B g i v e n  a as 
= A A - l a  
Ba a 
where A 
random v a r i a b l e  v e c t o r s  a and 6 .  
and Aa are  cova r i ance  ma t r i ces  a s s o c i a t e d  w i t h  t h e  Ba 
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The b a s i c  t e c h n i c a l  i dea  i n v o l v e d  i s  t h e  l i n e a r i z a t i o n  
of  a n o n - l i n e a r  problem and t h u s  b e i n g  able  t o  apply  l i n e a r  
e s t i m a t i o n  t h e o r y .  The a u t h o r s  are  c r i t i c a l  o f  t h i s  t y p e  o f  
a p p l i c a t i o n  and t h e y  d e v o t e  most o f  t h e i r  d i s c u s s i o n  t o  a n  
examina t ion  of i t s  weaknesses .  T h e i r  p o i n t s  s h o u l d  be well 
t a k e n ,  bu t  t h e  g e n e r a l  hypotheses  of t h i s  s i t u a t i o n  s h o u l d  
a l s o  b e  remembered. Any a p p l i c a t i o n  o f  t h i s  t y p e  w i l l  a l w a y s  
g e n e r a t e  u n s a f e  c o n c l u s i o n s  i f  t h e  h y p o t h e s e s  are v l o l a t e d .  
F i r s t  of a l l ,  Kalman's o r i g i n a l  d e r i v a t i o n  i s  b u i l t  o f  
t h e  h y p o t h e s i s  o f  a l i n e a r  dynamic model. The s p e c i f i c  con- 
c l u s i o n  t h a t  Kalman g i v e s  i s  a minimum mean s q u a r e  e r r o r  
es t imate  for t he  s y s t e m  as a f u n c t i o n  o f  t h e  sequence o f  ob- 
s e r v a b l e s .  The second c o n s i d e r a t i o n  i s  t h a t  any l i n e a r i z a -  
t i o n  o f  a n o n - l i n e a r  s y s t e m  must be ve ry  c o g n i z a n t  o f  t h e  
l i n e a r i z a t i o n  p r o c e s s .  The g e n e r a l  approach  i s  t o  s e l e c t  a 
r e f e r e n c e  r e l a t i o n s h i p  and i n v e s t i g a t e  t h e  d e v i a t e s  of t h e  
a c t u a l s  f rom t h e  r e f e r e n c e .  I n  c a s e  t h e  d e v i a t e s  a re  w i t h i n  
bounds, t h e  d e v i a t e s  car. be e x p r e s s e d  as a l i n e a r  dynamic 
s y s t e m  wi th  t h e  f i r s t  o r d e r  terms o f  t h e  T a y l o r  s e r i e s  ex- 
p a n s i o n s .  
I n  gene ra1 ,one  would have t o  assume t h a t  a f t e r  some p e r i o d  
o f  t i m e  t h e  a c t u a l  and r e f e r e n c e  s i t u a t i o n s  would va ry  away 
from each  o t h e r .  Consequent ly  t h e  f i r s t  o r d e r  term approx i -  
ma t ions  o f  t h e  d e v i a t e s  would no l o n g e r  be  a c c u r a t e .  Thus 
i t  i s  n o t  t h e  l i n e a r  f i l t e r  t h a t  i s  i n  e r r o r ,  i t  i s  t h e  f a c t  
t h a t  t h e  d e v i a t e s  are  t o o  large t o  a c c u r a t e l y  a p p l y  o n l y t o  t h e  
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f i r s t  o r d e r  terms o f  t h e  s e r i e s .  A t  t h i s  stage one must have 
some s o r t  o f  r o u t i n e  f o r  s e l e c t i n g  a new nominal .  If n o t ,  one 
shou ld  e x p e c t  and w i l l  p robab ly  g e t  i n a c c u r a c i e s .  
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