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10.1 Introduction 
The MPEG-7 standards defines a set of descriptors to characterize the content of visual 
media [l, 2]. These visual descriptors, such as color and texture descriptors, have 
undergone extensive evaluation and development based on the application of retrieval 
ranking. Specifically, under query-by-example (QBE) paradigm, average normalized 
modified retrieval rank (ANMRR), a rate-accuracy like performance measure, is adopted 
to test these descriptors on image collection and predefined ground truth datasets. The 
experimental results show that each descriptor has good retrieval performance. However, 
there are some questions left to be answered in practice. How to apply visual descriptors 
in various applications? Does each visual descriptor have good performance in the 
applications besides retrieval ranking? How to combine multiple visual descriptors for a 
specific application? What is the performance of the aggregated visual descriptors? 
It would be generally accepted that a good visual descriptor should have excellent 
ability to separate distinct visual media content, named discriminant power. In various 
applications, the discriminant power of visual descriptors would be evaluated by the 
application-dependent performance criteria. Since the core experiments applied for the 
MPEG-7 standards concentrate on single visual descriptor and retrieval ranking, the dis-
criminant power of visual descriptors has not been sufficiently evaluated. Particularly, 
the applications and technologies should be taken into account for evaluating the dis-
criminant power of visual descriptors. This chapter answers the above questions from the 
perspective of discriminant power. 
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Three basic applications are considered in this chapter, which are image clustering 
[3], image classification [4], and image retrieval [5, 6]. These applications are related to 
each other and have different features. Image clustering aims to discover the meaningful 
categories in an unorganized image collection without any supervising information. Image 
classification, compared to image clustering, holds different assumptions that the image 
categories have been predefined and a set of training samples are available for each 
category. The goal of image classification is to assign the unlabeled images into the 
predefined image categories. Most of traditional clustering and classification algorithms 
can be applied to address the problems of image clustering and image classification. The 
problem of image retrieval is more complex due to the user's intention. The retrieval 
methods should adapt to the user's query. In detail, single query image, multiple query 
image, and relevance feedback are three situations that we consider in the application of 
visual descriptors. Furthermore, in practice, different methods will be applied to utilize 
visual descriptors. For instance, given a color descriptor, we can apply support vector 
machine (SVM) [7] or k nearest neighbors (k-NN) [8] to design the image classifiers. 
The selected classification algorithm may dramatically effect the performance of a visual 
descriptor. In summary, the performance of a visual descriptor with a certain method in 
a specific application may not effectively demonstrate its discriminant power. 
In the case of multiple visual descriptors, it is an important topic of combining these 
descriptors to obtain stronger discriminant power. From the information theory point 
of view, multiple descriptors have stronger discriminant power than single descriptor. 
However, it is well known that this conclusion may not always be true in practice. 
The combination of multiple visual descriptors, named feature aggregation, is a critical 
problem. In the literature, there are two main approaches [9], one is early fusion and 
the other is later fusion. Given a designed visual descriptor, an image is normally 
represented as a vector. Early fusion first combines multiple descriptor vectors into 
a single aggregated vector. Then, the image similarity is measured by the distance 
between the aggregated vectors. Later fusion applies another strategy. It first measures 
image similarity, such as feature distance, in multiple individual feature spaces. Then, 
the final image similarity is obtained by combining these feature distances. These two 
approaches have their own advantages. With early fusion, the theoretical analysis can be 
easily conducted in the aggregated feature space. It is feasible to incorporate meaningful 
distance metrics in later fusion. In practice, there are two important tasks: (i) designing of 
feature aggregation methods for a specific application and (ii) evaluating the discriminant 
power of the aggregated visual descriptors. 
In this chapter, the technologies for utilizing the MPEG-7 visual descriptors in various 
situations are explored, as well as a number of experimental results to demonstrate the dis-
criminant power of the descriptors are reported. The following two sections focus on single 
visual descriptor and multiple visual descriptors, separately. For single visual descriptor, 
the MPEG-7 standards have done a lot of significant work. The recommended distance 
metrics are briefly reviewed, which are the basis of some methods presented in this 
chapter. A number of methods are presented for practical applications using either single 
visual descriptor or multiple visual descriptors. Some methods use the recommended 
distance metrics, which are able to keep the semantic of visual descriptors, and some 
other methods perform in the original feature space or aggregated feature space, which 
can directly apply all traditional clustering or classification algorithms. We demonstrate 
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the discriminant power of the aggregated visual descriptors using the corresponding 
performance criteria in various applications. 
The remainder of this chapter is organized as follows: a short literature review is 
provided in Section 10.2; Section 10.3 reports single visual descriptor-based methods 
and the discriminant power of each visual descriptor; Section I 0.4 presents feature 
aggregation methods and the discriminant power of the aggregated visual descriptors; 
finally, Section 10.5 draws conclusions. 
10.2 Literature Review 
This section provides a short review on the study and application of the MPEG-7 
visual descriptors. During the design process, the MPEG-7 visual descriptors were 
evaluated with a specific performance measure, named ANMRR, which is similar 
to precision and recall [I]. All retrieval experiments were conducted on large image 
datasets and predefined ground truth information. These evaluation represented well 
the performance of single descriptors in retrieval application, but they can demonstrate 
neither the performance of visual descriptors in other applications nor the performance 
of combined visual descriptors. In [IO], a study was presented to analyze the MPEG-7 
visual descriptors from a statistical point of view, which revealed the properties and 
qualities (redundancies, sensitivity to media content, etc.) of the descriptors used. A 
recent experimental comparison of features for image retrieval was provided in [11], 
which also included the MPEG-7 visual descriptors. That study analyzed the correlation 
of the features, which provided a way to find suitable features for a specific task. 
In various applications of the MPEG-7 visual descriptors, fusing visual descriptors is 
normally preferred because it may obtain better performance than using single descriptor. 
For image retrieval (ranking), PicSOM [12] combined relevance feedback mechanism 
and self-organizing map (SOM) technique to fuse MPEG-7 visual descriptors, which 
showed better retrieval performance than a vector quantization (VQ)-based retrieval 
scheme. In [13], a decision fusion framework was proposed for content-based image 
retrieval of art images based on the combination of MPEG-7 visual descriptors. This 
framework obtained image similarities by fusing feature distances using fuzzy theory. 
We also proposed a feature dissimilarity space-based method [14] to combine MPEG-7 
visual descriptors, in which the feature distances can be aggregated by SVM technique 
to achieve a nonlinear combination. For image classification, three techniques were 
proposed to fuse MPEG-7 visual descriptors in [15], which were based on SVM, k-NN, 
and fuzzy neural network, respectively. The reported experimental results showed that 
the fuzzy neural network-based fusion technique was superior. Another work [16] used 
radial basis function neural networks (RBFNN) to combine MPEG-7 visual descriptors, 
which showed RBFNN-based scheme has the preferred results compared to SVM-based 
image classification scheme. For image clustering, MPEG-7 visual descriptors were used 
to describe the image content, and a graph-based method was applied to automatically 
organize similar images in a photo display system [17]. An image clustering model 
was proposed [ 18] to use MPEG-7 color descriptors to represent temple-based visual 
keywords, which were then combined with any text keyword annotations. Moreover, 
MPEG-7 visual descriptors can be used for automated feature extraction in capsule 
endoscopy [19]. In that application, a methodology was presented for measuring the 
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potential of selected visual MPEG-7 descriptors for the task of specific medical event 
detection such as blood and ulcers. In [20], MPEG-7 visual descriptors were combined 
with SURF to effectively retrieve the events from visual lifelogs, which showed an 
improvement on using either of those sources or SIFf individually. 
Although the study and application of MPEG-7 visual descriptors are extensive, the 
discriminant powers of these descriptors have not been sufficiently investigated. In par-
ticular, it is not clear how to combine multiple MPEG-7 visual descriptors and about 
the discriminant ability of the aggregated descriptors in different applications, such as 
retrieval, classification, and clustering. These issues are the objectives of this chapter. 
10.3 Discriminant Power of Single Visual Descriptor 
This chapter focuses on five standardized MPEG-7 visual descriptors [1] including the 
color structure descriptor (CSD), dominant color descriptor (DCD), color layout descrip-
tor (CLD), edge histogram descriptor (EHD), and homogeneous texture descriptor (HTD). 
Taking practical applications into account, various methods of utilizing single visual 
descriptor are presented and summarized in this section. In addition, we evaluate the 
discriminant power of these descriptors based on both applications and methods. 
10.3.1 Feature Distance 
The MPEG-7 standards provide a recommended distance metric for each descriptor based 
on the core experiments [l]. In other words, the recommended metrics are good choice 
to match feature distances and visual similarity. Since a number of methods presented 
in this chapter are based on these metrics, a short summary on visual descriptors and 
recommended distance metrics is provided in this section. 
CSD provides information regarding color distribution as well as localized spatial color 
structure in the image. The image is represented by a modified color histogram. The 
distance between two CSD histograms for two images is calculated using L 1-norm metric 
as follows: 
255 
DcsD(X, Y) = L /Hx,i -Hy,i/ 
i=O 
(10.1) 
where H X,i and Hy, 1 represent the ith bin of the color structure histogram for two images, 
respectively. DCD compactly conveys global information regarding the dominant colors 
present in the image. An image is represented as a set of color vectors, c1, together with 
their percentages, Pt. The recommended distance measure applied for DCD is 
DDCD(X, Y) = (~pf,+~ Pij - ~~2ari,Xj PYi PXj) l (10.2) 
ak,l denotes the similarity coefficient between ck and c1, which is calculated as 
_ { I - dk,t , dk,t :S T 
ak,l - dmax 
0, dk,t > T 
(10.3) 
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In Equation 10.3, dk,t = liq, c1 II represents the Euclidean distance between two color 
vectors, and T and dma:x are empirical values. CLD provides information about the spatial 
color distribution within images. After an image is divided into 64 blocks, CLD descriptor 
is extracted from each of the blocks based on the discrete cosine transform. The distance 
between two CLD vectors can be calculated as 
(10.4) 
where w 1 represents the weight associated with ith coefficient. 
EHD captures the edge distribution within an image. The image similarity based on 
EHD descriptors is determined by calculating the L 1-norm of the 80-dimensional feature 
vectors Hx and Hy: 
79 
DEtto(X, Y) = L IHx,1 - Hr,i I· (10.5) 
i=O 
HTD characterizes the mean and energy deviation of 30 frequency channels modeled by 
Gabor functions. The distance between two vectors Tx and Ty is calculated as 
D (X Y) = '""' ,I ,I 
1
Tx·-Ty·1 
HTD , ~ a(k) (10.6) 
where a(k) is determined experimentally. 
10.3.2 Applications Using Single Visual Descriptor 
In this section, we consider three applications - image clustering, image classification, and 
image retrieval. Several methods using single visual descriptor are presented to achieve 
the goals of these applications. 
Image clustering aims to discover the meaningful structure of an image collection, which 
normally applies unsupervised learning technologies. In image clustering, it assumes that 
an image collection has N images, Q 1 = {/1, ... , IN}. Given a selected visual descriptor, 
the image collection can be described as Q f = {F1, ••. , FN }, where F1 is a feature vector 
for the ith image. Specifically, the goal of image clustering is to discover k meaningful 
clusters in Q 1 . The number of categories, k, can be predefined or predicted automatically 
in the clustering procedure. The distance calculation between images in a feature space 
is important for the results of image clustering. In this chapter, the recommended metrics 
are used to calculate the image distance to single visual descriptor. Then, the problem 
of image clustering is solved. To illustrate this method, an example implementation that 
utilizes k-medoids algorithm [21] and the CLD descriptor is provided. The most common 
realization of k-medoid clustering is the partitioning around medoids (PAM) algorithm. 
PAM is based on the search fork representative images (medoids) among the images of 
the collection. After finding a set of k representative objects, the k clusters are constructed 
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Table 10.1 Example method using PAM algorithm and CLD descriptor 
Step Description 
1 Randomly select k of the N images as the medoids, {Ff, ... , Fk}. 
2 Associate each image to the closet medoid based on the distance of CLD descriptors. 
For instance, the distance of an image Fi to a medoid F; can be calculated using 
Equation 10.4, which can described as du= Dcw(Fi, Fj) 
3 For each medoid FJ and for each nonmedoid image Fi, swap Fi and FJ and compute 
the total cost of the configuration 
4 Select the configuration with the lowest cost 
5 Repeat Steps 1 to 4 until there is no change in the medoid. 
by assigning each image of the collection to the nearest medoid. The PAM algorithm for 
image clustering is listed in detail in Table 10.1. Since the recommended distance metric 
can well match people's visual similarity, it is hopeful that this image clustering method 
can construct some meaningful image clusters based on visual similarity. 
In contrast to image clustering, image classification assigns unlabeled images to the 
predefined image categories, which is usually achieved by applying supervised learning 
technologies. In image classification, there are k predefined image categories and a set 
of training samples is available for each category, r = {!{, ... , /~}. Given a selected 
visual descriptor, the training set can be described as r = { F{, ... , F~}, where Ff is a 
feature vector for the ith training sample. There are two kinds of methods to design 
image classifiers, one utilizes the recommended distance metrics and the other does not. 
For example, k-NN algorithm classifies images based on the closest training samples in 
the feature space. An image is classified based on the majority vote of its neighbors, with 
the image being assigned to the category most common amongst its k-NN. The distance of 
two images in a feature space can be computed using the recommended distance metrics 
presented in Section 10.3.1. However, it is not very clear whether the recommended 
distance metrics can guarantee the good classification performance of visual descriptors. 
In contrast, SVM algorithm is an example in which case the recommended distance 
metrics are not necessary. SVM aims to find a set of maximum-margin hyperplane in a 
high-dimensional space which is able to well separate the image categories, normally in 
which Euclidean distance function is used to measure the feature distance. It should be 
pointed out that DCDs cannot be used in this method because DCDs of two images may 
have different number of components: 
Image retrieval is a more specific application, which searches images relevant to a 
user's query from an image collection. The visual descriptors are used to characterize 
the content of images and a user's intention is described by some example images. In 
image retrieval, we discuss some situations featured by the number of example images 
provided by the user. In the case of single query image, the conventional way of 
image ranking is based on the distance between an image and the query image. The image 
distance can be computed using the recommended distance metrics. And, top k images 
in the ranked list will be returned as retrieval results. The retrieval performance depends 
on the discriminant power of a selected visual descriptor. In the case of multiple query 
images, the relevance of an image to the user's query can be obtained by combining the 
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distances of the image to multiple query images in a feature space. Assume that a query 
consists of L example images, Q = {Qi , ... , Q d, and the selected visual descriptor is 
CLD. The image relevance between an image X and Q can be calculated as 
(10.7) 
where Fx is the feature vector of CLD for image X and 0 represents a combination 
rule. In this chapter, three simple and effective combination rules, min, max, and sum, 
which have different meanings and are usually adopted in practice, are evaluated. 
In the last decade, much effort has been made on relevance feedback-based image 
retrieval [22, 23, 24]. The idea of relevance feedback is to involve the user in the retrieval 
process so as to improve the final retrieval results. First, the user supplies an image as 
a query and the system returns an initial set of retrieved results. After that, the user 
labels some returned images as relevant or irrelevant and the system adjusts the retrieval 
parameters based on the user's feedback. Then, the system displays the revised retrieval 
results. Relevance feedback can go through one or more iterations until the user is satisfied 
with the results. In this case, image retrieval can be formulated as a classification problem. 
Positive and negative example images provided by the user during multiple feedback 
iterations are used to train a classifier. Then, the images are ranked according to the 
decisions produced by the classifier. For instance, SVM can address a specified binary 
classification problem derived from relevance feedback-based image retrieval. However, 
DCD cannot be used in this method because of unfixed number of components. Another 
interesting method is based on the dissimilarity space [13, 25], which can be applied to all 
kinds of visual descriptors. First, some positive examples are selected as the prototypes, 
P = { P1, ... , PM}. Then, an image is represented using the distances of that image to 
the prototypes on a visual descriptor, which becomes a point in a new space, named 
dissimilarity space. For example, if CLD is selected to describe the image content, an 
image X will be represented as {DcLD(Fx, Fp1), ... , DcLD(Fx, FpM)}. The number of 
prototypes decides the dimension of a dissimilarity space. Finally, image retrieval can be 
formulated as a classification problem in the dissimilarity space and can be solved by the 
traditional classification algorithms. The advantage of this method is that a dissimilarity 
space can be constructed using the visual descriptors and the recommended distance 
metrics that are independent of the internal structure of the visual descriptors. 
All the above methods using single visual descriptor are summarized in Table 10.2 for 
an easy check. 
10.3.3 Evaluation of Single Visual Descriptor 
This section reports on the experiments carried out and the results obtained for single 
MPEG-7 visual descriptor. The objective is to empirically evaluate the discriminant power 
of each visual descriptor. In detail, a number of experiments are carried out on a Corel 
image dataset [26]. There are ten real-world image categories in the dataset and each 
category includes 100 images. The images in each category are associated to a visual 
concept, so the ground truth dataset can be image categories-based. Several methods 
have been implemented to utilize single visual descriptor in the applications of image 
clustering, classification, and retrieval. The application-dependent evaluation criteria are 
applied to measure the discriminant power of each visual descriptor. 
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Table 10.2 Applications and methods using single visual descriptor 
Applicable 
descriptor 
1 Image clustering Recommended distance Any descriptor 
metric+ clustering algorithm 
2 Image classification Recommended distance Any descriptor 
metric + classification algorithm 
(e.g., k-NN) 
3 Image classification Classification algorithm (e.g., Except DCD 
SVM) 
4 Image retrieval (single Recommended distance metric Any descriptor 
query image) 
5 Image retrieval (multiple Recommended distance Any descriptor 
query image) metric+ combination rules 
6 Image retrieval Classification algorithm (e.g., Except DCD 
(relevance feedback) SVM) 
7 Image retrieval Dissimilarity space+ classification Any descriptor 
(relevance feedback) algorithm 
For image clustering, we use Macro Fl measure to evaluate the clustering results. Fl 
measure is based on traditional information retrieval measures - precision and recall. For 
an image cluster constructed by a clustering algorithm, we predict a ground truth category 
to which most images in the target cluster belong. 
. . #GroundTruthlmages/nTargetCluster 
Precision = ---------------
#lmages/nTargetCluster 
#GroundTruth/mages/nTargetCluster 
Recall= --------------
#/mageslnGroundTruthCategory 
2 x Precision x Recall Fl = ---------
Precision + Recall 
(10.8) 
(10.9) 
(10.10) 
The Macro Fl measure is defined as the average of Fl measures on all image clusters. The 
higher the Macro Fl, the better the clustering performance. In the experiments, k-medoids 
algorithm is implemented to perform image clustering and the MPEG-7 recommended 
distance metrics are adapted to compute the feature distances. Table 10.3 shows the 
clustering performance of each visual descriptor. In this experiment, HTD has much 
weaker discriminant power than other descriptors. 
Table 10.3 Clustering with single descriptor 
CSD DCD CLO EHD HTD 
Macro Fl 0.58 0.45 0.51 0.49 0.29 
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For image classification, we use error rate to evaluate the classification results. The 
error rate is defined as 
#lmagesClassifiedlncorrectly 
Error Rate = -----------
#Testinglmages 
(10.11) 
The smaller the error rate, the better the classification performance. In the experiments, 
30% images in each category are randomly selected as the training samples and 
the left images are used for testing, following the conventional experimental design. 
Two classification algorithms, k-NN and SVM, are implemented to perform image 
classification. k-NN utilizes the MPEG-7 recommended distance metrics to compute 
feature distance, while SVM does not. Table 10.4 shows the classification performance 
of visual descriptors. In this experiment, DCD cannot be applied to the SVM algorithm. 
The classification performance of k-NN is comparable to that of SVM. HTD shows 
much weaker discriminant power than other descriptors. 
For image retrieval, we use precision-recall curve (27] to evaluate the retrieval results. 
Average precision-recall curve on 100 random queries is reported in the experiment. 
Figure 10.1 shows the retrieval performance of each visual descriptor in the case of 
Table 10.4 Classification with single descriptor 
Error rate Error rate Error rate Error rate Error rate 
on CSD onDCD onCLD onEHD onHTD 
k-NN 0.23 0.36 0.39 0.38 0.54 
SVM 0.21 0.44 0.32 0.49 
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Figure 10.1 Retrieval with single query image. 
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single query image. CSD, CLD, and EHD have much stronger discriminant powers than 
DCD and HTD. Moreover, CSD is significantly better than CLD and EHD before recall 
reaches 0.5. 
For the case of multiple query images, three combination rules, min, max, and sum, are 
evaluated. In the experiment, each query consists of three example images, and multiple 
distances on visual descriptor are combined for ranking. Figures 10.2-10.6 show the 
CSD 
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Figure 10.2 Combination rules for multiple query images using CSD. 
DCD 
0.8 
-e-Min 
--a-Max 
07 
----v--Sum 
0.6 
c 0.5 0 
"(j) 
·o 
Q) 
0: 0.4 
0.3 .. 
0.2 
0.1 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
Recall 
Figure 10.3 Combination rules for multiple query images using DCD. 
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Figure 10.4 Combination rules for multiple query images using CLD. 
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Figure 10.5 Combination rules for multiple query images using EHD. 
retrieval performance of each single visual descriptor using the combination rules. From 
the experimental results, we can see that the sum combination rule is slightly better than 
the min combination rule and both of them are superior than max. HTD has much weaker 
discriminant power than other descriptors. 
In relevance feedback-based methods, we assume that the initial query includes only 
one image. First, the retrieval results based on the recommended distance metrics are 
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Figure 10.6 Combination rules for multiple query images using HTD. 
returned. Then, the system automatically labels some positive and negative example 
images as feedback, which are used to train a classifier. Finally, all images are ranked 
according to their decision values produced by the classifier. Figure 10.7 shows the 
retrieval results of SVM-based method, in which DCD is not used. In this method, 
sufficient feedback can guarantee that the discriminant power of the visual descriptor can 
be demonstrated effectively, especially for CSD and EHD. Figure 10.8 shows the retrieval 
results of dissimilarity space-based method, in which the dimension of dissimilarity space 
is fixed to 5. The experimental results demonstrate that this method does not work well 
for the visual descriptors. 
10.4 Discriminant Power of the Aggregated Visual Descriptors 
It is, in general, accepted that each visual descriptor characterizes an aspect of image 
content, and the discriminant power can be improved by combining multiple visual 
descriptors. For example, the MPEG-7 visual descriptors extract different kinds of 
information to describe the image content from their own perspectives. In this section, 
we discuss how to combine the MPEG-7 visual descriptors in practice and report the 
discriminant power of the aggregated visual descriptors as well. 
10.4.1 Feature Aggregation 
Feature aggregation is a technology of combining multiple features to obtain the stronger 
discriminant power than single feature. In this chapter, we focus on feature aggregation 
methods using the MPEG-7 visual descriptors. Since the relationship between the 
discriminant power of visual descriptors is unknown, it is difficult to find a proper 
feature aggregation method for a specific application. 
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Figure 10.7 Relevance feedback with SVM-based method. 
There are two popular feature aggregation approaches, early fusion and later fusion. In 
early fusion, multiple visual descriptors are connected into a single feature vector and all 
images can be represented as vectors in a high-dimensional feature space. Then, image 
relevance can be measured in the combined feature space, such as feature distance. The 
advantage of early fusion is that it is possible to perform theoretical analysis in the new 
feature space. However, the semantics of each visual descriptor will be lost. In later 
fusion, an image is represented using multiple vectors on visual descriptors, and multiple 
distances between a pair of images can be computed in various feature spaces. Then, 
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Figure 10.8 Relevance feedback with dissimilarity space-based method. 
these image distances are combined to obtain the final image relevance. The advantage of 
later fusion is that the semantics of visual descriptors is not lost. But most of the practical 
later fusion methods are heuristic [14]. 
Figure 10.9 shows an example of feature aggregation, in which two visual descriptors, 
CLD and HTD, are selected to characterize the image content. The problem with early 
fusion is measuring the image relevance in the combined feature space, which is similar 
to the case of measuring in the single visual descriptor. In the case of later fusion, it has 
to combine multiple relevances measured in different feature spaces. Generally speaking, 
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Figure 10.9 Feature aggregation. 
either early fusion or later fusion method should be application-dependent. If the training 
samples are available, the supervised learning technologies should be the first choice. Or, 
some heuristic methods can be considered for the applications. 
10.4.2 Applications Using the Aggregated Visual Descriptors 
In this section, we explore the feature aggregation methods for image clustering, image 
classification, and image retrieval. Although these feature aggregation methods are 
basically independent of the visual descriptors, we still concentrate on how to combine 
the MPEG-7 visual descriptors in this chapter. 
First, we consider image clustering. On the basis of the idea of early fusion, the 
vectors for the MPEG-7 visual descriptors are connected into a single feature vector. All 
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images become the points in a new high-dimensional feature space. Then, the traditional 
clustering algorithms can be applied to perform image clustering. However, DCD cannot 
be applied in this method as mentioned above. This method will lose the semantic of visual 
descriptors and it is hard to find an effective distance metric for the high-dimensional 
feature space. With the approach of later fusion, there are two different image clustering 
methods. In the first method, feature distance is calculated using the recommended metrics, 
and multiple feature distances are combined to obtain the final image distance for the 
clustering algorithms. The feature distances combination can be described as 
Dxy = 0(DcsD(Fx, Fy). DncD(Fx, Fy). DcLn(Fx, Fy), DEHD(Fx, Fy). DHTn(Fx, Fy)) 
(10.12) 
where 0 is a combination rule, such as min, max, or sum. In addition, k-medoids 
algorithm can use the aggregated distance to perform image clustering. In the second 
method, image clustering is performed based on multiple pairs of visual descriptor and 
the recommended distance metric. Then, multiple clustering results are combined to get 
the final results, which is a special case of ensemble clustering [28]. Basically, ensemble 
clustering is motivated by the classifier combination. A more robust and accurate cluster-
ing result may be obtained by combining multiple weak partitions of an image collection. 
Figure 10.10 presents an example of this method in which two visual descriptors, CLD and 
HTD, and their recommended distance metrics are selected for the k-medoids algorithm. 
Secondly, we consider image classification. As mentioned above, early fusion can make 
it easy to perform theoretical analysis. In other words, traditional classification algorithms, 
such as SVM, can be applied in a new high-dimensional feature space directly. One of its 
disadvantages is that some descriptors, such as DCD, cannot be connected with others. 
Let us investigate the approach of later fusion. A natural way is to combine multiple 
feature distances to obtain an aggregated image distance. Then, k-NN algorithm can use 
the aggregated distances to perform image classification. The other way is to perform 
ensemble of image classification based on multiple pairs of visual descriptor and the 
recommended distance metric. Then, classifier combination method can be applied to 
obtain the final classification results. In this chapter, multiple classification results are 
combined using the strategy of majority vote. 
f ~ ~ - ---- ------ - --- --- ----
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' 
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' lf----------< 
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Figure 10.10 Ensemble clustering with multiple visual descriptors. 
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Table 10.5 Applications and methods using multiple visual descriptors 
Number Application Method Applicable descriptor 
1 Image clustering Early fusion+ clustering Except DCD 
algorithm 
2 Image clustering Feature distance Any descriptor 
combination+ clustering 
algorithm 
3 Image clustering Recommended distance Any descriptor 
metric+ ensemble clustering 
4 Image classification Early fusion+ classification Except DCD 
algorithm (e.g., SVM) 
5 Image classification Feature distance Any descriptor 
combination+ classification 
algorithm (e.g., k-NN) 
6 Image classification Recommended distance Any descriptor 
metric + classifier combination 
7 Image retrieval (single Recommended distance Any descriptor 
query image) metric + combination rules 
8 Image retrieval (multiple Recommended distance Any descriptor 
query image) metric + combination rules 
9 Image retrieval (relevance Early fusion+ classification Except DCD 
feedback) algorithm 
Finally, we consider image retrieval. Since the user may query the content-based 
image retrieval (CBIR) system using different strategy, it may be more complex than 
image clustering and image classification. In the case of single query image, the role 
of feature aggregation is to combine multiple feature distances and obtain final distance 
between an image and the query image. Then, all images can be ranked according to 
the aggregated distance. With multiple query images, there are two levels of distance 
combination. In the first level, multiple distance on visual descriptors are combined to 
obtain the distance between an image and a query image. In the second level, multiple 
distance of an image to the query images are combined to obtain the relevance of the image 
to the query. The key point is to select a proper combination rule. Relevance feedback 
can provide more example images to explain the user's intention. These example images 
make it possible to formulate the image retrieval as a classification problem. With early 
fusion, the classification problem can be addressed directly by traditional classification 
algorithm in a new high-dimensional feature space. 
All the above methods using multiple visual descriptors are summarized in Table 10.5 
for an easy check. 
10.4.3 Evaluation of the Aggregated Visual Descriptors 
This section reports on the experiments carried out and the results obtained for multiple 
visual descriptors. The objective is to empirically evaluate the discriminant power of the 
aggregated visual descriptors. For this purpose, several feature aggregation methods are 
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Table 10.6 Clustering with multiple visual descriptors 
Early fusion Combination Ensemble 
Min Max Sum 
Macro Fl 0.53 0.44 0.53 0.59 0.63 
Table 10.7 Classification with multiple visual descriptors 
Early fusion Combination Ensemble 
SVM Min+k-NN Max+k-NN Sum+k-NN k-NN 
Error rate 0.18 0.25 0.23 0.16 0.23 
implemented and a number of experiments are carried out on the Corel image dataset. 
Different applications adopt their own evaluation criteria. 
Table 10.6 shows the clustering performance in terms of Macro Fl measure. In 
the experiment, all methods employ k-medoids algorithm. The ensemble clustering 
has the best performance among these methods. For the feature distance combination 
method, the sum combination rule is better than max, while the min combination rule 
cannot be applied at all. 
In the image classification experiment, 30% images in each category are randomly 
selected as the training samples and the left images are used for testing. Table 10.7 shows 
the classification performance in terms of error rate. The method based on early fusion and 
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Figure 10.11 Single query image with feature distance combination. 
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Figure 10.12 Multiple query images and two levels combination min +x. 
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Figure 10.13 Multiple query images and two levels combination max +x. 
SVM has a comparable performance to the method based on feature distance combination 
and k-NN. Both are better than other methods. 
Three sets of experiments are performed for single query image, multiple query image, 
and relevance feedback. Figure 10.11 shows the retrieval performance of single query 
image. Among the combination rules for combining feature distances, sum has the best 
performance. Figures 10.12-10.14 show the retrieval performance of multiple query 
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Figure 10.14 Multiple query images and two levels combination sum+ x. 
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Figure 10.15 Relevance feedback with SVM. 
images using two levels combination strategy. On the basis of the experimental results, 
for practical purpose, a good choice is to use the sum combination rule in both lev-
els. Finally, retrieval performance of relevance feedback is shown in Figure 10.15. The 
experimental results also prove the observation that sufficient feedback is necessary to 
effectively improve the retrieval performance. 
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10.5 Conclusions 
This chapter focused on the applications of the MPEG-7 visual descriptors. Three 
basic applications were considered including image clustering, image classification, and 
image retrieval. From the perspective of discriminant power, we answered the important 
questions, that is, how good are these visual descriptors and how to utilize them in 
practice. Specifically, 16 methods have been explored for using single visual descriptor 
and the aggregated visual descriptors. The discriminant power of visual descriptors 
are evaluated in various situations using the corresponding performance criteria. The 
presented methods and reported experimental results can be used as reference for future 
applications of visual descriptors. 
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