Abstract-Run-length limited (RLL) codes are a well-studied class of constrained codes having application in diverse areas such as optical and magnetic data recording systems, DNA-based storage, and visible light communication. RLL codes have also been proposed for the emerging area of simultaneous energy and information transfer, where the receiver uses the received signal for decoding information as well as for harvesting energy to run its circuitry. In this paper, we show that RLL codes are not the best codes for simultaneous energy and information transfer, in terms of the maximum number of codewords which avoid energy outage, i.e., outage-constrained capacity. Specifically, we show that sliding window constrained (SWC) codes and subblock energy constrained (SEC) codes have significantly higher outageconstrained capacities than RLL codes.
I. INTRODUCTION
We consider simultaneous energy and information transfer from a powered transmitter to a receiver which relies completely on the received information-bearing signal for its realtime power requirements. In this scenario, the problem at the transmitter is to design codes which maximize information transfer rate while constraining codewords to carry sufficient energy content which powers the receiver circuitry. When onoff keying is employed, where "1" (resp. "0") is represented by the presence (resp. absence) of a carrier, a majority transmission of "1" indicates a greater opportunity for the receiver to fulfill its power requirements. In order to meet the realtime energy requirement at the receiver, the use of run-length limited (RLL) codes with sufficiently high runs of "1" has been proposed [1] - [5] . In this paper, we show that although RLL codes are an important class of constrained codes with diverse applications [6] - [21] , they are not the most suitable class of constrained codes for simultaneous energy and information transfer in terms of outage-constrained capacity.
RLL codes have a long and rich history and have been used in numerous applications [6] . An early work discussed the application of RLL coding techniques to magnetic recording [7] . The use of finite state machine methods for analyzing RLL sequence constraint was first discussed by Franaszek [8] .
Efficient implementation of RLL codes, with error propagation limitation mechanism, was proposed in [9] . An early tutorial introduction to RLL codes, their application to magnetic storage, and techniques for RLL code design and implementation was presented in [10] . The asymptotic capacity of RLL codes, under different channel conditions, have also been well studied [11] - [13] . RLL codes have been applied in practice to various data storage devices, including virtually all magnetic and optical disc recording systems [14] . Over the years, different construction schemes for RLL codes, with varied enhancements, have been proposed and analyzed [15] - [18] . Study of RLL codes has continued to be an important research topic, and recent work includes its application to high density data storage [19] , DNA-based storage [20] , and visible light communication [21] .
The use of RLL codes for simultaneous energy and information transfer over an inductive coupled RFID channel was proposed in [1] - [3] , where the tradeoff between capacity and energy content for certain specific RLL codes was discussed. A detailed analysis of the interplay between information rate and energy transfer using RLL codes for simultaneous energy and information transfer was investigated in [4] . It was shown that the parameters of RLL codes could be appropriately chosen based on the desired probabilities of battery underflow and overflow at the receiver. In [5] , the use of RLL codes with at least d ones between successive zeros was proposed for simultaneous energy and information transfer, and capacity bounds were presented for different noisy channels.
In this paper, we show that, although RLL codes are an important class of constrained codes, they are not the most suitable class of constrained codes for simultaneous energy and information transfer. In particular, we show that other classes of constrained codes, such as the sliding window constrained (SWC) codes [2] , [5] and the subblock energy constrained (SEC) codes [22] , [23] , provide significantly higher outage-constrained capacity compared to RLL codes.
SWC codes require that the number of ones within a sliding time window of fixed length exceed a certain threshold. The use of SWC codes for simultaneous energy and information transfer was discussed in [2] , [5] . SEC codes, on the other hand, require that the number of ones within non-overlapping subblocks exceed a threshold. The use of SEC codes for real-time simultaneous energy and information transfer was proposed in [24] , and their properties have been analyzed in [22] - [25] . In this paper, we compare the noiseless capacity of these different classes of constrained codes under a common requirement of powering a receiver to ensure that it never suffers an energy outage, where an outage is an event triggered due to underflow of the energy buffer (battery).
Practical applications of energy and information transfer include implantable biomedical devices [26] , [27] , and lowpower Internet of Things (IoT) devices [28] , which receive energy and control signals wirelessly from an external unit. Other examples include powerline communication where information is sent over the same lines which carry electric power [29] . Early work analyzing the fundamental tradeoff between energy and information transfer, in an information theoretic setting, was conducted in [30] where codewords were constrained to have average receive energy exceed a threshold. Since then, there have been numerous extensions trading capacity and power under various settings [31] - [34] .
The main contributions of this paper are as follows.
• Firstly, we derive several bounds, relations, and properties of the noiseless capacity of RLL, SWC, and SEC codes (Sec. II-D).
• Secondly, we provide necessary and sufficient conditions on code parameters for avoiding energy outage at the receiver (Sec. III).
• Thirdly, we use the results in Sec. II-D and Sec. III to derive bounds and characterize the outage-constrained capacity of RLL, SWC, and SEC codes (Sec. IV). The main result of the paper is presented in Sec. IV-D where we prove that the outage-constrained capacity of RLL codes is just a lower bound to the outage-constrained capacity of SWC and SEC codes.
• Finally, we provide numerical examples (Sec. V) highlighting the impact of the receiver energy requirement and the energy buffer size on the outage-constrained capacity.
The numerical results demonstrate that SWC and SEC codes provide significantly higher outage-constrained capacity than RLL codes. We begin with a formal definition of different classes of constrained codes and their properties.
II. CONSTRAINED SEQUENCES
For a real number x, let ⌊x⌋ denote the largest integer less than or equal to x, and ⌈x⌉ denote the smallest integer greater than or equal to x. The set of positive integers is denoted Z + . We now provide formal definitions of noiseless code capacity for RLL, SWC, and SEC codes. 
A. Run-length limited (RLL) sequences
RLL (n) denote the number of distinct type-1 (d, k)-RLL sequences of length n. Then the noiseless code capacity using (d, k)-RLL sequences is defined as
Note that a type-1 (d, k)-RLL sequence is also a type-1 (d, k + 1)-RLL sequence, as the (d, k) constraint is stricter than the (d, k + 1) constraint. When RLL sequences are used for simultaneous energy and information transfer for avoiding energy outage at the receiver, potentially higher rates can be achieved by letting k = ∞. In the following, we will restrict attention to type-1 RLL sequences, and study C The above constraint implies that the number of ones in a sliding window of length T should be at least w.
Let M (T,w) SW C (n) denote the number of distinct (T, w)-SWC sequences of length n. Then the noiseless code capacity using (T, w)-SWC sequences is defined as 
C. Subblock energy constrained (SEC) sequences
The above constraint implies that if we partition the sequence into equal-sized subblocks of length L, then each subblock must have at least w ones. Note that any (T, w)-SWC sequence is also a (T, w)-SEC sequence, as the sliding window constraint is stricter than the subblock constraint.
Let M (L,w) SEC (n) denote the number of distinct (L, w)-SEC sequences of length n. Then the noiseless code capacity using (L, w)-SEC sequences is defined as
Because each subblock of length L has at least w ones, it follows that the capacity of (L, w)-SEC sequences is
D. Properties of constrained sequences
In this section, we present inequalities relating the capacities of constrained codes for different parameters. The proofs for all results in this section are in the appendix.
The following proposition shows that the code capacity of (d, ∞)-RLL sequences is a strictly decreasing function of d.
RLL is strictly decreasing in d. The next proposition bounds the capacity of SWC codes.
Proposition 2. The code capacity of (T, w)-SWC codes, C (T,w)
SW C , satisfies the following inequalities
where m ∈ Z + .
Note that the lower bound in (2) implies that for any m ∈ Z + , the capacity C (w+m,w) SW C is a non-increasing function of w. Similarly, for m ∈ Z + , it can also be shown that
The relation between noiseless capacities of (T, w)-SWC codes and (T, w)-SEC codes is given as follows.
Proposition 3. We have the inequality
Next, we provide an alternate lower bound on C (T,w)
The next theorem shows that the (d, ∞)-RLL constraint is equivalent to the (d + 1, d)-SWC constraint; two constraints are equivalent if they induce the same set of codes.
The following proposition is immediate.
It can also be shown that for fixed w ∈ Z + and m > 1, the (w + m, w)-SWC constraint is not equivalent to a (d, k)-RLL constraint for any (d, k) pair, because a sequence starting with m consecutive zeros can be constructed to satisfy the (w + m, w)-SWC constraint.
The following lemma uses Prop. 5 to show that the upper bound on C (T,w) (4) is strict when w = T − 1. Lemma 1. For T > 1, we have the strict inequality
is a strictly decreasing function of T .
Lemmas 1 and 2 will be used in Sec. IV-D to show that the outage-constrained capacity of RLL codes is just a lower bound to the outage-constrained capacity of SWC and SEC codes.
The next section presents necessary and sufficient conditions on the constrained codes to avoid energy outage at the receiver.
III. AVOIDING ENERGY OUTAGE
In this section, we present necessary and sufficient conditions on the parameters of RLL, SWC, and SEC codes to avoid energy outage at the receiver.
The energy recharge and usage model is as follows. Each arrival of bit-1 (resp. bit-0) brings in one (resp. zero) units of energy at the receiver. It is assumed that the receiver needs B units of energy per bit arrival for its operation, where 0 < B < 1. Let E max denote the receiver energy buffer size, and let E(i) denote its energy level at the start of the ith channel use. If the transmitted bits sequence is denoted b 1 b 2 · · · , then the energy update equation is
where the notation |z| + denotes max{0, z}. An energy outage is said to occur if E(i) + b i < B, which captures the event where receiver energy buffer underflows. An overflow is said to occur if
Theorem 2. Energy outage is avoided, over the set of all (d, ∞)-RLL codes, if and only if:
where E(1) denotes the initial energy level.
Proof: We first prove necessity. Let the codeword length be n = m(d + 1) with m ∈ Z + , and We now prove sufficiency. We know that every bit-0 decreases the energy buffer level by B units, while bit-1 increases the energy level by 1 − B units. For a (d, ∞)-RLL sequence which satisfies conditions (5) and (6), a decrease in energy by B units is immediately followed by an increase of at least
Theorem 3. Energy outage is avoided, over the set of all (T, w)-SWC codes, if and only if:
w ≥ ⌈T B⌉ ,
Proof: We first prove necessity. Consider a (T, w)-SWC sequence of length n = mT , with m ∈ Z + , where a sliding window of length T has exactly w ones. The total energy content in this sequence is mw units while the total energy required at the receiver is mT B. Thus, an outage will result if w < T B, irrespective of the initial energy level E(1), when m is sufficiently large. Hence it is necessary that w ≥ ⌈T B⌉.
The condition E(1) ≥ (T − w)B is needed to avoid outage for a sequence which begins with T − w zeros.
We now prove sufficiency. If there is no energy overflow during the first T bit arrivals, conditions (7) and (8) imply that there is no outage in this interval with a (T, w)-SWC sequence, and we have E(T +1) ≥ E(1)+w−T B ≥ E(1). Then we can recursively apply this argument to show that there will be no outage over the entire (T, w)-SWC sequence provided there is no energy overflow. We next show, by contradiction, that there is no outage even if some energy is lost due to overflow. 
Proof: We first prove necessity. Consider an (L, w)-SEC sequence of length n = mL, with m ∈ Z + , where each subblock of length L has exactly w ones. The total energy content in this sequence is mw units while the total energy required at the receiver is mT B. Thus, an outage will result if w < T B, irrespective of the initial energy level E(1), when m is sufficiently large. Hence it is necessary that w ≥ ⌈T B⌉. We now show that conditions (9), (10), and (11) are sufficient for avoiding outage in the first subblock, and that E(L+1) ≥ (L−w)B. This in turn will prove the sufficiency of these conditions for avoiding outage over the entire sequence by recursively applying the same argument over all subblocks. If there is no energy overflow in the first subblock, then (10) ensures no outage, and we have
On the other hand, if there is energy overflow at ith index in the first subblock, then E(i + 1) = E max , and we have
IV. OUTAGE-CONSTRAINED CAPACITY
In this section, we formulate and analyze the outageconstrained capacity for given values of B (required energy per bit) and E max (receiver energy buffer size). We assume the following initial condition for the energy level at the receiver E(1) = E max , implying a saturated energy buffer level (full battery) at the start of transmission. Note that the energy buffer can be filled up in at most ⌈E max /(1 − B)⌉ channel uses via a preamble consisting of all ones. This use of a fixed-length preamble does not impact the noiseless code capacity which is computed under the scenario where the blocklength tends to infinity.
A. Run-length Limited Codes
Let A Emax RLL (B) denote the set of all d ∈ Z + which satisfy (5). Then, the outage-constrained capacity for RLL codes, for energy buffer size E max and required energy per bit B,
Note that among the set of all feasible values of d which avoid outage at the receiver, the outage-constrained capacity is achieved by that value of d which yields maximum capacity. 
B. Sliding Window Constrained Codes
Let A Emax SW C (B) denote the set of all feasible pairs (T, w) which satisfy conditions (7) and (8), such that corresponding (T, w)-SWC codes avoid outage. Then, the outage-constrained capacity for SWC codes, for energy buffer size E max and required energy per bit B, denoted O Proof: Observe that conditions (7) and (8) are equivalent to the following properties:
(i) The fraction of ones in a sliding window of length T is at least B.
(ii) The number of zeros in a sliding window of length T is at most ⌊E max /B⌋ = z. If T = ⌈z/(1 − B)⌉ and the number of ones in a sliding window of size T are exactly ⌈T B⌉, then it can be verified that the number of zeros in this window are equal to T − ⌈T B⌉ = z thereby satisfying the above properties, and thus this pair (T, w) with w = ⌈T B⌉ belongs to the feasible set A Emax SW C (B). From (3) we observe that for a fixed T , the capacity can only increase upon reducing w. Thus, it follows from property (i) above that a capacity achieving pair (T 0 , w 0 ) satisfies w 0 = ⌈T 0 B⌉. Now, we know from (2) that capacity will only decrease if both T and w increase by the same amount. On the other hand, if an increase in T beyond ⌈z/(1 − B)⌉ does not increase w by an equal amount, then the number of zeros in a window exceed z, thereby violating the second property. Thus, T 0 can be upper bounded by ⌈z/(1 − B)⌉.
Prop. 7 shows that
. (14) Thus, a computationally efficient lower bound on O 
Proposition 8. We have
where h(·) denotes the binary entropy function,
Proof: For avoiding outage, the fraction of ones in an SWC sequence should be at least B. Thus, outage avoiding SWC sequences are a subset of the set of sequences where the fraction of ones is at least B. The proposition follows because the noiseless capacity of sequences with at least B ones is equal to h (max{B, 0.5}).
We remark that h (max{B, 0.5}) is an upper bound to the outage-constrained capacity for any class of constrained code because the fraction of ones in any outage avoiding sequence are at least B.
The following proposition shows that O Emax SW C (B) achieves the upper bound in (15) when the receiver energy buffer size is unbounded. and use (14) to obtain
where (16) follows from Prop. 4. Letting T grow as k 2 and setting m = k − 1, we get
The proof is complete by combining (15) and (17).
C. Subblock Energy Constrained Codes
Let A Emax SEC (B) denote the set of all feasible pairs (L, w) which satisfy conditions (9) and (11), such that corresponding (L, w)-SEC codes avoid outage. Then, the outage-constrained capacity for SWC codes, for energy buffer size E max and required energy per bit B, denoted O Emax SEC (B), is defined as
If E max < 2B then condition (11) is satisfied only when w = L, and hence O Emax SEC (B) = 0 in this case. The following proposition gives a lower bound on the outage-constrained capacity for SEC codes.
where
and w = ⌈LB⌉.
Proof: Conditions given by Thm. 4 for avoiding outage are equivalent to the following properties:
(i) Fraction of ones in L length subblock is at least B.
(ii) The number of zeros in each subblock is at most ⌊E max /(2B)⌋.
and the number of ones in an L length subblock is ⌈LB⌉, then we can compute the number of zeros in the subblock as L − ⌈LB⌉ = ⌊E max /(2B)⌋, thereby satisfying the above properties. Thus, the pair (L, w) with L =
(1−B)
Emax 2B
and w = ⌈LB⌉ belongs to the feasible set A Emax SEC (B), and the proof is complete using (18) . The following upper bound on the outage-constrained capacity of SEC codes follows directly from the remark following Prop. 8.
Proposition 11. We have
The next proposition shows that O Emax SEC (B) achieves the upper bound in (20) when the receiver energy buffer is unbounded.
Proposition 12. We have
Proof: Using (20), we have lim Emax→∞ O Emax SEC (B) ≤ h (max{B, 0.5}). Note from Prop. 10 that feasible subblock length L → ∞ as E max → ∞. Hence, using (19) and (1),
D. Comparing outage-constrained capacities
This subsection presents the main result of the paper that the outage-constrained capacity of RLL codes is just a lower bound to the outage-constrained capacity of SWC and SEC codes. 
Theorem 6. We have
. Using (9), (11) and E max = 2B, we note that a SEC capacity achieving pair (L, w) satisfies Theorem 6 shows that the outage-constrained capacity of SEC codes is strictly higher than that of RLL codes when E max ≥ 2B. The numerical results presented in the next section demonstrate that the outage-constrained capacity of SWC and SEC codes can be significantly higher than RLL codes. These results show that run-length limited codes are not the most suitable class of codes for simultaneous energy and information transfer. Fig. 1 compares the outage-constrained capacity for different codes as a function of E max when B = 0.6. The upper bound is computed using the expression h (max{B, 0.5}) which corresponds to the code capacity when the fraction of ones in each codeword is at least B (see Prop. 8 and the following remark). The lower bound for O Emax SEC (B) is computed using (19) and (1) . As shown in Thm. 6, we observe from Fig. 1 Fig. 1 demonstrates that the outage-constrained capacity of SWC and SEC codes is significantly higher than that of RLL codes. Further, the capacity gap only increases with increasing E max . Fig. 2 compares constrained capacity as a function of B when E max = 10. The different curves in Fig. 2 are obtained in a similar fashion as Fig. 1 . Note that there are discrete jumps in Figs. 1 and 2 since the subblock length, the sliding window length, and corresponding weight constraints are all integer-valued. Fig. 2 again shows that the outage-constrained capacity of SWC and SEC codes is much higher than that of RLL codes, especially for relatively small values of B. These figures demonstrate that run-length limited codes are not the most suitable class of constrained codes for providing simultaneous energy and information to an energy harvesting receiver.
V. NUMERICAL RESULTS

VI. REFLECTIONS
We compared the outage-constrained capacity of different code families under a common requirement of avoiding energy outage in simultaneous energy and information transfer systems. A key takeaway from the comparison is that while runlength limited (RLL) codes have been crucial in designing efficient codes for storage systems [6] - [20] , these codes are not well suited for simultaneous energy and information transfer. It was shown that the sliding window constrained (SWC) and the subblock energy constrained (SEC) codes provide significant rate improvement over RLL codes.
Over the years, different construction approaches with varied enhancements have been proposed for RLL codes [15] - [18] . We remark here that SEC codes are also amenable to efficient implementation via concatenation [35] , where the inner code is a heavy weight code [36] and the outer code is a high rate code over large alphabet, such as a Reed-Solomon code [37] .
The class of skip-sliding window (SSW) codes, which generalize both SWC codes and SEC codes using a skip value, was introduced in [38] , [39] . As SWC and SEC codes are just special cases of the SSW code, it is expected that the outage-constrained capacity of the SSW code may strictly exceed that of SWC and SEC codes via an appropriate choice of the skip value. For given parameters of the SSW code, although the noiseless capacity can be computed by applying one of the many enumeration techniques presented in [38] , the corresponding computational complexity may become prohibitively high for certain choice of parameters. An interesting area of future work is the efficient computation of the outageconstrained capacity of SSW codes. This involves combining the enumeration techniques for SSW codes in [38] , together with finding a feasible set of parameters for SSW code which avoid energy outage at the receiver.
APPENDIX A PROOF OF PROPOSITION 1
Proof: Note that we have C
RLL is given by the base-two log of the largest real root of the polynomial P d (X) = X d+1 − X d − 1 (see [11] ), and any root of P d (X) cannot be a root of P d+1 (X).
APPENDIX B PROOF OF PROPOSITION 2
Proof: For proving the lower bound on C (T,w) SW C , we will show that any (T +m, w+m)-SWC sequence is also a (T, w)-SWC sequence. Let s be a (T + m, w + m)-SWC sequence. Then a sliding window of length T + m over s has at most T − w zeros, which implies that a sliding window of length T cannot have more than T − w zeros, and hence s is also a (T, w)-SWC sequence. The upper bound in (2) can similarly be proved by showing that any (T, w)-SWC sequence is also a (T m, wm)-SWC sequence.
APPENDIX C PROOF OF PROPOSITION 3
Proof: The upper bound on C (T,w) SW C follows because any sequence satisfying the (T, w)-SWC constraint also satisfies the (T, w)-SEC constraint. Towards proving the lower bound, consider set V composed of binary vectors of length T + w, where the first T bits of each vector have at least w ones, while the last w bits are all ones. Then any sequence formed by stacking vectors from V will satisfy the (T, w)-SWC constraint. The cardinality |V| is 
APPENDIX D PROOF OF PROPOSITION 4
Proof: We first show that C 
APPENDIX E PROOF OF THEOREM 1
Proof: We first note that if s is a (d, ∞)-RLL sequence, then it is also a (d + 1, d)-SWC sequence. This claim follows because any zero in s is followed by at least d ones, and hence a sliding window of length d + 1 can only have a single zero.
We next note that ifs is a (d+1, d)-SWC sequence, then it is also a (d, ∞)-RLL sequence. This claim follows by observing that if a window of d+1 bits is placed overs in such a way that the starting bit in the window is a zero, then the following d bits in the window following zero have to be all ones in order to satisfy the sliding window constraint.
APPENDIX F PROOF OF LEMMA 1
Proof: From Prop. 5, C (T,T −1) SW C is equal to C (T −1,∞) RLL , which is given by the logarithm of the largest real root of f (X) = X T − X T −1 − 1 [11] . Using Descartes' rule of signs [40] , and the facts f (1) < 0 and f (2) > 0 for T > 1, it follows that f only has one positive root. Let α > 1 denote the positive root of f and let β > 1 be another given positive number. Then β > α if and only if f (β) > 0. Thus, if we let β = (T + 1) 1/T , then C
