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The strength of correlations observed between two separated events hinges on the amount of information
transmitted between them. We characterise the correlations that can be created in classical and quantum experi-
ments which feature a given amount of communicated information. For classical models, we present a complete
characterisation of informationally restricted correlations in terms of linear programming. For quantum mod-
els, we develop a hierarchy of increasingly precise semidefinite relaxations to bound the set of informationally
restricted quantum correlations. We leverage these techniques to i) derive device-independent witnesses of the
information content of quantum communication, ii) the derivation of strict inequalities for different quantum
information resources and iii) a new avenue for semi-device-independent random number generation based on
the information assumption.
I. INTRODUCTION
Correlations between two separated events requires infor-
mation to be exchanged between them. This is most clearly
manifested in the no-signaling principle of relativity, which
proclaims that space-like separated events are independent
due to the impossibility of transmitting information between
them. In contrast, many physical scenarios not only fail to
prohibit communication but more importantly also include it
as an integral part of the scenario. A natural question then
emerges: how do correlations between different events de-
pend on the amount of classical and quantum information that
is exchanged between them?
Aside from fundamental interest, this question is of di-
rect relevance to quantum communication tasks which involve
the exchange of quantum messages between users. Quantum
cryptography [1] protocols such as quantum key distribution
and random number generation, for example, typically depend
on the fact that nonorthogonal quantum states cannot be per-
fectly distinguished by an eavesdropper and are designed in
such a way that any attempt at eavesdropping will introduce
disturbances detectable by the users. Security proofs of cryp-
tography protocols, however, are only as good as the assump-
tions made about the apparatus used in the implementation.
Since in practice one never has perfect control of quantum sys-
tems, it is desirable to find and develop protocols that depend
on as few assumptions about the apparatus as possible. This is
the basic idea behind so-called semi-device-independent pro-
tocols [2]. In this approach, typically an important first step
is to establish that one can distinguish between classical and
quantum communication and certify that genuinely quantum
systems are being manipulated given a reasonable constraint
on the communication.
To date, the most commonly considered constraint in this
setting has been a bound on the Hilbert-space dimension of
the communication. The last two decades have accumulated
a large body of works investigating correlations when the in-
formation content of the communication between the events
is equated with the dimension of the physical system (see
e.g. [3–13]). Evidently, a classical d-dimensional system (and
due to the Holevo theorem [14] also a quantum d-dimensional
system) can carry at most log2 d bits of information. However,
the physical dimension does not provide a complete picture of
the information due to the fact that there are many systems of
larger dimension that also do not carry more than log d bits
of information. Indeed, while dimension is a discrete vari-
able, information is reasonably viewed as a continuous quan-
tity. In practical communication protocols, assuming an ex-
act bound on the dimension is also problematic to justify. A
more satisfying and practically relevant approach should thus
constrain the communication in terms of a continuous param-
eter. Ref. [15] recently proposed, for precisely these reasons,
bounding the information in terms of a continuous entropic
measure of information.
In this work, following [15], we develop a versatile tool-
box for analysing the relation between information and cor-
relations and demonstrate its potential usefulness to quan-
tum information processing tasks. Firstly, we go beyond
Ref. [15] and consider the most general classical communica-
tion models in which messages are inherently stochastic. We
provide a full characterisation of the set of informationally
restricted classical correlations in terms of linear program-
ming methods. In particular, we show that the set of classi-
cal correlations achievable with stochastic messages is gen-
erally larger than with deterministic messages. This means
that classical stochastic communication is not equivalent or
reducible to deterministic communication. This feature is un-
usual in prepare-and-measure experiments. We also find that
the classical set is completely characterised by trivial con-
straints when the source of messages takes only two inputs;
hence, at least three inputs are necessary to distinguish quan-
tum from classical stochastic communication.
Secondly, we show that the sets of quantum correla-
tions with the information constraint, both with stochastic
(mixed state) or only deterministic (pure state) messages,
can be bounded through associated hierarchies of relaxations
to semidefinite programming problems1. We find that the
1 The key advantage of semidefinite programming problems is that they can
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2FIG. 1. Illustration of commuication experiments in which the com-
munication is restricted to carry at most α bits of information.
semidefinite relaxations return useful and in simple cases even
verifiably tight bounds on the quantum correlations. We ap-
ply these semidefinite relaxations in order to construct device-
independent witnesses of the information content of commu-
nication and exemplify them based on the results of already
performed experiments. We additionally present several re-
source inequalities for different classical and quantum sys-
tems carrying one bit of information.
Finally, we pave the way for semi-device-independent ap-
plications of informationally restricted quantum correlations
by considering their application in random number generation
(RNG). We show concrete examples of high-rate RNG and
also that data obtained in RNG experiments assuming con-
ventional qubit systems can be recycled to certify the same
amount of randomness under the strictly weaker assumption
of informational restriction.
II. PRELIMINARIES AND THE SIMPLEST SCENARIO
In this section, we introduce the informationally restricted
communication scenario and discuss the special case where
the source of messages takes only two inputs. As we men-
tioned in the introduction, the sets of classical and quantum
correlations in this case turn out to be the same when stochas-
tic messages are allowed, and thus more inputs are required
to distinguish them. Nevertheless, the simplest two-message
scenario is sufficient to show the general inequivalence of the
stochastic and deterministic settings. It is also small enough
to be fully characterised by analytical means.
We later describe how to characterise the classical and
quantum sets of correlations more generally and systemati-
cally in Sections III and IV respectively.
A. The informationally restricted communication scenario
We consider a prepare-and-measure communication exper-
iment of the kind illustrated in Fig. 1. A sender, Alice, re-
ceives an input x ∈ [nX ] (where [nX ] ≡ {1, . . . , nX}) with
be efficiently and reliably solved numerically using existing algorithms
[16].
some prior probability qx. She encodes her input into a mes-
sage and transmits it to a receiver, Bob. Bob receives an in-
dependent input y ∈ [nY ] and associates it to a measurement
that is applied to the incoming message, giving an outcome
b ∈ [nB ]. We also, following many previous theoretical works
on prepare-and-measure scenarios, allow Alice’s and Bob’s
message-preparation and measurement devices to depend on
a shared random variable λ distributed with probability p(λ).
Different instances of this scenario are distinguished by the
tuple (nX , nY , nB) of numbers of Alice’s possible inputs and
Bob’s possible inputs and outcomes.
In the least restrictive version of the communication sce-
nario that we consider here, the message prepared by Alice’s
device may be an arbitrary quantum state ρ(λ)x , depending on
Alice’s input x and the shared variable λ, while Bob’s device
performs an a priori unknown positive operator-valued mea-
sure (POVM) {M (λ)b|y }b, similarly depending on λ and his in-
put y. The correlation between Alice’s and Bob’s devices is
characterised by the conditional probabilities
p(b|x, y) =
∑
λ
p(λ) Tr
[
ρ(λ)x M
(λ)
b|y
]
. (1)
In the classical version of the scenario, Alice’s device prepares
a classical message m with probability pλ(m|x) and Bob’s
device generates the outcome b with probability pλ(b|m, y).
The conditional probabilities in this case are given by
p(b|x, y) =
∑
λ,m
p(λ)pλ(m|x)pλ(b|m, y). (2)
The classical scenario can be seen as a special case of the
quantum one with the identifications
ρ(λ)x =
∑
m
pλ(m|x)|m〉〈m|, (3)
M
(λ)
b|y =
∑
m
pλ(b|m, y)|m〉〈m|, (4)
in which the quantum states and measurements are all diago-
nal in the same basis.
So far, both classical and quantum messages can account
for any possible correlation p(b|x, y); interesting physics
emerges only when some form of restriction is introduced in
the communication. In our work, we study the case that there
is an upper bound
IX(E) ≤ α (5)
on the information IX(E) associated to the ensemble E =
{qx, p(λ), ρ(λ)x }x,λ. There are in principle a number of dif-
ferent information measures based on the mutual information
that we could consider using [17]. Following [15] we use
an information measure based on the min-entropy [18] which
proves convenient to work with. We define the information
measure IX(E) appearing in (5) by
IX(E) = Hmin(X)−Hmin(X|E), (6)
3where Hmin(X) = − log2
(
maxx{qx}
)
and Hmin(X|E) is de-
fined by
Hmin(X|E) = − log2
(
Pg(X|E)
)
(7)
where the guessing probability, Pg(X|E), is the highest prob-
ability of correctly guessing which input xwas chosen follow-
ing a measurement on the state. This is given by
Pg(X|E) =
∑
λ
p(λ) max
{Nx}
∑
x
qx Tr
[
ρ(λ)x Nx
]
, (8)
where the maximisations (for each λ) are taken over all
POVMs {Nx}. Defined this way, the information can take
any value from IX(E) = 0, when the states ρ(λ)x are the same
and hence carry no information about Alice’s input, up to
IX(E) = log2(nX), when they are perfectly distinguishable
(given λ) and the input is chosen equiprobably (qx = 1/nX ).
Finally, in addition to distinguishing classical from quan-
tum messages, we need to make a further distinction between
deterministic and stochastic communication which will turn
out to be important. The latter, stochastic communication, is
simply what we have described so far with no restriction on
the classical or quantum communication other than the infor-
mation bound (5)2 . In the case of deterministic communica-
tion by contrast, which is what was considered in [15], we ad-
ditionally assume that the messages conditioned on the hidden
variable λ are of rank one. That is, we assume that the states
ρ
(λ)
x = |ψ(λ)x 〉〈ψ(λ)x | are pure or, in the classical case, that the
message probabilities are restricted to pλ(m|x) ∈ {0, 1}.
In the following, we will label the sets of informationally
restricted quantum correlations Qαstoch and Qαstoch respectively
when stochastic or only deterministic communication is al-
lowed. Analogously, we label the sets of informationally re-
stricted classical correlations Cαstoch and Cαdet.
B. Cαstoch = Qαstoch when Alice has only two inputs
As we mentioned above, there is no difference between
the classical and quantum sets with stochastic communica-
tion when nX = 2. To see this, we start by observing that
there are a number of basic conditions that are always satis-
fied by the correlations regardless of details of the setting or
the exact type of communication allowed. Obviously, since
the p(b|x, y) are probabilities, they must by definition satisfy
the positivity and normalisation conditions
p(b|x, y) ≥ 0, ∀b, x, y (9)
and ∑
b
p(b|x, y) = 1, ∀x, y. (10)
2 Notice that for informationally restricted correlations in stochastic models,
the shared randomness can be absorbed in Alice’s communication, i.e. she
could sample from a classical random variable and append the result as
an additional classical register in her communication to Bob. Since this
process is independent of her input, it does not increase the information.
In addition, since postprocessing cannot improve the distin-
guishability between messages, the same constraint that ap-
plies to the messages necessarily also applies to the resulting
probabilities for each value of Bob’s input y. That is, (5) im-
plies ∑
b
max
x
qxp(b|x, y) ≤ G, ∀y, (11)
whereG is an upper bound on the guessing probability related
to the information bound α by
− log2
(
max
x
{qx}
)
+ log2(G) = α. (12)
Note that (11) is equivalent to a potentially large but finite
number of linear inequalities,∑
b
qxbp(b|xb, y) ≤ G, ∀x = (xb) ∈ [nX ]×nB ,
∀y ∈ [nY ]. (13)
This confirms that, for a given value of G (or α), the set of
correlations satisfying (9)–(11) is a polytope. Generally, this
polytope is larger than the set of correlations that are actually
possible to produce with classical or quantum messages, but
in the case nX = 2 they turn out to completely characterise
both Cαstoch and Qαstoch.
We confirm this by showing that there is a classical stochas-
tic strategy that attains every probability distribution p(b|x, y)
satisfying the above constraints. Note, first, that none of the
constraints involve any interaction between Bob’s different
possible inputs; Eqs. (9)–(11) just consist of the same set of
constraints repeated separately for each value of y. In other
words, for each individual value of y, Eqs. (9)–(11) charac-
terise a separate polytope and the full set of probabilities is
just the cartesian product of the nY identical polytopes for
each individual value of y. We derive the vertices of these
polytopes in Appendix A. For nB = 3 (which is representa-
tive), up to permutations of Bob’s outputs they are
v1(y) =
(
1 0 0
1 0 0
)
, (14)
v2(y) =
(
1 0 0
1−G
q2
1− 1−Gq2 0
)
, (15)
v3(y) =
(
1−G
q1
1− 1−Gq1 0
1 0 0
)
, (16)
v4(y) =
(
1−G
q1
1− 1−Gq1 0
1−G
q2
0 1− 1−Gq2
)
, (17)
where we use the matrix notation
v(y) =
(
v(b|x, y)) = (v(1|1, y) v(2|1, y) · · ·
v(1|2, y) v(2|2, y) · · ·
)
. (18)
The vertices for nB 6= 3 are trivial variations of those above:
for nB > 3 the vertices are the same except with additional
columns of zeros while for nB < 3 we simply discard the
vertices that have more than nB columns with nonzero entries
4in them. We can then remark that all of the vertices v1(y)–
v4(y), including all their permutations, can be generated just
by performing different measurements on the same two states
ρ1 =
1−G
q1
|0〉〈0|+
(
1− 1−G
q1
)
|1〉〈1|, (19)
ρ2 =
1−G
q2
|0〉〈0|+
(
1− 1−G
q2
)
|2〉〈2|. (20)
For example, the vertex v3(y) is obtained by measuring
{Mb|y} with
M1|y = |0〉〈0|+ |2〉〈2|, (21)
M2|y = |1〉〈1|, (22)
M3|y = 0. (23)
Furthermore, any convex mixtures of vertices of the kind
above, which is to say, any probability p(b|xy) satisfying the
conditions (9)–(11) above, can be generated by performing
the corresponding convex mixtures of POVMs on Bob’s side.
Finally, the states (19) and (20) are diagonal in the same basis
and thus classical. We infer that Eqs. (9), (10), and (11) com-
pletely characterises both the classical and quantum stochastic
sets Cαstoch and Qαstoch, which must be identical to each other.
Furthermore, we note that the analogous equivalence between
the sets of correlations must hold also for any post-quantum
theory.
Finally, if Alice’s inputs are equiprobable, i.e., if q1 = q2 =
1/2, then the states (19) and (20) become
ρ1 = 2(1−G)|0〉〈0|+ (2G− 1)|1〉〈1|, (24)
ρ2 = 2(1−G)|0〉〈0|+ (2G− 1)|2〉〈2|. (25)
In this case, it is also possible to generate any correlation using
a classical deterministic strategy with the help of shared ran-
domness: Alice receives either λ = 1 with probability p(1) =
2(1 − G) or λ = 2 with probability p(2) = 2G − 1; then, if
λ = 1 Alice prepares the state |0〉〈0|, while if λ = 2 Alice
prepares the state |x〉〈x| depending on her input x ∈ {1, 2}.
This strategy generates the same states as (24) and (25) on
average, and one can verify that the average guessing prob-
ability is still G. Hence, if q1 = q2 = 1/2, we actually find
that Cαdet = Qαdet = Cαstoch = Qαstoch in any (2, nY , nB) scenario.
This turns out to be the exception, however. As we will see
in the next subsection, the deterministic sets are always differ-
ent from the stochastic ones if q1 6= q2 already in the (2, 1, 2)
scenario and, necessarily, any scenario larger than it.
C. Correlations in the (nX , nY , nB) = (2, 1, 2) scenario
The smallest scenario where we could hope to find
nontrivial constraints on the correlations corresponds to
(nX , nY , nB) = (2, 1, 2), i.e. Alice has two preparations and
Bob has a single measurement with binary outcomes. As we
have mentioned, this scenario is already sufficient to show
that the deterministic and stochastic correlation sets are differ-
ent whenever Alice’s two inputs are not chosen equiprobably.
This can be seen by comparing the witnesses characterising
−1 0 1
−1
0
1
E2
E1
{C,Q}αstoch
Qαdet
Cαdet
FIG. 2. Informationally restricted correlations in the (2, 1, 2) sce-
nario with prior probabilities (q1, q2) = (0.6, 0.4) and a bound G =
3/4 on the guessing probability (corresponding to IX ≤ log2(5)−2
bits of information). The possible correlations are illustrated for
deterministic classical strategies (magenta), deterministic quantum
strategies (blue) and for classical and quantum stochastic strategies
(green), which are the same in this case.
the different sets. The difference is illustrated in Fig. 2 for
q1 = 0.6 and q2 = 0.4. In the following, we characterise the
possible correlations in terms of the expectation values
Ex = p(1|x)− p(2|x) (26)
for x = 1, 2. We drop Bob’s input ‘y’ since it only takes one
value.
We already know the facets of Cαstoch and Qαstoch from the
previous subsection. In addition to the trivial constraints
±Ex ≤ 1, the only nontrivial facets, rewritten in terms of
the Exs, are
|q1E1 − q2E2| ≤ 2G− 1 (27)
in terms of the guessing probability bound G.
The facets of Cαdet are likewise straightforward to derive due
to the small number of possible deterministic strategies. We
do this in Appendix B. As with the stochastic sets, in addition
to the trivial constraints there is only one pair of nontrivial
facets,
|E1 − E2| ≤ 2G− qmax
qmin
, (28)
where qmax = max(q1, q2) and qmin = min(q1, q2). Whenever
q1 6= q2 this bounds a strictly smaller set than (27).
Finally, we derive the exact boundaries of the quantum de-
terministic set Qαdet in Appendix B. Unlike the classical sets
5and Qαstoch, this set is not a polytope. Aside from the trivial
constraints |Ex| ≤ 1, it is bounded by an infinite family,
|c1E1 − c2E2| ≤
√
1− 4c1c2
q1q2
G(1−G), (29)
of linear inequalities, for parameters c1 and c2 satisfying c1 +
c2 = 1 in the range qmin ≤ c1, c2 ≤ qmax. This set is larger
than Cαdet but smaller than Cαstoch and Qαstoch. Note that at the
extremes c1 = q1 and c1 = q2, (29) reduces to
|q1E1 − q2E2| ≤ 2G− 1 , (30)
|q2E1 − q1E2| ≤ 2G− 1 , (31)
the first of which is the same as (27). Hence, a flat part of
the boundary ofQαdet (see Fig. 2) coincides with the nontrivial
facets of the stochastic sets.
III. CHARACTERISING CLASSICAL CORRELATIONS IN
STOCHASTIC MODELS
In this section we explain how to systematically charac-
terise the facets of the classical stochastic set Cαstoch, which is
a polytope; the characterisation of the deterministic set Cαdet
was already addressed in [15]. We also explicitly derive the
facets of Cαstoch in the (3, 2, 2) scenario assuming Alice’s inputs
are chosen equiprobably, finding that Cαstoch is a different and
larger set than Cαdet in this case. This differs from the case with
two inputs considered earlier, where Cαstoch and Cαdet are only
different when Alice’s inputs are not equiprobable.
A. Method
In the classical setting, the possible probabilities take the
form of Eq. (2) in the previous section, i.e.,
p(b|x, y) =
∑
λ,m
p(λ)pλ(m|x)pλ(b|m, y), (32)
where pλ(m|x) is the probability that Alice’s device prepares
the message m and pλ(b|my) is the probability that Bob’s de-
vice generates the outcome b. Since we explicitly allow shared
randomness, note that Bob’s device can be taken to be deter-
ministic (i.e., we can assume pλ(b|m, y) ∈ {0, 1}) without
loss of generality. The information bound IX ≤ α translates
to ∑
λ,m
p(λ) max
x
qx pλ(m|x) ≤ G, (33)
with G related to α according to (12).
In the following, we interest ourselves in characterising the
set
(
p(b|x, y), G) of possible pairs of behaviours and guess-
ing probability bounds that are compatible with (32) and (33)
as well as the normalisation and positivity constraints that al-
ways apply to probabilities. Casting the problem in this way
allows us to derive facets for the classical set while leaving G
as a free variable. The set, as we will see, is a convex poly-
hedron, by which we mean an object like a polytope except
that it is not necessarily bounded3. Explicitly, this is a set
P = {p} of points that can be generated from a finite number
of vertices vi ∈ V and conic generators wj ∈ W , i.e,
P = Conv(V) + Cone(W) (34)
or, more explicitly, the set of points {p} that can be expressed
as
p =
∑
i
λivi +
∑
j
µjwj (35)
for some coefficients satisfying
λi ≥ 0 and
∑
i
λi = 1 (36)
and
µj ≥ 0. (37)
Such a set can also always alternatively and equivalently be
characterised as the set of points satisfying a finite number of
linear inequalities.
We remark first that the set is convex, which we can make
explicit by factoring out the hidden variable. To see this, let
us write (32) slightly differently as
p(b|x, y) =
∑
λ
p(λ)pλ(b|x, y) (38)
with
pλ(b|x, y) =
∑
m
pλ(m|x)pλ(b|m, y). (39)
Likewise, (33), which we can rewrite as∑
λ
p(λ)
[∑
m
max
x
qxpλ(m|x)
]
≤ G, (40)
merely expresses that the guessing probability associated with
pλ(m|x) averaged over λ is bounded by G. Now, whenever
(40) is satisfied, it is always possible4 to find a collection of
numbers Gλ such that∑
λ
p(λ)Gλ = G (41)
and ∑
m
max
x
qxpλ(m|x) ≤ Gλ. (42)
3 The set is not closed because the number G that we impose as an upper
bound on the guessing probability is in principle unbounded. We could, of
course, simply choose to impose a bound on it, such asG ≤ 1, in addition
to Eqs. (32) and (33) and the normalisation and positivity constraints. In
that case, the set would become a (closed) polytope.
4 For example, start by setting the Gλs to equal the expressions on the left
side of (42) and then increase one of them until (41) is attained.
6This allows us to express the set as the convex hull(
p(b|x, y), G) = ∑
λ
p(λ)
(
pλ(b|x, y), Gλ
)
(43)
of points
(
pλ(b|x, y), Gλ
)
characterised by (39) and (42) in
addition to normalisation and positivity.
Explicitly, and dropping now the subscript λ, characterising
the set amounts to finding the extremal points and generators
of the set of points
(
p(b|x, y), G) subject to
p(b|x, y) =
∑
m
p(m|x)p(b|m, y), (44)∑
b
p(b|m, y) = 1, (45)
p(b|m, y) ∈ {0, 1}, (46)∑
m
p(m|x) = 1, (47)
p(m|x) ≥ 0, (48)
G−
∑
m
max
x
qx p(m|x) ≥ 0. (49)
This can be done in two steps. First, the last three inequali-
ties by themselves can be taken to characterise a set of possi-
ble pairs
(
p(m|x), G) of message probabilities and guessing
probability bounds. This is a polyhedron since all the con-
straints characterising it are linear equalities and inequalities5.
It can thus be characterised by a finite number of vertices and
conic generators. Provided that the number of possible mes-
sages m is limited to a finite number, these can be determined
using software such as PORTA or PANDA [19]; for all cases
we have considered, we have found that the number of pos-
sible messages can be limited to the number nX of Alice’s
inputs without loss of generality.
Second, we can then generate the vertices and conic gen-
erators for the set of pairs
(
p(b|x, y), G) by computing (44)
for each vertex or conic generator for the
(
p(m|x), G) pairs
and for each of the finite number of possible deterministic dis-
tributions p(b|m, y). Solving the facet enumeration problem,
which again can be done in software provided that the prob-
lem is not too large, yields a finite number of inequalities that
completely characterises the set of points
(
p(b|x, y), G) com-
patible with classical stochastic communication.
B. Example: the (3,2,2) scenario
In the case of three preparations, the deterministic and
stochastic classical sets are different even for homogeneous
priors (qx = 13 ). In the following, we exclude positivity facets
as they are trivial. The facets of the deterministic message
polytope for homogeneous priors are
−E11 − E12 − E21 + E22 + E31 ≤ 6G− 1, (50)
−E11 − E12 − E21 + E22 + 2E31 ≤ 12G− 4 (51)
5 (49) can be replaced with a family of linear inequalities, as we did in (13)
in Section II B.
for G ≥ 13 , in terms of the expectation values Exy =
p(1|x, y) − p(2|x, y). These facets were already obtained in
[15]
The facets of the stochastic message polytope for homoge-
neous priors are
−E11 − E12 − E21 + E22 + E31 ≤ 6G− 1, (52)
−E11 + E31 ≤ 6G− 2, (53)
−E11 + E21 − E22 + E31 + E32 ≤ 6G− 1. (54)
For three preparations, the classical deterministic and stochas-
tic message sets are distinct, but have one facet in common.
IV. CHARACTERISING INFORMATIONALLY
RESTRICTED QUANTUM CORRELATIONS
In the previous sections, we have characterised informa-
tionally restricted classical correlations and investigated them
in the few simplest communication experiments. In this sec-
tion, we develop tools for the characterisation of information-
ally restricted quantum correlations in both determinsitic and
stochastic quantum communication models. In Section IV A,
we develop an efficient method for optimising any given linear
witness from inside the set of informationally restricted quan-
tum correlations in stochastic models. Hence, this method en-
ables lower bounds on quantum correlations. In Section IV B,
we present a hierarchy of semidefinite relaxations of both the
sets Qαstoch and Qαdet. This allows us to establish increasingly
precise necessary criteria of a given correlation admitting a
quantum model. In Section IV C, we apply these methods
to the simplest relevant communication experiment and use it
to device-independently quantify the information content of a
quantum ensemble. In Section IV D, we focus on the case
of one bit of information and prove several strict resource
inequalities involving two-dimensional systems, determinis-
tic informationally restricted systems and stochastic informa-
tionally restricted systems, in both the quantum and classical
setting.
A. Lower bounds: alternating convex search method
In many different quantum correlation tasks (e.g. optimisa-
tion in Bell inequalities [20, 21] or quantum dimension wit-
nesses [22]) it is possible to use alternating convex search in
order to optimise a linear functional of the quantum correla-
tions. Such a search amounts to attempting to solve the full
optimisation problem (over both states and measurements) by
repeatingly perform optimisations over states and measure-
ments separately in an alternating manner. The advantage of
such an approach is that often each separate optimisation, over
states (measurements) for fixed measurements (states), is con-
vex and can be solved by standard methods. While alternating
convex search is often useful, it is not guaranteed to converge
and therefore it only offers lower bounds on the optimal quan-
tum correlations.
7In order to optimise a linear functional over the set of in-
formationally restricted quantum correlations, one encounters
a less straightforward situation. For a fixed set of states, it
is clear that the optimisation over the set of measurements
can be evaluated as a semidefinite program (SDP). In con-
trast, for a fixed set of measurements, the optimisation over
the set of states is less obvious due to the relevance of the
informational restriction. Evidently, the optimisation must be
performed under the constraint Pg ≤ Gwhich itself involves a
maximisation over the extraction measurement. We show how
this difficulty can be overcome so that lower bounds on infor-
mationally restricted quantum correlations can be efficiently
computed through alternating implementations of SDPs.
Consider that we are given a set of measurements and asked
to optimise the linear functional A, in general written as
A =
∑
x,y,b
cxybp(b|x, y), (55)
over the set of informationally restricted states. For this pur-
pose, let us define an auxiliary positive semidefinite operator
σ with the property that
∀x : σ ≥ qxρx. (56)
This allows us to place the following upper bound on the
guessing probability:
Pg(X|E) = max{Nz}
∑
x
qx Tr
[
ρxNx
]
≤ max
{Nz}
∑
x
Tr
[
σNx
]
= Trσ,
(57)
where we have used that
∑
xNx = 1 . The introduction of σ
stems from considering the semidefinite dual of the guessing
probability and does therefore not constitute a relaxation of
the problem [23]. Its advantage is that it allows us to treat
the informational restriction as a tracial constraint enforced
through the additional semidefinite constraints corresponding
to (56). We may therefore evaluate the optimisation over the
informationally restricted ensemble of states as the following
SDP
A({Mb|y}) = max{ρx},σ
∑
x,y,b
cxyb Tr
[
ρxMb|y
]
such that ρx ≥ 0, Tr ρx = 1, σ ≥ qxρx Trσ ≤ G,
(58)
for a given bound G on the guessing probability. The alternat-
ing SDPs must be performed in a given Hilbert space dimen-
sion and therefore one may find successively better bounds by
increasing the dimension.
B. Upper bounds: hierarchy of semidefinite relaxations
The idea used in the previous section, of introducing the
auxiliary operator σ, can be further leveraged to systemati-
cally obtain increasingly precise upper bounds on the infor-
mationally restricted set of quantum correlations in both de-
terministic and stochastic communication models. We now
present a hierarchy of semidefinite relaxations of the setsQαdet
and Qαstoch.
Let S be the list of operators composed of all states and
measurements as well as the auxiliary operator σ and the iden-
tity, i.e.
S = {1 , σ, ρ,M}, (59)
where ρ = (ρ1, ρ2, . . . , ρnX ) and M =
{M1,1, . . . ,MnB |1,M1|2, . . . ,MnB |nY }. Hence, the length
of the operator list is 2 +nX +nBnY . From the operator list,
we construct a monomial list, labelled S(m), which contains
all products of at most m operators from the operator list.
The monomial list is used to define the moment matrix
Γij = Tr
[
S(m)i
(
S(m)j
)†]
, (60)
where S(m)i denotes the i’th operator in the list S(m). For ev-
ery m ≥ 1, the moment matrix contains elements that cor-
respond to the expressions for the conditional probabilities
p(b|x, y) in a quantum model. We label the moment matrix
element corresponding to p(b|x, y) by Γbxy . Similarly, we
label the moments corresponding to Tr ρx by Γx and those
corresponding to Tr ρ2x by Γ
x,x.
So far, the moment matrix has not been subjected to the in-
formation constraint. This is the key part of the construction.
In order to incorporate informational constraints, we make use
of the auxiliary operator σ. From the previous section, we
recall that by imposing the conditions (56) the informational
constraint (in terms of the guessing probability) admits the
simple bound (57). To impose the conditions (56) on the level
of the moment matrix, we introduce a set of localising matri-
ces {Γ˜x}x defined as
Γ˜xij = Tr
[
O(m′)i (σ − qxρx)
(
O(m′)j
)†]
, (61)
where O(m′) is a list of monomials. This monomial list is
in general not identical to S(m). It must be chosen such that
all elements Γ˜xij can be written as linear combinations of ele-
ments appearing in the moment matrix Γ. By increasing the
number of the products of operators (m′) appearing in the lo-
calising monomial list O(m′), we can impose the constraint
(56) increasingly well. Now, we can use (57) to write the in-
formation constraints as a linear constraint on the specific mo-
ment matrix element Γ∗ which corresponds to Trσ. Thus, a
necessary condition for p(b|x, y) admitting a quantum model,
in which communication is deterministic and carries at most
α bits of information, is that there exists a moment matrix sat-
isfying
p(b|x, y) = Γbxy, Γ∗ ≤ 2α−Hmin(X),
Γ ≥ 0, ∀x : Γ˜x ≥ 0, ∀x : Γx = 1, ∀x : Γx,x = 1.
(62)
Note that this construction applies to pure states, as we have
imposed Tr ρ2x = 1. Our existance problem can be solved
as an SDP. Moreover, by increasing the relaxation levels for
8the moment matrix (m) and for the localising matrices (m′),
a hierarchy of increasingly precise necessary conditions are
obtained that can each be solved by an SDP. We note that
this method also can be used to evaluate upper bounds on any
given linear functional of informationally restricted quantum
correlations.
The above addresses the scenario in which communication
is deterministic. This is seen from the fact that all states ρx are
assumed projective. However, in a general stochastic quantum
communication model the states can also be mixed. There-
fore, we can generalise the above to the stochastic commu-
nication scenario. This entails relaxing the constraint ∀x :
Γx,x = 1 but enforcing the constraint ∀x : ρx ≥ 0 so that
ρx remains a valid density matrix. The latter is achieved by
adding yet another set of localising matrices {Γ¯(x)}x defined
as
Γ¯xij = Tr
[
R(m′′)i ρx
(
R(m′′)j
)†]
, (63)
where R(m′′) is a monomial list (not necessarily identical to
S(m) or O(m′)) whose size is determined by m′′. As was
the case with O(m′), we must choose R(m′′) such that all el-
ements Γ¯xij appear as linear combinations of elements in Γ.
Now, a necessary condition for p(b|x, y) admitting an infor-
mationally restricted quantum model under stochastic quan-
tum communication corresponds to the SDP which deter-
mines the existence of Γ such that
p(b|x, y) = Γbxy, Γ∗ ≤ 2α−Hmin(X)
Γ ≥ 0, ∀x : Γ˜x ≥ 0, ∀x : Γ¯x ≥ 0, ∀x : Γx = 1. (64)
In analogy with the deterministic scenario, increasingly pre-
cise necessary conditions for a quantum realisation are ob-
tained by increasing the relaxation level corresponding to the
size of the three monomial lists S, O andR.
Finally, we remark that by additionally imposing that all
operators in S commute, we can also bound the sets Cαdet andCαstoch via the above SDPs. This can be useful in scenarios
that are too large to be efficiently treated with the methods
developed in Section III.
C. Device-independent witnessing of the information content
of quantum communication
Consider a quantum communication experiment in which
we do not know the amount of information communicated
from Alice to Bob. Assuming only that Alice’s and Bob’s
devices do not share entanglement, is it possible to determine
a lower bound on the amount of information that Alice must
send to Bob given only the observed correlations p(b|x, y)?
This amounts to the task of device-independently testing the
information content of quantum communication. Using the
tools of the previous sections, we exemplify such device-
independent inferences for both deterministic and stochastic
communication models in the simplest relevant communica-
tion experiment.
As we have seen in Section II B, there can be no quantum
advantage in a stochastic model when the scenario only fea-
tures two states. Therefore, the simplest relevant scenario
in which we expect quantum advantages in both determin-
istic and stochastic models is that in which Alice has three
states (n = 3) and Bob has two binary-outcome measure-
ments (l = k = 2). In this scenario, we focus on a correlation
witness that corresponds to a facet of the classical polytope in
both the determinstic and stochastic scenarios. Specifically,
we consider the facet given in Eq. (50): for uniform priors
(qx = 1/3) we have
A322 ≡ −E11 − E12 − E21 + E22 + E32
Cdet,Cstoch≤ 6G− 1.
(65)
Firstly, we apply the deterministic hierarchy of informa-
tionally restricited quantum correlations to find upper bounds
on A322 as a function of the guessing probability (the infor-
mation). To construct the moment matrix, we have used the
monomial list
S = {1 , σ, ρ,M, ρM, ρρ,MM, ρσ,Mσ, ρρρ,
MMσ, ρMM, ρMσ, ρMρ}. (66)
To construct the localising matrices, we have used the mono-
mial list
O = {1 , ρ,M, ρρ,MM, ρM}. (67)
This corresponds to a 98 × 98 moment matrix and three
25 × 25 localising matrices. Evaluating the corresponding
SDPs for different informational restrictions, we obtain the
red curve illustrated in Fig. 3. Notably, this upper bound is
in fact tight, since it coincides with the explicit deterministic
quantum strategy reported in Ref. [15] (thus proving its opti-
mality). Similarly, we have also implemented the stochastic
hierarchy of informationally restricited quantum correlations
when using the same two monomial lists and the additional
monomial list R = O. Thus, the corresponding SDP features
an additional three 25 × 25 localising matrices. The corre-
sponding bounds on the witness are given by the blue curve in
Fig. 3. We observe that for every nontrivial guessing probabil-
ity, both the bounds (deterministic and stochastic) exceed the
classical bound (green curve) given by (65). Furthermore, for
every guessing probability, Pg ∈ ( 13 , 1) \ { 23} we find a larger
bound in the stochastic scenario than in the deterministic sce-
nario. This discrepancy either reveals the stronger correla-
tions achievable with stochastic quantum models, or is an arte-
fact of the bounds not necessarily being tight. To answer this
question, we have employed the alternating convex search de-
scribed in Section IV A to construct explicit stochastic quan-
tum models. The obtained values of the witness are illustrated
by the black curve in Fig. 3. We find that for Pg ∈ [ 13 , 23 ], the
upper and lower bounds in the stochastic model accurately
coincide. In the interval Pg ∈ ( 23 , 1) a small gap between
the upper and lower bound remains. Nevertheless, the lower
bound for the stochastic quantum model already exceeds the
upper bound for the deterministic model, thus proving that
stochastic correlations outperform deterministic correlations.
9FIG. 3. The witness A322 versus the information (in terms of the
guessing probability). The plot displays an upper bound on stochas-
tic quantum models (blue), a lower bound on stochastic quantum
models (black), a tight upper bound on deterministic quantum mod-
els (red) and a tight upper bound on determinsitic and stochastic clas-
sical models (green). The first two curves coincide in the interval
Pg ∈ [ 13 , 23 ]. Note that the boundary of the stochastic quantum re-
gion is characterised by the blue curve in the interval Pg ∈ [ 13 , 23 ]
whereas in the interval Pg ∈ ( 23 , 1] the region is not fully charac-
terised but lower bounded by the black curve.
It is interesting to note that for the special case of Pg = 23 ,
which corresponds precisely to IX = 1 bit of information,
there is no discrepancy between stochastic and determinsitic
quantum correlations.
We can interpret these results in the context of device-
independent tests of information. If the information content
of the quantum communication is not known, then we may
use the upper bound on the stochastic quantum correlations
(blue curve) to determine a bound on the minimal amount of
information required to explain the observed correlations in a
quantum model. For example, Ref. [24] experimentally im-
plemented the relevant communication experiment using both
qubit and qutrit ensembles. They reported a witness value of
Aqubit322 = 3.7815 ± 0.0782 and Aqutrit322 = 4.9303 ± 0.1032
respectively. In order to determine the information content
of these ensembles (without assuming their respective dimen-
sions), we use our upper bounds on the stochastic quantum
correlations. Specifically, when the experimental errors are
taken into consideration, we certify a quantum information
content of at least IX = 0.98 ± 0.02 bits for the first ensem-
ble and IX = 1.54± 0.05 bits for the second ensemble. Both
these results nearly saturate the maximal possible information
content of qubit and qutrit ensembles, namely 1 bit and log 3
bits respectively.
D. Comparing resources for one bit of information
Consider the information when it can be written on the form
IX = log d, for some integer d ≥ 2. This is a particularly
interesting case since it enables a meaningful comparison of
classical and quantum correlations to those that can be ob-
tained from d-dimensional classical and quantum communi-
cation. Here, we focus on the simplest case of d = 2 (IX = 1
bit) and consider the comparative relation between classical
and quantum correlations respectively when obtained from i)
commuication of two-level systems, ii) one bit of communica-
tion in deterministic models and iii) one bit of communication
in stochastic models. Let us denote the set of classical and
quantum correlations achievable with two-dimensional com-
munication by Cdim and Qdim. It is clear that the following
two chains of inclusions must be true
Cdim ⊆ C1det ⊆ C1stoch
Qdim ⊆ Q1det ⊆ Q1stoch. (68)
The first inclusion on each line follows from the fact that every
ensemble of classical or quantum two-level systems can be
emulated by classical or quantum ensembles of pure two-level
systems under shared randomness6. The second inclusion on
each line follows trivially from the fact that stochastic models
admit determinsitic models as special cases.
It is interesting to determine which of the inclusions (68)
are strict, i.e. which classical and quantum resources that are
fundamentally different. We first focus on the quantum case
and prove that all three resources are inequivalent; i.e. we
show that Qdim ⊂ Q1det and that Q1det ⊂ Q1stoch. Notably,
Ref. [15] proved that Qdim ⊂ Q1stoch using a construction
that involved 16 states. The proofs presented here are simpler,
as they only require three states.
Consider again the input/output scenario (nX , nY , nB) =
(3, 2, 2) and once again the witness A322. In the previous sec-
tion, we saw that for IX = 1 bit (Pg = 23 ), there was no dis-
crepancy between the stochastic quantum model and the de-
terminstic quantum model. In addition, if we restrict to qubits,
the witness A322 reduces to that introduced in Ref. [7], whose
maximum is known again give the same result. However, con-
sider now that we change the prior distribution of Alice’s ran-
dom variable: instead of being uniform, let us choose it as
q1 = q2 =
2
5 and q3 =
1
5 . Since Hmin(X) = log (5)− 1, the
guessing probability corresponding to one bit of information
is Pg = 45 . What is now the largest possible value of A322 un-
der qubits, deterministic models with Pg ≤ 45 and stochastic
models with Pg ≤ 45?
Since biasing the prior affects the information constraint but
not the dimension of the physical system, it follows that the
largest value of A322 remains unaffected when evaluated over
qubits. We have
A322
Qdim≤ 1 + 2
√
2 ≈ 3.8284, (69)
6 Recall that since every ensemble of two-level systems carries no more than
one bit of information, then also their mixture under shared randomness
does not lead to more than one bit of information.
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which is a tight bound. However, in the case of deterministic
and stochastic quantum models, biasing the prior means that
Bob already has some knowledge of Alice’s input. Thus, we
would intuitively expect that the correlations improve as com-
pared to the unbiased case. This intuition can be proven us-
ing the tools from the previous sections. Evaluating respective
semidefinite relaxations of the set of quantum correlations, we
find that
A322
Q1det≤ 4.3184, A322
Q1stoch≤ 4.4641. (70)
We use alternating convex search to place a lower bound
on the witness in the stochastic case: for qubits we achieve
A322 = 3.8284 (saturating (69)), for qutrits we achieve
A322 = 4.2641 and for ququarts we achieve A322 = 4.4142.
The ququart strategy uses one pure state and two mixed states
each with spectra (1/2, 1/2, 0, 0). The lower bound obtained
with ququarts is sufficient to outperform deterministic quan-
tum models and conclude that Qdet ⊂ Qstoch. Moreover,
in order to also show that Qdim ⊂ Qdet, it is sufficient to
note that the following strategy based on deterministic quan-
tum communication outperforms the qubit bound. Let Alice
prepare the qutrit states
|ψ1〉 = 1
2
√31
0
 , |ψ2〉 = 1
2
 1√3
0
 , |ψ3〉 =
00
1
 .
(71)
It is easily checked (e.g. via an SDP) that the guessing prob-
ability is Pg = 4/5. Then, let Bob perform comptabile mea-
surements {|3〉, |1 + 2〉} and {|2〉, |1 + 3〉}. Then, one finds
A322 = 4 which exceeds the qubit bound.
Let us now consider the same problem with classical re-
sources. Using the tools from Section III, we can straightfor-
wardly show the tight inequalities
A Cdim≤ 3, A
C1det≤ 4, A
C1stoch≤ 4, (72)
which immediately assert that informationally restricited clas-
sical correlations are more powerful than dimensionally re-
stricted classical correlations; specifically Cdim ⊂ C1det. How-
ever, it still does not determine whether C1det is a strict subset
of C1stoch. This is left as an open problem.
V. SEMI-DEVICE-INDEPENDENT RANDOM NUMBER
GENERATION
In the previous section, we have seen how quantum correla-
tions can be bounded in communication experiments in which
the only assumption is a bound on the amount of information
that the communication carries. Here, we leverage these meth-
ods towards application in semi-device-independent RNG. In
a first example, we focus on the facet-defining witness A322
and compute the certified randomness as a function of the in-
formation. This allows us to obtain a nearly optimal RNG
rate. In a second example, we consider the case of one bit of
information and consider the amount of randomness that can
be robustly certified under a conventional qubit assumption
as compared to that certified under an information assump-
tion. We show that the correlations used in a standard qubit
experiment can be recycled to certify the same amount of ran-
domness when the assumption is relaxed to the strictly weaker
information assumption.
A. Randomness versus information
Let us again consider the witnessA322 in a stochastic quan-
tum communication model. In Section IV C we obtained
the maximal quantum witness value for any information be-
tween zero and one bit; corresponding to a guessing prob-
ability Pg ∈ [ 13 , 23 ]. Here, we evaluate the extractable ran-
domness in the output of Bob associated to such maximal
quantum witness values. Specifically, we consider that Al-
ice and Bob decide to extract randomness from the event cor-
responding to Alice’s third preparation (x = 3) and Bob’s
first measurement (y = 1). Then, the certified random-
ness is given by the min-entropy Hmin = − log2 p∗ where
p∗ = max{p(1|3, 1), p(2|3, 1)} compatible with the observed
maximal value of A3227. Using the introduced semidefinite
relaxations, we can place an upper bound on p∗ which trans-
lates into a lower bound on the certified randomness. The
results are illustrated in Fig. 4. These results can also be accu-
rately matched with upper bounds on the randomness obtained
via the alternating convex search method (see Section IV A).
Hence, the bound on the certified randomness is tight (up
to numerical precision). In Fig. 4, we see that by suitably
tuning the information in Alice’s communication, one can
obtain nearly one bit of randomness (which is algebraically
maximal for binary-outcome measurements). Specifically, at
Pg ≈ 0.522 we certify approximately 0.995 bits of random-
ness. Hence, we conclude that nearly optimal randomness can
be certified under the information assumption. Notably, for
Pg ≈ 23 , the randomness vanishes: this is due to our choice
of setting (x = 3,y = 1). A substantial amount of random-
ness can be certified for Pg ≈ 23 by instead considering the
event (x, y) = (1, 1). However, the rate is signficantly lower
than that obtained at the optimal choice of information for
(x, y) = (3, 1).
B. RNG: qubits versus one bit of information
We investigate the comparison between certified random-
ness under the conventional assumption of qubits and our
assumption of informational restriction. This comparison is
only meaningful for one bit of information; to which we there-
fore restrict ourselves. To this end, we focus on a witness that
has previously been employed for RNG in dimension bounded
systems [25, 26], namely a quantum random access code.
7 To enhance numerical feasibility, we only impose the optimal value of
A322 up to four decimals.
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FIG. 4. Randomness versus the guessing probability (information)
of Alice’s communication. The results are obtained for the maxi-
mal quantum value of the witnessA322 in stochastic communication
models.
FIG. 5. The randomness certified in a quantum random access code.
Up to numerical precision, the amount of randomness certified un-
der the qubit assumption and one bit of information assumption is
identical.
In a quantum random access code, Alice receives one of
four possible inputs labelled by two bits x = x1x2 ∈ {1, 2}2
while Bob has two possible inputs y ∈ [2] and two possible
outputs b ∈ [2]. The correlation witness is defined as
ARAC = 1
8
∑
x,y
(−1)xyExy. (73)
We analyse this witness in two scenarios, i) Alice sends qubits
to Bob (dimension assumption) and ii) Alice sends at most
one bit of information to Bob (information assumption). Nat-
urally, since all qubit ensembles carry at most one bit of infor-
mation, while many higher dimensional ensembles also carry
no more than one bit of information, the information assump-
tion is less restrictive than the dimension assumption. It is well
known that the optimal value ofARAC using qubits is 1√2 [27].
Using the tools from Section IV, we find that ARAC = 1√2
also is the largest possible value under one bit of information.
Due to the symmetries of the witnessARAC, we the choose
of event from which randomness is extracted does not influ-
ence the amount of randomness certified. We therefore choose
the event (x, y) = (11, 1) and employ semidefinite relaxations
for informationally restricted quantum correlations to place a
lower bound on the randomness as a function of the witness.
The results are illustrated in Fig. 5. A nearly optimal witness
certifies over 0.2 bits of randomness while also signficantly
sub-optimal witness values permit a non-zero amount of cer-
tified randomness. Then, we consider the same problem under
the assumption of qubit communication. To this end, we have
used the semidefinite relaxation hierarchy of Ref. [10, 28].
Up to numerical precision, we certify the same amount of
randomness as is obtained under the information assumption,
i.e. the curve is identical to that displayed in Fig. 5. Moreover,
the obtained lower bounds on the randomness are optimal
since we can saturate them with an explicit family of quantum
models based on qubits. Hence, we conclude that the quan-
tum random access code allows us to certify the same amount
of randomness under the strictly weaker assumption of infor-
mational restriction as compared to the dimension bounded
scenario, while only requiring the experimental realisation of
standard qubit strategies.
VI. CONCLUSION
In this article, we have investigated classical and quantum
correlations limited only by the information content of the
corresponding classical and quantum communication. This
constitutes a departure from conventional dimension-bounded
communication in favour of an analysis based on entropic
quantities. We have presented a complete characterisation
of informationally restricted classical correlations in terms of
linear programming, thereby generalising the results of [15]
based on deterministic communication models. For the set
of informationally restricted quantum correlations (both de-
terministic and stochastic), we have both developed efficient
interior-point search methods and hierarchies of semidefinite
relaxations for placing upper bounds on the set. We have ap-
plied these tools to device-independently witness the amount
of information carried by a classical and quantum ensemble as
well as to establish strict resource inequalities for different in-
formation resources. Furthermore, we have outlined a new av-
enue for semi-device-independent quantum information pro-
cessing based on the information assumption. This was exem-
plified through the investigation of semi-device-independent
random number generation for which we both reported nearly
optimal rates and advantages over dimension-bounded sys-
tems.
Our work leaves a number of open problems, some of
which we list here. 1) Can one prove that our semidefinite
hierarchy for informationally restricted quantum correlations
converges to the quantum set of correlations? 2) Is there
a strict resouce inequality between informationally restricted
classical correlations of the deterministic and stochastic type?
3) It would be interesting to consider the experimental imple-
mentation of semi-device-independent random number gener-
ation based on the information assumption. 4) Are there other
12
semi-device-independent protocols that are practical to base
on the information assumption? Two conspicuous candidates
for this purpose are quantum key distribution and self-testing.
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Appendix A: Derivation of vertex probabilities
Here we derive the vertex probabilities in Section II B using
the Fourier-Motzkin algorithm. We consider two probability
distributions with a bound on the guessing probability, so that
they satisfy ∑
x
px = p, (A1)∑
x
qx = q, (A2)
px ≥ 0, (A3)
qx ≥ 0, (A4)∑
x
max(px, qx) ≤ G. (A5)
Note that, here, we normalise p = (px) and q = (qx) such
that p + q = 1, i.e., we absorb into p and q the prior prob-
abilities with which they are chosen. Thus, we will have to
divide the coefficients in the vertices we obtain below by p
and q to express them in the form with which they appear in
Section II B.
Setting px = (vx + δx)/2 and qx = (vx − δx)/2 we can
reexpress the same problem as
1−
∑
x
vx = 0, (A6)
δ −
∑
x
δx = 0, (A7)
vx + δx ≥ 0, (A8)
vx − δx ≥ 0, (A9)
∆−
∑
x
|δx| ≥ 0, (A10)
with ∆ = 2G − 1 and δ = p − q. The last inequality should
be read as 2d different linear inequalities, corresponding to the
2d different combinations of substitutions |δx| = ±δx.
The most general valid inequality can be obtained by taking
linear combinations of the above constraints, with nonnega-
tive coefficients for the inequalities and arbitrary coefficients
for the equalities, i.e.,
λ
(
1−
∑
x
vx
)
+ µ
(
δ −
∑
x
δx
)
+
∑
x
αx+(vx + δx) +
∑
x
αx−(vx − δx)
+
∑
s∈{±}×d
βs
(
∆−
∑
x
sxδx
)
≥ 0 (A11)
subject to the conditions
αx± ≥ 0, (A12)
βs ≥ 0, (A13)
where in the last term the summation index s = (s1, . . . , sd)
is a vector of signs to use in front of the δxs.
Grouping the constant and vx and δx terms together, we can
write the most general possible constraint as
c+
∑
x
axvx +
∑
x
bxδx ≥ 0 (A14)
with
c = λ+ δµ+ ∆β, (A15)
ax = −λ+ σx, (A16)
bx = −µ+ εx − βx, (A17)
where
σx = αx+ + αx−, (A18)
εx = αx+ − αx−, (A19)
β =
∑
s
βs, (A20)
βx =
∑
s
βssx, (A21)
αx± ≥ 0, (A22)
βs ≥ 0. (A23)
From here, we can use Fourier-Motzkin elimination to derive
minimal constraints on (c, ax, bx).
Let’s get rid of the variables αx+ and αx− first. We can take
the sum and difference of (A18) and (A19) to get σx ± εx =
2αx±; combined with αx± ≥ 0 this gives the constraints
− εx ≤ σx ≤ εx (A24)
directly on σx and εx and we can from this point forget about
αx±. Similarly, (A21) is just expressing that βx are the coor-
dinates of a point that is a “convex” combination of the corners
{±1}×d of the d-dimensional cube, except the coefficients are
normalised to
∑
s βs = β instead of 1. Thus (A20) and (A21)
are equivalent to
− β ≤ βx ≤ β. (A25)
Thus our set of inequalities simplifies to
c = λ+ δµ+ ∆β, (A26)
ax = −λ+ σx, (A27)
bx = −µ+ εx − βx, (A28)
subject to
σx − εx ≥ 0, (A29)
σx + εx ≥ 0, (A30)
β − βx ≥ 0, (A31)
β + βx ≥ 0. (A32)
This is better since now we only have to deal with O(d)
variables and constraints instead of O(2d) of them. Let’s start
by eliminating σx and β. We get
c− λ− δµ ≥ ∆βx, (A33)
c− λ− δµ ≥ −∆βx, (A34)
bx + µ = εx − βx, (A35)
ax + λ ≥ εx, (A36)
ax + λ ≥ −εx. (A37)
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Eliminating εx gives
c− λ− δµ−∆βx ≥ 0, (A38)
c− λ− δµ+ ∆βx ≥ 0, (A39)
ax + λ ≥ 0 , (A40)
ax − bx + λ− µ− βx ≥ 0, (A41)
ax + bx + λ+ µ+ βx ≥ 0, (A42)
and eliminating βx gives
c− λ− δµ ≥ 0, (A43)
ax + λ ≥ 0, (A44)
c+ ∆ax + ∆bx − (1−∆)λ+ (∆− δ)µ ≥ 0, (A45)
c+ ∆ax −∆bx − (1−∆)λ− (∆ + δ)µ ≥ 0. (A46)
Now there are only two unwanted variables left, λ and µ.
Eliminating λ first gives
c+ ax − δµ ≥ 0, (A47)
c+ (1−∆)ax + ∆ax′ + ∆bx′ + (∆− δ)µ ≥ 0, (A48)
c+ (1−∆)ax + ∆ax′ −∆bx′ − (∆ + δ)µ ≥ 0. (A49)
Here, there can be two different values of the index, x and
x′, since when we combine (A44) with (A45) and (A46) we
have to do it for all possible values of x in both inequalities.
Additionally, the first of the inequalities we are left with above
is redundant since it can be derived by summing the second
and third constraints with x′ = x and then dividing by two.
Combining the two remaining inequalities to eliminate the
last variable µ gives inequalities
c+
(
1 +
δ
∆
)1−∆
2
ax +
(
1− δ
∆
)1−∆
2
ax′
+
(
1 +
δ
∆
)∆
2
ax′′ +
(
1− δ
∆
)∆
2
ax′′′
+
(
1 +
δ
∆
)∆
2
bx′′ −
(
1− δ
∆
)∆
2
bx′′′ ≥ 0 (A50)
with up to four different indices, x, x′, x′′, and x′′′, but many
of these are redundant. To begin with, we don’t need the in-
equalities with x 6= x′, so the system reduces to
c+ (1−∆)ax + ∆ + δ
2
ax′ +
∆− δ
2
ax′′
+
∆ + δ
2
bx′ − ∆− δ
2
bx′′ ≥ 0. (A51)
All of the inequalities in (A50) can be recovered by summing
two instances of (A51) with different values of x with weights
(1 + δ/∆)/2 and (1− δ/∆)/2.
We can express (A51) as
c+ a · v + b · δ ≥ 0 , (A52)
with
vx = 1−∆ , vx′ = ∆ + δ
2
, vx′′ =
∆− δ
2
, (A53)
δx′ =
∆ + δ
2
, δx′′ = −∆− δ
2
(A54)
and all other vs and δs equal to zero. Taking the different
combinations of values of x, x′, and x′′ gives a superset (we
still have to eliminate some redundant ones) of the vertices
of the set of values (v, δ). In terms of px = (vx + δx)/2
and qx = (vx − δx)/2 and reintroducing G and p and q via
∆ = 2G − 1, δ = p − q, and 1 = p + q, these correspond to
unnormalised probabilities of nonzero elements
px = 1−G, px′ = p+G− 1, px′′ = 0, (A55)
qx = 1−G, qx′ = 0, qx′′ = q +G− 1. (A56)
Considering different ways of taking the xs the same or dif-
ferent from each other gives five different kinds of probability
distributions, up to relabelling the index. In matrix notation
like we used in Section II B they are(
p 0 0
q 0 0
)
, (A57)(
p 0 0
1−G q +G− 1 0
)
, (A58)(
1−G p+G− 1 0
q 0 0
)
, (A59)(
1−G p+G− 1 0
1−G q +G− 1 0
)
, (A60)(
1−G p+G− 1 0
1−G 0 q +G− 1
)
. (A61)
Except for (A60), these are the probabilities that we claimed
were vertices in Section II B. (A60) isn’t listed there because
it can be obtained by taking a convex combination of some of
the other matrices above and thus isn’t a vertex. Specifically,(
1−G G− q
1−G G− p
)
= θ1
(
0 p
0 q
)
+ θ2
(
p 0
1−G G− p
)
+ θ3
(
1−G G− q
q 0
)
(A62)
with
θ1 =
(G− p)(G− q)
pq − (1−G)2 , (A63)
θ2 =
(1−G)(G− p)
pq − (1−G)2 , (A64)
θ3 =
(1−G)(G− q)
pq − (1−G)2 . (A65)
Appendix B: Characterisation of the (2, 1, 2) scenario
1. Characterisation of Cαdet
Let us begin by considering this scenario when there is no
shared randomness. In that case, the problem is trivial, Al-
ice’s messages depend only on x, and if the guessing proba-
bility bound G is anything strictly less than one then the only
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possibility is that Alice sends the same message in both cases,
in which case the resulting probabilities must be the same.
Therefore without shared randomness, the correlations set col-
lapses to a line E1 = E2.
In the following we suppose that q1 > q2 without loss of
generality. If shared randomness is available, then Alice can
sometimes send the same message (with associated guess-
ing probability q1) and sometimes send different messages
(with guessing probability one) as long as the average guess-
ing probability remains smaller than G.
If Alice sends the same message, Bob can generate the fol-
lowing extremal probabilities
(E1, E2) = (+1,+1) or (−1,−1), (B1)
while if Alice sends different messages Bob can generate the
extremal probabilities
(E1, E2) = (+1,+1), (+1,−1), (−1,+1), or (−1,−1).
(B2)
The extremal probabilities that Bob can generate overall are
combinations of (B1) with some probability θ and (B2) with
some probability 1− θ. We should use
θ =
1−G
q2
and 1− θ = G− q1
q2
(B3)
which are chosen such that
θ · q1 + (1− θ) · 1 = G, (B4)
in order to respect the guessing probability bound of G on
average. (We could make these inequalities rather than equal-
ities, but this is unnecessary since (B2) includes the two ex-
tremal points in (B1) and any excess in the value of θ could
be absorbed into that.) After eliminating two redundant ones
this yields six vertices,
(E1, E2) = (+µ,+1), (+1,+1), (+1,+µ), (−µ,−1),
(−1,−1), (−1,−µ) (B5)
with
µ =
1 + q1 − 2G
q2
. (B6)
All probabilities represented by values (E1, E2) in this sce-
nario must be convex combinations of these six vertices. In
addition to the trivial conditions |Ex| ≤ 1, this implies two
facet inequalities,
|E1 − E2| ≤ 2G− q1
q2
. (B7)
2. Characterisation ofQαdet
The problem is very similar to a quantum set studied in Sec-
tion 3.1 in [29]. For pure states, the guessing probability as-
sociated to the ensemble E = {q1, ψ1; q2, ψ2} is
Pg(X|E) = 1
2
+
1
2
√
1− 4q1q2
∣∣〈ψ1|ψ2〉∣∣2. (B8)
Assuming the guessing probability satisfies Pg(X|E) ≤ G for
some bound G and rearranging for the inner product gives∣∣〈ψ1|ψ2〉∣∣2 ≥ G(1−G)
q1q2
. (B9)
In the following we derive what this implies for a linear com-
bination
W = c1E1 − c2E2 (B10)
of correlation terms Ex = Tr[Eψx] with −1 ≤ E ≤ 1 . We
remark first that the witness W is trivial if the coefficients c1
and c2 are not of the same sign because the positivity con-
straints Ex ≤ 1 alone imply
c1E1 − c2E2 ≤ |c1|+ |c2|, (B11)
which is trivially attained with E1 = E2 = ±1 when the
coefficients are of opposite signs. We thus concentrate on the
case that c1 and c2 are both of the same sign. In the rest of
this section we suppose without loss of generality that c1 and
c2 are nonnegative and that c1 + c2 = 1. We also suppose for
simplicity that q1 ≥ q2.
Bounding W with c1 and c2 taken to have the same sign
gives
c1E1 − c2E2 = Tr
[
E(c1ψ1 − c2ψ2)
]
≤ ∥∥c1ψ1 − c2ψ2∥∥1
=
√
(c1 + c2)2 − 4c1c2
∣∣〈ψ1|ψ2〉∣∣2
=
√
1− 4c1c2
∣∣〈ψ1|ψ2〉∣∣2, (B12)
where we substituted c1 + c2 = 1 in the last line. Combining
this with the bound (B9) on |〈ψ1|ψ2〉| in terms of G gives
c1E1 − c2E2 ≤
√
1− 4c1c2
q1q2
G(1−G). (B13)
The inequality (B13) gives a tight upper bound on the wit-
ness to the left in terms of the guessing probability assum-
ing Alice sends one of two pure states |ψx〉 with probabilities
qx. To generalise to allow shared randomness we need to take
the convex hull of the right side of (B13). Fortunately this is
straightforward. The right side of (B13) is convex if
c1c2
q1q2
≥ 1 (B14)
and concave otherwise; this can be determined by comput-
ing the second derivative of the family of functions fQ(x) =√
1− 4Qx(1− x).
The condition identifying convexity is satisfied under two
conditions: if c1 ≥ q1 or if c1 ≤ q2 (remember we are sup-
posing q1 ≥ 1/2 ≥ q2). In this case we need to interpolate
(B13) between the extreme values G = q1 and G = 1. This
gives
c1E1 − c2E2 ≤ 1−G
q2
|c1 − c2|+ G− p1
q2
. (B15)
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Supposing c1 ≥ q1 ≥ q2 ≥ c2 gives
c1E1 − c2E2 ≤ 1
q2
(
(1−G)(c1 − c2) +G− q1
)
, (B16)
which simplifies to
c1E1 − c2E2 ≤ 1
q2
(
c1 − q1 + (2G− 1)c2
)
. (B17)
Most of this family of inequalities is redundant, since it is
implied by the special case with cx = qx,
q1E1 − q2E2 ≤ 2G− 1, (B18)
and the trivial inequality E1 ≤ 1. This can be seen by rewrit-
ing (B17) as
c1 − q1
q2
E1 +
c2
q2
(
q1E1 − q2E2
) ≤ c1 − q1
q2
+
c2
q2
(
2G− 1).
(B19)
Similarly, if c2 ≥ q1 ≥ q2 ≥ c1, we get a family of inequal-
ities that is the same as (B17) except with c1 and c2 inter-
changed on the right side,
c1E1 − c2E2 ≤ 1
q2
(
c2 − q1 + (2G− 1)c1
)
, (B20)
but only the special case with c1 = q2 and c2 = q1, i.e.,
q2E1 − q1E2 ≤ 2G− 1, (B21)
is not implied by other inequalities. This confirms that the
only nontrivial linear inequalities satisfied by correlations in
the quantum deterministic set are precisely (B13) for q2 ≤
c1, c2 ≤ q1.
Note that part of the boundary of the quantum set coincides
with an ellipse, characterised by
(1− γ)(E1 + E2)2 + γ(E1 − E2)2 = 4γ(1− γ), (B22)
for γ = G(1−G)/(q1q2).
