With the consideration of the mechanism of prevention and control for the spread of dengue fever, a mathematical model of dengue fever dynamical transmission between mosquitoes and humans, incorporating a vector control strategy of impulsive culling of mosquitoes, is proposed in this paper. By using the comparison principle, Floquet theory and some of analytical methods, we obtain the basic reproductive number R 0 for this infectious disease, which illustrates the stability of the disease-free periodic solution and the uniform persistence of the disease. Further, the explicit conditions determining the backward or forward bifurcation are obtained and we show that the culling rate φ has a major effect on the occurrence of backward bifurcation. Finally, numerical simulations are given to verify the correctness of theoretical results and the highest efficiency of vector control strategy.
Introduction
Dengue fever is a fast emerging pandemic-prone viral disease in many parts of the world, which was first discovered in Cairo of Egypt, Indonesia-Jakarta and Philadelphia 1779 and was named arthritis fever and break-bone fever according to clinical symptoms [8, 18] . Dengue fever is a re-emergent disease affecting people in more than 100 countries in the tropical and subtropical areas. The symptoms of the disease are characterized by high fever, frontal headache, pain behind the eyes, joint pains, nausea, vomiting etc [27, 33] . Every year, 500,000 cases reports of dengue are received by the World Health Organization (WHO), with more than 2.5 billion people at risk. It is well know that dengue fever is a mosquito-borne infectious disease, the female mosquitoes of Aedes aegypti and Aedes albopictus are the prominent carriers of dengue fever virus of Flaviviridae family [7, 33] . The infected mosquitoes transfer infection on biting susceptible persons, and then susceptible mosquito bites an infected person, it gets infected.
The control and hence eradication of infectious diseases is one of the major concerns in the study of mathematical epidemiology [1, 2, 11, 21, 31] and the references therein. In the past nearly
Model formulation and preliminaries
In this section, we propose a mathematical model of dengue fever with impulsive culling mosquitoes. For convenience, we separate human population into three classes: susceptible S h , infectious I h , recovered R h , and female mosquitoes are divided into two classes: uninfected S m , infectious I m . For establishing this model, we come up with the following assumptions.
(A 1 ) The human population is recruited at the rate of µ h K, K is the maximum size of people and µ h is natural death rate, and because dengue fever also causes mortality in humans, we assume that d h is the disease-induced death rate for humans, γ h is the recovery rate of humans, N h is the total size of human population.
(A 2 ) Assuming that Λ m is the recruitment rate of mosquitoes, N m is the total number of mosquitoes and µ m is the natural birth/death rate of mosquitoes.
(A 3 ) Average biting rate of mosquitoes is b, ρ hm and ρ mh are the transmission probabilities from human to mosquitoes and from mosquitoes to human respectively. We assume that the incidence of infected mosquito to susceptible humans is the saturation incidence due to the "psychological" effect or the inhibition effect, and assume that the incidence of infected humans to susceptible mosquito is bilinear incidence since it is not impacted by these issues. They are given by bρ hm I m (t)S h (t) 1 + αI m , bρ mh I h (t)S m (t),
respectively, where α is positively constant.
(A 4 ) We suppose that impulsive culling of infectious and susceptible mosquitoes happens at a rate φ. From the first to fifth equations of model (2.1), we obtain that the total numbers of humans and vectors at time t satisfy
Based on the above assumptions, we have the following mathematical model with impulsive control
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Obviously, from the above two equations, it is easy to get 
where
. . , 5}. Obviously, Ω is positively invariant with respect to model (2.1). Now, let Q(t) be a bounded, continuous, cooperative and irreducible j × j matrix function and Q(t) = Q(t + ω), P = diag{p 1 , p 2 , . . . , p j }. Consider the following impulsive differential equation
Let Φ Q(·) (t) be the fundamental solution matrix of system (2.3) and ρ(Φ Q(·) (ω)) be the spectral radius of Φ Q(·) (ω). By the Perron-Frobenius theorem, ρ(Φ Q(·) (ω)) is the principle eigenvalue of Φ Q(·) (ω) in the sense that it is simple and admits an eigenvector ν * 0. Then, similar to Lemma 2.1 in [32, 35] , we have the following result. Lemma 2.1. Let µ = ln{ρ(PΦ Q(·) (ω))}/ω, then there exists a positive ω-periodic function ν(t) such that e µt ν(t) is a solution of system (2.3).
Proof. Let ν * 0 be a eigenvector of ρ(PΦ Q(·) (ω)). By the change of variable 
where a, b, c, d are positive constants and p ∈ (0, 1). Then equation (2.4) has a unique positive periodic solution ( x 1 (t), x 2 (t)) which is globally asymptotically stable, where
Stability of the disease-free periodic solution
In this section, we discuss the existence and stability of the disease-free periodic solution of model (2.1), in which infected individuals are completely absent. That is, I h (t) = 0 and I m (t) = 0. In this case, model (2.1) reduces to the following subsystem
Obviously, from the second equation of model (3.1), we have lim t→+∞ R h (t) = 0. In view of Lemma 2.2, model (3.1) has a unique disease-free periodic solution ( S h (t), 0, S m (t)) which is globally asymptotically stable, where
Therefore, model (2.1) admits a unique disease-free periodic solution ( S h (t), 0, 0, S m (t), 0). For discussion of the stability of disease-free periodic solution of model (2.1), we define the following matrix functions
Let A(t) be an n × n matrix function, Φ A(·) (t) be the fundamental solution matrix of the linear ordinary differential system dX(t)/dt = A(t)X(t), and ρ(Φ A(·) (T)) be the spectral radius of
Obviously, the monodromy matrix of model (3.3) equals
where * stands for a non-zero block matrix. Further, the Floquet multiplier of model (2.1) is the eigenvalue of ρ(P 1 Φ F−V (T)) and ρ(Φ M (T)). We can easily get the following theorem if 
From the first, fourth, sixth and ninth equations of model (2.1), one has
Consider the auxiliary system
By Lemma 2.2, model (3.4) has a unique positively periodic solution ( ω 1 (t), ω 2 (t)) which is globally asymptotically stable, where
m . By the comparison theorem of impulsive differential equations (more detail see Lakshmikantham et al. [6, 23] ), there exists an integer n 1 > 0 such that
That is,
Further, from (3.5) and the second, fifth, seventh and tenth equations of model (2.1), we can get
Now, we consider the following auxiliary system
From these, for any 1 > 0, there exists an integer n 2 ≥ n 1 , such that I h (t) < 1 and I m (t) < 1 for t ≥ n 2 T. From the first, fourth, sixth and ninth equations of model (2.1), it can be easily shown
Consider the auxiliary system
By Lemma 2.2, system (3.8) exists a unique positively solution ( z 1 (t), z 2 (t)) which is globally asymptotically stable, where
Then by the comparison theorem, there exists a integer n 3 ≥ n 2 such that
Since 1 is arbitrarily small, it follows from the above inequality and (3.5) that
Finally, from the second equation of model (2.1), we have lim t→+∞ R h (t) = 0. From this and (3.7), (3.9), we have that the disease-free periodic solution of model (2.1) is globally attractive. The proof is complete.
Uniform persistence of the disease
In this section, we turn to the uniform persistence of the disease for model (2.1).
we can chose small enough positive constants η, 1 and 2 such that
and ( S h (t), S m (t)) are given by (3.2). Firstly, we prove lim sup
Otherwise, there exists a t 1 > 0 such that I h (t) < η or I m (t) < η for all t ≥ t 1 . Without loss generality, we suppose that I h (t) < η and I m (t) < η for all t ≥ t 1 . By the first, fourth, sixth and ninth equations of model (2.1), we have
By Lemma 2.2, system (4.3) exists a unique positive solution ( u 1 (t), u 2 (t)) and which is globally asymptotically stable, where
Thus, there exists a positive constant η 1 small enough for the above 1 , such that u 1 (t) ≥ S h (t)− 1 and u 2 (t) ≥ S m (t) − 1 for η < η 1 . By the comparison principle, there exists t 2 ≥ t 1 for the above
From the second, fifth, seventh and tenth equations of model (2.1), we have
Considering the following auxiliary system
where Z = (z 1 , z 2 ) T . From Lemma 2.1, system (4.4) has a positive T-periodic solution Z(t) such that Z(t) = Z(t)e µ 1 t , where
These contradict the boundedness of I h (t) and I m (t). So (4.2) is valid.
In the following, we prove that lim inf t→+∞ I i (t) ≥ η, i = h, m. From the above discussion, we consider only the following two possibilities:
(ii) I i (t) oscillates about η for all large t, i = h, m.
If case (i) holds, then we have completely the result. Next, we turn to case (ii). Owing to lim sup t→+∞ I i (t) ≥ η, there exists a 
Integrating the above equation from t 1 to t, we get
Moreover, from the fifth and tenth equations of model (2.1), it follows that
And, integrating the equation from t 1 to t, we have
For t > t 2 , the similar arguments can be continued and we similarly get non-infinitesimal positive η 2 . Therefore, we can get the sequence {η k }, where
is non-infinitesimal since m k+1 − m k ≥ 0 is finite. So the solution of model (2.1) satisfies
Hence from the above discuss, we get I i (t) ≥ η > 0, i = h, m for all t ≥ t 1 . The proof is complete.
Forward and backward bifurcation of endemic periodic solutions
In this section, we proceed to study bifurcation using the bifurcation theory (more details can be found in Lakmeche et al. [22] ). Let the culling rate φ be the bifurcation parameter. We define the solution vector X(t) := (S h (t), S m (t), R h (t), S m (t), I m (t)), the mapping F(X(t)) = (F 1 (X(t)), . . . , F 5 (X(t))) : R 5 → R 5 by the right hand side of the first to fifth equations of model (2.1), and the mapping
Furthermore, we define Φ(t, X 0 ), 0 < t ≤ T, to be the solution of model consisting of the first to fifth equations of model (2.1), where
. Denote D X Ψ the derivative of Ψ with respect to X. Then X is a periodic solution of period T for model (2.1) if and only if its initial value X 0 is a fixed point for Ψ(φ, X). Namely, Ψ(φ, X 0 ) = X 0 . Consequently, to establish the existence of nontrivial periodic solutions of model (2.1), one needs to prove the existence of the nontrivial fixed point of Ψ. Let us fix all parameters except the culling rate φ, and denote by φ 0 the critical culling rate, which corresponds to ρ(P 1 Φ F−V (T)) = 1. We are interested in the bifurcation of nontrivial periodic solutions near the disease-free periodic solution X = ( S h (t), S m (t), 0, 0, 0)). Assuming that X 0 is the starting point for the disease-free periodic solution with the culling rate φ 0 . It is obviously that Φ 3 (X 0 ) = Φ 4 (X 0 ) = Φ 5 (X 0 ) = 0. To find a nontrivial periodic solution with initial value X and culling rate φ, we need to solve the fixed point problem Ψ(φ, X) = X. Denote φ = φ 0 + φ and X = X 0 + X, the fixed point problem reads as
with the initial condition D X Φ(0, X 0 ) = E 5 and Φ(t,
It can be deduced that
where O = (0, 0, 0, 0, 0). A necessary condition for the bifurcation for the nontrivial periodic solu- 
and we denote it as 
We proceed to solving (5.7) next. It is obvious that N 5 (φ, α 1 ) vanishes at (0, 0). We determine the Taylor expansion of N 5 (φ, α 1 ) around (0, 0). Now, we compute the first-order partial derivatives ∂N 5 (0, 0)/∂α 1 and ∂N 5 (0, 0)/∂φ and find that ∂N 5 (0, 0)/∂α 1 = 0 and ∂N 5 (0, 0)/∂φ = 0. (See Appendix B for details). Then it is necessary for us to compute the second-order derivatives of
It can be observed from Appendix C that A = 0, from Appendix D that
and from Appendix E that
Hence we have
So, for C = 0, we can use the implicit function theorem and solve the above equation near (0, 0) with respective to α 1 as a function of φ. Therefore, there exists
According to above-mentioned discussion, we have the following theorem.
Theorem 5.1. Considering the family of operators Ψ(φ, X) defined in Ψ(φ, X) := I(φ, Φ(X)), as parameter φ passes through the critical value φ 0 , a nontrivial fixed point appears near the fixed point X 0 . The bifurcation is supercritical, if BC < 0, or else there will be a subcritical bifurcation as BC > 0.
We know that the threshold value R 0 decreases as φ increase. Then a supercritical bifurcation means a backward bifurcation in the model while the subcritical bifurcation equated to a forward bifurcation in the φ − α 1 plane. Thus we have the following theorem. Theorem 5.2. As the parameter φ passes through the critical value φ 0 , a backward bifurcation occurs if BC < 0, or else there will be a forward bifurcation as BC > 0 at R 0 = 1.
Numerical simulation and discussion
In this paper, a mathematical model of dengue fever with impulsive culling of mosquitoes, saturation and bilinear incidence are considered. The main purpose is to investigate the effect of impulsive culling mosquitoes strategy, which govern whether the dengue fever dies out or not, and further to examine how the impulsive culling control strategy affects the prevention and control of dengue fever. By using the comparison principle, integral and differential inequalities, the way of spectral radius and analytical methods, some sufficient conditions for the existence and stability of disease-free periodic solution, and the uniform persistence of disease are obtained. Theoretical results show that dengue fever can be controlled via adjusting the control parameters of the model that depend on these conditions.
In this section, we give some numerical simulations to illustrate the main theoretical results and the feasibility of impulsive culling control strategy using the Runge-Kutta method in the software MATLAB. The values of parameters for model (2.1) are listed in Table 2 We choose, firstly, culling period T = 6 (days) and culling rate φ = 0.72. It is easy to calculate that R 0 ≈ 0.9385 < 1. So, from Theorem 3.2, we obtain that model (2.1) has a disease-free periodic solution which is globally asymptotically stable. The quantities of infectious human, infectious mosquitoes and uninfected mosquitoes in model (2.1) with or without impulsive culling are plotted against time in Figure 6 .1 (a)-(c) with blue lines and red lines, respectively. Infected mosquitoes and infectious human in model (2.1) with impulsive culling control strategy and the stability of disease-free periodic solution of model (2.1) with or without impulsive culling are plotted in Figure 6 .1 (d) with blue lines and red lines, respectively. Theoretical results and numerical simulations imply that we can eliminate dengue fever through vector-control strategy. 
Secondly, we choose T = 10 (days), φ = 0.2 and others parameters are fixed as above. By calculating, we get R 0 ≈ 4.7336 > 1. Therefore, model (2.1) has a positive periodic solution from Theorem 4.1. Figures 6.2 (a)-(c) show that the numerical solutions of infectious human, infectious mosquitoes and uninfected mosquitoes with different initial values. The plots in Figure 6.2 (d) show the uniform persistence of infected mosquitoes and infected humans. Theoretical results and numerical simulations show that dengue fever is uniformly persistent if the culling strength φ is low and the culling cycle period T is not too long.
Thirdly, we consider the frequencies of culling and culling rate how to impact on the uniform persistence and extinction of disease. We fixed φ = 0.1 and other parameters are invariant, and chose different control period T for model (2.1). Figures 6.4 (a) and 6.4 (b) show the quantities of infectious human and infected mosquitoes with T = 1, 7 and 16 (days), respectively. Numerical simulations imply that disease is extinct when culling period T is short and disease is uniform persistent for long culling period T. Further, we fixed T = 3 (days), and chose culling rate φ = 0.1, 0.4 and 0.8 for model (2.1), respectively. The plots in Figures 6.4 (c) and 6.4 (d) show the quantities of infectious human and infected mosquitoes, which imply that the disease is extinct 
for high culling rate φ and is uniform persistent for low culling rate. All of these simulations indicate that the high frequency of culling and large culling rate are necessary for the goal of eliminating disease, The bifurcation diagram of infectious human and infected mosquitoes about culling rate φ in Figure 6 .3 also accord with this result.
Finally, it is important to emphasize that the factors of seasonal variation in mosquito population size, the latent period of infected mosquitoes, the dispersion of both humans and mosquitoes, and vertical transmission of the virus in the mosquito population, affect the dynamical behaviors of both mosquitoes and humans and hence disease spread between mosquitoes and humans. We leave these topics for future work. 
Thus we obtain
It is obvious that
Consequently, we have d dt
We solve the above equations and denote
Appendix B The first-order partial derivatives of N 5 (φ, α 1 )
We can easily get
From the equation of (5.6) as i = 1, we have
Since Y 1 is a basis in Ker(D X N(0, 0)), then we have
(B.3) Thus we can deduce from (B.2) and (B.3) that
Similarly, from the equation of (5.6) as i = 2, 3, 4, we can obtain that
It is obvious from (B.4) and (B.5) that
Considering equation (5.1) as i = 1, we have
with X 0 = (X 01 , X 02 , X 03 , X 04 , X 05 ), and X = (X 1 , X 2 , X 3 , X 4 , X 5 ). Thus one obtains
We can similarly obtain from (5.1) as i = 2, 3, 4 that
From equations (B.8) and (B.9), we get
we can thus observe from (B.1), (B.3), (B.6) and (B.10) that 
It is obvious that 
We can similarly get from (B.7) as i = 2, 3, 4 that
From equations (E.1)-(E.4), we get
