We consider single and multiple string matching in small space and optimal average time. Our algorithm is based on the combination of compressed self-indexes and Backward-DAWG-Matching (BDM) algorithm. We consider several implementation techniques having different space/time and implementation complexity trade-offs. The experimental results show that our approach has much smaller space requirements than BDM, while being much faster and easier to implement. We show that some of our techniques can boost the search speed of compressed self-indexes as well, using a small amount of additional space.
INTRODUCTION
Background and previous work. We address the well known exact string matching problem. The problem is to search the occurrences of the pattern P [1 . . . m] from the text T [1 . . . n] , where the symbols of P and T are taken from some finite alphabet , of size σ . Numerous efficient algorithms solving the problem have been obtained. The first linear time algorithm (KMP) was given in Knuth et al. [1977] , and the first sublinear average time algorithm (BM) in Boyer Succinct Backward-DAWG-Matching 2007]. These methods achieve space close to the information theoretical lower bound. For more details see Navarro and Mäkinen [2007] and Section 3.
Our contributions. Indexing methods obviously are more attractive as compared to on-line searching. However, an index is not always available, and in some cases it is not even plausible to build one, for example, the text might be inherently on-line, such as in intrusion detection applications. Still the number of patterns to be searched can be huge, as in antivirus scanners. In this article, we propose a method that combines BDM (for single or multiple patterns) with compressed self-indexes, resulting in on-line string matching algorithm that has optimal average case search time and can operate in small space. The small space complexity is important in modern computers that have high cache miss costs. It has been experimentally shown that (e.g., AC algorithm), having O(n) worst case time for searching r patterns, has superlinear running time of the form c · n · f (r) in practice [Salmela et al. 2006] , where c is a positive constant. This is attributed to the high memory requirements. Our algorithms have space complexity close to the information theoretic lower bound of the pattern set. This is better than the complexity for the "constant space" algorithms, which need also the original pattern. Moreover, our algorithms work for multiple patterns as well. One of the problems of the original BDM algorithm is that the preprocessing (i.e., constructing a factor automaton) is hard to implement. Our approach has certain space/time trade-offs, depending on the implementation, and these also result in trade-offs on the implementation complexity. Some of the variants are very easy to implement, but they still give better performance than BDM algorithm in practice.
Organization. This article is organized as follows. Section 2 gives the basic definitions. Section 3 reviews the indexing technique we are going to use in Section 4, which describes BDM and how it can use the compressed indexes. Section 5 describes practical implementation issues. Section 6 gives experimental results. Conclusions are given in Section 7. A short preliminary version of this paper appeared as a technical report [Fredriksson 2007 ].
PRELIMINARIES
Let the text T [1 . . . n] and the pattern P [1 . . . m] be strings over a finite ordered alphabet = {0, . . . , σ − 1}. The exact string matching problem is to find all occurrences of P in T . The pattern P occurs at position i of T , if
String S[1 . . . i] is a prefix of S, string S[i . . . n] is a suffix of S, and S[i . . . j ] is a substring (factor) of S. Any of these can be also an empty string.
The function rank c (S, i) for a sequence (string) S [1 . . . n] gives the number of occurrences of character c ∈ in the prefix S [1 . . . i] . A special case arises when σ = 2 (binary alphabet). In this case, rank 0 (S, i) = i − rank 1 (S, i).
The zeroth-order empirical entropy of the string S is defined to be
where f (s) denotes the number of times s appears in S. The k-th order empirical entropy is
where X is a substring of S, and f (X ) denotes the number of occurrences of X in S, and S X is the concatenation of the symbols occurring in S just after the string X . The string X is called the context of the following symbol. It holds that H k (S) ≤ H 0 (S) ≤ log 2 (σ ). See also Ferragina and Manzini [2005] , Appendix A.
COMPRESSED SELF-INDEXING
A full-text index is a data structure that can be used to find all occurrences of a given pattern P from the (indexed) text T efficiently (i.e., without having to scan the text T itself). Classical indexes are suffix tree [Weiner 1973 ] and suffix array [Manber and Myers 1993] . Both of these data structures require O(n log 2 n) bits of space, and especially for suffix tree the constant factor can be very large. The large space requirements make these impractical for large text collections. However, in this work, we are more interested in good cache performance for relatively small inputs. One solution for the space problem was proposed by Ferragina and Manzini [2000] . Their index (called FM-index by its authors) and its many variations have three main traits: (i) the space complexity of the index is proportional to O(nH k (T )) bits (the k-order empirical entropy of the text), plus some low-order terms depending on the variant; (ii) the index can be used to retrieve any substring of the original text, that is, the index can totally replace the text, hence FM-index is often called a self-index; (iii) the usual search operations can still be performed in close to optimal time. We now briefly review the FM-index, covering mainly the aspects that are needed in the this work. We also present the method as for indexing the pattern string P (not text), as this is how we will use it. The pattern index is based on Burrows-Wheeler transformation [Burrows and Wheeler 1994] of the original pattern, denoted as P bwt = BWT(P ). Let # denote a special symbol that is lexicographically smaller than any other symbol in the alphabet. Then P bwt is obtained as follows (see also Figure 1 ):
(1) Generate all cyclic shifts of the string P #. (2) Sort the generated strings into lexicographical order. (3) Assume that the sorted strings form the rows of a matrix M. (4) P bwt is the last column of M.
Note that the cyclic shifts and the matrix M need not to be explicitly generated, they are used just for the presentation.
Observe that the matrix M is effectively the suffix array for the pattern P , that is, the rows of M contain all suffixes of P in lexicographical order, and hence any substring S can be searched from P by searching S with binary search 1  12 #mississipp  i  2  11 i#mississip  p  3  8 ippi#missis  s  4  5 issippi#mis s  5  2 ississippi#  m  5  1 mississippi  #  7 10 pi#mississi p 8 9 ppi#mississ i 9 7 sippi#missi s 10 4 sissippi#mi s 11 6 ssippi#miss i 12 3 ssissippi#m i 
Algorithm 1. Count(S, h).
from the rows of M. More precisely, one can use two binary searches to find the interval [s, e] such that the strings in rows M s...e contain S as a prefix. The most remarkable aspect of BWT is that it is reversible [Burrows and Wheeler 1994] , and hence also the matrix M can be obtained from P bwt only. The novelty of FM-index is to use only P bwt (in compressed form) to simulate the binary search in M without explicitly constructing it. The key is a so called LF-mapping (Lastto-First) , that is, given a position i in the last column (L, L = P bwt ) of M, LF(i) gives the position of the corresponding character in the first column (F ) of M (note that each column of M is a permutation of the string P #). To describe the mapping, we need the following definitions: -C(c) = C(P, c) gives the total number of characters in P that are lexicographically smaller than c.
gives the number of occurrences of character c in
It can then be shown that
In particular, LF-mapping can be used to scan the original string P backwards, using the transformed string
. For more details and correctness, see Ferragina and Manzini [2000] and Navarro and Mäkinen [2007] and the example in Section 4.1.1.
Using the LF-mapping, Algorithm 1 can be used to count the number of occurrences a string S [1 . . . h] [Ferragina and Manzini 2000] . Note that the string S must be searched backwards due to the nature of LF-mapping. Other types of queries are of interest in many applications, such as locating the position for each occurrence, but we only need counting query in this paper.
Algorithm 1 will be the basic building block in our subsequent algorithms. Its running time depends basically on the efficiency of rank(). If rank takes constant time, then Algorithm 1 takes O(|S|) worst case time. Note that in principle we do not need P bwt in any explicit form, it is enough that rank() can be computed efficiently, using as little space as possible. This has been the central research issue in FM-indexing. See Section 5 for a discussion on efficient rank implementation.
COMPRESSED SELF-INDEX BASED BDM AUTOMATON
Backward DAWG (Directed Acyclic Word Graph) Matching algorithm (BDM for short) ] is an average-optimal on-line string matching algorithm. The algorithm needs a method to recognize all factors of the pattern. More precisely, suffixes of the reverse pattern, that is, prefixes of the original pattern are enough. To describe the basics of the algorithm, we assume that we have a finite state automaton that recognizes the suffixes (and factors) of the input pattern. We note that such a suffix automaton can be built in O(m) time, for details see .
More precisely, we take the pattern in reverse (i.e., P r = p m p m−1 . . . p 1 ) and build an automaton that recognizes every suffix (including an empty string) of P r . We now show how this can be used for efficient search. Assume that we are scanning the text window T [i . . . i + m − 1] backwards. The invariant is that all occurrences that start before the position i are already reported. The substring read in this window is matched against the automaton. This is continued as long as the substring can be extended, or we reach the beginning of the window. If the whole window can be matched against the automaton, then the pattern occurs in that window. Whether the pattern matches or not, some of the occurrences may still overlap with the current window. However, in this case, one of the suffixes stored into the automaton must match, since the reverse suffixes are also the prefixes of the original pattern. The algorithm remembers the longest such suffix that is not the whole pattern found from the window. The window is then shifted so that its starting position will become aligned with the last symbol of that suffix. This is the position of the next possible pattern occurrence. If the length of that longest suffix was , the next window to be searched is
The shifting technique is exactly the same independent of whether or not the pattern occurs in the current window. This process is repeated until the whole text is scanned. Figure 2 illustrates.
The algorithm runs in O(n log σ (m)/m) average time, which is optimal [Yao 1979 ]. However, the worst-case time is O(nm), but it is possible to improve it to O(n). The text window is matched against the pattern factors until a mismatch ('x'). The longest recognized factor is v, but xv is not a factor, and hence P can be shifted past x. The longest suffix of v that is also a pattern prefix is u, so P can be shifted to align u with the pattern prefix.
Using a Self-Index
We now propose several variants of BDM using self-indexing methods to implement the factor recognition.
The simplest approach is to blindly try to mimic the working of BDM algorithm. Again, assume that we are working with the reverse pattern P r . The idea is to build a self-index for P r and then use Algorithm 1 to recognize the factors. The problem with this approach is that the text window should now be read forwards, because the pattern was stored backwards, but we cannot afford scanning the text window from the beginning, as this would not allow computing a BDM-type shift value. Instead, we can take the following approach. Assume that the current window is T [i . . . i + m − 1]. On average, the longest matching factor in window is of length = (log σ (m)) (assuming that each symbol occurs independently with probability 1/σ ). Therefore, the algorithm can read the text substring t = T [i + m − 1 − . . . i + m − 1] forwards, using algorithm similar to Algorithm 1. If no matches are found, then t is not a factor of P , and the window Algorithm 2. SBDM(T, n, P, m).
if j > 0 then shift ← j else report match 13 i ← i + shift The index of # in P bwt is p = 3 (see Algorithm 2). Plain BDM would generate suffixes of P r , that is, the strings agca, gca, ca, a, and ε (an empty string). Bottom: Simulation of Algorithm 2 on input text string T = gaacaacga.
can be safely shifted to
Otherwise, the window is verified, and the window is shifted only by one character. It is easy to show that the average shift remains (m), and hence this algorithm is still averageoptimal (i.e., the average running time is O(n log σ (m)/m)), but the constant factor is somewhat larger than in BDM, since the shift is based on factors, and not (reverse) suffixes.
Better approach is to use P instead of P r , since this allows to scan the text backwards, as in the original BDM. First note that building the self-index for P means that the index contains the suffixes of P , while BDM is based on the fact the index contains the suffixes of P r (i.e., the prefixes of P ; see Figure 3 ). We now show that the algorithm can still work, even with this change. The main observation is that if we want to recognize only the factors of P , it does not matter whether the index is based on the suffixes of P or P r . In other words, we can use Algorithm 1 to scan the text window backwards, precisely as in plain BDM. To see this, first observe that the whole pattern is obviously recognized, as it is one of the rows of M, and the text window is read backwards. But if the current range M s...e is not empty, the current substring t of the current window must match a prefix of one of the suffixes of P , and hence it is a factor of P . That is, the scanning is done until (i) we reach the beginning of the window, in which case we have found an occurrence of the pattern; or (ii), the range s . . . e becomes empty. In the case (i) we simply shift the window by one character position. In the case (ii), we shift the window past the position that caused the range become empty. This algorithm is similar to our first attempt, and is still factor based, since it does not recognize the reverse pattern suffixes. The only difference is that we do not have to use fixed-length text substrings, and hence should be in practice somewhat better.
Finally, the self-index allows an easy method to recognize if any of the recognized factors of P is also a prefix of P , corresponding to reverse suffix of P r , and hence the original BDM can be simulated exactly. The key observation is that if for the current range s . . . e any of the characters P bwt [s . . . e] include the special symbol #, that is, the last symbol of P , then the range includes (a prefix of) P . We, therefore, store the index p of the symbol # in P bwt (see Figure 3) , and after each step of the backward scanning, we check if the range s . . . e is nonempty, and if p is in that range. If so, the current substring of the text window matches a prefix of the pattern. This text position is recorded, and is used to shift the window precisely as in the original BDM algorithm. Algorithm 2 shows the complete pseudo code. As the algorithm exactly simulates each step of BDM in O(1) time (assuming rank() takes O(1) time), its average case running time is the optimal O(n log σ (m)/m).
4.1.1 Example. Consider a pattern P = acga, depicted in Figure 3 , and assume we have a text T = gaacaacga. BDM algorithm works with the suffixes of the reverse pattern P r , that is, the algorithm builds an automaton recognizing the strings agca, gca, ca, a, and ε (an empty string).
The first window of T to be considered contains the substring gaac, which is read backwards. BDM first reads c, which matches the prefix of the suffix ca. Then a is read, and ca is recognized to match the suffix ca, so the algorithm remembers this text position. Then a is again read, but now caa does not match any suffix, so the window is shifted so as to align the first symbol of P with the remembered text position, that is, to align the pattern with the longest recognized suffix ca (which is a prefix of P in reverse). Hence, the next text window contains the substring acaa. The backward scanning is started again, and this time, the longest recognized suffix is a, so the window is shifted 3 positions, to align the pattern with the text substring acga, which is then found to match with P .
Algorithm 2 makes precisely the same steps as BDM above; the only difference is how the factors and suffixes of P r are recognized. Algorithm 2 works with P bwt = ag#ac, and the algorithm is initialized as s ← 1, e ← m + 1, that is, every prefix of the rows M s...e match the empty strings. Again, the first text symbol read is c, so s ← C(P, c) + rank c (ag#ac, 0) + 1 = 3 + 0 + 1 = 4, and e ← C(P, c) + rank c (ag#ac, 5) = 3 + 1 = 4, so the rows 4 . . . 4 of M contain c as a prefix. Figure 3 illustrates. The next step is to read the symbol a, and we obtain s ← C(P, a) + rank a (ag#ac, 3) + 1 = 1 + 1 + 1 = 3, and e ← C(P, a) + rank a (ag#ac, 4) = 1 + 2 = 3. Now, the algorithm recognizes that the range 3 . . . 3 of rows contains the special symbol # in the last column, so ac must be a prefix of P . This is used to shift the pattern after the mismatch caused by the next symbol read. The algorithm proceeds as illustrated in Figure 3 . Now consider again the first step. Note that the first column of M contains the symbols of P in lexicographical order. Hence, C(P, c) + 1 gives the index of the first row that has c in the first column. This is the value of s after the first step. The value of e is obtained by also noticing (by using rank) that c occurs only once in the pattern, hence s . . . e = 4 . . . 4.
The second step tries to find all the rows that contain ac as a prefix. Assume now that we made a cyclic shift of the rows s . . . e to the right. For example, shifting the row 4 (cga#a) of M gives acga#. This is the only shift that contains c as a second symbol. Hence, the only rows that can contain ac as a prefix are those rows that contain the cyclic shifts and begin with the symbol a. This can be computed in similar way as in the first step. The correctness follows from the fact that the lexicographical order is preserved in cyclic shifts to the right and the definition of the Last-to-First mapping; for more details refer to Ferragina and Manzini [2000] and Navarro and Mäkinen [2007] .
Multiple Patterns
Algorithm 2 can be easily generalized for matching a set P = {P 1 , P 2 , . . . P r } of r patterns simultaneously. Basically, the generalization is as in the case of plain BDM algorithm. For simplicity and w.l.o.g., assume that all patterns are of the same length. A simple solution is then to just concatenate all the patterns, appending a special symbol after each pattern, and then BurrowsWheeler transform the resulting pattern, using it as input for Algorithm 2. We denote the resulting concatenation again as P . Figure 4 illustrates. This special symbol can be the same (#) for all patterns, or different for each pattern, if we want to distinguish them. Either way, the special symbol(s) must again be lexicographically smaller than any other symbol. This takes care that the function C(P, ·) works correctly, that is, each pattern (the special symbol) adds one to the returned value for each symbol in the real alphabet. The main loop of the algorithm remains almost the same as for a single pattern. The window length is still obviously just m characters, corresponding to the length of the original patterns. It should be clear that this approach works correctly.
However, there is one nontrivial problem that we must solve. That is, the simple method we used to detect if the range included a pattern prefix is now more complicated. 
then there is at least one pattern prefix in the range. Note that B is in fact not needed, as we can use P bwt directly, that is, the above query can be stated as
which works if the special symbol # is the same for all patterns. However, an easy "solution" is to just ignore whether or not some pattern prefix is in the range. This turns the method factor based, and the shifts become somewhat shorter (but not asymptotically), but in practice, the simpler algorithm may be faster. The average running time becomes O(n log σ (rm)/m), as with the generalized BDM . Algorithm 3 shows the pseudocode.
Algorithm 3. MSBDM(T, n, P, r, m).
RANK IMPLEMENTATION
The main motivation of using self-indexing methods to implement BDM is to make it memory-efficient, in particular cache-friendly, which can have great speed impact in practice on modern hardware. The function C() can be easily implemented with O(σ ) words of space by using a simple array. The main problem then is to implement rank c () (a.k.a. Occ()) so that it is both fast and uses little space. The simple array based solution would need O(σ m) (or O(σ rm)) words of space, which is the same as for plain BDM if implemented naïvely. Much work-both theoretical and practical-has been done for efficient representation of rank structures [Jacobson 1989; Pagh 1999; Grossi et al. 2003; Kim et al. 2005; González et al. 2005; Golynski et al. 2006; Ferragina et al. 2007; Okanohara and Sadakane 2007] .
We do not go into the details of the various rank solutions. We just note some of the basic results. For binary sequence S[1 . . . n], rank can be solved in O(1) time using n + o(n) bits of space, that is, the sequence itself, plus o(n) bits for additional directories and look-up tables. More complicated solutions exist, and one can achieve nH 0 (S) + o(n) total space as well. For larger alphabets, the simplest solution would be to use σ bit-vectors B 0...σ −1 where the ith bit of B c is 1 iff S[i] = c, and use the binary rank solutions. Wavelet tree [Grossi et al. 2003 ] is a more elegant solution that uses only nH 0 (S) + o(n log 2 (σ )) bits of space, but rank c takes O(log(σ )) time. The query time can be improved to O(log(σ )/ log log(n)) [Ferragina et al. 2007 ] while keeping the same space complexity. Note that efficient rank implementation for binary alphabets is relatively easy, but for general alphabets it is still difficult.
However, in our case, we do not necessarily need the most succinct possible solution, since the data structures surely fit into the main memory. However, we would like that the rank structures fit into the CPU cache. Still, the query time is very important in our case. One should also keep in mind that the O(1) time solutions can have large constants in practice, and for large n the cache effects can play important role [González et al. 2005] .
Practical Implementation of SBDM
The practical performance of Algorithms 2 and 3 depends on the implementation of the inner loop. In particular, the performance depends on the rank implementation. Since rank is hard to implement so that it is both fast and uses little space, we try to avoid it as much as possible.
One possible course is to precompute the steps taken by the algorithm by the first b chars read in a text window, and at the search phase to use a look-up table to perform the steps in O(1) time, and then continue the algorithm normally. This improves the performance in practice, and can improve the overall complexity as well, for large enough b.
More precisely, let us have a (s, e, shift) , which is the result of running the Count algorithm (the inner loops of Algorithms 2 and 3) for the substring u. Note that by storing the shift value, the algorithm still makes exactly the same shifts as before, even if it is possible that more symbols are read per text window; that is, the basic algorithm may stop scanning the text window before b symbols are read.
Let us analyze a simplified algorithm, that performs worse than the real one, and hence the complexity of the simple algorithm upper bounds the real one. To this end, assume that we always read exactly b text symbols in each window. We have two cases. (i) If the text string matches inside P, the window is verified against all the r patterns, and shifted by one position. Assuming that the probability of two randomly picked characters matching is 1/σ , the probability of verification is at most rm × 1/σ b , and verification cost is at most O(rm). Hence, the complexity of this case is at most O(n(rm) 2 /σ b ). We require that this is at most O(n/m), which gives
(However, the analysis is pessimistic, and slightly smaller b may suffice.) (ii) Otherwise the window is shifted by m − b positions, giving the complexity of O(nb/(m − b)), which is O(n log σ (rm)/m), given the value of b from the case (i). This matches the lower bound [Yao 1979 ] and is thus optimal. Note that in RAM model of computation we can read a substring of length O(log σ (rm)) in O(1) time, which gives O(n/m) total average time. This breaks the lower bound, based on comparing single characters. However, the method is not based on comparing single characters and it effectively avoids the log σ (m) term by "comparing" b symbols at a time. On the other hand, it is easy to see that increasing b beyond O(log σ (rm)) does not improve the algorithm. The problem is that the space is O(σ b ) = O(r 2 m 3 ), which is too much. In practice we can choose, for example,
for some constant α < 1, to use only
words of additional space. The time improves only by a constant factor, hence the average case complexity remains O(n log σ (rm)/m). Note that this works for plain BDM just as well. However, for ASCII alphabets (σ = 256), we have practically two choices, b = 1 or b = 2, since otherwise the space becomes too large. We call this technique bucketing, as similar method with that name was used in Manber and Myers [1993] to speed up searching in suffix arrays. One possibility to side step the space complexity is to remap the text characters read. In the case of ASCII alphabets σ = 256, but only a small fraction of the alphabet usually appears in P . Assume that P (or P) contains only σ p distinct characters. The characters that appear in P are mapped to the interval 0 . . . σ p − 1, and the rest of the characters to a value σ p . The space complexity is then reduced to only O((σ p + 1) b ) words, which in practice should be a large improvement. The drawback of this method is that a substring cannot be accessed in O(1) time anymore, because of the character mapping, but it takes O(b) time instead (but this is still optimal in the comparison model).
The above idea can be still improved. As we already remap the characters, we can as well use entropy bounded prefix codes, such as Huffman codes [Huffman 1951 ]. That is, we can compute Huffman codes for the characters of P , add one code for the characters that do not appear in P , and use these codes for remapping and indexing G. Note that we do not have to Huffman code the pattern at all, the concatenated codes are used just for indexing G. The average code length depends on the distribution of the text symbols, which may or may not be the same as for the pattern. Making the assumption that the distributions are the same, the average code length is at most H = H 0 (P ) + 1 = H 0 (T ) + 1 bits. As the codes have variable length, we will not read a fixed number of symbols in a text window, but rather, we use b as the maximum length for the concatenated codes in bits. We, therefore, concatenate as many code words as can fit into b bits. Note that by using Huffman coding, we are making the implicit assumption that the character distribution is not uniform, as otherwise H 0 (P ) = log 2 (σ ). This also means that the average number of characters inspected is more than log σ (rm), that is, assuming that the probability of two characters matching is p, where 1/ p < σ, then the algorithm reads about log 1/ p (rm) characters per text window, and the encoded length of this string is about b = H log 1/ p (rm) bits. But the space needed for the tables becomes too much in this case, that is, we have 2 b = (rm) words. Again, we can adjust the space-time trade-off by using smaller b, that is, b = α H log 1/ p (rm), for some α < 1/(H log 1/ p (2)) and obtain only o(rm) words of additional space.
Observe that using Huffman codes is still quite simple and efficient in practice. The only problem is that if the symbol distribution is very biased, the longest codeword can have (σ ) bits. However, it is possible to use lengthlimited coding (which has only a small impact to the compression performance, in practice) [Witten et al. 1999, pp. 396-405] , or any other entropy bounded prefix coding that does not have this problem (e.g., Fredriksson and Nikitin [2007] ). Still another possibility is to apply the bucketing technique only for short enough codewords and revert to plain rank for the (extremely) infrequent symbols. In particular, if the maximum code length is limited to O(log 2 (σ )) bits, obtaining the codeword for a single symbol costs only O(1) time using a look-up table of size O(σ ). This should still be much faster than computing the corresponding rank queries, in practice. Another problem is that by reading b bits in a text window may read more than O(log(rm)) symbols, if the symbols are very frequent and thus their codes are very short. We do not expect this to be a problem in practice, but nevertheless, it is easy to avoid; if at some point we have read more than c log 1/ p (rm) symbols in a window (for some constant c > 1), we can abort the scanning, and revert to the basic algorithm (for that window).
Off-Line Searching
The techniques of Section 5.1 can be used for improving Algorithm 1 for its original purpose as well (i.e., the counting queries for text indexing). The analysis remains the same if we replace rm with n, where n is the length of the indexed text. As shown in the experimental results, using small amount of extra space speeds up the counting queries substantially.
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EXPERIMENTAL RESULTS
We have implemented the algorithms in C, and compiled with icc 9.1. The experiments were run on Pentium4 2.4 GHz with 512 Mb of RAM, 512 kb cache, running GNU/Linux 2.6.17 operating system.
We experimented with three rank implementations, having different time/space trade-offs. These were:
GiganticRank (GR):
A two-dimensional array of r(m + 1) × σ integers; rank c (S, i) can be computed with a single table look-up. The additional space is r(m + 1)σ integers, which is the same order (but practically less) as for the plain BDM algorithm implemented with tables.
HugeRank (HR):
Two two-dimensional arrays. Conceptually, the text is divided to 256 blocks, and the exact rank value is computed for each symbol and position within its block, thus taking r(m + 1) × σ bytes of space in total over all the blocks. The second table is r(m + 1)/256 × σ integers, storing the exact rank value for the whole text, but only for text positions corresponding to the beginnings of the blocks. Hence, rank c (S, i) can be computed with two table look-ups. In practice, about one fourth of the space used by GiganticRank. (1)) bits.
BitRank (BR):

Wavelet (W):
A variant of wavelet tree [Grossi et al. 2004] taking r(m+1)(H 0 + 1)(1 + o(1)) bits, where H 0 is the 0-order entropy of the pattern set.
Note that the sizes are for the worst case, that is, rank is built only for the symbols that actually appear in the pattern sets. The query time for the Wavelet tree is O(log 2 (σ )), and O(1) for the others, but the constants have a large impact in practice.
We used the DNA (σ = 16, includes some special symbols), protein (σ = 25) and English (σ = 215) texts available from http://pizzachili.dcc.uchile. cl/, truncated to 100 MB. The patterns were randomly picked from the texts.
We implemented the Burrows-Wheeler transform using C standard library function qsort(). This is very slow as compared to the state-of-the-art suffix sorting algorithms, that achieve O(n) (that is, O(r(m+1)) time), but for the total time, the difference is negligible for pattern sets that are reasonably small as compared to the text size. Moreover, using qsort() makes the implementation extremely simple, and together with one of the simpler rank solutions, the resulting algorithm is very simple as compared to implementing traditional BDM algorithm.
For a comparison, we used the Backward Set Oracle Matching (BSOM) algorithm [Allauzen and Raffinot 1999; Navarro and Raffinot 2002] (implemented by its authors). This is a simplified version of multiple BDM algorithm, but it has been experimentally shown that BSOM is always faster than BDM [Navarro and Raffinot 2002] . The implementation of BSOM uses tables to implement the automaton states, i.e. the space complexity is O(rmσ ) words.
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It also uses Aho-Corasick (AC) [Aho and Corasick 1975] automaton for verification. This is efficient for small pattern sets, but for large rm, the large space (and, therefore, also preprocessing time) requirement makes it impractical. We used AC automaton [Aho and Corasick 1975] as another control point. AC runs in O(n) worst (and best) case time. The implementation uses a full automaton, and the space complexity is the same as for BSOM, but in practice, the memory used is only 50% of the BSOM implementation (which uses AC for verifications).
We also compared against the algorithms given in Salmela et al. [2006] (using their original implementations). They give several q-gram-based filtering algorithms. Of these, the HG and BG algorithms were generally the most efficient, BG being usually slightly faster. In brief, BG is BNDM variant that uses "superimposing" to search the whole pattern set in parallel, and q-grams to effectively increase the alphabet size to σ q . The use of q-grams makes the superimposing trick work well for large pattern sets, with a cost of using more space. The average filtering time is O(n log 1/ p (m)/m), where p depends on r and q [Salmela et al. 2006] . The verification uses an improved version [Muth and Manber 1996] of the Karp-Rabin algorithm [Karp and Rabin 1987] . This is simple method but is in practice very effective. The implementations support only pattern lengths of 8, 16, and 32 (special code for all) in general, except that for DNA they have a special code that supports m = 32 only. Therefore, we give the experimental results for these algorithms separately.
Figures 5, 6, and 7 show the performance of the algorithms as megabytes/second (the number of text characters, measured in megabytes, that are scanned per second by the algorithms) for r ∈ {10, 100, 1,000, 10,000}, and m ∈ {8, 16, . . . , 64}. The pattern lengths were the same for each experiment. Note that if the pattern lengths were different, the search performance would be limited by the shortest pattern in the set, as it defines the maximum shift. HR, GR, BR, and W denote our algorithm with different rank implementations, and the suffix 'B' denotes that "bucketing" is used as well, as detailed in Section 5.1 (the bucketing method still reads the text one character at a time). In all cases, we remap the alphabet to 1 . . . σ p , where σ p is the number of distinct symbols in P. We used the maximum bucket size so that the space is smaller than the rank size. Hence, the total space used by the algorithms is always less than 2 × rank − size. Plain AC and BSOM do not use alphabet mapping. This means that even GR uses much less space than AC or BSOM in practice, because the effective alphabet size is reduced. That is, for DNA, the effective alphabet size, is σ = 16 (a, c, g, t, and some special symbols), but by using 7-bit ASCII alphabet for DNA the actual alphabet size is 128. For fairness, we modified BSOM and AC to use the alphabet mapping trick as well. This turns the σ factor in the space complexities to σ p . These versions are denoted by AC AM and BSOM AM.
AC is competitive only for very small r, m and σ , and BSOM only for small r and m and large σ . Alphabet mapping improves both AC and BSOM, BSOM Succinct Backward-DAWG-Matching AM becoming the fastest algorithm for r = 10 on proteins and English texts.
Although not competitive here, an illustrative example of the effect can be seen in English text, r = 10000, when BSOM degrades sharply when m > 32, but BSOM AM still works well. For small pattern sets, HR and GR (with buckets) are generally very fast (note that these are also the easiest to implement), but BR becomes more and more competitive as the size of the pattern set increases. For large sets, the cache effects come to play, and this slows down the algorithms using large amounts of memory. W is usually the slowest algorithm, but even this beats AC, AC AM, and BSOM for large r, m, and σ , but not BSOM AM. Figures 8 and 9 show the performance of BG against BSOM AM and the best of our algorithms for proteins and English texts. The algorithms are very efficient for r = 10 and r = 100, being clearly the fastest. This is due to the simplicity of the (bit-parallel) BG algorithm and that using only q = 2 is sufficient. For larger pattern sets, we were forced either to use q = 3 (maximum value supported, and for m = 8 only), which helps to reduce the number of verifications, with a cost of more complicated algorithm (uses hashing) and more space, or to use the (automated) partitioning into smaller subsets. This agrees with the original results that the performance is good as long as 2-grams are sufficient; after that using 3-grams and partitioning to subsets helps, but mainly compared to the results against 2-grams. For large r our method outperforms BG. Note that in general using larger q would in principle help the filter, but the the memory requirements grow quickly too high, and/or would result in poor cache performance. On the other hand, using hashing to reduce the memory requirements makes accessing the data structures relatively slow. Note that the performance of BG depends on a large enough q; too small q makes the algorithm effectively degenerate into a verification. Note also that for large alphabet sizes finding a suitable q is hard in practice, as the value must be an integer. There is a fundamental difference to our bucketing method, which reduces the number of rank queries; the algorithms are not depending on it and perform well even without it. The situation is quite different for DNA. They have special code tuned for DNA, but this supports only m = 32, and σ = 4. In particular, this does not support the special symbols of our DNA file (which has σ = 16), and hence we used a 4 MB E. coli DNA sequence. In this case, the performance of BG is as follows (using 8-grams): 1,106 MB/s (r = 10), 885 MB/s (r = 100), 402 MB/s (r = 1,000) and 84 MB/s (r = 10,000). This beats all our algorithms with a wide margin. We tried also even larger pattern sets (up to r = 100,000), but the gap against us remained similar. Using the generic code, supporting larger alphabets (but limiting q to 3), BG beats our algorithms only for r = 10 (588 MB/s).
The space usage of the algorithms using the bucketing technique is reported in Tables I and II. Table I shows the number of symbols used by the buckets for different rank structures and pattern lengths for r = 10,000. Table II shows the ratio of the space of the rank structures and the bucket tables against the size of the pattern set, corresponding to Table I . GR and HR are far from being "succinct," but even these take much less memory than BSOM AM. BR is very attractive for DNA and proteins, taking into account the searching performance. W is the only one taking less space than P. Note that without the bucketing, the numbers would be 1 . . . 2 times smaller. For BG, the space is not directly depending on the size of the pattern set, but is O(σ q ). In practice this means that the space is about 256 kB for DNA; 64 kB, 128 kB or 256 kB (for pattern lengths of 8, 16, and 32) for proteins and English texts when q = 2; about 16 MB for proteins and English when q = 3. Hence, BG can use relatively small or large amounts of space, depending on the number of patterns.
We also measured the number of cache misses using the Cachegrind tool, which is a part of a larger tool Valgrind http://valgrind.org. Cache effects play an important role in algorithms' practical performance. Modern computers have two levels of cache, for both instructions and data. In our case, we are only interested in data cache, and the the size of the first level (L1) cache is only 8,192 bytes, and the second level cache (L2) is 524,288 bytes. The line sizes are 64 bytes for both, and associativities are 4 and 8 for L1 and L2, respectively. The cost of L1 miss is about 10 clock cycles, and the cost of L2 miss can be up to 200 clock cycles. Even L1 miss is relatively expensive. In addition, Translation Lookaside Buffer (TLB) is a small associative memory that translates virtual memory addresses to physical addresses. (Some CPUs support this in hardware, but even so, typical operation system implementations use a hybrid software/hardware approach for greater flexibility.) A TLB miss costs typically 10 to 30 cycles, but this depends linearly on the amount of allocated memory. However, TLB misses are not visible at instruction level, and hence Cachegrind cannot detect them. Consequently, we do not include the TLB misses in our experiments.
We measured the cache miss rates for data read accesses for L1 and L2 caches. The miss rates are computed as (cache read misses/all read memory accesses) ×100%. The reported values are for the whole runs of the algorithms, that is, the values include also building the data structures and all text accesses. The results for r ∈ {100, 10,000} and m = 16 are reported in Table III . The very small L1 cache shows in the results for BSOM; as the automaton states (the out going edges) are implemented as arrays of size O(σ ), only a few states fit in the L1 cache, and the cache performance is poor even for relatively small pattern sets. Our algorithms perform much better, even for GR and HR, thanks to the alphabet mapping. Alphabet mapping clearly reduces the cache misses for BSOM, and this shows in the practical performance as well. We did not measure the values for AC, as it was not competitive in any of the timings. In general, the smaller data structures we use, the less cache misses occur, as expected. However, there are several interesting things to note: (i) The smaller the alphabet (or the larger probability of two symbols matching) is, the larger the number of characters read in each window is, and in some cases this shows also in the number of cache misses, because in these cases the data structures are accessed more.
(ii) The bucketing technique reduces the number of cache misses for large pattern sets, even when the data structures become larger with bucketing. However, the buckets use less memory than the rank data structures, and if the rank computations can be avoided, the locality of reference is improved.
(iii) GR results in slightly smaller number of cache misses in some cases, as compared to HR, even if GR consumes more memory; this might be because of the fact that GR uses only one array for rank (HR uses two), and this might result in a slight win. (iv) BG has relatively large cache miss rates in all cases, and in particular for r = 10, even when it is very efficient; the simplicity of the bit-parallel algorithm seems to make up for the relatively bad cache behaviour. Finally, we note that by using Wavelet trees the ratio for L2 cache misses is 0% in all cases. We also experimented with the bucketing technique for indexing the texts. In this case, we used only the wavelet tree to implement rank, as for indexing the text the space complexity is more important. The results are shown in Ratio is the compression ratio (rank size per text size); bucket size in symbols is denoted by b, and p/s is the number of randomly picked patterns queried per second (m = 8).
Table IV. Note that we implemented only counting query, other queries (such as display and locate) would need some additional space. "Ratio" shows the rank size divided by the original text size.
The α values show the extra space used for bucketing, that is, the total size is |T | × ratio × (1 + α), and the b values are the corresponding bucket sizes (the number of symbols). "P/s" denotes the number of randomly picked patterns (m = 8) queried per second. Note that every pattern appears in the text at least once (which affects the speed). The main observation is that using very little additional space can give significant performance boost. For example, using less than 4% of additional space doubles the speed in the case of proteins. This would also depend on the pattern lengths and the length of the longest pattern suffix appearing on the text. Moreover, the α values of course depend on the text size as well; in principle, for larger texts, we can obtain larger speed-ups using the same or smaller α values. In other words, the attractiveness of this method increases for larger texts, counting both space and time.
CONCLUSIONS
We have obtained average-optimal on-line string matching algorithm for single and multiple patterns that uses space close to the information theoretical lower bound. The algorithm has two main traits: (1) for large pattern sets the small memory requirements provide good performance in practice, as the data structures fit better into the CPU cache; (2) it is much easier to implement than traditional BDM, depending on the rank structures used. Finally, we showed that using small amount of extra space can speed up the indexing performance as well.
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