Abstract. Recently examples of genus 2 curves defined over the rationals were found which, conjecturally, should have complex multiplication. We prove this conjecture. This involves computing an explicit representation of a rational map defining complex multiplication.
Introduction
In [5] 18 non-trivial genus 2 curves defined over the rationals are given, and it is conjectured that these curves have complex multiplication. In this paper we will prove this conjecture. The idea is to compute a CM-morphism explicitly. This will be achieved by computing such a morphism numerically to high precision and then guessing exact values for the coefficients of this morphism. It can then be checked that these exact functions do define complex multiplication. The morphism is computed numerically by going through the analytic representation of the Jacobian of the curve -we compute the necessary integrals to go from the abelian variety to the torus, multiply by the matrix giving the complex representation of the morphism, and then use theta functions to go back to the abelian variety.
Definitions
Recall that any genus two curve is hyperelliptic. Let C be the genus 2 hyperelliptic curve represented by
where the a i are distinct points in C. We assume that the curve is defined over Q, so f (x) ∈ Q[x].
If we regard C as a Riemann surface, the a i are the branch points of the double cover of P by C. Let {A 1 , A 2 , B 1 , B 2 } form a symplectic basis for the homology of C. Let A 1 be a clockwise path around a 1 and a 2 , A 2 a clockwise path around a 3 and a 4 , B 1 around a 2 , a 3 , a 4 and a 5 and B 2 around a 4 and a 5 . The only intersections of these paths are A i intersecting B i , i = 1, 2, in one point and with intersection multiplicity one.
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Let φ 1 = dx/y and φ 2 = xdx/y. Then {φ 1 , φ 2 } forms a basis for the holomorphic 1-forms on C. We define the period matrix P by
Let ω 1 and ω 2 be the two 2 × 2 matrices such that P = (ω 1 , ω 2 ). If we define τ to be the matrix ω −1 2 ω 1 , then τ is in h 2 , the Siegel upper half-space. Let Λ be the free abelian group in C 2 generated by the columns of P . Then Λ is a lattice in C 2 and the Jacobian J of C is given by C 2 /Λ. The Jacobian also has the structure of an abelian variety. Let α be an endomorphism of this abelian variety. We will assume that C has complex multiplication by the full ring of integers of a cyclic quartic CM-field, so we fix an isomorphism between End(J) ⊗ Q and a cyclic quartic CM-field K. We will denote the real subfield of index 2 by K + . Letα be the algebraic integer in K corresponding to α under this isomorphism. We will assume thatα is not in the real subfield K + . If we think of J as C 2 /Λ, then α induces a linear map from C 2 to itself. We denote the 2 × 2 matrix giving this map by α. As α represents an endomorphism of C 2 /Λ, there exists a 4 × 4 rational integer matrix M such that
The minimum polynomial of M will now be an irreducible polynomial of degree 4 (defining the CM-field).
Recall that the Jacobian is the unique abelian variety birationally equivalent to the symmetric product of the curve with itself. For the rest of this paper we will denote by P 1 + P 2 the image of P + ∞ under the map induced on C (2) by α, where P = (x, y), P i = (x i , y i ), i = 1, 2.
Note that x 1 + x 2 and x 1 x 2 can be considered as meromorphic functions on the curve. As these functions do not depend on the y-coordinate of P , we see that x 1 + x 2 and x 1 x 2 are rational functions in x. As α is defined over K, we see that the coefficients of x 1 + x 2 and x 1 x 2 as functions of x are in K.
Choosing an element of K to be used asα
We plan to compute x 1 + x 2 and x 1 x 2 explicitly for some algebraic integerα in K\K + . To minimize our work we would like to pick anα that will minimize the degree of the rational functions x 1 + x 2 and x 1 x 2 . An upper bound for the degree of these functions can be found in the following way. We will find an upper bound for the degrees of these functions as functions on C, then because x has degree 2 as a function on C we just divide by 2 to get the degrees of these functions as rational functions of x. Let X 1 and X 2 be the x-coordinate functions in C × C, then recall that both of the functions on J corresponding to X 1 + X 2 and X 1 X 2 have polar divisor 2Θ (where Θ denotes the theta divisor). The image of the embedding of C into J that maps P to the divisor class P − ∞ is exactly the theta divisor Θ. The degrees of x 1 + x 2 and x 1 x 2 are given by the number of poles of these functions, and this is therefore equal to the number of points at which the functions X 1 + X 2 and X 1 X 2 are infinite on the divisor α(Θ). An upper bound for this number is the intersection multiplicity of α(Θ) and 2Θ (it's only an upper bound, because some of the intersection points might also be intersection points with the zero divisor of X 1 + X 2 or X 1 X 2 ). This intersection number is given by [3, Theorem 17.3] . Using the well-known fact that (Θ 2 ) = 2, we get that an upper bound for the degrees of the rational functions x 1 + x 2 and x 1 x 2 as functions of x are given by tr K + /Q (αα), where the bar denotes complex conjugation.
For each curve we used Pari's polred function to find a "small" polynomial (with integer coefficients) to define the CM-field. Let z be a root of this polynomial. It turned out that if we then compute tr K + /Q (αα) forα = q 0 + q 1 z 1 + q 2 z 2 + q 3 z 3 with {1, z 1 , z 2 , z 3 } an integral basis and the q i 's small integers, the minimum was attained byα = z for each of our CM-fields.
Computing an approximation to α
If we suspect that a curve has CM by a certain CM-field, we can use Algorithm 1 in [5] to write down a complex torus with CM by the given field. Let the period matrix of this torus be P . For this torus, denote the matrix corresponding to complex multiplication by α by α . It is given by the image ofα under the diagonal embedding of K using the type. For α we can write down the corresponding M such that α P = P M ; we can also compute τ ∈ h 2 corresponding to P . We can compute approximations to the period matrix and τ of our curve by doing the integrals involved numerically. Now τ and τ should be related by a symplectic matrix; that is, there should exist a symplectic matrix
We can go about finding this matrix in two ways. The first is to move both these τ 's into a fundamental domain by symplectic matrices. This can be done for the fundamental domain given in [2, Theorem 1] in a way similar to the well-known method for moving an element of the complex upper half-plane into the usual fundamental domain. The other method is to use the observation that the equation relating τ and τ can be rewritten as (aτ + b) = τ (cτ + d) and each of the 4 equations corresponding to the four entries of these matrices then gives us an integral linear dependency between certain entries of τ , entries of τ , and certain products of two such entries. We can try to find these linear dependencies by using an algorithm for finding integral linear dependencies between the elements of a set of complex numbers. These algorithms are usually based on the LLL algorithm; see for instance [1, Algorithm 2.7.4]. The coefficients will then lead to the symplectic matrix S we are looking for.
Once we have S it is a simple matter to find α and M , we get
From the analytic to the algebraic Jacobian
For a point v ∈ C 2 /Λ we can find its representation as an element of C (2) by using theta functions. For column vectors c , c ∈ R 2g , z ∈ C g and τ ∈ h g the classical multi-variable theta function is given by
By choosing k = 1 and V = {1, 2, 3} in Theorem IIIa.7.6 of [4] we get
with the same V and k = 2 we get
where the theta functions are evaluated at τ = ω −1
2 ω 1 and z = ω −1 2 v. From these two equations we can now solve for x 1 and x 2 .
6. Computing x 1 + x 2 and x 1 x 2 numerically Now suppose we have a genus two curve defined over the rationals and are given an approximation (to high precision) of α as a 2 × 2 matrix. Then for a given point (x, y) on the curve C we can compute approximations for x 1 and x 2 as follows. The embedding of C in the (analytic) Jacobian is given by the vector of integrals
We compute this numerically. To do so we use the value of y to give a choice for the sign of the square root, and then analytically continue this value along a path out to infinity. We now compute z = ω
, we see that α induces a map from holomorphic 1-forms on C to holomorphic 1-forms on C. It can be shown that this map is given by
If we use this map as a change of variable in the integrals defining P , we see that we recover the expression (1). Indeed,
We can get the columns of M by finding the images of each of A 1 , A 2 , B 1 and B 2 under the maps P → P 1 and P → P 2 and computing the linear combination of the basis elements homologous to the sum of these two images.
8. Guessing the exact values of x 1 + x 2 and x 1 x 2
If we compute x 1 and x 2 at enough points x and to sufficient precision, we can solve a linear system in order to find approximations for the coefficients of the rational functions x 1 + x 2 and x 1 x 2 . If we have these coefficients to sufficient precision, we might be able to use an LLL type algorithm in order to recognize these approximate coefficients as exact elements of the CM-field.
In fact the following observation implies that we can get away with only having to recognize rational numbers.
The morphism α is defined over K. As the holomorphic 1-forms are defined over Q and as the matrix α comes from the map induced on the holomorphic 1-forms of C by the morphism α, we see that the matrix α has entries in K. As the curve is defined over Q, we see that if σ is an element of the Galois group of K over Q then σ(α) is another endomorphism of the Jacobian, and that the corresponding matrix is just the matrix α with σ applied to each of its entries. So if we know the coefficients of α as exact elements of K, we can write down the 4 conjugates of α and with the same procedure as in the previous paragraph we can compute the conjugates of the coefficients of the rational functions x 1 + x 2 and x 1 x 2 . Now let {1, ξ, ξ 2 , ξ 3 } be a Q-basis for K, σ i , i = 1, 2, 3, 4, the elements of the Galois group, and let β = q 1 + q 2 ξ + q 3 ξ 2 + q 4 ξ 3 , for rational numbers q i , be a variable element of K. Then we can write each of q 1 , q 2 , q 3 and q 4 as a rational linear combinations of the 16 expressions σ i (β)ξ j , i = 1, 2, 3, 4, j = 0, 1, 2, 3. So if we have approximations for all the conjugates of an element β of K (and ξ), we can compute approximations to the rational coefficients q i . Now we guess exact values for these by using, say, continued fractions.
9. Proving that x 1 + x 2 and x 1 x 2 are correct So we have now guessed an exact value for x 1 + x 2 and x 1 x 2 . To prove that they are correct we will check whether they give the correct action on the holomorphic 1-forms. From the exact expressions found we can solve a quadratic equation to get exact expressions for x 1 and x 2 (where the order does not matter). We substitute these into dx 1 / f (x 1 ) + dx 2 / f (x 2 ) and x 1 dx 1 / f (x 1 ) + x 2 dx 2 / f (x 2 ), and check whether they simplify to give
as in (2) . The simplification involves nothing harder than computing greatest common divisors of polynomials over number fields. The KANT/KASH package does this very well. On the other hand, this package does not (yet) handle square roots of polynomials (as occur in the expressions for x 1 and x 2 ) symbolically, so we have to do some work "by hand". The hardest part of the simplification is to simplify the square root of f (x i ); this involves finding a square root of the form a
, where the variables are all polynomials over the CM-field. This can be done in the following way. We first find the square root, call it g, of the polynomial
(by computing the gcd of the polynomial and its formal derivative); then we see that g equals (a 
Notes on the implementation
Most of the work was done in Mathematica (version 2.2), although a special purpose integration program was written in C, using the Pari library (version 1.39), which could be called from Mathematica. Gausian quadrature with 150 points and adapted for the specific functions to be integrated was used. This allowed integrals to even 300 or more decimal places to be done in reasonable time.
Once the integrals around the elements of a basis for the homology of the curve are computed, it is relatively easy to compute the period matrix (corresponding to a symplectic basis) for different orderings of the branch points. In this way the imaginary part of τ can be maximized. This is important for the computation of theta functions. The larger the imaginary part, the faster the series defining the theta function converges (in particular, the minimum of the real parts of the eigenvalues of the imaginary part of τ needs to be maximized). To compute τ and α (see Section 4) we used the package Pari/gp (see [5] ). To find the symplectic matrix relating τ and τ we implemented method one, as described in Section 4, in Mathematica. This still involved some guesswork, as the τ 's tend to lie on the boundary of the fundamental domain.
Computation of theta function values was also implemented in C, using the Pari library, and made callable from Mathematica. For some of the curves (for which the imaginary part of τ is not particularly big) this was the most time-consuming part of the calculation.
Using Section 3, we can predict for how many points P we need to compute x 1 and x 2 in order to be able to solve for the coefficients of x 1 + x 2 and x 1 x 2 . We picked the points P in a rectangle a bit bigger than the smallest rectangle that would contain all the branch points (except infinity) moved up to above the branch point with maximal imaginary part. Solving the linear system for finding the coefficients proved to be problematic, as a lot of precision was lost. This turned out to be Mathematica 2.2's fault, as Mathematica 3.0 does this without significant loss of precision.
The linear combinations needed to find the coefficients of an algebraic integer once the conjugates are known was found using Pari (see Section 8). To guess the exact rationals we simply used Mathematica's Rationalize.
As already mentioned, the 1-forms were simplified using KANT/KASH version 1.7.
The results
For all 18 curves in [5] we were able to find the functions x 1 + x 2 and x 1 x 2 and simplify (2) to find α. Unfortunately, for most of the curves these functions are very big. For instance, for the last curve one of the coefficients of an algebraic number which is a coefficient in a polynomial of degree 22 is given by 38282929498951663741169195176146944951347140746929340680140786034125007 1000432039015677358171226479013293691116564501672983169555664062500
For this curve the simplification of the 1-forms took more than three days of computer time (and gave the relatively simple where z is a root of 117 − 42 z + 8 z 2 − z 3 + z 4 ). This kind of data is probably only useful in electronic form, so we will only give the data for a few of the curves here. The data for the other curves can be found on the LSU homepage (http://math.lsu.edu).
For each curve we give the following items. The curve, in the form y 2 = f (x), where f (x) is a polynomial of degree 5. All the curves in [5] have a rational point with y = 0 and were therefore easy to change into this form. To make it easier to identify the curve we next give the Igusa invariants. The roots a i of f (x) follow. Here it is the order of the roots that is most important. For this particular order of the roots and the symplectic basis chosen as described above we get a τ with a large imaginary part. Next we give a polynomial defining the CM-field and a numerical approximation to a root z of this polynomial. Recall that in all cases we usedα = z. We use rational linear combinations of powers of z to give elements of the CM-field. Then we list τ (corresponding to the specific choices we have made) and the α and M we get from the simplification of the 1-forms. Finally we give the polynomials s 1 , s 2 and d such that
Note that our computations do not prove that the τ we give is correct. They also do not prove that a given curve has complex multiplication by the full ring of integers of the CM-field. It should be possible to verify this as follows. Our computation does prove thatα = z is in the endomorphism ring. There are only a finite number of orders in the CM-field containingα. As in [5] , we should be able to compute exact values for the finite number of τ ∈ h 2 corresponding to the finite number of abelian varieties that have CM by each of these orders. We can assume these τ lie in the fundamental domain given by [2, Theorem 1] . This shows that if we compute τ of our curve with sufficient error bounds on the integrals involved, we will know its value exactly and we will also know the CM order.
The curves below are numbered in the order they appear in [5] (with curve 0 being y 2 = x 5 − 1).
11. Roots: 
