Abstract In this paper new constitutive equations for linear entangled polymer solutions and melts are derived from a recently proposed kinetic model by using five closure approximations available in the literature. The simplest closure approximation considered is that due to Peterlin (1966) . In this case a mean-fieldtype Fokker-Planck equation underlying the evolution equation for an equilibrium averaged polymer segment orientation tensor is shown to be consistent with the fluctuation-dissipation theorem (Kubo et al. 1985) . We compare the performance of the five new constitutive equations in their capacity to faithfully reproduce the predictions of the modified encapsulated FENE dumbbell model of Fang et al. (2004) for a number of shear and extensional flows. Comparisons are also made with the experimental data of Kahvand (1995) and Bhattacharjee et al. (2002 Bhattacharjee et al. ( , 2003 . In the case of the Hinch-Leal and Bingham closures (Hinch and Leal 1976; Chaubal and Leal 1998) a combination with the quadratic closure of Doi (1981) is found to be necessary for stability in fast flows. The Hinch-Leal closure approximation, modified in this way, is found to outperform the other closures and its mathematical description is considerably simpler than that of the Bingham closure.
Introduction
The irreversible trend in present day constitutive modelling and computation of flows of complex (non-Newtonian) fluids is towards so-called "micro-macro" methods where the numerical solution to the macroscopic equations of conservation of mass and linear momentum are coupled with the determination of an elastic stress from a kinetic theory model. A concern for fidelity in the modelling of what may often be very complex rheological behaviour generally precludes the use of simple approximations using closed-form constitutive equations and may necessitate a stochastic approach or, in the case of concentrated polymer solutions and melts, a reptationtype model (Doi and (Ianniruberto and Marrucci 1996; Marrucci 1996) and convective conformal renewal (CCR2) due to flow-induced lengthening of tube segments Marrucci 2000, 2001) . A short summary of these effects may be found in the paper of Fang et al. (2000) and a review of some current coarse-grained reptation models is given by Fang et al. (2004) .
Very recently, Fang et al. (2004) have proposed a single segment stochastic model for flows of concentrated solutions of linear polymers which is a modification of the original encapsulated FENE dumbbell (EFD) model of Bird and Deaguiar (1983) . The micro-mechanical model to which the original EFD model corresponds is that of a polymer molecule represented by a dumbbell consisting of two beads having mass m joined by a massless spring and subject, as the dumbbell moves in a Newtonian solvent, to an anisotropic friction force due to the presence of other molecules. The two beads at either end of the dumbbell satisfy the equations of motion
where r i is the position vector of the ith bead, v(r i ) is the velocity of the solvent at the point with position vector r i and F
(c) i
is the entropic FENE spring force acting on the ith bead. Let Q = r 2 − r 1 denote the end-to-end vector of the dumbbell so that u = Q/Q is the unit direction vector. Then in the EFD model ζ is an anisotropic friction tensor that may be written in the form ζ = ζ(uu + σ −1 (δ − uu)), (2) and in this expression ζ is a friction coefficient and σ ≤ 1 a parameter determining the extent of frictional anisotropy. The final term in Eq. (1) is a stochastic force due to the bombardment of the beads by the surrounding solvent molecules and determined by the fluctuation-dissipation theorem (see, for example, Section 2 of Schieber 1992), where W i denotes a multi-dimensional Wiener process. Introducing
the FENE spring force law may be written as
where Q max is the maximum extensibility of the dumbbell spring. With ζ and H as given in the definitions of the anisotropic friction tensor ζ and spring force law F (c) the time constants λ H = ζ/(4H) and λ B = m/ζ may be interpreted as relaxation times for the dumbbell configuration and for the dumbbell velocity, respectively. By taking the limit of zero dimensionless mass λ B /λ H it may then be shown (see Schieber andÖttinger 1998, for example) that the stochastic equation for the EFD model may be written in dimensionless form as
where we have assumed that the flow is homogeneous so that there exists a constant transposed velocity gradient
, Q has been non-dimensionalized by scaling it with k B T /H, b is a dimensionless maximum spring extensibility and
In the modification to the original EFD model of Bird and Deaguiar (1983) proposed by Fang et al. (2004) Q was interpreted as the end-to-end vector of an entanglement segment in a bead-spring chain and the orientation diffusion coefficient D redefined as D = 1/(6τ ef f ) with the following formulation of the effective orientation relaxation time τ ef f :
In (6) H = H (k) is the Heaviside step function and the constraint release rate k is defined by
where, denoting by ψ the configuration probability density function, · here and henceforth in this paper denotes the configuration space average 
where τ R0 is the primary Rouse time at equilibrium. The argument used by the authors to justify the choice of (8) was that τ s should also vary with CCR from the value at equilibrium under constraint to the value corresponding to a somehow unconstrained Rouse chain, because of the fast removal of constraints. Denoting the number of entanglements in the model polymer by Z, chose τ d /τ R = 3Z and τ d /τ R0 = Z, consistent with the fact that at equilibrium (entangled case) stretch relaxation is simply along the contour path of the chain and thus essentially one-dimensional, whereas the assumption underlying the choice of the pre-factor 3 in the choice of 3Z for the reptation to Rouse time ratio in the original paper of Doi and Edwards was that relaxation occurred in three dimensions (Meerveld 2002 Bhattacharjee et al. (2002 Bhattacharjee et al. ( , 2003 for steady shear flow and uniaxial extensional flow of a 10% solution of polystyrene in diethyl phthalate and with the experimental observations of Venerus and Kahvand (1994) for reversing double-step strain flow of a 12 wt.% solution of polystyrene in tricresyl phosphate were excellent and better than those obtained with the recent coupled DCR-CS model of Marrucci and Ianniruberto (2003) . The great advantage that the latter model has over that of Fang et al. (2004) , however, is that being in the form of a comparatively simple deterministic differential equation for the second moment of the segment end-to-end vector of a polymer segment, computation of the stress is much cheaper than via a stochastic description. The motivation of this paper, then, is the search, necessarily involving a compromise between complexity and accuracy, for a deterministic differential equation offering on the one hand a very cheap alternative to the stochastic differential equation (5) (5) is only a function of time (t) and Q (a three-dimensional variable) and therefore tractable using Fokker-Planck-based numerical methods, this Fokker-Planck equation would in general still be much more expensive to solve than, for example, a set of differential equations valid throughout the flow domain. Naturally, we turn our attention, therefore, to closure approximations of the model of Fang et al. (2004) . The construction of closure approximations may occasionally seem more reminiscent of black art than science although some physical guiding principles may be found in the literature (see, for example, the paper by Zmievski et al. (2000)). Certainly, the use of low-dimensional canonical distribution functions, for example, would appear to be on a solid footing (see further comments in Section 3). For more details we refer the reader to several discussions of the construction of closure approximations that have appeared in the literature over the past forty years or so (Hand 1962; Leal 1975, 1976 (Kubo et al. 1985 ) for the Peterlin approximation and then study the agreement of the closure approximations in a number of shear and extensional flows with the predictions of the modified EFD model and with the experimental data of Bhattacharjee et al. (2002 Bhattacharjee et al. ( , 2003 and Kahvand (1995) . Finally, we draw some conclusions and make a recommendation based upon our observations.
The closure models
To derive closed-form constitutive equations from the kinetic model of Fang et al. (2004) described in the Introduction, we consider the closure problem for the kinetic theory of polymer solutions based upon FENE dumbbells.
As a starting point, let us define a state variable X which is the configuration space average of a scalar or tensorial function f of the configurational variable Q:
It may then be shown (see Bird et al. 1987 , for example) that X satisfies the following time evolution equation:
If, therefore, we choose as the state variable X = X 1 , where X 1 is the second moment of the end-to-end vector
the evolution equation (10) for X 1 reads
Clearly, the two new state variables T = QF c (Q) and S = uu (an orientation tensor) in Eq. (12) introduce a closure problem. Once T has been determined the polymeric stress τ may be calculated from
where G = νk B T is an elastic modulus and ν denotes the segment density. Of the very many closure approximations that are available in the literature we review five below. All of these lead to systems of differential equations of varying complexity from which T may be found. Three of the closure approximations in our review (the Peterlin, FENE-LS and Bingham closures) may be derived by approximating ψ with a function ψ c (say) drawn from a low-dimensional canonical distribution. In the case of the Peterlin and FENE-LS closure approximations the canonical distribution function ψ c is assumed to be length and orientation separable. That is, we may write
with the following normalization:
and
Let · c denote the configuration space average computed with the canonical distribution function ψ c . Then
Since u is a unit vector and using (15) it follows from taking the trace throughout (17) that
and hence that
From (16) and (19) we thus get
.
(20) The Peterlin and FENE-LS closure approximations differ in the choice of the normalized radial distribution
The Peterlin closure
The classical Peterlin closure approximation (Peterlin 1966) amounts to choosing the single parameter canonical distribution
where δ is the delta function and the parameter α ∈ (0, √ b). From (18) we then get tr(A) ≈ α 2 . Thus, writing
it may be seen that
. (23) From (12) we obtain what we will henceforth term the MEFD-P model:
. (24) Accordingly, the constraint release rate k and the stress expression (13) are approximated as
respectively.
The FENE-LS closure
We now wish to develop a second-order closure by introducing a second state variable X 2 = B = Q 4 . The evolution equation (10) for X 2 reads
(27) Here, closure is needed for the two new state variables 
(32) Now only the scalar state variables
need closure. The two-parameter canonical FENE-LS radial distribution introduced by Lielens et al. (1999) was
where
and R is a constant. Using this distribution,
The relations (36) and (37) 
Inserting the above results into (38) and (39) gives the FENE-LS closure. For calculating the constraint release rate k, Q can be approximated as
The model consisting of the evolution equations (12) and (27) together with the above closure relations will be called MEFD-LS in the sequel.
We would now like to obtain the orientation tensor S = uu in what may be hoped to be a more accurate way than via the approximation (20) . To this end we derive the following evolution equation for S from (10):
Here
need to be closed. For closing S 1 and S 2 , either the Peterlin or the FENE-LS closure can be used. By applying the Peterlin closure, we have
By applying the FENE-LS closure, we have
Let us consider three different closures for R: the quadratic closure of Doi (1981) , a closure relation due to Hinch and Leal (1976) and another by Chaubal and Leal (1998) , based upon the set of Bingham distributions.
The quadratic closure
The simplest way to close R is using the quadratic closure originally adopted by Doi (1981) for the modelling of liquid-crystalline polymers:
As noted by Feng et al. (1998) in a comparative study of closure models for the simulation of complex flows of liquid-crystalline polymers, however, the quadratic closure (48) has weaknesses, most notably that in simple shear flow the director tumbling and wagging predicted by the exact Doi theory for rigid rod molecules is not reproduced. We note that the quadratic closure is only exact if ψ(Q) is a Dirac delta function δ(Q − Q) centred on some direction Q.
The model consisting of the equations (12), (42), (46) and (48) will be denoted by MEFD-QP and that consisting of (12), (27) , (42), (47) and (48) will be referred to henceforth as MEFD-Q. Note that although S should be used directly in calculating k in Eq. (7), we found that leaving uu approximated by A/tr(A) gave better results. It is not entirely clear to us why this should be so but a conjecture is put forward in Section 3.3.2.
The Hinch and Leal (HL) closure
Hinch and Leal (1976) proposed two closures for R in the context of approximate constitutive equations for dilute suspensions of rigid spheroidal particles. The idea behind the construction of the proposed closure approximations was an interpolation between the weak flow (near equilibrium) and strong flow (weak Brownian motion) asymptotic expressions at different orders for the relationship between the averaged quantities R and S. A simple linear combination of the strong flow asymptotic expressions at the lowest order, having the correct weak flow behaviour, was supplied by Hinch and Leal:
where D is any traceless and symmetric tensor. The closure (49) shall be referred to as the HL closure from this point on. In order to apply the HL closure to our case, we first observe that since the fourth order tensor R is symmetric with respect to all its indices and therefore, in particular, with respect to its first two,
The HL closure was shown by Chaubal (1997) to be more accurate than the quadratic closure. However, we found that, when applied to the modified EFD model, it fails to produce a stable steady state for start-up of extensional flow at high extension rates. Hence, noting that tr(A) → b as the extension rate increases, we propose to combine the HL closure and the quadratic closure in the following way:
for some suitable choice of the parameter ω (ω = 0.5 is used for the results presented in Section 3). The model obtained will be called MEFD-HL if the FENE-LS closure is used for the approximation of the T , S 1 and S 2 terms and MEFD-HLP if the Peterlin closure is used for those terms.
The Bingham closure
The Bingham closure adopted in this paper was presented recently by Grosso et al. (2000a Grosso et al. ( , 2000b ) and evaluated by these authors in a shear flow and the start-up flow of a nematic rod-like polymer in an eccentric cylinder geometry. The closure approximation for R in terms of S was derived in the framework of a canonical distribution function based upon two parameters and belonging to the set of Bingham functions (see Chaubal and Leal 
was used, where Z is a normalization constant, C is a real symmetric matrix having eigenvalues λ 1 , λ 2 and −(λ 1 +λ 2 ) and u may be written in terms of the spherical coordinates θ and ϕ as u = (sin θ cos ϕ, sin θ sin ϕ, cos θ).
Following Grosso et al. (2000a Grosso et al. ( , 2000b ) the Bingham closure for R may be written as
In the above equations, the overbar implies the operation which makes the tensor fully symmetric, and I 2 and I 3 represent the second and the third invariants of the tensor S:
The numerical values of the parameters, supplied by Table I . It is known that the Bingham closure behaves satisfactorily only in weak flows of liquid-crystalline polymers. We also found that, when applied to the modified EFD model, it produces unphysical oscillations of long period before reaching the final steady state for fast shear flows. So, we propose to combine it with the quadratic closure as we have done before for the HL closure. The model obtained will be called MEFD-B if the FENE-LS closure is used for the T , S 1 and S 2 terms and MEFD-BP if the Peterlin closure is used for these.
Evaluation of the closure approximations
The Peterlin closure approximation appearing in the evolution equation (12) 
The fluctuation-dissipation theorem and the Green-Kubo relations
Consider the steady shear flow v = (v x , v y , v z ) = (γy, 0, 0). Then the evolution equation (24) for A = QQ under the Peterlin approximation becomes 
Taking traces of (55) and lettingγ −→ 0 we get the equilibrium value tr(A) = 3b/(b + 3). Using this result and the yy and xy components of (55) we may show that the polymeric contribution to the zero shear-rate viscosity η p (0) is given by
The evolution equation (24) for the second moment of the segment configuration A = QQ with the FENE-P closure approximation may be derived from an infinite number of different Fokker-Planck equations, amongst them the family of equations
where we require α + 5β = 3. From the expressions (6) and (8) for τ ef f and τ s , respectively, we see that under equilibrium conditions D = 1/(3τ d ) and τ s = τ R0 . By choosing β = 0 and considering the equilibrium Fokker-Planck equation we therefore get a drift term which is linear in Q, a diffusion term which is constant and a probability density function that is, in consequence, Gaussian. The stochastic differential equation corresponding to (58) in the case β = 0 is
In equilibrium (59) becomes
which has solution
where the propagator Φ t is given by
According to the Green-Kubo relations (Kubo et al. 1985 ) the zero shear-rate viscosity should be computable from equilibrium time correlation functions and, in particular, the fluctuation-dissipation theorem of the first kind states that
Since Q is Gaussian with Q x and Q y uncorrelated, we may use the result (see Eq. (2.62) ofÖttinger 1996, for example) that
where in the present case (see Eq. (3.58) ofÖttinger 1996)
Hence, combining the results (63), (64) and (65) we get
which is the same as in Eq. (57).
A similar analysis for the other closure approximations considered in this paper would be difficult, if not impossible, in view of their high degree of complexity.
Numerical comparison of the closure approximations
For the results in this subsection a Brownian dynamics simulation for the modified EFD model was used with between 10 4 and 10 6 configurations and time step sizes ∆t chosen so that the strain in all flows considered per time step never exceeded 0.02. For small deformation rates the maximum time step size was set at 4×10 −4 . For all numerical computations for the closure models a fifthorder Runge-Kutta method with adaptive time step, as described by Press et al. (1989) was used. Further details of our Brownian dynamics method may be gleaned from Fang et al. (2000) .
We begin the presentation of our results with a discussion of the extent of agreement with experimental data of predictions of the modified EFD model and its various closure approximations for steady simple shear flow and steady uniaxial extensional flow. We then consider the qualitative behaviour of the models in a doublestep shear strain experiment. In all three flows the choice of rheological parameters is based upon the experimental data of Bhattacharjee et al. (2002 Bhattacharjee et al. ( , 2003 for a 10% solution of 3.9×10 6 molecular weight polystyrene in diethyl phthalate. The number of entanglements in the solution was calculated by the authors to be Z = 27.4 and the maximum stretching ratio of the chain contour length to be λ max = 13.6. The Rouse time was given by the authors as τ R = 0.282s and therefore τ d = 3Zτ R = 23.18s. Fig. 1 (a) -(e) we plot the experimental results of Bhattacharjee et al. (2003) and the predictions of the modified EFD model and its approximations MEFD-P, MEFD-LS, MEFD-Q, MEFD-HL and MEFD-B for the shear stress and first normal stress difference in a steady simple shear flow. The reptation times τ d and elastic moduli G used in the numerical simulations were calculated to give the correct (i.e. experimentally observed) crossover point for the shear stress and first normal stress difference. In this way, τ d for the modified EFD model has been calculated to be 18s, which is smaller than the estimated value 23.18s given above. This is because the fast relaxation processes such as contour length fluctuations (CLF) are not taken into account in the model, hence a smaller value of τ d is necessary to compensate those missing mechanisms. The Rouse time τ R is chosen to be 0.3s, close to the estimated value of Bhattacharjee et al. mentioned above, and τ R0 = τ R /3 = 0.1s. If, like Fang et al. (2004), we apply the relation τ d /τ R = 3Z for our present choice of τ d and τ R , then the resulting value of Z is smaller than that estimated experimentally, which in turn leads to a larger λ max in order to preserve the same total number of Kuhn steps as given by Bhattacharjee et al. (2002 Bhattacharjee et al. ( , 2003 . We now believe that it is not proper to recalculate Z from the relation τ d /τ R = 3Z by using the value of τ d obtained from fitting. Therefore, we keep the values for Z and λ max unchanged. For the modified EFD model, and as explained in the paper of Fang et al. (2004) , b is taken to be 3λ
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2 − 5 ≈ 550. The same extensibility parameter b and Rouse time τ R computed for the modified EFD model are also used for each of the closure approximations. β 1 and β 2 in the orientation relaxation time (6) and stretch relaxation time (8), respectively, were both chosen equal to 2 for all the closure models. For the modified EFD model, β 1 = 0.5 was found to give better results. Since the parameters mentioned above are the same for all the closure models, the proximity of the calculated values of G and τ d for any closure approximation to the corresponding value for the modified EFD model is a useful quantitative measure of the quality of the agreement, at least in a shear flow.
From the results in Fig. 1 (a) -(e), best overall agreement with the experimental data and the modified EFD results would seem to be achieved by the MEFD-HL closure although, admittedly, the shear stress data is closely matched by the MEFD-P and MEFD-LS models, albeit at the price of G and τ d parameters that are further from those of the modified EFD model than in the HL and Bingham closures. We note that at higher (> 10s −1 ) shear rates the Bingham closure approximation leads to unacceptably high values of both the shear stress and first normal stress difference.
Other flows
The same fluid parameters as detailed above for steady shear flow have also been used for simulations of steady uniaxial extensional flow. Agreement with the modified EFD model result was seen to be best using the HL and Bingham closures. However, the modified EFD model, although superior in its agreement with the extensional data to either the coupled DCR-CS model of Marrucci and Ianniruberto (2003) or the original EFD model of Bird and Deaguiar (1983) , overpredicts the experimental data for an extension ratė ε 4s −1 . Improvement on this point is certainly achievable by using a smaller value of b without deterioration of the shear flow results.
In a double-step shear strain experiment a strain of 4 was imposed and then at a time t w (say) later a strain of −2 imposed, giving a total strain of 2. The same fluid parameters for all models as in the previous two flows described above were used. The expected τ xy overshoot for t w /τ d sufficiently small failed to materialize for the MEFD-P, MEFD-LS and MEFD-Q closure approximations. Qualitatively, then, the MEFD-HL and MEFD-B closures return superior results to those of the less sophisticated closures. Better quantitative agreement with the predictions of the modified EFD model was also in evidence.
MEFD-HL model. Further results
Although it has been difficult in the previous section to distinguish between the agreement afforded by the HL and Bingham closures with the modified EFD model predictions for the three flows considered, the slightly better results of the HL closure coupled with its considerably simpler mathematical description make this our closure approximation of choice. In the paragraphs below we study further its properties in some steady and start-up flows. Fig. 2 were calculated to be 1500 Pa and 9s, and the same value 0.5s was used for τ R .
Start-up shear flow In
From Fig. 2 (a) and (b) it may be seen that the modified EFD model overpredicts the τ xy overshoot at the highest shear rateγ = 10s −1 but underpredicts that of N 1 . Behaviour at the lowest shear rate for the modified EFD model and the HL closure is comparable. The HL closure underpredicts the peak values of both the shear stress and first normal stress difference atγ = 10s that an overshoot in N 1 occurs at a higher shear rate than that in τ xy . Atγ = 10s −1 the peak value of N 1 is attained later than that of τ xy .
Computation of uu in the constraint release rate
k. In Fig. 3 we demonstrate the curious and striking difference of behaviour of the HL closure when S from Eq. (42) and A/tr(A) are used in the calculation of the constraint release rate k in (7) for a start-up shear flow at a dimensionless shear rateγτ d = 1000. Also shown is the prediction of the normalized shear stress using the modified EFD model of Fang et al. (2004) . All relevant parameters for both the modified EFD model and the closure models are set to Z = 20, β 1 = 0.5, and β 2 = 2. It may be seen that a huge (and unphysical) overshoot in the normalized shear stress is possible when S in the HL closure is used to calculate k, and that the solution persistently oscillates thereafter. In shear flow, k is only 
Use of the Peterlin approximation (46)
In Fig. 5 we show the result of superimposing on Fig. 1 (d) the predictions for the shear stress and first normal stress difference obtained for the same steady shear flow using the MEFD-HLP model (that is the HL closure (51) the MEFD-HL model, i.e., with the LS evaluation of T , S 1 , and S 2 , is discernible by looking at the value of τ d calculated, which is closer to that of the modified EFD model than in the case of the Peterlin approximation. molecular weight polystyrene diethyl phosphate. Material parameters were taken to be the same as those detailed in Fig. 1(d) except that a smaller value of b = 295 (corresponding to λ max = 10) was selected in order to give better fitting of data at high extensional rates. The numerical results from both models are in close agreement with the experimental data over the chosen range of strain rates and are hardly distinguishable from each other. Arguably, agreement with the experimental data is superior to that obtained with the DCR-CS model of Ianniruberto and Marrucci (2001) , the use of which as observed by Bhattacharjee et al. (2003) led, with the exception of the data at the lowest strain rate, to consistent under-prediction of the experimental data (see Fig. 6(a) of Bhattacharjee et al. 2003 ).
Conclusions
In this paper we have compared the performance of combinations and adaptations of five different closure approximations in their capacity to faithfully reproduce the predictions of the modified encapsulated FENE dumbbell model of Fang et al. (2004) for a number of shear and extensional flows. Comparison has also been made with the experimental data of Kahvand (1995) and Bhattacharjee et al. (2002, 2003) . In the case of the HinchLeal and Bingham closures (Hinch and Leal 1976; Chaubal and Leal 1998) a combination with the quadratic closure of Doi (1981) was found to be necessary for fast flows. The Hinch-Leal closure approximation, modified in this way, was found to outperform the other closures and its mathematical description is considerably simpler than that of the Bingham closure. We therefore recommend the use of the closure model, MEFD-HL, which includes the time evolution equations (12), (27) , and (42) for the three state variables A, B, and S, respectively, the modified Hinch-Leal closure (51) for R and the LS approximations (29) and (47) to T , S 1 and S 2 . In the case of the Peterlin approximation (Peterlin 1966) a mean-fieldtype Fokker-Planck equation underlying the evolution equation for an equilibrium averaged polymer segment orientation tensor is shown to be consistent with the fluctuation-dissipation theorem (Kubo et al. 1985) .
