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CLASSIFICATION OF QUOTIENT BUNDLES ON THE
FARGUES-FONTAINE CURVE
SERIN HONG
Abstract. We completely classify all quotient bundles of a given vector bundle on the
Fargues-Fontaine curve. As consequences, we have two additional classification results: a
complete classification of all vector bundles that are generated by a fixed number of global
sections and a nearly complete classification of subbundles of a given vector bundle. For the
proof, we combine the dimension counting argument for moduli of bundle maps developed
in [BFH+17] with a series of reduction arguments based on some reinterpretation of the
classifying conditions.
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1. Introduction
In [FF18], Fargues and Fontaine constructed a remarkable scheme, now commonly referred
to as the Fargues-Fontaine curve, which serves as the “fundamental curve of p-adic Hodge
theory”. In fact, many constructions in p-adic Hodge theory and related fields have geometric
interpretations in terms of vector bundles on the Fargues-Fontaine curve. As an example,
Fargues in [Far16] formulates the conjectural geometrization of the local Langlands corre-
spondence in terms of certain sheaves on the stack of vector bundles on the Fargues-Fontaine
curve.
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In this paper we obtain several classification results regarding vector bundles on the Fargues-
Fontaine curve. Our main result is a complete classification of all quotient bundles of a given
vector bundle. As a special case, we obtain a complete classification of all vector bundles that
are generated by a fixed number of global sections. In addition, a dual statement of our main
result gives a nearly complete classification of subbundles of a given vector bundle.
1.1. Statement of results.
For a precise statement of our results, we briefly recall the classification of vector bundles
on the Fargues-Fontaine curve.
Theorem 1.1.1 (Fargues-Fontaine [FF18], Kedlaya [Ked08]). Fix a prime number p. Let E
be a finite extension of Qp, and let F be an algebraically closed perfectoid field of characteristic
p. Denote by X = XE,F the Fargues-Fontaine curve associated to the pair (E,F ).
(1) The scheme X is complete in the sense that the divisor of an arbitrary nonzero rational
function on X has degree zero. As a consequence, there is a well-defined notion of the
slope of a vector bundle on X.
(2) For every rational number λ, there is a unique stable bundle of slope λ on X, denoted
by O(λ).
(3) Every semistable bundle of slope λ is of the form O(λ)⊕m.
(4) Every vector bundle V on X admits a splitting and canonical Harder-Narasimhan
filtration. As a result, it admits a direct sum decomposition
V ≃
⊕
i
O(λi)
⊕mi
where λi’s run over the Harder-Narasimhan slopes of V; in other words, the isomor-
phism class of V is determined by the Harder-Narasimhan polygon HN(V) of V.
We retain the notation from Theorem 1.1.1. In addition, for a vector bundle V with a direct
sum decomposition as in (4) of Theorem 1.1.1, we define
V≤µ :=
⊕
λi≤µ
O(λi)
⊕mi and V≥µ :=
⊕
λi≥µ
O(λi)
⊕mi for every µ ∈ Q.
Now we can state our main result as follows:
Theorem 1.1.2. Let E be a vector bundle on X. Then a vector bundle F on X is a quotient
bundle of E if and only if the following conditions are satisfied:
(i) rank(E≤µ) ≥ rank(F≤µ) for every µ ∈ Q.
(ii) E≤µ ≃ F≤µ whenever equality holds in (i).
Moreover, if we align the Harder-Narasimhan polygons HN(E) and HN(F) so that their right
endpoints lie at the origin, the conditions (i) and (ii) are equivalent to the following conditions:
(i)’ For each i = 1, · · · , rank(F), the slope of HN(F) on the interval [−i,−i+1] is greater
than or equal to the slope of HN(E) on this interval.
(ii)’ If both HN(E) and HN(F) have vertices at some integer −j, then the slope of HN(F)
on [−j,−j + 1] is greater than or equal to the slope of HN(E) on [−j − 1, j] unless
HN(E) and HN(F) agree on [−j, 0].
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Figure 1. Illustration of the conditions (i)’ and (ii)’ in Theorem 1.1.2.
The two characterizations of quotient bundles given in Theorem 1.1.2 have their own pros
and cons. In practice, the characterization by the conditions (i)’ and (ii)’ is preferred as a
classification criterion since it is easy to check for any given bundles E and F . On the other
hand, the characterization by the conditions (i) and (ii) is simple to state and preferable for
studying consequences of Theorem 1.1.2.
If we take E = O⊕nX for some positive integer n in Theorem 1.1.2, we obtain the following
classification of finitely globally generated vector bundles on X.
Corollary 1.1.3. A vector bundle F on X is generated by n global sections if and only if the
following conditions are satisfied:
(i) All Harder-Narasimhan slopes of F are nonnegative.
(ii) rank(F) ≤ n with equality if and only if F ≃ O⊕nX .
In addition, dualizing the statement of Theorem 1.1.2 yields a classification of a majority
of subbundles of a given vector bundle on X.
Corollary 1.1.4. Let E be a vector bundle on X. Then a vector bundle D on X is (isomorphic
to) a subbundle of E if the following conditions are satisfied:
(i) rank(E≥µ) ≥ rank(D≥µ) for every µ ∈ Q.
(ii) E≥µ ≃ D≥µ whenever equality holds in (i).
Moreover, if we align the Harder-Narasimhan polygons HN(D) and HN(E) so that their left
endpoints lie at the origin, the conditions (i) and (ii) are equivalent to the following conditions:
(i)’ For each i = 1, · · · , rank(D), the slope of HN(D) on the interval [i, i + 1] is less than
or equal to the slope of HN(E) on this interval.
(ii)’ If both HN(D) and HN(E) have vertices at some integer j, then the slope of HN(D)
on [j − 1, j] is less than or equal to the slope of HN(E) on [j, j +1] unless HN(D) and
HN(E) agree on [0, j].
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Figure 2. Illustration of the conditions (i)’ and (ii)’ in Corollary 1.1.4.
We remark that Corollary 1.1.4 does not give a complete classification of all subbundles
since the condition (ii) is not necessary. In fact, we conjecture that the condition (i) alone
should give a complete classification of all subbundles.
Conjecture 1.1.5. Let E be a vector bundle on X. Then a vector bundle D is (isomorphic
to) a subbundle of E if and only if it satisfies the condition (i) (or its equivalent condition
(i)’) in Corollary 1.1.4.
1.2. Outline of the strategy.
It is relatively easy to see that the conditions (i) and (ii) in Theorem 1.1.2 are indeed
necessary and that they are equivalent to the conditions (i)’ and (ii)’. Therefore the main
part of our proof will concern sufficiency of the conditions (i) and (ii) in Theorem 1.1.2.
Our argument will be based on the dimension counting method for certain moduli spaces
of bundle maps developed in [BFH+17]. Our goal is to show that the moduli space Surj(E ,F)
parametrizing surjective bundle maps E ։ F is not empty if the conditions (i) and (ii)
in Theorem 1.1.2 are satisfied. For this, we consider auxiliary spaces Hom(E ,F)Q which
parametrizes bundle maps E → F with image isomorphic to a specified subbundle Q of F .
Then showing nonemptiness of Surj(E ,F) boils down to establishing the following inequality
on dimensions of the topological spaces:
dim |Hom(E ,F)Q| < dim |Surj(E ,F)| if Q 6= F . (1.1)
The dimension counting method developed in [BFH+17] allows us to rewrite this inequality
in terms of degrees of certain vector bundles related to E ,F and Q.
However, the details of our arguments are completely different from those in [BFH+17].
The main reason is that, unlike the quantities considered in [BFH+17], the quantities we need
to study in this paper do not generally have good interpretations in terms of areas of polygons
related to the Harder-Narasimhan slopes. In fact, our proof of the inequality (1.1) will consist
of a series of reduction steps as follows:
Step 1. We reduce the proof of (1.1) to the case when all slopes of E ,F and Q are integers.
Step 2. We further reduce the proof of (1.1) to the case rank(Q) = rank(F).
Step 3. When rank(Q) = rank(F), we complete the proof of (1.1) by gradually “reducing”
the slopes of F to the slopes of Q.
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As a key ingredient of our reduction argument, we introduce and study the notion of slope-
wise dominance for vector bundles on the Fargues-Fontaine curve. This notion is motivated
by the condition (i)’ in Theorem 1.1.2 (and the condition (i)’ in Corollary 1.1.4); indeed, we
can state the condition (i)’ in Theorem 1.1.2 as slopewise dominance between the dual bundles
E∨ and F∨ (and the condition (i)’ in Corollary 1.1.4 as slopewise dominance between D and
E). The notion of slopewise dominance allows us to use the equivalence of the conditions (i)
and (i)’ in Theorem 1.1.2 to its full capacity. In particular, we will use this notion to obtain
a number of implications of the condition (i)’ which are difficult to directly deduce from the
condition (i). Slopewise dominance is also crucial for formulating our process of “reducing”
the slopes of F to the slopes of Q in Step 3.
Acknowledgments. The major part of this study was done at the Oberwolfach Workshop
on Arithmetic of Shimura varieties. The author would like to thank the organizers of the
workshop for creating such a wonderful academic environment.
2. Preliminaries on the Fargues-Fontaine curve
2.1. The construction.
Throughout this paper, we fix the following data:
• p is a prime number;
• E is a finite extension of Qp with residue field Fq;
• F is an algebraically closed perfectoid field of characteristic p.
The Fargues-Fontaine curve can be constructed in two different flavors, namely as a scheme
and as an adic space. We first present the construction as an adic space since it is simpler to
describe than the construction as a scheme is.
Definition 2.1.1. Denote by E◦ and F ◦ the rings of integers of E and F , respectively. Let
π be a uniformizer of E, and let ̟ be a pseudouniformizer of F . We write WE◦(F
◦) :=
W (F ◦)⊗W (Fq) E
◦ for the ring of ramified Witt vectors of F ◦ with coefficients in E◦, and [̟]
for the Teichmuller lift of ̟. Define
YE,F := Spa(WE◦(F
◦)) \ {|p[̟]| = 0},
and let φ : YE,F → YE,F be the Frobenius automorphism of YE,F induced by the natural q-
Frobenius ϕq onWE◦(F
◦). The (mixed-characteristic) adic Fargues-Fontaine curve associated
to the pair (E,F ) is defined by
XE,F := YE,F/φ
Z.
Proposition 2.1.2 ([Ked16]). XE,F is a Noetherian adic space over Spa(E).
Remark. When E is replaced by a finite extension of Fp((t)), there is a related construction
of the equal-characteristic Fargues-Fontaine curve. Our main results are equally valid for
vector bundles on the equal-characteristic Fargues-Fontaine curve. Moreover, the proofs for
the equal-characteristic setting are strictly easier than the proofs for the mixed-characteristic
setting. Therefore in this paper we will focus on vector bundles on the mixed-characteristic
Fargues-Fontaine curve.
Let us relate the above construction of XE,F to the schematic construction of the Fargues-
Fontaine curve. For this, we need to define some vector bundles on XE,F . Note that, by
descent, a vector bundle V over XE,F is the same as a φ-equivariant vector bundle V˚ on YE,F ,
that is, a vector bundle V˚ on YE,F together with an isomorphism φ
∗V˚
∼
→ V˚ .
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Definition 2.1.3. Let λ = r/s be a rational number written in lowest terms with r > 0. Let
v1, v2, · · · , vs be a trivializing basis of O
⊕s
YE,F
. Define an isomorphism φ∗O⊕sYE,F
∼
→ O⊕sYE,F by
v1 7→ v2, v2 7→ v3, · · · , vs−1 7→ vs, vs 7→ π
−rv1,
where we abuse notation to view v1, v2, · · · , vs as a trivializing basis for φ
∗O⊕sYE,F as well. We
write O(λ) for the vector bundle on XE,F corresponding to the vector bundle O
⊕s
YE,F
with the
isomorphism φ∗O⊕sYE,F
∼
→ O⊕sYE,F as defined above.
The following fact suggests that we can regard O(1) as an “ample” line bundle on XE,F .
Proposition 2.1.4 ([KL15, Lemma 8.8.4 and Proposition 8.8.6]). Let F be a coherent sheaf
on XE,F . Then for all sufficiently large n ∈ Z, the twisted sheaf F(n) := F ⊗O(1)
⊗n satisfies
the following properties:
(i) H1(XE,F ,F(n)) = 0.
(ii) The sheaf F(n) is generated by finitely many global sections.
We now recover the schematic construction of the Fargues-Fontaine curve as follows:
Definition 2.1.5. We define the schematic Fargues-Fontaine curve associated to the pair
(E,F ) to be
XE,F := Proj

⊕
n≥0
H0(XE,F ,O(n))

 .
Remark. The original construction of the schematic Fargues-Fontaine curve in [FF18] was
given in terms of certain period rings of p-adic Hodge theory (see also [FF14], 4.1):
XE,F = Proj

⊕
n≥0
Bϕq=pi
n

 .
This definition agrees with Definition 2.1.5 via the identification H0(XE,F ,O(n)) ≃ B
ϕq=pin .
Proposition 2.1.6 ([FF18]). The scheme XE,F is Noetherian, connected, and regular of
(absolute) dimension one.
For our purpose, the two constructions are essentially equivalent in the following sense:
Proposition 2.1.7 (“GAGA for the Fargues-Fontaine curve”, [KL15, Theorem 6.3.12]).
There is a natural map
XE,F → XE,F
which induces by pullback an equivalence of categories of vector bundles.
Following Kedlaya-Liu [KL15], we can extend the construction of the adic Fargues-Fontaine
curve to relative settings.
Definition 2.1.8. Let S = Spa(R,R+) be an affinoid perfectoid space over Spa(F ), and let
̟R be a pseudouniformizer of R. Denote by E
◦ the ring of integers of E, and by R◦ the ring
of power bounded elements of R. We take the rings of ramified Witt vectors
WE◦(R
◦) :=W (R◦)⊗W (Fq) E
◦,
WE◦(R
+) :=W (R+)⊗W (Fq) E
◦
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and write [̟R] for the Teichmuller lift of ̟R. Define
YE,S := Spa(WE◦(R
◦),WE◦(R
+)) \ {|p[̟R]| = 0},
and let φ : YE,S → YE,S be the Frobenius automorphism of YE,S induced by the natural
q-Frobenius ϕq on WE◦(R
◦). The relative adic Fargues-Fontaine curve associated to the pair
(E,S) is defined by
XE,S := YE,S/φ
Z.
More generally, for an arbitrary perfectoid space S over Spa(F ), we choose an affinoid cover
S =
⋃
Si =
⋃
Spa(Ri, R
+
i ) and define the relative adic Fargues-Fontaine curve XE,S by gluing
the adic spaces XE,Si.
Remark. By construction, the relative curve XE,S comes with a map XE,S → XE,F . However,
the relative curve XE,S cannot be obtained from XE,F by base change. In fact, neither XE,S
nor XE,S is defined over Spa(F ).
2.2. Classification of vector bundles and Harder-Narasimhan polygons.
For the rest of this paper, we will simply write X := XE,F and X := XE,F . Moreover, we
will henceforth speak interchangeably about vector bundles on X andX in light of Proposition
2.1.7.
In this section we review the main classification theorem for vector bundles on the Fargues-
Fontaine curve and discuss some of its immediate consequences.
Proposition 2.2.1 ([FF18]). The curve X is complete in the sense that for an arbitrary
nonzero rational function f on X, the divisor of f has degree zero.
This yields a well-defined notion of degree for line bundles as follows:
Definition 2.2.2. Given a line bundle L on X, we define the degree of L by
deg(L) := deg(div(s))
where s is an arbitrary nonzero meromorphic section of L.
The above notion of degree readily extends to vector bundles, thereby yielding a notion of
slope for vector bundles.
Definition 2.2.3. Let V be a vector bundle on X .
(1) We write rk(V) for the rank of V, and V∨ for the dual bundle of V.
(2) We define the degree and the slope of V respectively by
deg(V) := deg(∧rk(V)V) and µ(V) :=
deg(V)
rk(V)
.
Let us now recall the usual notions of stability and semistability.
Definition 2.2.4. Let V be a vector bundle on X .
(1) We say that V is stable if µ(W) < µ(V) for all nonzero proper subbundles W ⊂ V.
(2) We say that V is semistable if µ(W) ≤ µ(V) for all nonzero proper subbundlesW ⊂ V.
We have the following classification of stable and semistable vector bundles on X :
Proposition 2.2.5 ([FF18]). Let λ be a rational number.
(1) The bundle O(λ) represents a unique isomorphism class of stable bundles of slope λ.
(2) Every semistable bundle of slope λ is isomorphic to O(λ)⊕n for some n.
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Remark. This is indeed the technical crux of the proof of the main classification theorem for
vector bundles on X . We will soon see that it is not hard to deduce the main classification
theorem from this fact combined with some cohomological computations.
We collect some fundamental properties of the stable bundles on X .
Lemma 2.2.6. Let r and s be relatively prime integers with s > 0.
(1) The bundle O(r/s) has rank s, degree r, and slope r/s.
(2) For any relatively prime integers r′ and s′ with s′ > 0, we have
O
(r
s
)
⊗O
(
r′
s′
)
≃ O
(
r
s
+
r′
s′
)⊕ gcd(ss′,rs′+r′s)
.
In particular, the bundle O(r/s) ⊗ O(r′/s′) has rank ss′, degree rs′ + r′s, and slope
r/s+ r′/s′.
(3) O(r/s)∨ ≃ O(−r/s).
Proof. All statements are straightforward to check using Definition 2.1.3. 
Theorem 2.2.7 ([FF18],[Ked08]). We have the following cohomological computations:
(1) H0(X ,O(λ)) = 0 if and only if λ < 0.
(2) H1(X ,O(λ)) = 0 if λ ≥ 0.
It turns out that every vector bundle on X admits a direct sum decomposition into stable
bundles, as stated in the following theorem:
Theorem 2.2.8 ([FF18]). Every vector bundle V on X admits a unique filtration
0 = V0 ⊂ V1 ⊂ · · · ⊂ Vl = V (2.1)
such that the successive quotients Vi/Vi−1 are semistable vector bundles with
µ(V1/V0) > µ(V2/V1) > · · · > µ(Vl/Vl−1).
Moreover, the filtration (2.1) splits into a direct sum decomposition
V ≃
l⊕
i=1
O(λi)
⊕mi (2.2)
where λi = µ(Vi/Vi−1).
Proof. Existence and uniqueness of the filtration (2.1) is a standard consequence of slope
formalism. We refer the readers to [Ked17, §3.4] for a detailed discussion.
For the direct sum decomposition (2.2), we proceed by induction on l. Since the base case
l = 0 is trivial, we only need to consider the induction step. By the induction hypothesis, the
filtration
0 = V0 ⊂ V1 ⊂ · · · ⊂ Vl−1
splits into a direct sum decomposition
Vl−1 ≃
l−1⊕
i=1
O(λi)
⊕mi . (2.3)
Moreover, since the quotient V/Vl−1 = Vl/Vl−1 is a semistable bundle with slope λl, Propo-
sition 2.2.5 yields a decomposition
V/Vl−1 ≃ O(λl)
⊕ml . (2.4)
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Hence it remains to establish the identity
Ext1(V/Vl−1,Vl−1) = 0. (2.5)
For each i = 1, 2, · · · , l − 1, Lemma 2.2.6 yields an identification
Ext1(O(λl),O(λi)) ≃ H
1(X ,O(λi)⊗O(λl)
∨) ≃ H1(X ,O(λi − λl)
⊕ni).
Since λi > λl for each i = 1, 2, · · · , l − 1, Theorem 2.2.7 now yields
Ext1(O(λl),O(λi)) = 0 for each i = 1, 2, · · · , l − 1.
We thus deduce the desired identity (2.5) by the decompositions (2.3) and (2.4). 
Definition 2.2.9. Let V be a vector bundle on X .
(1) We refer to the filtration (2.1) in Theorem 2.2.8 as the Harder-Narasimhan (HN)
filtration of V.
(2) We refer to the decomposition (2.2) in Theorem 2.2.8 as the Harder-Narasimhan (HN)
decomposition of V.
(3) We define the Harder-Narasimhan (HN) polygon of V as the upper convex hull of the
points (rk(Vi),deg(Vi)) where Vi’s are subbundles in the HN filtration of V.
(4) We refer to the slopes of HN(V) as the Harder-Narasimhan (HN) slopes of V, or simply
the slopes of V. These are precisely the numbers λi = µ(Vi/Vi−1) in Theorem 2.2.8.
We can restate Theorem 2.2.8 in terms of HN polygons as follows:
Theorem 2.2.10 ([FF18]). Every vector bundle V on X is determined up to isomorphism by
its HN polygon HN(V).
Proof. The HN polygon HN(V) determines the HN filtration of V by definition. Hence by
Theorem 2.2.8 it determines the isomorphism class of V via the HN decomposition. 
Let us now introduce some notations that we will frequently use.
Definition 2.2.11. Let V be a vector bundle on X with Harder-Narasimhan filtration
0 = V0 ⊂ V1 ⊂ . . . ⊂ Vm = V.
(1) We write µmax(V) (resp. µmin(V)) for the maximum (resp. minimum) slope of V.
(2) For every µ ∈ Q, we define V≥µ (resp. V>µ) to be the subbundle of V given by Vi for
the largest value of i such that µ(Vi/Vi−1) ≥ µ (resp. such that µ(Vi/Vi−1) > µ). We
also define V<µ := V/V≥µ and V≤µ := V/V>µ.
Lemma 2.2.12. Let V be a vector bundle on X with Harder-Narasimhan decomposition
V ≃
l⊕
i=1
O(λi)
⊕mi .
Then we have the following identifications:
V≥µ ≃
⊕
λi≥µ
O(λi)
⊕mi and V>µ ≃
⊕
λi>µ
O(λi)
⊕mi ,
V≤µ ≃
⊕
λi≤µ
O(λi)
⊕mi and V<µ ≃
⊕
λi<µ
O(λi)
⊕mi .
Proof. This is an immediate consequence of Definition 2.2.11. 
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Lemma 2.2.13. Given a vector bundle V on X , we have identities
rk(V) = rk(V∨) and deg(V) = − deg(V∨).
More generally, for every µ ∈ Q we have identities
rk(V≥µ) = rk((V∨)≤−µ) and deg(V≥µ) = − deg((V∨)≤−µ).
Proof. When V is stable, the first statement is an immediate consequence of Lemma 2.2.6.
From this, we deduce the first statement for the general case using HN decomposition of V.
The second statement then follows from the first statement since we have (V≥µ)∨ ≃ (V∨)≤−µ
by Lemma 2.2.6 and Lemma 2.2.12. 
Lemma 2.2.14. Given two vector bundles V and W on X , we have
Hom(V,W) = 0 if and only if µmin(V) > µmax(W).
Proof. It suffices to consider the case when both V and W are stable; indeed, the general
case will follow from this special case using the HN decompositions of V and W. Let us now
write V = O(λ) and W = O(µ) for some λ, µ ∈ Q. Then using Lemma 2.2.6 we obtain an
identification
Hom(V,W) ≃ H0(X ,V∨ ⊗W) ≃ H0(X ,O(λ)∨ ⊗O(µ)) ≃ H0(X ,O(µ − λ)⊕n).
Since the condition µmin(V) > µmax(W) is equivalent to λ > µ, the assertion follows from
Theorem 2.2.7. 
3. Moduli of bundle maps
3.1. Definitions and key properties.
In this section we define certain moduli spaces of bundle maps and collect some of their
key properties. We refer the readers to [BFH+17, §3.3] for a thorough discussion about these
moduli spaces.
Recall from Definition 2.1.8 that for any perfectoid space S over Spa(F ) we have a relative
Fargues-Fontaine curve XS that comes with a map XS → X .
Definition 3.1.1. Let V be a vector bundle on X . For any perfectoid space S over Spa(F ),
we denote by VS the vector bundle obtained from V via pullback along the map XS → X .
Let us define some moduli functors parametrizing bundle maps over X with various specified
properties.
Definition 3.1.2. Denote by Perf/Spa(F ) the category of perfectoid spaces over Spa(F ). Given
vector bundles E and F on X , we define the following Set-valued functors on Perf/Spa(F ):
(1) H0 is the functor associating S ∈ Perf/Spa(F ) to the set H
0(XS , ES).
(2) Hom(E ,F) is the functor associating S ∈ Perf/Spa(F ) to the set of OXS -module maps
m : ES → FS . Note that Hom(E ,F) ∼= H
0(E∨ ⊗F).
(3) Let Surj(E ,F) ⊂ Hom(E ,F) be the subfunctor of Hom(E ,F) whose S-points param-
etrize surjective OXS -module maps m : ES ։ FS .
(4) Let Inj(E ,F) ⊂ Hom(E ,F) be the subfunctor of Hom(E ,F) whose S-points param-
etrize “fiberwise-injective” OXS -module maps. Precisely, this functor parametrizes
OXS -module maps m : ES → FS whose pullback along the map Xx → XS for any
geometric point x→ S gives an injective OXx -module map.
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Remark. The condition defining Inj(E ,F) is much stronger than the condition that m :
ES → FS is injective.
Scholze’s theory of diamonds in [Sch18] provides a framework for making sense of these
functors as moduli spaces, thereby allowing us to study their geometric properties.
Proposition 3.1.3 ([BFH+17, Proposition 3.3.2, Proposition 3.3.5 and Proposition 3.3.6]).
Let E and F be vector bundles on X . The functors H0(E), Hom(E ,F), Surj(E ,F) and
Inj(E ,F) are all locally spatial and partially proper diamonds in the sense of Scholze [Sch18].
Moreover, their dimensions are given as follows:
(1) The diamond H0(E) is equidimensional of dimension deg(E)≥0.
(2) The diamond Hom(E ,F) is equidimensional of dimension deg(E∨ ⊗F)≥0.
(3) The diamonds Surj(E ,F) and Inj(E ,F) are both either empty or equidimensional of
dimension deg(E∨ ⊗F)≥0.
Remark. One can show that the natural map
Surj(F∨, E∨)→ Inj(E ,F)
is an open immersion.
The following fact is crucial for our proof of the main result.
Proposition 3.1.4 ([BFH+17, Theorem 3.3.11]). Let E and F be vector bundles on X satis-
fying the following properties:
(i) There exists a nonzero bundle map E → F .
(ii) For any Q ( F which also occurs as a quotient of E we have an inequality
deg(E∨ ⊗Q)≥0 + deg(Q∨ ⊗F)≥0 < deg(E∨ ⊗F)≥0 + deg(Q∨ ⊗Q)≥0.
Then there exists a surjective bundle map E ։ F .
Proof. We give a sketch of the proof here. Interested readers can find a complete proof in
[BFH+17, §3.3].
We wish to show that the topological space |Surj(E ,F)| is nonempty. Let S be the set
of isomorphism classes of subbundles Q ( F which also occur as a quotient of E . For each
Q ∈ S, composition of bundle maps induces a natural map of diamonds
Surj(E ,Q) ×SpdF Inj(Q,F)→Hom(E ,F).
Let us define |Hom(E ,F)Q| ⊂ |Hom(E ,F)| to be the image of the induced map on topological
spaces. Then we have the following facts ([BFH+17, Proposition 3.3.9 and Lemma 3.3.10]):
(1) For every Q ∈ S, the set |Hom(E ,F)Q| is stable under generalization and specializa-
tion inside |Hom(E ,F)|.
(2) For every Q ∈ S with |Hom(E ,F)Q| nonempty, we have
dim |Hom(E ,F)Q| = deg(E
∨ ⊗Q)≥0 + deg(Q∨ ⊗F)≥0 − deg(Q∨ ⊗Q)≥0.
Moreover, by definition we have
|Hom(E ,F)|\|Surj(E ,F)| =
∐
Q∈S
|Hom(E ,F)Q|.
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Now we use the facts (1) and (2), the assumption (ii), and Proposition 3.1.3 to find
dim
(
|Hom(E ,F)|\|Surj(E ,F)|
)
= sup
Q∈S
dim |Hom(E ,F)Q|
≤ sup
Q∈S
(
deg(E∨ ⊗Q)≥0 + deg(Q∨ ⊗F)≥0 − deg(Q∨ ⊗Q)≥0
)
< deg(E∨ ⊗F)≥0
= dim |Hom(E ,F)|.
Hence we deduce that |Surj(E ,F)| is nonempty as desired. 
Remark. As the notation suggests, |Hom(E ,F)Q| is the underlying topological space of
a subdiamond Hom(E ,F)Q of Hom(E ,F), which (more or less) parametrizes bundle maps
E → F with image isomorphic to Q at all geometric points.
3.2. Dimension counting by Harder-Narasimhan polygons.
As our discussion in §3.1 suggests, we will have to understand quantities of the form
deg(V∨ ⊗ W)≥0 for some fairly arbitrary vector bundles V and W on X . Following the
strategy developed in [BFH+17, §2.3], we prove some useful lemmas for this.
Definition 3.2.1. Let v and w be arbitrary vectors in R2.
(1) We denote by vx (resp. vy) the x-coordinate (resp. y-coordinate) of v.
(2) If vx 6= 0, we write µ(v) := vy/vx for the slope of v.
(3) If both v and w have nonzero x-coordinates, we will often write v ≺ w (resp. v  w)
in lieu of µ(v) < µ(w) (resp. µ(v) ≤ µ(w)).
(4) We write v × w for the (two-dimensional) cross product of v and w, regarded as a
scalar by the formula
v × w = vxwy − vywx.
We can characterize the relations  and ≺ in terms of cross products as follows:
Lemma 3.2.2. Let v and w be vectors in R2.
(1) If vx and vy have the same sign, we have v ≺ w (resp. v  w) if and only if v×w > 0
(resp. v × w ≥ 0).
(2) If vx and vy have opposite signs, we have v ≺ w (resp. v  w) if and only if v×w < 0
(resp. v × w ≤ 0).
Proof. This is straightforward to check using Definition 3.2.1. 
We will make use of Lemma 3.2.2 by expressing the HN polygons in terms of two-dimensional
vectors.
Definition 3.2.3. Let V be a vector bundle on X with Harder-Narasimhan decomposition
V =
l⊕
i=1
O(λi)
mi
where λ1 > λ2 > · · · > λl. We define the HN vectors of V by
−→
HN(V) := (vi)1≤i≤l
where vi is the vector representing the i-th edge in HN(V). More precisely, writing λi = ri/si
in lowest terms with si > 0, we set vi := (misi,miri).
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The following simple lemma is pivotal to our discussion in this section.
Lemma 3.2.4. Let V and W be vector bundles on X with
−→
HN(V) = (vi) and
−→
HN(W) = (wj).
Then we have
deg(V∨ ⊗W) =
∑
i,j
vi × wj and deg(V
∨ ⊗W)≥0 =
∑
viwj
vi × wj (3.1)
Proof. When V and W are both semistable, we quickly verify both identities in (3.1) using
Lemma 2.2.6 and Lemma 3.2.2. Then we deduce the general case using the HN decompositions
of V and W. 
Corollary 3.2.5. For arbitrary vector bundles V and W on X , we have
dimHom(V,W) = 0 if and only if µmin(V) ≥ µmax(W).
Proof. This is an immediate consequence of Proposition 3.1.3 and Lemma 3.2.4 
Remark. This is not a consequence of Lemma 2.2.14; in fact, When µmin(V) = µmax(W),
Lemma 2.2.14 and Corollary 3.2.5 respectively yield Hom(V,W) 6= 0 and dimHom(V,W) = 0.
Definition 3.2.6. Given a vector bundle V on X , we write V(λ) := V ⊗O(λ) for any λ ∈ Q.
Lemma 3.2.7. Let V and W be vector bundles on X . For any λ ∈ Q we have
deg(V(λ)∨ ⊗W(λ))≥0 = rk(O(λ))2 · deg(V∨ ⊗W)≥0.
Proof. Let us write λ = r/s in lowest term with s > 0, and consider the HN vectors
−→
HN(V) = (vi),
−→
HN(V(λ)) = (v′i),
−→
HN(W) = (wj),
−→
HN(W(λ)) = (w′j).
By Lemma 2.2.6, each vi (resp. wj) is related to v
′
i (resp. wj’) as follows:
(1) µ(v′i) = µ(vi) + λ and µ(w
′
j) = µ(wj) + λ.
(2) v′i,x = svi,x and w
′
j,x = swj,x.
(3) v′i,y = svi,y + rvi,x and w
′
j,y = swj,y + rwj,x.
Now for each i and j we find
v′i ×w
′
j = v
′
i,xw
′
j,y − v
′
i,yw
′
j,x
= svi,x(swj,y + rwj,x)− (svi,y + rvi,x) · swj,x
= s2(vi,xwj,y − vi,ywj,x)
= rk(O(λ))2 · (vi × wj)
(3.2)
Moreover, by (1) we have v′i  w
′
j if and only if vi  wj . Thus we use Lemma 3.2.4 and (3.2)
to obtain
deg(V(λ)∨ ⊗W(λ))≥0 =
∑
v′iw
′
j
v′i × w
′
j =
∑
viwj
(
rk(O(λ))2 · (vi × wj)
)
= rk(O(λ))2
∑
viwj
vi × wj
= rk(O(λ))2 · deg(V∨ ⊗W)≥0.

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Remark. Let us give a geometric intuition behind the proof of Lemma 3.2.7. In terms
of HN vectors, tensoring with the bundle O(λ) is the same as the composition of a shear
transformation (that makes every slope increase by λ) and a dilation by rk(O(λ)). Then (3.2)
represents a geometric fact that the (signed) area of a parallelogram remains the same after
the shear transformation and gets multiplied by rk(O(λ))2 after the dilation.
Lemma 3.2.8. Let V and W be vector bundles on X . Take V˜ and W˜ to be vector bundles on
X whose HN polygons are obtained by vertically stretching HN(V) and HN(W) by a positive
integer factor C. Then we have
deg(V˜∨ ⊗ W˜)≥0 = C · deg(V∨ ⊗W)≥0.
Proof. Let us consider the HN vectors
−→
HN(V) = (vi),
−→
HN(W) = (wj),
−→
HN(V˜) = (v˜i),
−→
HN(W˜) = (w˜j).
By construction, we have the following relations between these HN vectors.
(1) µ(v˜i) = Cµ(vi) and µ(w˜j) = Cµ(w
′
j).
(2) v˜i,x = vi,x and w˜j,x = wj,x.
(3) v˜i,y = Cvi,y and w˜j,y = Cwj,y.
Now for each i and j we have
v˜i × w˜j = v˜i,xw˜j,y − v˜i,yw˜j,x
= vi,x · Cwj,y − Cvi,y · w
′
j,x
= C(vi,xwj,y − vi,ywj,x)
= C · (vi × wj)
(3.3)
Furthermore, (1) implies that v˜i  w˜j if and only if vi  wj . We thus use Lemma 3.2.4 and
(3.3) to find
deg(V˜∨ ⊗ W˜)≥0 =
∑
v˜iw˜j
v˜i × w˜j =
∑
viwj
C(vi × wj)
= C
∑
viwj
vi × wj
= C · deg(V∨ ⊗W)≥0.

Remark. As in the case of Lemma 3.2.7, we can describe a geometric intuition behind the
proof of Lemma 3.2.8. In fact, we can consider (3.3) as a representation of a geometric fact
that the vertical stretch by a factor C scales the area of an arbitrary parallelogram by the
same factor.
4. Classification of quotient bundles
4.1. The main statement and its consequences.
Let us state our main theorem, which gives a complete classification of all quotient bundles
of a given vector bundle on X .
Theorem 4.1.1. Let E be a vector bundle on X . Then a vector bundle F on X is a quotient
bundle of E if and only if the following conditions are satisfied:
(i) rk(E≤µ) ≥ rk(F≤µ) for every µ ∈ Q.
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(ii) E≤µ ≃ F≤µ whenever equality holds in (i).
Moreover, if we align the Harder-Narasimhan polygons HN(E) and HN(F) so that their right
endpoints lie at the origin, the conditions (i) and (ii) are equivalent to the following conditions:
(i)’ For each i = 1, · · · , rank(F), the slope of HN(F) on the interval [−i,−i+1] is greater
than or equal to the slope of HN(E) on this interval.
(ii)’ If both HN(E) and HN(F) have vertices at some integer −j, then the slope of HN(F)
on [−j,−j + 1] is greater than or equal to the slope of HN(E) on [−j − 1, j] unless
HN(E) and HN(F) agree on [−j, 0].
−i+ 1−i−j
HN(E)
HN(F)
O
Figure 3. Illustration of the conditions (i)’ and (ii)’ in Theorem 4.1.1.
We will discuss our proof of Theorem 4.1.1 in the subsequent sections. In this section we
explain some classification results as consequences of Theorem 4.1.1.
Our first corollary of Theorem 4.1.1 dualizes the statement of Theorem 4.1.1 to classify
almost all subbundles of a given vector bundle on X .
Corollary 4.1.2. Let E be a vector bundle on X . Then a vector bundle D on X is (isomorphic
to) a subbundle of E if the following conditions are satisfied:
(i) rk(E≥µ) ≥ rk(D≥µ) for every µ ∈ Q.
(ii) E≥µ ≃ D≥µ whenever equality holds in (i).
Moreover, if we align HN(D) and HN(E) so that their left endpoints lie at the origin, the
conditions (i) and (ii) are equivalent to the following conditions:
(i)’ For each i = 1, · · · , rank(D), the slope of HN(D) on the interval [i, i + 1] is less than
or equal to the slope of HN(E) on this interval.
(ii)’ If both HN(D) and HN(E) have vertices at some integer j, then the slope of HN(D)
on [j − 1, j] is less than or equal to the slope of HN(E) on [j, j +1] unless HN(D) and
HN(E) agree on [0, j].
16 S. HONG
i− 1 i j
HN(E)
HN(D)
O
Figure 4. Illustration of the conditions (i)’ and (ii)’ in Corollary 4.1.2.
Proof. For the first part, we wish to show that there exists an injective bundle map D →֒ E
if D satisfies the conditions (i) and (ii). By means of dualizing, it suffices to show that there
exists a surjective bundle map E∨ ։ D∨, or equivalently that D∨ is a quotient bundle of E∨.
This follows from Theorem 4.1.1 since by Lemma 2.2.13 we can rewrite the conditions (i) and
(ii) as follows:
(i)∨ rk((E∨)≤−µ) ≥ rk((D∨)≤−µ) for every µ ∈ Q.
(ii)∨ (E∨)≤−µ ≃ (D∨)≤−µ whenever equality holds in (i)∨.
It remains to verify equivalence between the conditions (i), (ii) and the conditions (i)’,
(ii)’. By reflecting the HN polygons HN(D) and HN(E) about the y-axis, we obtain the HN
polygons HN(D∨) and HN(E∨) with their right endpoints at the origin. We thus find that
the conditions (i)’ and (ii)’ are equivalent to the following conditions:
(i)’∨ For each i = 1, · · · , rank(D∨), the slope of HN(D∨) on the interval [−i,−i + 1] is
greater than or equal to the slope of HN(E∨) on this interval.
(ii)’∨ If both HN(D∨) and HN(E∨) have vertices at some integer −j, then the slope of
HN(D∨) on [−j,−j +1] is greater than or equal to the slope of HN(E∨) on [−j − 1, j]
unless HN(D∨) and HN(E∨) agree on [−j, 0].
Moreover, by Theorem 4.1.1 these conditions are equivalent to the conditions (i)∨ and (ii)∨,
which are equivalent to the conditions (i) and (ii) as already noted. We thus have equivalence
between the conditions (i), (ii) and the conditions (i)’, (ii)’ as desired, thereby completing the
proof. 
We remark that Corollary 4.1.2 does not give a complete classification of subbundles since
the condition (ii) is not necessary. The main underlying issue is that the cokernel of an
injective bundle map is not necessarily a vector bundle.
On the other hand, it is not hard to see that the condition (i) is necessary (see Proposition
4.3.3). In fact, we conjecture that the condition (i) alone should give a complete classification
of subbundles of E .
Conjecture 4.1.3. Let E be a vector bundle on X . Then a vector bundle D is (isomorphic
to) a subbundle of E if and only if rk(E≥µ) ≥ rk(D≥µ) for every µ ∈ Q.
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As another consequence of Theorem 4.1.1, we have a complete classification of finitely
globally generated vector bundles on X .
Corollary 4.1.4. A vector bundle E on X is generated by n global sections if and only if the
following conditions are satisfied:
(i) HN(E) has only nonnegative slopes, i.e., E<0 = 0.
(ii) rk(E) ≤ n with equality if and only if E ≃ O⊕n.
Proof. A vector bundle E on X is generated by n global sections if and only if there is a
surjective bundle map
O⊕n ։ E ,
which amounts to saying that E is a quotient bundle of O⊕n. By Theorem 4.1.1, this is
equivalent to the following two conditions:
(i)’ rk((O⊕n)≤µ) ≥ rk(E≤µ) for every µ ∈ Q.
(ii)’ (O⊕n)≤µ ≃ E≤µ whenever equality holds in (i)’.
We aim to prove that E satisfies these conditions if and only if it satisfies the conditions (i)
and (ii).
Note that
(O⊕n)≤µ =
{
O⊕n if µ ≥ 0
0 if µ < 0
.
Hence the condition (i)’ is satisfied if and only if rk(E≤µ) ≤ n for all µ ≥ 0 and rk(E≤µ) = 0
for all µ < 0. The condition for µ ≥ 0 is equivalent to the inequality rk(E) ≤ n whereas
the condition for µ < 0 amounts to saying that HN(E) has no negative slopes. Therefore the
condition (i)’ is equivalent to the condition (i) together with the inequality rk(E) ≤ n.
Let us now prove that the conditions (i) and (ii) together imply the conditions (i)’ and (ii)’.
By our discussion in the preceding paragraph, it suffices to verify the condition (ii)’ assuming
the conditions (i) and (ii). Note that the condition (ii)’ is always satisfied when µ < 0; in
fact, for µ < 0 the equality in (i)’ yields rk(E≤µ) = rk((O⊕n)≤µ) = 0 and thereby implying
E≤µ = (O⊕n)≤µ = 0. Hence we only need to consider the case when µ ≥ 0. In this case, the
inequality in (i)’ can be written as rk(E≤µ) ≤ n as noted in the previous paragraph. Now
suppose that we have an equality for some µ ≥ 0. Using the condition (i)’ for µ = µmax(E)
we obtain
rk(E≤µ) ≤ rk(E) = rk(E≤µmax(E)) ≤ n.
Hence the equality rk(E≤µ) = n implies rk(E≤µ) = rk(E) = n. We thus find E≤µ = E ≃ O⊕n
by the condition (ii), thereby verifying the condition (ii)’ as desired.
It remains to prove that the conditions (i)’ and (ii)’ together imply the conditions (i) and
(ii). By our discussion in the second paragraph, we only need to verify the equality condition
in (ii) assuming the conditions (i)’ and (ii)’. Now suppose that we have an equality rk(E) = n
in the condition (ii). Then we have an equality in condition (i)’ for µ = µmax(E). Hence the
desired isomorphism E ≃ O⊕n follows from the condition (ii)’ with µ = µmax(E). 
4.2. Slopewise dominance of vector bundles.
The rest of this paper will be devoted to proving Theorem 4.1.1. In this section, we
introduce and study the notion of slopewise dominance which will be crucial for our proof.
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Definition 4.2.1. Let V and W be vector bundles on X . Assume that their HN polygons
HN(V) and HN(W) are aligned as usual so that their left endpoints lie at the origin. We say
that V slopewise dominates W if for i = 1, · · · , rk(W), the slope of HN(W) on the interval
[i− 1, i] is less than or equal to the slope of HN(V) on this interval.
i− 1 i
HN(V)
HN(W)
O
Figure 5. Illustration of the notion of slopewise dominance.
Remark. Slopewise dominance of V on W implies that rk(V) ≥ rk(W).
The notion of slopewise dominance gives us a characterization of the condition (i) in The-
orem 4.1.1 (and the condition (i) in Corollary 4.1.2).
Lemma 4.2.2 (cf. [BFH+17] Corollary 4.2.2). Let V and W be vector bundles on X .
(1) V slopewise dominates W if and only if rk(V≥µ) ≥ rk(W≥µ) for every µ ∈ Q.
(2) V∨ slopewise dominates W∨ if and only if rk(V≤µ) ≥ rk(W≤µ) for every µ ∈ Q.
Proof. We first note that (2) follows from (1) as a dual statement. In fact, by Lemma 2.2.13
we can rewrite the inequality rk(V≤µ) ≥ rk(W≤µ) as rk((V∨)≥−µ) ≥ rk((W∨)≥−µ). Hence we
only need to prove (1).
We now assume the inequality rk(V≥µ) ≥ rk(W≥µ) for every µ ∈ Q and assert that V
slopewise dominates W. For each i = 1, · · · , rk(W), we let µi be the slope of HN(W) on the
interval [i− 1, i]. If some µi is greater than the slope of HN(V) on [i− 1, i], convexity of HN
polygons yields rk(V≥µi) < i ≤ rk(W≥µi) which contradicts the inequality we assumed. We
thus deduce that V slopewise dominates W as desired.
Conversely, we claim the inequality rk(V≥µ) ≥ rk(W≥µ) for every µ ∈ Q assuming that
V slopewise dominates W. Suppose for contradiction that rk(V≥µ) < rk(W≥µ) for some µ.
Then for i = rk(W≥µ), the slope of HN(W) on the interval [i− 1, i] is at least µ whereas the
slope of HN(V) on this interval is less than µ. In particular, the slope of HN(W) on [i− 1, i]
is greater than the slope of HN(V) on this interval, yielding a desired contradiction. 
Remark. By Lemma 4.2.2, Conjecture 4.1.3 can be stated as follows: subbundles of a given
vector bundle E on X are precisely vector bundles that are slopewise dominated by E .
The notion of slopewise dominance also yields an interesting inequality on degrees which
will be useful to us.
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Lemma 4.2.3. Let V and W be vector bundles on X such that V slopewise dominates W.
We have an inequality
deg(V)≥0 ≥ deg(W)≥0.
Proof. We align HN(V) and HN(W) as in Definition 4.2.1 so that their left endpoints lie at
the origin.
rk(W≥0) rk(V≥0)
HN(V)
HN(W)
O
(rk(W≥0), deg(W≥0)
(rk(V≥0),deg(V≥0)
(rk(W≥0), d)
Figure 6. Comparison of nonnegative parts using slopewise dominance
We denote by d the y-value of HN(V) at rk(W≥0). Since HN(V) lies above HN(W) by
slopewise dominance, we compare the y-values of HN(V) and HN(W) at rk(W≥0) and obtain
deg(W≥0) ≤ d.
On the other hand, we observe that the y-value of HN(V) increases on the interval [0, rk(V≥0)].
Since rk(W≥0) ≤ rk(V≥0) by Lemma 4.2.2, we compare the y-values of HN(V) at rk(W≥0)
and rk(V≥0) to find
d ≤ deg(V≥0).
We thus combine the two inequalities to obtain the desired inequality. 
Remark. By the same argument we can prove the inequality deg(V)≥µ ≥ deg(W)≥µ for all
µ > 0. However, the inequality does not necessarily hold for µ < 0. In fact, when µ is
sufficiently small the inequality is equivalent to deg(V) ≥ deg(W), which doesn’t necessarily
hold as shown by V = O(1)⊕4 ⊕O(−1)⊕4 and W = O(1/3) in the following figure:
HN(V)
HN(W)
O
Figure 7. An example with deg(V) < deg(W) under slopewise dominance
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A number of our reduction arguments will use the following decomposition lemma regarding
slopewise dominance.
Lemma 4.2.4. Let V and W be vector bundles on X such that V slopewise dominates W.
Then we have decompositions
V ≃ U ⊕ V ′ and W ≃ U ⊕W ′ (4.1)
satisfying the following properties:
(i) V ′ slopewise dominates W ′.
(ii) If W ′ 6= 0, we have µmax(V
′) > µmax(W
′).
(iii) If U 6= 0 and W ′ 6= 0, we have µmin(U) ≥ µmax(V
′) > µmax(W
′).
Proof. Assume that HN(V) and HN(W) are aligned as in Definition 4.2.1. For 0 ≤ x ≤ rk(W),
we define d(x) to be the vertical distance between HN(V) and HN(W) at x. Note that d(x)
is nonnegative and increasing by slopewise dominance of V on W.
Let us take the maximum r with d(r) = 0. The interval [0, r] corresponds to the common
part of HN(V) and HN(W). Moreover, unless r = rk(W) the polygon HN(W) should change
its slope at r so that the function d(x) becomes positive after this point. We thus see that r
must be an integer.
We take U to be the vector bundle on X whose HN polygon is given by the common part of
HN(V) and HN(W), as illustrated by the red polygon in the figure below. We also take V ′ and
W ′ to be vector bundles on X whose HN polygons are given by the complement subpolygons
of HN(V) and HN(W), as illustrated by the blue and green polygons in the figure below. Note
that these definitions are valid since r is an integer.
r
HN(V)
HN(W)
O
U
V ′
W ′
Figure 8. Illustration of the decompositions (4.1) in terms of HN polygons.
It remains to check the desired properties for U , V ′ and W ′. By construction we have
decompositions
V ≃ U ⊕ V ′ and W ≃ U ⊕W ′.
Moreover, we obtain slopewise dominance of V ′ on W ′ from slopewise dominance of V on
W. If W ′ 6= 0, we have r < rk(W) and therefore deduce the strict inequality µmax(V
′) >
µmax(W
′) from the fact that d(x) becomes positive after r. If U 6= 0 and W ′ 6= 0, we also
have µmin(U) ≥ µmax(V
′) by convexity of HN(V), thereby obtaining a combined inequality
µmin(U) ≥ µmax(V
′) > µmax(W
′). 
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We will also need the following duality of slopewise dominance for vector bundles of equal
ranks.
Lemma 4.2.5. Let V and W be vector bundles on X with rk(V) = rk(W). Then V slopewise
dominates W if and only if W∨ slopewise dominates V∨.
Proof. We align the polygons HN(V) and HN(W) so that their left points lie at the origin. By
reflecting HN(V) and HN(W) about the y-axis, we obtain the polygons HN(V∨) and HN(W∨)
with their right points at the origin.
i− 1 i r
HN(V)
HN(W)
O
−i+ 1−i−r
HN(V∨)
HN(W∨)
Figure 9. Duality of slopewise dominance for vector bundles of equal ranks
Note that V,W,V∨ and W∨ all have equal rank by our assumption rk(V) = rk(W). We let r
denote this common rank of V,W,V∨ and W∨.
With this setup, we can establish our assertion by proving equivalence of the following
statements:
(1) W∨ slopewise dominates V∨.
(2) For each i = 1, 2, · · · , r, the slope of HN(V∨) on the interval [−i,−i + 1] is less than
or equal to the slope of HN(W∨) on this interval.
(3) For each i = 1, 2, · · · , r, the slope of HN(W) on the interval [i − 1, i] is less than or
equal to the slope of HN(V) on this interval.
(4) V slopewise dominates W.
Equivalence between (1) and (2) is a consequence of the fact that the left points of HN(V∨)
and HN(W∨) have the same x-values of −r in our alignment; in fact, to compare the slopes
as per Definition 4.2.1 we only have to align the left points at the same x-values. Equivalence
between (2) and (3) is immediate from the symmetry of our alignment. Equivalence between
(3) and (4) is evident by Definition 4.2.1. 
4.3. Formulation of the key inequality.
Our primary goal in this section is to reduce the statement of Theorem 4.1.1 to an inequality
for which we can apply the results from §3.2.
We begin by establishing equivalence of the two characterizations of quotient bundles in
the statement of Theorem 4.1.1.
Proposition 4.3.1. For arbitrary vector bundles E and F on X , the conditions (i) and (ii)
in Theorem 4.1.1 are respectively equivalent to the conditions (i)’ and (ii)’ in Theorem 4.1.1.
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Proof. As in the statement of Theorem 4.1.1, we align the HN polygons HN(E) and HN(F) so
that their right endpoints lie at the origin. By reflecting the HN polygons HN(E) and HN(F)
about the y-axis, we obtain the HN polygons HN(E∨) and HN(F∨) with their left endpoints
at the origin. Then we find that the condition (i)’ is equivalent to slopewise dominance of E∨
on F∨, which is equivalent to the condition (i) by Lemma 4.2.2. We thus have equivalence
between the condition (i) and the condition (i)’.
Let us now assert that the conditions (i) and (ii) together imply the conditions (i)’ and
(ii)’. By our discussion in the preceding paragraph, we only need to verify the condition (ii)’
assuming the conditions (i) and (ii). Suppose that both HN(E) and HN(F) have vertices at
some integer −j such that the slope of HN(F) on [−j,−j + 1] is not greater than or equal to
the slope of HN(E) on [−j − 1,−j]. Taking µ to be the slope of HN(F) on [−j,−j + 1], we
find
rk(E≤µ) ≤ j = rk(F≤µ).
Now the conditions (i) and (ii) respectively yields rk(E≤µ) = rk(F≤µ) = j and E≤µ ≃ F≤µ,
thereby implying that HN(E) and HN(F) must agree on [−j, 0]. We thus verify the condition
(ii)’ as desired.
It remains to prove that the conditions (i)’ and (ii)’ together imply the conditions (i)
and (ii). By our discussion in the first paragraph, we only need to verify the condition (ii)
assuming the conditions (i)’ and (ii)’. Suppose that rk(E≤µ) = rk(F≤µ) for some µ ∈ Q.
Taking j = rk(E≤µ) = rk(F≤µ), we have the following observations:
(1) The slopes of HN(E) and HN(F) on [−j,−j + 1] are less than or equal to µ.
(2) The slopes of HN(E) and HN(F) on [−j − 1,−j] are greater than µ unless j = rk(F).
Then we consequently find the following facts:
(3) Both HN(E) and HN(F) have vertices at −j.
(4) The slope of HN(F) on [−j,−j + 1] cannot be greater than or equal to the slope of
HN(E) on [−j − 1,−j].
Now the condition (ii)’ implies that HN(E) and HN(F) must agree on [−j, 0]. Hence we obtain
an isomorphism E≤µ ≃ F≤µ, thereby verifying the condition (ii) as desired. 
As our next step, we verify that the conditions (i) and (ii) in Theorem 4.1.1 are indeed
necessary.
Proposition 4.3.2. Given a vector bundle E on X , every quotient bundle F of E should
satisfy the conditions (i) and (ii) of Theorem 4.1.1.
Proof. Let µ be an arbitrary rational number, and consider the decomposition E ≃ E≤µ⊕E>µ.
Since any bundle map from E>µ to F≤µ must be zero by Lemma 2.2.14, the composite
surjective map E ։ F ։ F≤µ should factor through E≤µ. We thus find rk(E≤µ) ≥ rk(F≤µ),
thereby verifying the condition (i).
Let us now assume that rk(E≤µ) = rk(F≤µ) for some µ ∈ Q. Then the kernel of the
surjective map E≤µ ։ F≤µ must be zero since it is a subbundle of E≤µ whose rank is equal
to rk(E≤µ) − rk(F≤µ) = 0. Hence we obtain an isomorphism E≤µ ≃ F≤µ, thereby verifying
the condition (ii). 
We note that Proposition 4.3.2 has the following dual statement:
Proposition 4.3.3. Given a vector bundle E on X , every subbundle D of E should satisfy
rk(E≥µ) ≤ rk(D≥µ) for every µ ∈ Q, or equivalently rk((E∨)≤µ) ≥ rk((D∨)≤µ) for every
µ ∈ Q.
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Proof. Let µ be an arbitrary rational number, and consider the decomposition E = E<µ⊕E≥µ.
Since any bundle map from D≥µ to E<µ must be zero by Lemma 2.2.14, the composite injective
map D≥µ →֒ D →֒ E should factor through E≥µ. We thus obtain the desired inequality
rk(E≥µ) ≤ rk(D≥µ). The equivalent inequality for D∨ and E∨ then follows from Lemma
2.2.13. 
By Proposition 4.3.1 and Proposition 4.3.2, it remains to prove sufficiency of the conditions
(i) and (ii) in Theorem 4.1.1. For this, the notion of slopewise dominance yields the following
important reduction:
Lemma 4.3.4. We may assume µmin(F) > µmin(E) to prove sufficiency of the conditions (i)
and (ii) in Theorem 4.1.1.
Proof. Let E and F be vector bundles on X satisfying the conditions (i) and (ii) in Theorem
4.1.1. Note that E∨ slopewise dominates F∨ by Lemma 4.2.2. Then Lemma 4.2.4 yields
decompositions
E∨ ≃ U∨ ⊕ E ′∨ and F∨ ≃ U∨ ⊕F ′∨ (4.2)
satisfying the following properties:
(i) E ′∨ slopewise dominates F ′∨.
(ii) If F ′∨ 6= 0, we have µmax(E
′∨) > µmax(F
′∨).
(iii) If U∨ 6= 0 and F ′∨ 6= 0, we have µmin(U
∨) ≥ µmax(E
′∨) > µmax(F
′∨).
By dualizing, we obtain decompositions
E ≃ U ⊕ E ′ and F ≃ U ⊕ F ′. (4.3)
HN(E)
HN(F)
O
U
E ′
F ′
Figure 10. Illustration of the decompositions (4.2) in terms of HN polygons.
We assert that rk(E ′≤µ) ≥ rk(F ′≤µ) for every µ ∈ Q with equality only if E ′≤µ ≃ F ′≤µ. In
fact, the inequality follows from slopewise dominance of E ′∨ on F ′∨ by Lemma 4.2.2, so we
only need to check the equality condition. When U = 0, we have E ≃ E ′ and F ≃ F ′ by (4.3)
and thus obtain the equality condition immediately from the condition (ii) in Theorem 4.1.1
that we assume for E and F . In addition, if F ′ = 0 we have rk(F ′≤µ) = 0 for every µ ∈ Q and
therefore find that the equality rk(E ′≤µ) = rk(F ′≤µ) holds only if E ′≤µ = F ′≤µ = 0. Hence it
remains to consider the case when U 6= 0 and F ′ 6= 0. Now we can rewrite the property (iii)
of the decompositions (4.2) as
µmax(U) ≤ µmin(E
′) < µmin(F
′). (4.4)
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Moreover, for each µ ≥ µmax(U) the decompositions (4.3) yield
E≤µ ≃ U ⊕ E ′≤µ and F≤µ ≃ U ⊕ F ′≤µ. (4.5)
Let us now assume that an equality rk(E ′≤µ) = rk(F ′≤µ) holds for some µ ∈ Q. We may also
assume that µ ≥ µmax(U) since otherwise both E
′≤µ and F ′≤µ would be zero by (4.4). Then
by (4.5) we have
rk(E≤µ) = rk(U) + rk(E ′≤µ) = rk(U) + rk(F ′≤µ) = rk(F≤µ),
which yields E≤µ ≃ F≤µ by the condition (ii) in Theorem 4.1.1. Hence we obtain the desired
condition E ′≤µ ≃ F ′≤µ from (4.5).
Now observe from (4.3) that a surjective bundle map E ′ ։ F ′ gives rise to a surjective
bundle map E ։ F by direct summing with the identity map for U . Now our discussion in
the preceding paragraph implies that we can prove sufficiency of the conditions (i) and (ii) in
Theorem 4.1.1 after replacing E and F with E ′ and F ′. We may further assume that F 6= 0
after this replacement since a zero bundle is clearly a quotient bundle of any vector bundle.
Then the replacement gives an additional condition µmin(F) > µmin(E) by the property (ii)
of the decompositions 4.2, thereby yielding our desired reduction.

Remark. Under the additional assumption µmin(F) > µmin(E), the equality condition (ii) in
Theorem 4.1.1 is never satisfied when both E≤µ and F≤µ are nonzero. In fact, for nonzero
E≤µ and F≤µ we have
µmin(E
≤µ) = µmin(E) > µmin(F) = µmin(F
≤µ)
which implies that the condition E≤µ ≃ F≤µ never holds.
In this sense, we can consider our reduction in Lemma 4.3.4 as taking care of the equality
condition (ii) in Theorem 4.1.1. This point of view is also present in the proof where we
obtained our reduction by discarding the “equality part” represented by the factor U .
We now state our key inequality for proving sufficiency of the conditions (i) and (ii) in
Theorem 4.1.1.
Proposition 4.3.5. Let E, F and Q be vector bundles on X with the following properties:
(i) rk(E≤µ) ≥ rk(F≤µ) for every µ ∈ Q with equality only when E≤µ ≃ F≤µ.
(ii) rk(E≤µ) ≥ rk(Q≤µ) for every µ ∈ Q with equality only when E≤µ ≃ Q≤µ.
(iii) rk(F≥µ) ≥ rk(Q≥µ) for every µ ∈ Q.
(iv) µmin(E) < µmin(F).
Then we have an inequality
deg(E∨ ⊗Q)≥0 + deg(Q∨ ⊗F)≥0 ≤ deg(E∨ ⊗F)≥0 + deg(Q∨ ⊗Q)≥0 (4.6)
with equality if and only if Q = F .
Example 4.3.6. We discuss an example which shows that our reduction in Lemma 4.3.4 is
crucial for the formulation of Proposition 4.3.5.
Take E = O⊕3,F = O⊕2 and Q = O. Note that our choice does not satisfy the property
(vi). However, we check the other properties (i), (ii) and (iii) by Proposition 4.3.2 and Propo-
sition 4.3.3 after observing that F and Q are quotient bundles of E while Q is a subbundle
of F . We now observe that all terms in (4.6) are zero, thereby obtaining an equality even
though Q 6= F . We thus see that the equality condition in Proposition 4.3.5 can be broken
without the assumption µmin(E) < µmin(F).
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We will prove Proposition 4.3.5 in §4.4. Here we explain why establishing Proposition 4.3.5
finishes the proof of Theorem 4.1.1.
Proposition 4.3.7. Proposition 4.3.5 implies sufficiency of the conditions (i) and (ii) in
Theorem 4.1.1.
Proof. Let E and F be vector bundles on X satisfying the conditions (i) and (ii) in Theorem
4.1.1. We further assume that µmin(E) < µmin(F) in light of Lemma 4.3.4. We wish to prove
existence of a surjective bundle map E ։ F assuming Proposition 4.3.5. For this, it suffices
to check that E and F satisfy the properties (i) and (ii) of Proposition 3.1.4.
The property (i) of Proposition 3.1.4 is immediate from our assumption µmin(E) < µmin(F)
by Lemma 2.2.14. Hence it remains to check the property (ii) of Proposition 3.1.4 for E and
F . Let Q be an arbitrary subbundle of F which also occurs as a quotient of E . Then E ,F
and Q satisfy the assumptions of Proposition 4.3.5; in fact, the properties (i), (ii) and (iii)
follow from Proposition 4.3.2 and Proposition 4.3.3 whereas the property (vi) follows from
our assumption. Since Q 6= F , Proposition 4.3.5 thus yields a strict inequality
deg(E∨ ⊗Q)≥0 + deg(Q∨ ⊗F)≥0 < deg(E∨ ⊗F)≥0 + deg(Q∨ ⊗Q)≥0.
We thus verify the properties (ii) of Proposition 3.1.4 for E and F , completing the proof. 
4.4. Proof of the key inequality.
We now aim to establish Proposition 4.3.5. For our convenience, let us introduce the
following notation:
Definition 4.4.1. For arbitrary vector bundles E ,F and Q on X , we define
cE,F (Q) := deg(E
∨ ⊗F)≥0 + deg(Q∨ ⊗Q)≥0 − deg(E∨ ⊗Q)≥0 − deg(Q∨ ⊗F)≥0.
Note that the inequality (4.6) in Proposition 4.3.5 can be stated as cE,F (Q) ≥ 0.
Remark. In light of our discussion in §3.2, we may regard the quantity cE,F (Q) as a mea-
surement of the “difference” between the polygons HN(F) and HN(Q) when E is fixed.
Our proof of Proposition 4.3.5 will consist of a series of reduction steps as follows:
Step 1. We reduce the proof to the case when all slopes of E ,F and Q are integers.
Step 2. We further reduce the proof to the case rk(Q) = rk(F).
Step 3. After these reductions, we complete the proof by gradually “reducing” the slopes
of F to the slopes of Q.
Throughout these reduction steps, we will establish the following key facts:
(1) The quantity cE,F (Q) decreases to 0 as we reduce rk(F) to rk(Q) and the slopes of F
to the slopes of Q.
(2) When rk(Q) < rk(F), the equality cE,F (Q) = 0 never holds.
(3) When rk(Q) = rk(F), the equality cE,F (Q) = 0 holds only when Q = F .
We will then obtain the desired inequality cE,F (Q) ≥ 0 from the first fact and the equality
condition Q = F follow from the second and the third fact.
Remark. For curious readers, we provide some intuitions behind the key facts (1), (2) and
(3) above and briefly describe how each property of E ,F and Q in Proposition 4.3.5 will be
used to establish these facts.
The fact (1) relies on the inequalities rk(E≤µ) ≥ rk(F≤µ), rk(E≤µ) ≥ rk(Q≤µ) and rk(F≥µ) ≥
rk(Q≥µ) for every µ ∈ Q. Note that these inequalities can be interpreted in terms of slope-
wise dominance by Lemma 4.4.2. Intuitively, these slopewise dominance relations enable us
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to “gradually reduce” HN(F) to HN(Q) in a way that the “difference” cE,F (Q) of the two
polygons always decreases.
The fact (2) is essentially a consequence of the assumption µmin(E) < µmax(F) that we
added in light of Lemma 4.3.4. The key point is that, as we will see in the proof of Proposition
4.4.6, this assumption prevents us from reaching to the condition Q = F by cutting down F .
The fact (3) comes from the equality conditions E≤µ ≃ F≤µ and E≤µ ≃ Q≤µ for the
inequalities rk(E≤µ) ≥ rk(F≤µ) and rk(E≤µ) ≥ rk(Q≤µ). As we will see in Lemma 4.4.10,
these equality conditions ensure that cE,F (Q) strictly decreases after the first reduction cycle
in Step 3.
Let us now make some preparations before proceeding to our reduction steps.
We will frequently interpret the assumptions of Proposition 4.3.5 in terms of slopewise
dominance, as stated in the following lemma:
Lemma 4.4.2. Let E ,F and Q be as in the statement of Proposition 4.3.5. Then we have
the following slopewise dominance relations:
(1) E∨ slopewise dominates F∨.
(2) E∨ slopewise dominates Q∨.
(3) F slopewise dominates Q.
Proof. By Lemma 4.2.2, each statement is equivalent to the corresponding inequality in the
assumptions of Proposition 4.3.5. 
We also note that the assumptions of Proposition 4.3.5 are invariant under certain trans-
formations.
Lemma 4.4.3. Let E ,F and Q be as in the statement of Proposition 4.3.5. Choose a positive
integer C, and let E˜ , F˜ and Q˜ be vector bundles on X whose HN polygons are obtained by
vertically stretching HN(E),HN(F) and HN(Q) by a factor C. Then we have the following
properties of E˜ , F˜ and Q˜.
(i) rk(E˜≤µ) ≥ rk(F˜≤µ) for every µ ∈ Q with equality only when E˜≤µ ≃ F˜≤µ.
(ii) rk(E˜≤µ) ≥ rk(Q˜≤µ) for every µ ∈ Q with equality only when E˜≤µ ≃ Q˜≤µ.
(iii) rk(F˜≥µ) ≥ rk(Q˜≥µ) for every µ ∈ Q.
(iv) µmin(E˜) < µmin(F˜).
Proof. By construction, we have the following facts:
(1) For V = E ,F and Q, we have rk(V˜≤µ) = rk(V≤µ/C ) and rk(V˜≥µ) = rk(V≥µ/C ) for
every µ ∈ Q.
(2) For W = F and Q, we have E˜≤µ ≃ W˜≤µ if E≤µ/C ≃ W≤µ/C .
(3) µmin(E˜) = C · µmin(E) and µmin(F˜) = C · µmin(F)
Hence we deduce the properties (i) - (iv) from the corresponding properties of E ,F and Q. 
Lemma 4.4.4. Let E ,F and Q be as in the statement of Proposition 4.3.5. For any integer
λ, the vector bundles E(−λ),F(−λ) and Q(−λ) satisfy the following properties:
(i) rk(E(−λ)≤µ) ≥ rk(F(−λ)≤µ) for every µ ∈ Q with equality only when E(−λ)≤µ ≃
F(−λ)≤µ.
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(ii) rk(E(−λ)≤µ) ≥ rk(Q(−λ)≤µ) for every µ ∈ Q with equality only when E(−λ)≤µ ≃
Q(−λ)≤µ.
(iii) rk(F(−λ)≥µ) ≥ rk(Q(−λ)≥µ) for every µ ∈ Q.
(iv) µmin(E(−λ)) < µmin(F(−λ)).
Proof. Since the vector bundle O(−λ) has rank 1 and degree −λ, tensoring a vector bun-
dle with O(−λ) is the same as reducing all slopes by λ. Therefore we have the following
observations:
(1) For V = E ,F or Q, we have rk(V(−λ)≤µ) = rk(V≤µ+λ) and rk(V(−λ)≥µ) = rk(V≥µ+λ)
for every µ ∈ Q.
(2) For W = F and Q, we have E(−λ)≤µ ≃ W(−λ)≤µ if E≤µ+λ ≃ W≤µ+λ.
(3) µmin(E(−λ)) = µmin(E)− λ and µmin(F(−λ)) = µmin(F)− λ.
We thus deduce the properties (i) - (iv) from the corresponding properties of E ,F and Q. 
We are now ready to carry out Step 1 and Step 2.
Proposition 4.4.5. To prove Proposition 4.3.5, we may assume that all slopes of E, F and
Q are integers.
Proof. Let E ,F and Q be as in the statement of Proposition 4.3.5. Take C to be the least
common multiple of all denominators of the slopes of E ,F and Q, and let E˜ , F˜ and Q˜ be
vector bundles on X whose HN polygons are obtained by vertically stretching HN(E),HN(F)
and HN(Q) by a factor C. Note that all slopes of E˜ , F˜ and Q˜ are integers by construction.
We now use Lemma 3.2.8 to obtain an identity
c
E˜,F˜ (Q˜) = C · cE,F (Q)
which implies that the inequality (4.6) for E ,F and Q follows from the corresponding inequal-
ity for E˜ , F˜ and Q˜. In addition, our construction translates the equality condition Q = F for
the former inequality to the equality condition Q˜ = F˜ for the latter inequality. Now Lemma
4.4.3 implies that we may prove Proposition 4.3.5 after replacing E ,F and Q by E˜ , F˜ and Q˜,
thereby yielding our desired reduction. 
Proposition 4.4.6. It suffices to prove Proposition 4.3.5 under the additional assumptions
that rk(Q) = rk(F) and that all slopes of E ,F and Q are integers.
Proof. Suppose that Proposition 4.3.5 holds in the special case where the additional assump-
tions are satisfied. We assert that the general case of Proposition 4.3.5 follows from this
special case by induction on rk(F) − rk(Q). We assume that all slopes of E ,F and Q are
integers in light of Proposition 4.4.5.
We first reduce our induction step to the case µmin(F) = 0. For this, we take λ =
µmin(F) and consider the vector bundles E(−λ),F(−λ) and Q(−λ). By construction we
have µmin(F(−λ)) = µmin(F)−λ = 0. Moreover, our assumption implies that λ is an integer,
and consequently that all slopes of E(−λ),F(−λ) and Q(−λ) are integers as well. We now
apply Lemma 3.2.7 to get an identity
cE(−λ),F(−λ)(Q(−λ)) = cE,F (Q)
which implies that the inequality (4.6) for E ,F and Q is equivalent to the corresponding
inequality for E(−λ),F(−λ) and Q(−λ). In addition, we translate the equality condition
Q = F for the former inequality to the equality condition Q(−λ) = F(−λ) for the latter
inequality. We also have rk(F) − rk(Q) = rk(F(−λ)) − rk(Q(−λ)) as tensoring with O(−λ)
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does not change ranks. Now Lemma 4.4.4 implies that we may proceed to the induction
step after replacing E ,F and Q by E(−λ),F(−λ) and Q(−λ), thereby yielding our desired
reduction.
Let us now assume that µmin(F) = 0. For our induction step we assume rk(F)−rk(Q) > 0,
or equivalently rk(F) > rk(Q). Then we can write F = F¨ ⊕ O where µmin(F¨) ≥ 0 and
rk(F¨) ≥ rk(Q).
rk(F)− 1
HN(F)
HN(Q)
O
rk(F)− 1
HN(F¨)
HN(Q)
O
Figure 11. Illustration of the induction step
We assert that the assumptions we have on E ,F and Q yield the corresponding conditions
on E , F¨ and Q. Since E and Q remain unchanged, we only need to check the following
properties:
(i) the slopes of F¨ are integers.
(ii) rk(E≤µ) ≥ rk(F¨≤µ) for every µ ∈ Q with equality only when E≤µ ≃ F¨≤µ.
(iii) rk(F¨≥µ) ≥ rk(Q≥µ) for every µ ∈ Q.
(iv) µmin(E) < µmin(F¨).
The properties (i) and (iv) are immediate from our construction. The inequality rk(E≤µ) ≥
rk(F¨≤µ) in (ii) follows from the corresponding inequality rk(E≤µ) ≥ rk(F≤µ) after observing
that
rk(F¨≤µ) =
{
rk(F≤µ)− 1 if µ ≥ 0
rk(F≤µ) if µ < 0
.
This observation further shows that equality in rk(E≤µ) ≥ rk(F¨≤µ) never holds for µ ≥ 0.
Moreover, we have F¨≤µ = 0 for µ < 0 by the fact µmin(F¨) ≥ 0, thereby deducing that
equality in rk(E≤µ) ≥ rk(F¨≤µ) can hold only if E≤µ = F¨≤µ = 0. The remaining property
(iii) is equivalent to slopewise dominance of F¨ on Q by Lemma 4.2.2, so it follows from the
following observations:
(1) F slopewise dominates Q by Lemma 4.4.2.
(2) HN(F¨) is obtained from HN(F) by removing the line segment over the interval
(rk(F) − 1, rk(F)].
(3) Since rk(F) > rk(Q), the removal process in (2) does not affect slopewise dominance.
Now since rk(F¨)− rk(Q) < rk(F)− rk(Q), our induction hypothesis yields
c
E,F¨ (Q) ≥ 0 (4.7)
CLASSIFICATION OF QUOTIENT BUNDLES ON THE FARGUES-FONTAINE CURVE 29
with equality if and only if Q ≃ F¨ . For the desired inequality cE,F (Q) ≥ 0 we compute
deg(E∨ ⊗F)≥0 = deg(E∨ ⊗ (F¨ ⊕ O))≥0
= deg(E∨ ⊗ F¨)≥0 + deg(E∨ ⊗O)≥0
= deg(E∨ ⊗ F¨)≥0 + deg(E∨)≥0,
deg(Q∨ ⊗F)≥0 = deg(Q∨ ⊗ (F¨ ⊕ O))≥0
= deg(Q∨ ⊗ F¨)≥0 + deg(Q∨ ⊗O)≥0
= deg(Q∨ ⊗ F¨)≥0 + deg(Q∨)≥0.
Then we have
cE,F (Q) = cE,F¨ (Q)− deg(E
∨)≥0 + deg(Q∨)≥0.
Since E∨ slopewise dominates Q∨ as noted in Lemma 4.4.2, we use Lemma 4.2.3 to find
cE,F (Q) ≥ cE,F¨ (Q) (4.8)
with equality if and only if deg(E∨)≥0 = deg(Q∨)≥0 or equivalently deg(E)≤0 = deg(Q)≤0.
Combining (4.7) and (4.8) we obtain the desired inequality
cE,F (Q) ≥ 0. (4.9)
It remains to check the equality condition for (4.9). From the equality conditions for (4.7)
and (4.8) we get Q ≃ F¨ and deg(E)≤0 = deg(Q)≤0. Since µmin(F¨) ≥ 0 by construction,
the condition Q ≃ F¨ implies that deg(Q)≤0 = 0. Hence we must have deg(E)≤0 = 0, which
implies that E<0 = 0. We thus find µmin(E) > 0 = µmin(F), yielding a contradiction to our
assumption. Therefore we conclude that the equality for (4.9) never holds when rk(F) >
rk(Q). 
Remark. We can get the same reduction by extending Q instead of cutting down F as we
did in the proof. In some sense, it may be more natural to change Q than to change F since
Q is introduced as an auxiliary vector bundle for the proof of Theorem 4.1.1. However, an
argument extending Q requires some additional work for a couple of reasons. First, establish-
ing slopewise dominance of Q∨ on E after extending Q needs some extra care whereas in our
proof slopewise dominance of E on F after cutting down F was immediate. Second, extend-
ing Q requires to study three terms in cE,F (Q), namely deg(Q
∨ ⊗Q)≥0, deg(E∨ ⊗Q)≥0 and
deg(Q∨ ⊗F)≥0, while in our proof we only had to study deg(E∨ ⊗F)≥0 and deg(Q∨ ⊗F)≥0.
We now proceed to the final reduction step. Here we aim to reduce the slopes of F to
the slopes of Q in a certain way that the quantity cE,F (Q) can only decrease throughout the
procedure.
For a precise description of our procedure, we introduce the following construction:
Definition 4.4.7. Let V and W be nonzero vector bundles on X with integer slopes such
that V slopewise dominatesW. Let V be the vector bundle on X obtained from V by reducing
all slopes of V>µmax(W) to µmax(W). More precisely, we set
V := O(µmax(W))
⊕rk(V>µmax(W)) ⊕ V≤µmax(W).
We say that V is the maximal slope reduction of V to W.
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HN(V)
HN(W)O
V>µmax(W)
V≤µmax(W)
HN(V)
HN(W)O
Figure 12. Illustration of the maximal slope reduction
Remark. The assumption that V and W have integer slopes is crucial in Definition 4.4.7.
In fact, if µmax(W) is not an integer, reducing all slopes of V
>µmax(W) to µmax(W) may not
make sense as the resulting vector bundle should have an non-integer degree. For example,
if we consider V = O(1)⊕3 and W = O
(
1
2
)
, reducing all slopes of V to µmax(W) =
1
2 should
yield a semistable vector bundle of slope 12 and rank 3, which does not exist.
On the other hand, slopewise dominance of V on W is not essential for the definition to
make sense. However, there are a couple of reasons that we don’t consider the case when V
does not slopewise dominates W. First, our terminology doesn’t quite make sense in this case
as V may have no slopes to reduce down toW, for example when µmax(V) < µmin(W). Second,
we won’t need this case for our purpose since we will only apply the notion of maximal slope
reduction to (some direct summands of) F and Q for which we have a slopewise dominance
relation by Lemma 4.4.2.
We note some basic properties of the maximal slope reduction.
Lemma 4.4.8. Let V and W be nonzero vector bundles on X with integer slopes such that
V slopewise dominates W. Let V denote the maximal slope reduction of V to W. Then V
satisfies the following properties:
(i) µmax(V) = µmax(W).
(ii) rk(V) = rk(V).
(iii) V = V if and only if µmax(V) = µmax(W).
(iv) V slopewise dominates W.
(v) all slopes of V are integers.
Proof. All properties are immediate consequences of Definition 4.4.7 
We can now recursively define our procedure for reducing the slopes of F to the slopes of
Q as follows:
(I) Since F slopewise dominates Q as noted in Lemma 4.4.2, we use Lemma 4.2.4 to
obtain decompositions
F ≃ U ⊕ F ′ and Q ≃ U ⊕Q′
satisfying the following properties:
(i) F ′ slopewise dominates Q′.
(ii) If Q′ 6= 0, we have µmax(F
′) > µmax(Q
′).
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(iii) If U 6= 0 and Q′ 6= 0, we have µmin(U) ≥ µmax(F
′) > µmax(Q
′).
(II) If Q′ = 0, we terminate the process. Otherwise, we go back to (I) after replacing F
by U ⊕ F
′
, where F
′
denotes the maximal slope reduction of F ′ to Q′.
HN(F)
HN(Q)
O
U
F ′
Q′ HN(F)
HN(Q)
O
U
F
′
Figure 13. Illustration of the slope reduction process
With this procedure defined, we will obtain the desired inequality cE,F (Q) ≥ 0 by estab-
lishing the following facts:
(A) The quantity cE,F (Q) never increases throughout the process.
(B) The process eventually terminates with the condition Q = F and cE,F (Q) = 0.
For the equality condition, we will further show that
(C) cE,F (Q) strictly increases after the first cycle of the process,
thereby deducing that the equality cE,F (Q) = 0 can be only achieved by starting with the
terminal state Q = F .
The main subtlety for our procedure arises from the fact that some of the assumptions we
have on E ,F and Q may be lost during our process. In the following lemma, we give a list of
all assumptions that are maintained throughout the process.
Lemma 4.4.9. Let E ,F and Q be nonzero vector bundles on X satisfying the following
properties:
(i) rk(E≤µ) ≥ rk(F≤µ) for every µ ∈ Q
(ii) rk(E≤µ) ≥ rk(Q≤µ) for every µ ∈ Q with equality only when E≤µ ≃ Q≤µ.
(iii) rk(F≥µ) ≥ rk(Q≥µ) for every µ ∈ Q.
(iv) all slopes of E ,F and Q are integers.
(v) rk(Q) = rk(F).
Then all properties (i) - (v) are invariant under replacing F by F , the maximal slope reduction
of F to Q.
Proof. Let us first remark that the maximal slope reduction of F to Q makes sense. Indeed,
the property (iii) implies slopewise dominance of F on Q by Lemma 4.4.2 while the property
(iv) says that F and Q have integer slopes.
We now assert that the property (i) is a formal consequence of the other properties. Note
that the property (iii) is equivalent to slopewise dominance of F on Q by Lemma 4.2.2.
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Combining this with the property (v), we obtain slopewise dominance of Q∨ on F∨ by Lemma
4.2.5. Hence Lemma 4.2.2 now yields an inequality
rk(Q≤µ) ≥ rk(F≤µ) for every µ ∈ Q.
We then deduce the desired inequality rk(E≤µ) ≥ rk(F≤µ) for every µ ∈ Q by combining the
above inequality with the inequality in the property (ii).
Hence we only need to check the invariance of the other properties (ii) - (v). The invariance
of the property (ii) is obvious since E and Q remain unchanged. The property (iii) is equivalent
to slopewise dominance of F on Q by Lemma 4.2.2, so its invariance under replacing F
by F follows from Lemma 4.4.8. The invariance of the properties (iv) and (v) also follow
immediately from Lemma 4.4.8. 
Remark. It Q is not semistable, the condition µmin(E) < µmin(F) is also invariant under
replacing F by F . We won’t need this fact, but we give a proof here for curious readers.
We wish to show that µmin(E) < µmin(F) if Q is not semistable. Since F is obtained from
F by reducing all slopes of F>µmax(Q) to µmax(Q), we have two possible values for µmin(F)
as follows:
µmin(F) =
{
µmin(F) if µmin(F) ≤ µmax(Q),
µmax(Q) if µmin(F) > µmax(Q).
Hence when µmin(F) ≤ µmax(Q) the desired inequality µmin(E) < µmin(F) is equivalent to
the corresponding inequality µmin(E) < µmin(F) for E and F . We now consider the case when
µmin(F) > µmax(Q). Since E
∨ slopewise dominates Q∨ by Lemma 4.4.2, we have
µmax(E
∨) ≥ µmax(Q
∨) or equivalently µmin(E) ≤ µmin(Q).
We also note that non-semistability of Q yields an inequality
µmin(Q) < µmax(Q).
We thus combine the above inequalities to find
µmin(E) ≤ µmin(Q) < µmax(Q) = µmin(F),
yielding the desired inequality.
Lemma 4.4.9 suggests that during our process we may lose the following assumptions:
• µmin(E) < µmax(F)
• the equality in rk(E≤µ) ≥ rk(F≤µ) holds only when E≤µ ≃ F≤µ.
Fortunately, losing either of these assumptions during our procedure will do no harm to our
proof. In fact, the condition µmin(E) < µmin(F) will be no longer necessary for the rest of our
proof, while the equality condition E≤µ ≃ F≤µ for the inequality rk(E≤µ) ≥ rk(F≤µ) will be
only necesary for establishing the fact that cE,F (Q) strictly increases after the first cycle of
our procedure. In other words, our proof will be valid as long as we begin our procedure with
all assumptions in Proposition 4.3.5.
Let us now prove the key inequality for Step 3.
Proposition 4.4.10. Let E ,F and Q be nonzero vector bundles on X with the following
properties:
(i) rk(E≤µ) ≥ rk(F≤µ) for every µ ∈ Q
(ii) rk(E≤µ) ≥ rk(Q≤µ) for every µ ∈ Q with equality only when E≤µ ≃ Q≤µ.
(iii) rk(F≥µ) ≥ rk(Q≥µ) for every µ ∈ Q.
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(iv) all slopes of E ,F and Q are integers.
(v) rk(Q) = rk(F).
Let F be the maximal slope reduction of F to Q. Then we have an inequality
cE,F (Q) ≥ cE,F (Q). (4.10)
Moreover, if the equality rk(E≤µ) = rk(Q≤µ) for some µ ∈ Q implies E≤µ ≃ F≤µ, then
equality in (4.10) holds only when µmax(F) = µmax(Q).
Proof. Set λ = µmax(Q) and r = rk(F
>λ). By definition, we may write
F = F>λ ⊕F≤λ and F = O(λ)⊕r ⊕F≤λ. (4.11)
Then we have
deg(E∨ ⊗F)≥0 = deg(E∨ ⊗ (F>λ ⊕F≤λ))≥0
= deg(E∨ ⊗F>λ)≥0 + deg(E∨ ⊗F≤λ)≥0,
deg(E∨ ⊗F)≥0 = deg(E∨ ⊗ (O(λ)⊕r ⊕F≤λ))≥0
= deg(E∨ ⊗O(λ)⊕r)≥0 + deg(E∨ ⊗F≤λ)≥0,
deg(Q∨ ⊗F)≥0 = deg(Q∨ ⊗ (F>λ ⊕F≤λ))≥0
= deg(Q∨ ⊗F>λ)≥0 + deg(Q∨ ⊗F≤λ)≥0,
deg(Q∨ ⊗F)≥0 = deg(Q∨ ⊗ (O(λ)⊕r ⊕F≤λ))≥0
= deg(Q∨ ⊗O(λ)⊕r)≥0 + deg(Q∨ ⊗F≤λ)≥0.
Thus we obtain
deg(E∨ ⊗F)≥0 − deg(E∨ ⊗F)≥0 = deg(E∨ ⊗F>λ)≥0 − deg(E∨ ⊗O(λ)⊕r)≥0, (4.12)
deg(Q∨ ⊗F)≥0 − deg(Q∨ ⊗F)≥0 = deg(Q∨ ⊗F>λ)≥0 − deg(Q∨ ⊗O(λ)⊕r)≥0. (4.13)
Let us write
−→
HN(E) = (ei),
−→
HN(F>λ) = (fj),
−→
HN(Q) = (qk) and
−→
HN(O(λ)⊕r) = (f), and
set f :=
∑
fj. Note that we can write f =
∑
f j where f j denotes the vector obtained by
reducing the slope of fj to λ. By construction, we have the following observations:
(1) fx = rk(F
>λ) = r = fx
(2) fy ≥ fy with equality if and only if f = f = 0.
We now use Lemma 3.2.4 to write the right side of (4.12) as
deg(E∨ ⊗F>λ)≥0 − deg(E∨ ⊗O(λ)⊕r)≥0 =
∑
eifj
ei × fj −
∑
µ(ei)≤λ
ei × f. (4.14)
Note that each ei with µ(ei) ≤ λ satisfies ei  fj for all j since by construction we have
µ(fj) > λ for all j. We then find ∑
µ(ei)≤λ
ei × fj ≤
∑
eifj
ei × fj (4.15)
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as each term on the right hand side is nonnegative. Now (4.14) yields
deg(E∨ ⊗F>λ)≥0 − deg(E∨ ⊗O(λ)⊕r)≥0 ≥
∑
µ(ei)≤λ
ei × fj −
∑
µ(ei)≤λ
ei × f
=
∑
µ(ei)≤λ
ei ×
∑
fj −
∑
µ(ei)≤λ
ei × f
=
∑
µ(ei)≤λ
ei × (f − f).
Since (f − f)x = 0 as noted in (1), we have
∑
µ(ei)≤λ
ei × (f − f) =

 ∑
µ(ei)≤λ
ei


x
· (f − f)y = rk(E
≤λ) · (f − f)y.
We thus obtain an inequality
deg(E∨ ⊗F>λ)≥0 − deg(E∨ ⊗O(λ)⊕r)≥0 ≥ rk(E≤λ) · (f − f)y
which is equivalent by (4.12) to an inequality
deg(E∨ ⊗F)≥0 − deg(E∨ ⊗F)≥0 ≥ rk(E≤λ) · (f − f)y. (4.16)
Let us now use Lemma 3.2.4 to write the right side of (4.13) as
deg(Q∨ ⊗F>λ)≥0 − deg(Q∨ ⊗O(λ)⊕r)≥0 =
∑
qkfj
qk × fj −
∑
µ(qk)≤λ
qk × f.
Note that the conditions qk  fj and µ(qk) ≤ λ hold for all j and k; indeed, by construction
we have µ(qk) ≤ µmax(Q) = λ < µ(fj) for all j and k. Hence we can simplify the above
equation as
deg(Q∨ ⊗F>λ)≥0 − deg(Q∨ ⊗O(λ)⊕r)≥0 =
∑
qk × fj −
∑
qk × f
=
∑
qk ×
∑
fj −
∑
qk × f
=
∑
qk × (f − f).
Now, as in the previous paragraph, we use the fact (fj − f
′
j)x = 0 from (1) to write∑
qk × (f − f) =
(∑
qk
)
x
− (f − f)y = rk(Q) · (f − f)y
and consequently obtain an equation
deg(Q∨ ⊗F>λ)≥0 − deg(Q∨ ⊗O(λ)⊕r)≥0 = rk(Q) · (f − f)y.
By (4.13), this equation is equivalent to
deg(Q∨ ⊗F)≥0 − deg(Q∨ ⊗F)≥0 = rk(Q) · (f − f)y. (4.17)
Note that we have
cE,F (Q)−cE,F (Q) =
(
deg(E∨⊗F)≥0−deg(E∨⊗F)≥0
)
−
(
deg(Q∨⊗F)≥0−deg(Q∨⊗F)≥0
)
.
Hence (4.16) and (4.17) together yields an inequality
cE,F (Q)− cE,F (Q) ≥ (rk(E
≤λ)− rk(Q)) · (f − f)y. (4.18)
Now we observe Q = Q≤µmax(Q) = Q≤λ and find
rk(E≤λ)− rk(Q) = rk(E≤λ)− rk(Q≤λ) ≥ 0
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where the inequality follows from the assumption (ii). Since we also have (f − f)y ≥ 0 as
noted in (2), we obtain
(rk(E≤λ)− rk(Q)) · (f − f)y ≥ 0 (4.19)
We thus deduce the desired inequality (4.10) from (4.18) and (4.19).
It remains to prove the last statement of Proposition 4.4.10. For the rest of the proof, we
therefore assume that an equality rk(E≤µ) = rk(F≤µ) for some µ ∈ Q implies E≤µ ≃ F≤µ.
Note that equality holds in (4.10) if and only if equality holds in both (4.18) and (4.19). The
equality for (4.19) gives us two cases to consider, namely
(a) when rk(E≤λ) = rk(Q),
(b) when (f − f)y = 0.
We wish to show in both cases that the condition µmax(F) = µmax(Q) holds when equality in
(4.18) holds.
We first investigate the case (b). The defining condition (f − f)y = 0 yields f = 0 by (2),
thereby implying rk(F>λ) = r = 0 by (1). The decompositions (4.11) then yield F = F ,
implying the condition µmax(F) = µmax(Q) by Lemma 4.4.8. We thus see that the condition
µmax(F) = µmax(Q) always holds in the case (b).
Let us now consider the case (a). We may assume that F>λ 6= 0, since otherwise we can
argue as in the preceding paragraph to obtain the desired condition µmax(F) = µmax(Q).
Suppose now that equality in (4.18) holds. Then we must have equality in (4.15), which
amounts to saying that every term on the right side of (4.15) should appear on the left side of
(4.15). In other words, every ei that satisfies ei  fj for some j should also satisfy µ(ei) ≤ λ.
In particular, we obtain µ(ei) ≤ λ for all ei with ei  f1. Since µ(f1) = µmax(F
>λ) = µmax(F),
we deduce
E≤µmax(F) = E≤λ. (4.20)
We then use the defining condition rk(E≤λ) = rk(Q) and the assumption (v) to find
rk(E≤µmax(F)) = rk(E≤λ) = rk(Q) = rk(F) = rk(F≤µmax(F))
and consequently get an isomorphism
E≤µmax(F) ≃ F≤µmax(F) = F . (4.21)
by our newest assumption. Moreover, we observe Q = Q≤µmax(Q) = Q≤λ to rewrite the defin-
ing condition rk(E≤λ) = rk(Q) as rk(E≤λ) = rk(Q≤λ), thereby obtaining another isomorphism
E≤λ ≃ Q≤λ = Q (4.22)
by the assumption (ii). Now (4.20), (4.21) and (4.22) together imply that F ≃ Q, yielding
the desired condition µmax(F) = µmax(Q). 
The following proposition translates the results of Lemma 4.4.9 and Proposition 4.4.10 in
the setting of our slope reduction procedure.
Proposition 4.4.11. Let E ,F and Q be nonzero vector bundles on X with the following
properties:
(i) rk(E≤µ) ≥ rk(F≤µ) for every µ ∈ Q
(ii) rk(E≤µ) ≥ rk(Q≤µ) for every µ ∈ Q with equality only when E≤µ ≃ Q≤µ.
(iii) rk(F≥µ) ≥ rk(Q≥µ) for every µ ∈ Q.
(iv) all slopes of E ,F and Q are integers.
(v) rk(Q) = rk(F).
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Consider the decompositions
F ≃ U ⊕ F ′ and Q ≃ U ⊕Q′ (4.23)
given by Lemma 4.2.4. Assume that Q′ 6= 0, and let F
′
denote the maximal slope reduction
of F ′ to Q′.
(1) The properties (i) - (v) are invariant under replacing F by F˜ := U ⊕ F
′
.
(2) We have an inequality
cE,F (Q) ≥ cE,F˜ (Q). (4.24)
(3) If the equality rk(E≤µ) = rk(F≤µ) for some µ ∈ Q implies E≤µ ≃ F≤µ, then equality
in (4.30) never holds.
HN(F)
HN(Q)
O
U
F ′
Q′ HN(F˜)
HN(Q)
O
U
F
′
Figure 14. Illustration of the constructions in Proposition 4.4.11
Proof. Let us first verify that all constructions in the statement are valid. The validity of
the decompositions (4.23) relies on slopewise dominance of F on Q, which follows from the
property (iii) by Lemma 4.2.2. For the validity of the maximal slopewise reduction of F ′ to
Q′, we verify slopewise dominance of F ′ on Q′ by Lemma 4.2.4 and integer slopes of F ′ and
Q′ by the property (iv).
We assert that the properties (i) - (v) yield the corresponding properties for E ,F ′ and Q′
as follows:
(i)’ rk(E≤µ) ≥ rk(F ′≤µ) for every µ ∈ Q.
(ii)’ rk(E≤µ) ≥ rk(Q′≤µ) for every µ ∈ Q with equality only when E≤µ ≃ Q′≤µ.
(iii)’ rk(F ′≥µ) ≥ rk(Q′≥µ) for every µ ∈ Q.
(iv)’ all slopes of E ,F ′ and Q′ are integers.
(v)’ rk(Q′) = rk(F ′).
We only need to check the properties (ii)’ - (v)’ since the property (i)’ will then follow as a
formal consequence of these properties as in the proof of Lemma 4.4.9. The property (ii)’
follows from the property (ii) by writing Q′ = Q≤λ with λ = µmax(Q)
′. The property (iii)’
is equivalent to slopewise dominance of F ′ on Q′ which follows from Lemma 4.2.4. The
properties (iv)’ and (v)’ follow immediately from the corresponding properties (iv) and (v)
by construction.
With the properties (i)’ - (v)’ established, Lemma 4.4.9 and Proposition 4.4.10 now yield
the following facts:
(1)’ The properties (i)’ - (v)’ are invariant under replacing F ′ by F
′
.
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(2)’ We have an inequality
cE,F ′(Q
′) ≥ c
E,F
′(Q′). (4.25)
(3)’ If the equality rk(E≤µ) = rk(F ′≤µ) for some µ ∈ Q implies E≤µ ≃ F ′≤µ, then equality
in (4.25) holds only when µmax(F
′) = µmax(Q
′).
We wish to deduce the statements (1), (2) and (3) respectively from the above facts (1)’, (2)’
and (3)’.
Let us now prove the statement (1). Note that, as in the proof of Lemma 4.4.9, we only
need to show the invariance of the properties (ii) - (v). The invariance of the property (ii) is
evident since E and Q remain unchanged. For the invariance of the remaining properties (iii),
(iv) and (v), we have to show that E , F˜ and Q satisfy the following properties:
˜(iii) rk(F˜≥µ) ≥ rk(Q≥µ) for every µ ∈ Q.
˜(iv) all slopes of E , F˜ and Q are integers.
˜(v) rk(Q) = rk(F˜).
After writing F˜ = U ⊕ F
′
by definition and also Q = U ⊕ Q′ as in (4.23), we deduce all of
these properties from the invariance of the properties (iii)’, (iv)’ and (v)’ noted in (1)’
We move on to the statement (2). Since Q′ 6= 0 by our assumption, Lemma 4.2.4 yields
µmin(U) ≥ µmax(F
′) > µmax(Q
′) = µmax(F
′
) if U 6= 0. (4.26)
Then by Corollary 3.2.5 we obtain
deg(U∨ ⊗F ′)≥0 = deg(U∨ ⊗F
′
)≥0 = 0. (4.27)
Note that (4.27) does not require the condition U 6= 0 from (4.26) since it evidently holds
when U = 0. Now we use (4.27) and the decompositions in (4.23) to find
deg(E∨ ⊗F)≥0 = deg(E∨ ⊗ (U ⊕ F ′))≥0
= deg(E∨ ⊗ U)≥0 + deg(E∨ ⊕F ′)≥0,
deg(E∨ ⊗ F˜)≥0 = deg(E∨ ⊗ (U ⊕ F
′
))≥0
= deg(E∨ ⊗ U)≥0 + deg(E∨ ⊕F
′
)≥0,
deg(Q∨ ⊗F)≥0 = deg((U ⊕Q′)∨ ⊗ (U ⊕F ′))≥0
= deg(U∨ ⊗ U)≥0 + deg(Q′∨ ⊗ U)≥0 + deg(U∨ ⊗F ′)≥0 + deg(Q′∨ ⊗F ′)≥0
= deg(U∨ ⊗ U)≥0 + deg(Q′∨ ⊗ U)≥0 + deg(Q′∨ ⊗F ′)≥0,
deg(Q∨ ⊗ F˜)≥0 = deg((U ⊕Q′)∨ ⊗ (U ⊕ F
′
))≥0
= deg(U∨ ⊗ U)≥0 + deg(Q′∨ ⊗ U)≥0 + deg(U∨ ⊗F
′
)≥0 + deg(Q′∨ ⊗F
′
)≥0
= deg(U∨ ⊗ U)≥0 + deg(Q′∨ ⊗ U)≥0 + deg(Q′∨ ⊗F
′
)≥0.
Therefore we have
cE,F (Q)− cE,F˜ (Q) =
(
deg(E∨ ⊗F)≥0 − deg(E∨ ⊗ F˜)≥0
)
−
(
deg(Q∨ ⊗F)≥0 − deg(Q∨ ⊗ F˜)≥0
)
=
(
deg(E∨ ⊗F ′)≥0 − deg(E∨ ⊗F
′
)≥0
)
−
(
deg(Q′∨ ⊗F ′)≥0 − deg(Q′∨ ⊗F
′
)≥0
)
= cE,F ′(Q
′)− c
E,F
′(Q′).
Hence the statement (2) now follows directly from the fact (2)’.
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We now consider the final statement (3). In accordance with the statement, we suppose
that the equality rk(E≤µ) = rk(F≤µ) for some µ ∈ Q implies E≤µ ≃ F≤µ. Since F ′ is a direct
summand of F , we have
rk(F ′≤µ) ≤ rk(F≤µ) for every µ ∈ Q (4.28)
with equality if and only if F ′≤µ = F≤µ. We thus obtain a series of inequalities
rk(F ′≤µ) ≤ rk(F≤µ) ≤ rk(E≤µ) for every µ ∈ Q
combining (4.28) and the inequality rk(E≤µ) ≥ rk(F≤µ) in the property (i). Moreover, the
equality rk(E≤µ) = rk(F ′≤µ) for some µ implies rk(F ′≤µ) = rk(F≤µ) = rk(E≤µ), which
further implies F ′≤µ = F≤µ ≃ E≤µ by the equality condition of (4.28) and our newly
added assumption. Hence we deduce from the fact (3)’ that equality in (4.25) holds only
if µmax(F
′) = µmax(Q
′). However, our assumption Q′ 6= 0 implies µmax(F
′) > µmax(Q
′) by
Lemma 4.2.4, thereby indicating that equality in (4.25) never holds. Now the equation
cE,F (Q)− cE,F˜ (Q) = cE,F ′(Q
′)− c
E,F
′(Q′)
that we established in the preciding paragraph implies that equality in (4.30) never holds,
completing the proof. 
We are finally ready to complete Step 3.
Proposition 4.4.12. Proposition 4.3.5 holds under the additional assumptions that rk(Q) =
rk(F) and that all slopes of E ,F and Q are integers.
Proof. Let E ,F and Q be vector bundles on X satisfying the following properties:
(i) rk(E≤µ) ≥ rk(F≤µ) for every µ ∈ Q with equality only when E≤µ ≃ F≤µ.
(ii) rk(E≤µ) ≥ rk(Q≤µ) for every µ ∈ Q with equality only when E≤µ ≃ Q≤µ.
(iii) rk(F≥µ) ≥ rk(Q≥µ) for every µ ∈ Q.
(iv) all slopes of E ,F and Q are integers.
(v) rk(Q) = rk(F).
(vi) µmin(E) < µmin(F).
We wish to prove the inequality (4.6) which is equivalent to cE,F (Q) ≥ 0.
Let us define a sequence (Fn) of vector bundles on X as follows:
(I) Set F0 := F .
(II) For each n ≥ 0, consider the decompositions
Fn ≃ Un ⊕F
′
n and Q ≃ Un ⊕Q
′
n (4.29)
given by Lemma 4.2.4. If Q′n = 0, we make Fn the final term of the sequence.
Otherwise, we set
Fn+1 := Un ⊕F
′
n
where F
′
n denotes the maximal slope reduction of F
′
n to Q
′
n.
An induction argument using Proposition 4.4.11 yields the following facts:
(1) The sequence (Fn) is well-defined with the following properties:
(in) rk(E
≤µ) ≥ rk(F≤µn ) for every µ ∈ Q
(iin) rk(E
≤µ) ≥ rk(Q≤µ) for every µ ∈ Q with equality only when E≤µ ≃ Q≤µ.
(iiin) rk(F
≥µ
n ) ≥ rk(Q≥µ) for every µ ∈ Q.
(ivn) all slopes of E ,Fn and Q are integers.
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(vn) rk(Q) = rk(Fn).
(2) We have an inequality
cE,Fn(Q) ≥ cE,Fn+1(Q). (4.30)
(3) If the equality rk(E≤µ) = rk(F≤µn ) for some µ ∈ Q implies E≤µ ≃ F
≤µ
n , then equality
in (4.30) never holds.
HN(Fn)
HN(Q)
O
Un
F ′n
Q′n
HN(Fn+1)
HN(Q)
O
Un
F
′
n
Q′n+1
Figure 15. Construction of the sequence (Fn)
We assert that the sequence (Fn) is finite. It suffices to prove
rk(Un) < rk(Un+1) (4.31)
since we have rk(Un) ≤ rk(Q) by (4.29). To this end, we align the polygons HN(Fn) and
HN(Q) so that their left endpoints lie at the origin. The proof of Lemma 4.2.4 shows that Un
represents the common part of HN(Fn) and HN(Q). Moreover, since F
′
n is the maximal slope
reduction of F ′n to Q
′
n, the polygons HN(F
′
n) and HN(Q
′
n) with their left endpoints aligned
have some nontrivial common part which we represent by a nonzero vector bundle Tn. Let us
now consider the decompositions
Fn+1 = Un ⊕F
′
n and Q = Un ⊕Q
′
n (4.32)
given by the definition of Fn+1 and (4.29). The definition of F
′
n+1 assumes that Q
′
n 6= 0, so
Lemma 4.2.4 yields
µmin(Un) > µmax(Q
′
n) = µmax(F
′
n) if Un 6= 0.
Hence the decompositions (4.32) imply that the common part of HN(Fn+1) and HN(Q) (with
their left endpoints at the origin) is represented by Un ⊕ Tn. By the proof of Lemma 4.2.4 ,
this means
Un+1 ≃ Un ⊕ Tn.
Now the inequality (4.31) follows from the fact that Tn 6= 0.
Let r be the index of the final term in the sequence (Fn). We have Q
′
r = 0 by (II), so the
decompositions (4.29) become
Fr ≃ Ur ⊕F
′
r and Q ≃ Ur.
Now the property (vn) for n = r implies rk(F
′
r) = 0 or equivalently F
′
r = 0, thereby yielding
Fr ≃ Q. (4.33)
Moreover, by Definition 4.4.1 we find
cE,Fr(Q) = 0.
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Now the fact (2) gives us a chain of inequalities
cE,F (Q) = cE,F0(Q) ≥ cE,F1(Q) ≥ · · · ≥ cE,Fr (Q) = 0, (4.34)
thereby establishing the desired inequality (4.6).
Our final task is to show that equality in (4.6) holds if and only if Q = F . In fact, equality
in (4.6) evidently holds if Q = F , so it remains to show that equality in (4.6) implies Q = F .
Note that, by the property (i), whenever r ≥ 1 the fact (3) yields a strict inequality
cE,F0(Q) > cE,F1(Q).
Hence we deduce from (4.34) that equality in (4.6) holds only if r = 0 which implies
F = F0 ≃ Q
by (4.33). 
We thus complete the proof of Proposition 4.3.5, and therefore the proof of Theorem 4.1.1.
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