We give a combinatorial form of the Kadison-Singer problem, a famous problem in C*-algebra. This combinatorial problem, which has several minor variations, is a discrepancy question about vectors in C n . Some partial results can be easily deduced from known facts in discrepancy theory.
Combinatorial versions of the Kadison-Singer problem
We now state a more directly combinatorial version of the Kadison-Singer problem.
Notation. Let e 1 , . . . , e k be the canonical orthonormal basis of C k , let v 2 denote the Euclidean norm of v ∈ C k , let I k be the k × k identity matrix, and for v ∈ C k let A v : C k → C k be the rank one operator
For any natural number r ≥ 2 we have the following conjecture.
Conjecture KS r . There exist universal constants N ≥ 2 and ǫ > 0 such that the following holds. Let v 1 , . . . , v n ∈ C k satisfy v i 2 ≤ 1 for all i and suppose for all i and j, which shows that P e i = Φw i since the w i clearly span C k . Let D be the diagonal matrix with the same diagonal as P , i.e., d ii = p ii (1 ≤ i ≤ m). Then D = max i w i 2 2 ≤ 1/N . Let Q 1 , . . . , Q r be any m × m diagonal projections which sum to the identity matrix. Define a partition X 1 , . . . , X r of {1, . . . , m} by letting X j be the diagonal of Q j . According to our choice of v 1 , . . . , v n , we infer that there exists 1 ≤ j ≤ r and u ∈ C k , u 2 = 1, such that i∈X j ∩{1,...,n} | u, v i | 2 > N − 1, so that i∈X j | u, w i | 2 > 1 − 1/N . It follows that
for this value of j. Thus Q j P Q j = Q j P 2 > 1 − 1/N . Finally, the matrix A = P − D has zero diagonal and satisfies A ≤ 1 +1/N , and the preceding shows that for any m×m diagonal projections Q 1 , . . . , Q r which sum to the identity we have
for some j. Thus, as N = r → ∞, we obtain a sequence of examples which falsify the paving problem version of the Kadison-Singer problem given in the introduction. Now we indicate possible modifications in Conjecture KS r which do not alter its truthvalue.
Theorem 2. If either or both of the following modifications is made to Conjecture KS r , the resulting conjecture is equivalent to Conjecture KS r : (a) require ǫ = 1;
Proof. If Conjecture KS r holds for ǫ = 1 then it obviously holds for some ǫ > 0. Conversely, suppose it holds for some N and ǫ. Since it remains true for all smaller ǫ, we may assume 1/ǫ ≥ 1 is an integer. Then scaling the vectors v i by √ ǫ shows that it remains true with N/ǫ in place of N and 1 in place of ǫ (and v i 2 ≤ 1/ √ ǫ for all i, so certainly for v i 2 ≤ 1). Thus, mandating ǫ = 1 does not change the truth of the conjecture. Now we consider modification (b). We will show that the truth of Conjecture KS r for some N and ǫ is equivalent to its truth with this modification, for the same values of N and ǫ. By the last paragraph, it follows that also including modification (a) has no effect.
Conjecture KS r trivially implies the conjecture with modification (b) for the same values of N and ǫ. Conversely, suppose the conjecture holds with modification (b), for some given values of N and ǫ. Let v 1 , . . . , v n ∈ C k satisfy v i 2 ≤ 1 for all i and suppose
is a positive finite rank operator, and just as in the proof of Theorem 1 we can find positive rank one operators
. . , v m satisfy the modified hypotheses of the conjecture, so we infer the existence of a partition X 1 , . . . , X r of {1, . . . , m} such that
we obtain Y j | u, v i | 2 ≤ N − ǫ for every unit vector u ∈ C k and all j. We conclude that Conjecture KS r holds for the original vectors v 1 , . . . , v n .
Conjecture KS r can also be modified so that the vectors v i must have unit length, though at a significant cost to ǫ.
Conjecture KS r
′ . There exist universal constants N ≥ 4 and ǫ > √ N such that the following holds. Let v 1 , . . . , v n ∈ C k satisfy v i 2 = 1 for all i and suppose
for every unit vector u ∈ C k . Then there exists a partition X 1 , . . . , X r of {1, . . . , n} such that
for every unit vector u ∈ C k and all j. Proof. Suppose KS r ′ fails for all r. Then we can construct a sequence of matrices A which cannot be paved exactly as in the proof of Theorem 1. In this case we obtain that A ≤ 1 + 1/N and for any diagonal projections Q 1 , . . . , Q r which sum to the identity we have Q j AQ j > 1 − 1/ √ N − 2/N for some j. This is not as sharp as the conclusion in Theorem 1, but it is sufficient to establish a negative solution to the paving problem form of the Kadison-Singer problem. Thus a positive solution of the Kadison-Singer problem implies the truth of Conjecture KS r ′ for some r ≥ 2.
Next, the truth of Conjecture KS r ′ without modification (b) clearly implies its truth with modification (b).
Finally, assume that Conjecture KS r ′ holds with modification (b), for some r ≥ 2, N ≥ 4, and ǫ > √ N . We will verify that Conjecture KS r holds for r, N − √ N , and ǫ− √ N ; this is sufficient. (Although N − √ N need not be an integer, this is not a problem; a scaling argument as in the first part of the proof of Theorem 2 can then be used to establish the truth of KS r for all integers larger than N − √ N .)
Let P 1 and P 2 be the orthogonal projections of C m onto C k and C n in the decomposition
since N ≥ 4, and by the Cauchy-Schwarz inequality
Thus, we conclude that We are now in a position to apply Conjecture KS r ′ with modification (b). We infer that there exists a partition X 1 , . . . , X r of {1, . . . , mN } such that
for all j. We conclude that Conjecture KS r holds for r, N − √ N , and ǫ − √ N , as desired.
It is unclear whether the real version of Conjecture KS r or any of its variants is substantially different from the complex version. These variants remain equivalent by the same proofs in the real case, with the one possible exception of Conjecture KS r ′ with modification (b), whose preceding equivalence proof does use complex scalars.
Positive results
We single out the case r = 2 for special attention:
Conjecture KS 2 . There exist universal constants N ≥ 2 and ǫ > 0 such that the following holds. Let v 1 , . . . , v n ∈ C k satisfy v i 2 ≤ 1 for all i and suppose
for every unit vector u ∈ C k . Then for some choice of signs we have
Again, N and ǫ must be independent of n and k.
We have altered the statement slightly to conform more closely in style to traditional discrepancy statements. Equivalence to the r = 2 case of Conjecture KS r as stated above is an easy exercise. (The value of ǫ changes by a factor of 2.) Conjecture KS 2 is equivalent to Conjecture 7.1.3 of [1] .
In this section we present three positive partial results on Conjecture KS 2 which follow from known general results. For background on discrepancy theory, see [6] or [9] .
First we observe that a strong form of the conclusion of Conjecture KS 2 always holds on an orthonormal basis, if not for all unit vectors in C k . Note that the hypothesis | u, v i | 2 ≤ N is not needed for this.
Then there is a choice of signs such that
for all u ∈ {e 1 , . . . , e k }.
Thus the vectors a 1 , . . . , a n ∈ R k defined by a i , e j = | e j , v i | 2 satisfy a i 1 ≤ 1 for all i. It follows from the Beck-Fiala theorem [4] that there is a choice of signs such that
i.e., | ± a i , e j | ≤ 2 for all j. Since i ±| e j , v i | 2 = i ± a i , e j , we are done.
Next, we show that the conclusion of Conjecture KS 2 can be achieved for arbitrary N if ǫ is allowed to depend on n. The result is surprisingly difficult; we prove it using a clever theorem on matroid partitions. The same theorem was used to a similar purpose in [1] .
for every unit vector u ∈ C k . Then there is a choice of signs such that
Proof. The proof requires the stronger hypothesis i | u, v i | 2 = N for every unit vector u. As in the proofs of Theorems 1 and 2, we can achieve this hypothesis by enlarging the set of vectors. Let v 1 , . . . , v m (m ≥ n) be an expanded list which satisfies v i 2 ≤ 1 for all i and
The collection of subsets of {v 1 , . . . , v m } which are linearly independent in C k constitutes a matroid. (See [7] for definitions.) Now for any subset X ⊂ {1, . . . , m} with cardinality |X|, let V = span{v i : i ∈ X} and let d be the dimension of V . Then
This verifies the hypothesis of the Edmonds-Fulkerson theorem ( [7] , Theorem 2c), and we deduce that {v 1 , . . . , v m } can be partitioned into two sets (in fact N sets, but this does not seem to help matters any) X 1 and X 2 , each of which spans C k . It follows that the quantity i∈X j | u, v i | 2 is never zero as u ranges over all unit vectors in C k (j = 1, 2), and therefore i∈X j | u, v i | 2 < N for every unit vector u ∈ C k (j = 1, 2). The same final conclusion obviously holds for sums over Y j = X j ∩ {1, . . . , n} (j = 1, 2), which is enough.
By compactness, the conclusion of Proposition 5 can be strengthened to say that | i ±| u, v i | 2 | ≤ N − ǫ for some ǫ > 0 and every unit vector u. The existence of a universal ǫ for any fixed value of n then follows by another easy compactness argument. (Recall that we can assume k ≤ n.)
Lastly, we observe that for fixed k the conclusion of conjecture KS 2 can be achieved with no assumption on | u, v i | 2 .
Proposition 6. For fixed k, there exists M = M (k) such that the following holds. Let v 1 , . . . , v n ∈ C k satisfy v i 2 ≤ 1 for all i. Then there is a choice of signs such that
Proof. We use a vector balancing theorem due to Banaszczyk [3] . Let M sa k (C) be the real vector space of self-adjoint k × k matrics, with Euclidean (Hilbert-Schmidt) norm given by A 2 = (tr(A * A)) 1/2 . Define R > 0 by the condition that the set of matrices in M sa k (C) with operator norm at most R has Gaussian measure 1/2. Let K be this set and let M = 5R. Also let B i = 1 5 A v i for all i; then B i 2 ≤ 1/5 for all i and Banaszczyk's theorem asserts that there is a choice of signs such that ±B i ∈ K. It follows that
and hence
Oddly, none of the results used in this section rely on probabilistic methods. It seems likely that such methods could be used to obtain further results; see [2, Chapter 12] . However, we have been unable to do this.
A counterexample
It is interesting to note that neither Proposition 4 nor Proposition 6 requires the assumption | u, v i | 2 ≤ N . This suggests replacing KS 2 with an even stronger conjecture which dispenses with this assumption, and essentially this was done in [1, Conjecture 7.1]. However, that version of the conjecture was falsified in [11] . Here we present a sharper version of the counterexample which provides better asymptotics.
We claim that | u, v i | 2 ≤ N ≡ 1/δ for every unit vector u ∈ C k . To see this, let u ∈ C k be a unit vector and write u = k 1 a i e i . Then Obtaining information on the value of β(U, V ) for other norms seems difficult. The case where U = V is the unit ball for the Hilbert-Schmidt norm · 2 is classical, because this is a Euclidean norm; we have β(U, U ) = k. But in all other cases little is obvious besides the simple observation that restricting the matrices to be diagonal shows that the value of β in such a matrix problem is always bounded below by its value in the corresponding vector problem.
