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Abstract
The Poincaré series of the algebra of SL2.C/  SL2.C/-invariants of m-tuples of 2  2
matrices is presented both as a rational function and as a series of Schur functions. We show
that this algebra of invariants is generated by the determinants, the mixed discriminants and the
discriminants of 2  2 matrices. Consequences on invariants of three-dimensional matrices
of the shape 2  2  m are discussed. For arbitrary n > 2, we prove an explicit functional
equation for the Poincaré series of the SLn.C/  SLn.C/-invariants of m-tuples of n  n
matrices. © 2000 Elsevier Science Inc. All rights reserved.
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1. Introduction
We work over the field of complex numbers. The group GLn.C/  GLn.C/ acts
on m-tuples of n  n matrices as follows:
.g; h/  .A1; : : : ; Am/ D .gA1h−1; : : : ; gAmh−1/
for any g; h 2 GLn.C/ and .A1; : : : ; Am/ 2 LmjD1 Cnn. Denote by Rn;m the coor-
dinate ring of
Lm
jD1 Cnn. There is a natural induced action of GLn.C/  GLn.C/
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on Rn;m. Restrict this action to the subgroup S D SLn.C/  SLn.C/. We study the
algebra
RSn;m D ff 2 Rn;m j 8g 2 S V g  f D f g
of semi-invariants.
We describe the action of GLn.C/  GLn.C/ on Rn;m more explicitly. Denote
by xrjk the function mapping the m-tuple .A1; : : : ; Am/ to the .j; k/ entry of Ar .
Then Rn;m is the commutative polynomial algebra CTxrjk j 1 6 r 6 m; 1 6 j; k 6
nU. Form the generic matrices Xr D .xrjk/16j; k6n .r D 1; : : : ;m/. Then .g; h/ 2
GLn.C/  GLn.C/ maps xrjk to the .j; k/ entry of g−1Xrh, and this action extends
diagonally to the polynomial algebra generated by xrjk .1 6 r 6 m, 1 6 j; k 6 n/.
Let us denote by N the set of non-negative integers. There is a natural Nm-grading
on Rn;m, namely for .1; : : : ; m/ 2 Nm define Rn;m.1; : : : ; m/ as the space of
polynomials which have total degree r in the variables fxrjk j 1 6 j; k 6 ng for
r D 1; : : : ;m. The action of GLn.C/  GLn.C/ is homogeneous with respect to
this grading. So RSn;m is an Nm-graded subalgebra of Rn;m, and one can define its
Poincaré (or Hilbert) series as
P.RSn;mI t1; : : : ; tm/ D
X
D.1;:::;m/2Nm
dimC.RSn;m.//t
1
1    tmm
2 ZTTt1; : : : ; tmUU:
Our main aim is to determine this numerical invariant in the case n D 2. By a well-
known process, the Poincaré series is expressed as a multiple integral over complex
unit circles, which in theory can be evaluated using the residue theorem. In this
case the computation is affordable, and leads to a rational function, which can be
presented as the quotient of two explicit determinants. Moreover, using some known
plethysm formulae, the Poincaré series can be expressed as a series of Schur func-
tions. As an application we draw consequences on the generators, and on invariants
of three-dimensional 2  2  m matrices.
For arbitrary n > 2, general theory implies that the Poincaré series of RSn;m sat-
isfies some functional equation. In Section 7, we determine the exact form of this
functional equation.
We note that since Rn;m has good filtration as an S-module (see for example [5]
for references), the Poincaré series of RSn;m is the same for any infinite base field.
Therefore the statements of Theorem 3.1, 4.1 and 7.1 remain valid, if we replace C
by any infinite base field.
The problem studied here fits into the more general framework of representations
of quivers. The representations of dimension vector .n; n/ of the quiver consisting
of two vertices and m arrows from one vertex to the other are given by m-tuples of
n  n matrices, and two representations are equivalent by definition if they belong
to the same orbit under the action of GLn  GLn. Thus the problem of classify-
ing the equivalence classes of representations of this quiver naturally leads to the
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study of those functions on m-tuples of n  n matrices, which are constant on the
GLn  GLn-orbits. The only such polynomial functions are the scalars in this case,
but there are non-scalar rational invariants: the quotients of two linearly independent
homogeneous SLn  SLn-invariant polynomial functions. That is why we replace
the group GLn  GLn by SLn  SLn, and study the so-called semi-invariants (see
[13] for further explanation of the relevance of semi-invariants). There are some
recent descriptions of the semi-invariants for general quivers, see [2,3,5,19]. This
motivates the study of concrete situations, where more precise quantitative results
can be obtained.
The invariant theory of the quiver consisting of a single vertex and m loops has
an extensive literature. In particular, there was a great deal of activity in the 1980s
related to computing the Poincaré series of the algebra of conjugation invariants of
m-tuples of n  n matrices (see [9] for a survey). This problem is closely related to
the questions raised in the present paper. Indeed, consider the map Rn;m ! Rn;m−1
induced by the specialization Xm 7! I , where I denotes the n  n identity matrix.
We proved in [4] that this map restricts to a surjective homomorphism RSn;m !
R
GLn.C/
n;m−1 , where the action of GLn.C/ is induced by the simultaneous conjugation
g  Xr D g−1Xrg (r D 1; : : : ;m − 1, g 2 GLn.C/). It was shown in [5] that this
fact is a special case of a general device by which one can reduce the study of
generating semi-invariants to the case of bipartite quivers. Thus it is natural to look
for counterparts of the known results about RGLn.C/n;m−1 in the case of RSn;m. The most
explicit information on the Poincaré series of the algebra of conjugation invariants
is available in the case of 2  2 matrices. The Schur function decomposition of the
Poincaré series of RGL2.C/2;m−1 was computed in [7]. A rational expression for it was
determined in [16] using some classical computation due to Schur and Weyl, which
is similar to the evaluation of integrals carried out in Section 2. For arbitrary n > 2,
the explicit functional equation for P.RGLn.C/n;m−1 I t1; : : : ; tm−1/ was given in [8,20]. In
the present paper, we extend all these results to the case of RSn;m.
2. Evaluation of the Poincaré series as an integral
It is well known that det.X/ generates RSn;1, hence P.R
S
n;1I t/ D 1=.1 − tn/, and
the coefficients of det.t1X1 C t2X2/ form an algebraically independent generating
system of RSn;2 (see for example [4]), hence
P.RSn;2I t1; t2/ D
1Qn
iD0.1 − t i1tn−i2 /
:
From now on we assume that m > 3. Let U D SU2.C/  SU2.C/ be a maxi-
mal compact subgroup of S. Then RS D RU (Weyl’s unitary trick), and by Molien’s
theorem (see for example [18, 3.11]) we have
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P D P.RS2;mI t1; : : : ; tm/ D
Z
g2U
mY
rD1
1
det.I − .g/tr /.dg/;
where  is the normalized Haar measure on U,  V S ! GL4.C/ is the given rep-
resentation of S on C22, and I is the 4  4 identity matrix. By Weyl’s integration
formula (cf. [1]) the above integral can be replaced by an integral over the maximal
torus
T D

z 0
0 z−1

;

w 0
0 w−1
  jzj D jwj D 1

of U. The characters of T on C22 are zw, z−1w, zw−1, z−1w−1, the roots of U are
z2, z−2, w2, w−2, the normalized Haar measure on T is
1
.2pi/2
dz
z
dw
w
;
and the Weyl group of U has four elements. Thus we get
P D 1
4.2pi/2
Z
jzjD1
Z
jwjD1
n
.1 − z2/.1 − z−2/.1 − w2/.1 − w−2/,
zw
mY
rD1
.1 − zwtr /.1 − z−1wtr/.1 − zw−1tr /.1 − z−1w−1tr /
o
dz dw:
Integrate first over the unit circle jzj D 1:
P D 1
4.2pi/
Z
jwjD1
w2m−3.1 − w2/2

1
2pi
Z
jzjD1
F.z/
G.z/
dz

dw;
where
F.z/ D z2m−3.1 − z2/2
and
G.z/ D
mY
rD1
.1 − zwtr /.z − wtr /.w − ztr/.zw − tr /:
Evaluate the inner integral using residue calculus. Think of tr as complex numbers
with 0 < jt1j; : : : ; jtmj < 1. For a fixed w on the unit circle the function F.z/=G.z/
has 2m poles in the disk jzj < 1 at w1tr .r D 1; : : : ;m/. Thus by the residue theo-
rem the inner integral equals
mX
rD1
 
Res

F.z/
G.z/

zDwtr
C Res

F.z/
G.z/

zDw−1tr
!
:
The residue of the rational function F.z/=G.z/ at a simple root z0 of its denominator
is F.z0/=G0.z0/, so
Res

F.z/
G.z/

zDwtr
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D .1 − w
2t2r /t
2m−4
r
w2.1 − t2r /.w2 − 1/
Q
j =Dr .1 − w2tr tj /.tr − tj /.1 − tr tj /.w2tr − tj /
;
Res

F.z/
G.z/

zDw−1tr
D .w
2 − t2r /t2m−4r
w2.1 − t2r /.1 − w2/
Q
j =Dr .1 − tr tj /.tr − tj /.w2 − tr tj /.tr − w2tj /
:
Therefore we obtain
P D 1
4
mX
rD1
t2m−4r
.1 − t2r /
Q
j =Dr .tr − tj /.1 − tr tj /


1
2pi
Z
jwjD1
.Qr.w/ C QQr.w// dw

;
where
Qr.w/ D w
2m−5.w2 − 1/.1 − w2t2r /Q
j =Dr .1 − w2tr tj /.w2tr − tj /
and
QQr.w/ D w
2m−5.1 − w2/.w2 − t2r /Q
j =Dr .w2 − tr tj /.tr − w2tj /
:
Assume that 0 < jt1j <    < jtmj < 1. Then on the disk jwj < 1, the function Qr.w/
has a pole at ptk=tr for k D 1; : : : ; r − 1, and QQr.w/ has a pole at ptr tk .k D
1; : : : ; Or; : : : ;m/ and at ptr =tk .k D r C 1; : : : ;m/. The corresponding residues
are the following:
Qr;k D Res .Qr.w//
wD
q
tk
tr
D Res .Qr.w//
wD−
q
tk
tr
D Res
 QQr.w/
wDptktr
D Res
 QQr.w/
wD−ptk tr
D −Res
 QQr.w/
wD
q
tr
tk
D −Res
 QQr.w/
wD−
q
tr
tk
D t
m−3
k .tk − tr /.1 − tktr /
2tm−1r .1 − t2k /
Q
j =Dk;r .1 − tktj /.tk − tj /
:
So we have
1
2pi
Z
jwjD1
.Qr.w/ C QQr.w// dw D
X
k; k<r
4Qr;k:
Therefore the desired rational expression for the Poincaré series of RS2;m is the
following:
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P D −1
2
X
16k<r6m
.tktr /
m−3
.1 − t2r /.1 − t2k /
Q
j =Dk;r .tr − tj /.tk − tj /.1 − tr tj /.1 − tktj /
:
3. Determinantal expression
We define two m  m matrices over ZTt1; : : : ; tmU as follows: the jth row of Dm D
Dm.t1; : : : ; tm/ is
tmC1j − tm−1j tmC2j − tm−2j tmC3j − tm−3j    t2mj − 1

and the jth row of Cm D Cm.t1; : : : ; tm/ is
tm−3j t
m−2
j t
m−1
j t
m
j − tm−4j tmC1j − tm−5j tmC2j − tm−6j    t2m−4j − 1

:
Theorem 3.1. For any m > 3 we have
P.RS2;mI t1; : : : ; tm/ D
jCmj
jDmj :
Proof. Using elementary properties of the determinant, we obtain for any m > 1
jDmj D .t1    tm/m
.tkj − t−kj /16j;k6m
D .t1    tm/m
mY
rD1
.tr − t−1r /

1 tj Ct−1j t2j C1Ct−2j : : : tm−1j Ctm−3j C    C t−mC1j jD1;:::;m

D .t1    tm/m
mY
rD1
.tr − t−1r /
..tj C t−1j /k−1/16j;k6m
D .t1    tm/m
mY
rD1
.tr − t−1r /
Y
16k<r6m
.tr C t−1r − tk − t−1k /
D .−1/m
mY
rD1
.1 − t2r /
Y
16k<r6m
.tk − tr /.1 − tktr /
and for any m > 3
2 jCmj
D
tm−1j C tm−3j tm−2j tm−1j − tm−3j tmj − tm−4j    t2m−4j − 1jD1;:::;m
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D
X
16k<r6m
.−1/kCr−1

tm−1k C tm−3k tm−2k
tm−1r C tm−3r tm−2r

 Dm−2.t1; : : : ; Otk; : : : ; Otr ; : : : ; tm/
D
X
16k<r6m
.−1/kCr−1.tr tk/m−3.tr − tk/.1 − tr tk/.−1/m−2

Y
j =D k;r
.1 − t2j /
Y
j<l; fj;lg\fk;rg D ;
.tj − tl/.1 − tj tl/: 
4. The Poincaré series as a sum of Schur functions
Recall that the Schur function S.t1; : : : ; tm/ associated with the partition  D
.1; : : : ; m/ (i.e. 1 >    > m > 0 are integers) is a symmetric polynomial (see
[17, I.3.]), and it is the formal character of an irreducible polynomial GLm.C/-mod-
ule M (see [12]).
Theorem 4.1. We have P.RS2;mI t1; : : : ; tm/ D
P
 S.t1; : : : ; tm/; summed over the
set of partitions  D .1; : : : ; m/; for which
 1; 2; 3; 4 have the same parity and j D 0 for j > 4; when m > 4.
 1; : : : ; m are all even; when m D 1; 2 or 3.
Proof. The content of this theorem is that RS2;mD  M as GLm.C/-modules, where
the summation runs over the same set of partitions as in the statement. The space
SpanCfxrjk j r D 1; : : : ;mg is endowed with the standard GLm.C/-action for any 1 6
j; k 6 n, thus Rn;m is the symmetric tensor algebra of the direct sum of n2 copies of
the standard GLm.C/-module. This GLm.C/-action commutes with the GLn.C/ 
GLn.C/-action considered before, hence RSn;m is a GLm.C/-submodule, whose for-
mal character is its Poincaré series.
Since R2;m is the symmetric tensor algebra of the direct sum of m copies of a four-
dimensional S-module, it follows from a well-known theorem of Weyl [21, Chapter
II.5.] that for any m > 4 the algebra RS2;m is obtained from RS2;4 by polarization. In
particular, it is sufficient to prove our statement for m 6 4.
We know from Theorem 3.1 that
P.RS2;4I t1; t2; t3; t4/ D
1 C t1t2t3t4Q
16i6j64.1 − ti tj /
:
Observe that
1Q
16i6j64.1 − ti tj /
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is the plethysm of
1Q10
iD1.1 − ti /
D
1X
dD0
S.d/.t1; : : : ; t10/
(where .d/ denotes the partition with only one non-zero part of length d) and S.2/.t1;
t2; t3; t4/. From the plethysm formulae S.d/  S.2/ D P S, summed over all even
partitions of 2d [17, I.8., Example 6.(a)] and the formula t1t2t3t4S.t1; t2; t3; t4/ D
S.1C1;2C1;3C1;4C1/.t1; t2; t3; t4/ we obtain the statement for m D 4, and hence for
m > 4.
The plethysm formulae cited above yield also the statement for m 6 3, because
in this case
P.RS2;mI t1; : : : ; tm/ D
1Q
16i6j6m.1 − ti tj /
: 
It is interesting to note that the rule for computing the coefficient of S in the
Poincaré series of RS2;m is substantially simpler, than in the closely related case of
the algebra RGL2.C/2;m−1 of conjugation invariants (see [7]).
5. Generators
We recall some terminology from [9]. The mixed discriminant M.X1;X2/ of the
2  2 matrices X1;X2 is defined by the equality
det.t1X1 C t2X2/ D t21 det.X1/ C t1t2M.X1;X2/ C t22 det.X2/;
and the discriminant D.X1;X2;X3;X4/ of the 2  2 matrices X1;X2;X3;X4 is
D.X1;X2;X3;X4/ D det
0
BBBBBBBB@
x111 x
2
11 x
3
11 x
4
11
x121 x
2
21 x
3
21 x
4
21
x112 x
2
12 x
3
12 x
4
12
x122 x
2
22 x
3
22 x
4
22
1
CCCCCCCCA
:
Obviously, D.X1;X2;X3;X4/ spans the irreducible summand in RS2;4 which be-
longs to the character S.1;1;1;1/.t1; t2; t3; t4/ D t1t2t3t4. The information on Poincaré
series obtained in the previous sections can be used to prove the following:
Corollary 5.1.
(i) RS2;4 is a free module generated by 1 and D.X1;X2;X3;X4/ over the polynomi-
al algebra A D CTdet.Xi/; M.Xj ;Xk/ j 1 6 i 6 4; 1 6 j < k 6 4U.
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(ii) The algebra RS2;m of semi-invariants of m-tuples of 2  2 matrices is gener-
ated by the determinants; the mixed discriminants; and the discriminants of
X1; : : : ; Xm.
Proof. The generators of A form a homogeneous system of parameters for the
Cohen–Macaulay algebra RS2;m by the Hilbert criterion (see [4]). The decomposition
of the Poincaré series of A as a sum of Schur functions computed in the proof of
Theorem 4.1 shows that D.X1;X2;X3;X4/ is not contained in A. Hence (i) follows
from the explicit form of P.RS2;4I t1; t2; t3; t4/.
The statement (ii) follows from (i) and the theorem of Weyl, cited in the proof of
Theorem 4.1. 
6. Invariants of three-dimensional matrices
Let Ak;n;m be the coordinate ring of Ck ⊗ Cn ⊗ Cm with the canonical action of
G D SLk.C/  SLn.C/  SLm.C/. The results of this paper have consequences on
AG2;2;m.
Proposition 6.1. There is a non-scalar G-invariant in A2;2;m if and only if m 6 4;
and in this case AG2;2;m is a one-variable polynomial algebra.
Proof. Note that An;n;m can be identified with Rn;m, and then AGn;n;m D.RSn;m/SLm.C/.
The irreducible GLm.C/-summands of RSn;m are irreducible also over SLm.C/, and
the summands with character S.d;:::;d/ D .t1    tm/d are precisely the trivial SLm.C/-
modules. So the result follows from Theorem 4.1, giving in particular the coefficients
of S.d;:::;d/ in the Poincaré series of RS2;m. 
Remark. Weyl’s theorem cited in the proof of Theorem 4.1 immediately implies
that AGk;n;m is trivial whenever m > kn.
In the cases when AG2;2;m is non-trivial, the generator has natural interpretation.
For m D 1 it is the determinant, while for m D 4 we saw that it is the discriminant
of 2  2 matrices. For m D 3, the generator is the hyper-determinant of 2  2  3
matrices (see [10, Chapter 14, Example 3.8.]), and for m D 2 the generator is the
hyper-determinant of 2  2  2 matrices (see [10, Chapter 14, Proposition 1.7.]).
Recall finally that RSn;2 is generated by the coefficients of det.t1X1 C t2X2/. From
this, it is easy to conclude that AGn;n;2 is isomorphic to the ring of SL2.C/-invariants
of binary forms of degree n, a classical object of study. In particular, if n D 2, then
the discriminant of quadratic forms generates this algebra, yielding a second inter-
pretation of the generator of AG2;2;2. We note that A
G
2;2;2 was studied classically in
[11] and in the papers cited there, and recently in [6]. The above approach gives an
alternative proof of [6, Proposition 3.4].
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7. Functional equation
Throughout this section, we assume that m > 3 and n > 2. General theory implies
(see for example [8] for explanation and references) that the Poincaré series of RSn;m
satisfies a functional equation
P.RSn;mI t−11 ; : : : ; t−1m / D .−1/d.t1    tm/pP .RSn;mI t1; : : : ; tm/; (1)
where d D mn2 − 2.n2 − 1/ is the Krull dimension of RSn;m, and pm is the difference
of the degrees of the denominator and the numerator of the Poincaré series of RSn;m,
expressed as a rational function.
Theorem 7.1. We have p D n2 in the functional equation .1/.
To prove the above statement, we use the following general result from [14] (see
also [18, Theorem 3.22]): Let G be a connected semisimple group acting linearly
on the finite-dimensional vector space V, and denote by q the difference of the de-
grees of the denominator and the numerator of the (one-variable) Poincaré series of
the algebra of G-invariant polynomial functions on V. Then 0 6 q 6 dim.V /, and
q D dim.V / if and only if the codimension of the variety fv 2 V j dimGv > 0g (here
Gv 6 G denotes the stabilizer subgroup of v) is at least 2.
We need a lemma concerning the simultaneous conjugation action of G D GLn.C/
on Vr DLriD1Cnn given by  V GVr ! Vr; .g;A1; : : : ; Am/ 7! .gA1g−1; : : : ;
gAmg
−1/.
Lemma 7.2. For any n > 2 and r > 2; there exists a Zariski closed subset Zr of Vr
of codimension > 2.r − 1/.n − 1/ such that every point of VrnZr has finite stabilizer
in SLn.C/.
Proof. We identify a matrix r-tuple v D .A1; : : : ; Ar/ 2 Vr with the representation
yi 7! Ai (i D 1; : : : ; r) of the free associative algebra F D Chy1; : : : ; yri. Con-
sider the subset D of Vr consisting of decomposable representations of F. Clearly,
D D STn=2UkD1 G  Bk , where Bk denotes the subspace of Vr consisting of r-tuples of
block diagonal matrices with diagonal blocks of size k  k and .n − k/  .n − k/.
For any g 2 G, b 2 Bk the fibre −1.g  b/ contains the k2 C .n − k/2 dimensional
locally closed subset f.gh−1; h  b/ j h 2 Hkg, where Hk denotes the group of invert-
ible block diagonal matrices with k  k, .n − k/  .n − k/ diagonal blocks. Hence
for the dimension of the constructible set G  Bk , we have dim .G;Bk/ 6 n2 C
r.k2 C .n − k/2/ − .k2 C .n − k/2/ 6 rn2 − 2.r − 1/.n − 1/. Thus there is a codi-
mension > 2.r − 1/.n − 1/ closed subset Zr of Vr such that Ur D VrnZr contains
only indecomposable representations. Since Ur is an open subset consisting of in-
decomposables, by [15, Theorem 2.6] for any u 2 Ur the stabilizer Gu is C, the
subgroup of scalar matrices, so Gu \ SLn.C/ is finite. 
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Proof of Theorem 7.1. Consider now the locally closed subset
Z D f.A1; : : : ; Am/ j det.A1/ D det.A2/ D 0g
[f.A;AB1; AB2; : : : ; ABm−1/ j det.A/ =D 0; .B1; : : : ; Bm−1/ 2 Zm−1g
[f.AB1; A;AB2; : : : ; ABm−1/ j det.A/ =D 0; .B1; : : : ; Bm−1/ 2 Zm−1g
in Vm, where Zm−1 denotes the subset of Vm−1 whose existence is guaranteed by
Lemma 7.2. Obviously, the codimension of Z in Vm is 2. Assume that v D .A1; : : : ;
Am/ lies in VmnZ. By symmetry, we may assume that det.A1/ =D 0. Then the stabiliz-
er Sv is conjugate in GLn.C/  GLn.C/ to the stabilizer Sw of w D .I;A−11 A2; : : : ;
A−11 Am/, where I denotes the identity matrix. The stabilizer Sw is contained in the
diagonal subgroup of SLn.C/  SLn.C/, so it is isomorphic to the stabilizer of
.A−11 A2; : : : ; A
−1
1 Am/ 2 Vm−1 in SLn.C/, acting by conjugation, which is finite
by construction of Z. Thus we have shown that codimfv 2 Vm j dimSv > 0g > 2,
implying our statement. 
The analogous functional equation for the Poincaré series of the algebra of con-
jugation invariants RGLn.C/n;m was proved in [8,20]. The result of [14] cited above
together with Lemma 7.2 gives an alternative proof also for this case.
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