Abstract-
Introduction
In recent years, surface acoustic wave (SAW) devices have played an important role as a key device in various consumer electronic products, such as personal data assistants and mobile phone systems[ l , 21. Especially, in mobile phone systems, resonator type SAW filters are widely used both in the intermediate frequency (IF) stage and in the radio frequency (RF) stage, because they can provide small, rugged and cost-competitive mechanical bandpass filters with outstanding frequency response characteristics.
The frequency response characteristics of SAW filters are governed primarily their geometrical structures, i.e., the configurations of interdigital transducers (IDTs) and grating reflectors fabricated on piezoelectric substrates. Since, the structural design of SAW filters is not analytically solvable, computer-aided design approaches have been reported in the literature [3, 4, 51. In the process of deciding optimal structures for SAW filters, conventional design techniques utilize theoretid models of IDT, such as delta-function modeI, equivalent circuit model and coupling-of-modes model [2] , in order to estimate the performances of SAW filters. However, they have rarely discussed the accuracy of the underlying models that may be deteriorated by the inevitable dispersion of uncertain electro-acoustic parameters.
Robustness is an important requirement for almost all kinds of products [7] . In other words, deviations of prod- A new penalty function method combined with a variable neighborhood ssarc h (VNS) is also proposed and applied to the robust optimum design of SAW filter, or the constrained optimization problem. The essential idea behind penalty function methods is that of solving the constrained optimization problem by constructing a sequence points that are optimal solutions for a sequence of unconstrained optimization problems[81. In the proposed penalty function method, the systematic change of neighborhoods within the VNS yields efficient heuristics for finding optima of these unconstrained problems. Another core of the penalty function method is the degree to which each infeasible solution is penalized. In addition to the traditional strategy increasing the degree of penalty monotonously [8] , an alternative strategy, which fluctuates the degree of penalty periodically, is presented. The former excels in the ability to produce feasible solutions, while the latter serves better ones. Besides, it has to be emphasized that no domain-specific knowledge is incorporated into both these strategies and that they can start from infeasible solutions created randomly.
2 Surface Acoustic Wave Filter
Structure of SAW Filter
In this paper, we think about an optimal structure of a resonator type SAW filter in Fig. 1 . The SAW filter consists of five components: one receiver IDT (IDT-l), two transmitter IDTs (IDT-2), and two reflectors realized by shorted metal strip arrays (SMSA). Each of IDTs comprises some pairs of electrodes, which are sometimes called fingers, while Tp SMSA has numerous metal strips connected electricaIly in parallel. These components of the SAW filter are arranged bilateral symmetry on a piezoelectric substrate.
Equivalent Circuit Model
By using the latest equivalent circuit model of IDT[6], we will derive an entire equivalent circuit model of the SAW filter in Fig. 1 . First of all, the equivalent circuit model for N-pair of IDT in Fig.2 is drawn up as shown in Fig.3 . In the three-port circuit illusirated in Fig.3 , port-1 and port-2 are acoustic ports, whereas port-3 is electric port. Also, AID and A20 denote force factors that depend both on the frequency and on the number of IDT's finger-pairs. Admittance Y, and impedances 21, 2 2 are given as follows.
where, the dual sign (F) means that the minus f-) is for 2N being an even number, while the plus (+) is for 2N being an odd number; Go denotes characteristic admittance, and & = l/Go; F, is image admittance, and -is is image transfer constant. Image parameters are given as follows.
752
where, ys = gs + j b,, and gs denotes bulk wave loss. 
Performance Criteria
In order to evaluate the frequency response characteristics of the SAW filter, we introduce some performance criteria.
Scattering coefficients, which are used widely for analyzing the properties of SAW 'devicesl41, are derived from the transmission matrix shown in Fig.4 as follows.
where, A, B, C and D ?e the transmission parameters.
From coefficients S e i in (3), standing wave ratios of the input and output ports are defined respectively as shown in (4) and (5). Also, the attenuation is defined by (6). 
3 Robust Optimum Design
Decision Variables
As we have stated above, the frequency response characteristics of the SAW filter in Fig.1 is dominated by its geometricai structure. All design parameters used to describe the structure of the SAW filter are enumerated in Fig.5 , where the metallization ratio of IDT is defined by finger's width elements: x = ( X I , . l xn). By the way, some decision variables, such as the number of fingers, are positive integers. Besides, the lithographic resolution in SAW devices fabrication is also restricted to a finite value. So we introduce the minimum unit value ei (i = 1 N n) into each of the decision variables xi E x. Then, we suppose that decision variables xi E x take discrete values within the region bounded by their parametric constrains as follows.
where (xi -zi) mod ei ZE 0, e* > 0, i = 1 -n.
Objective Function
By using the upper and lower bounds of the three criteria r7. (T = 1 -3) shown in (4)-(6), desirable frequency response characteristics of the SAW filter are specified at plural frequency-points w, (s = 1 -m) extracted from the remarkable frequency range of an objective bandpass filter including both of its passing-and stop-bands. On the other hand, ambiguous parameters (7, r,, b,) included in the equivalent circuit model of IDT are represented by a vector as a : ( a l , a2, a3 we estimate the maximum value of the objective function, which is the degree of SAW filter's deterioration caused by the dispersion of parameters nj, as shown in (9). In order to calculate the maximum value effectively in (9), we use the second-order polynomial approximation. Specifically, given three points for each aj as gj, izj and u j , the value of max{ f(a, x) (aj E Aj) is taken at the peak of secondorder polynomiai established from the three points.
If the condition in (1 0) is satisfied with predetermined t, we regard that the performance of the SAW filter is robust enough for the dispersion of respective parameters.
where, Q = ( h~ , u z , h~g) denotes the nominal value of a.
We rewrite the inequality in (10) as follows.
where, p = 1 + t 2 1.
Consequently, from (8) and (1 I), we formulate the robust optimum design of the SAW filter shown in Fig. 1 exactly as a constrained optimization problem in (12).
where, X denotes the search space of the decision variables x E A' bounded by the parametric condition in (7).
From (9) and (111, the following relation holds for the feasible solutions x E T C X of the problem in (1 2).
f ( % 4 I .fa(x) 5 Pf(A,x); x E F. (13)

Penalty Function Method
The introduction of an appropriate penalty function P(a, x) enables us to transform the constrained optimization problem formulated in (12) into a sequence of unconstrained optimization problems, in which we have only to minimize an evaluation function E(a, x, a ) defined as follows.
E(a, x, a )
where, P(a: x) = mi={ g(a, x), 0 ) . Consequently, by changing the value of the penalty coefficients CY in (14), we solve a sequence of the unconstrained optimization problem in (15). It is stated that if the degree of penalty a is controlled appropriately, a sequence of solutions which are optinial for the probIems in (15) converges to the optimum of the primary problem in (12).
{ s f t o x r x
Variable Neighborhood Search
In order to soIve the unconstrained optimization problem shown in (15), we employ a variable neighborhood search (VNS). Correctly, the VNS can find a local optimum.
Neighborhood
The neighborhood Nk (x) is generally a set of solutions that Therefore, the locally optimal solution x* E X found by the VNS is defined exactly as follows. Since the VNS guarantees only to find a locally optimal solution defined by (16), the quality of the solution seems to be improved by using a lot of neighborhoods. However, the computational time spent by the VNS increases with the number of them. Now we count up the total number of solutions included in neighborhoods N k ( x ) (k = 1 -%). From the definition of N k ( x ) , the number of solutions included in each Nk(x) can be estimated as follows.
k=l
Furthermore, from the definition of N k (x), the following relation holds for all neighborhoods of different degrees.
From (17) and (1 X), we get the total number of solutions included in the neighborhoods N~( x ) of x-degree and under as shown in (19). So we see that the size of the united neighborhoods, or the solutions to be examined, increases proportionally to the maximum degree E (n 2 E 2 1).
Search Strategy
Since we use more than one neighborhood in VNS, we have to settle the order of them in the search. We employ a new search strategy named the introvert search for the proposed VNS. Conventional VNSs look for an improvement moving from the smallest neighborhood to the largest one[ IO]. On the other hand, the introvert VNS (I-VNS) takes a contrary motion in the search. As a result, the I-VNS can hardly fall into poor optima, because it copes well with the probIem of epistasis, i.e., the interactions among variables 2, E x. In the following procedure of the I-VNS, a subset of the neigh-
For choosing an improved solution x' in Step 3, we employ the first improvement strategy [9] in which the incumbent x is always replaced by the first objective-improving solution x ' found in Dk (x). Besides, the symbol t is used to denote the assignment statement.
I
Dk(x) = { x ' E Nk(x) I E ( a , x ' , a ) < E(a,x:cr)} (20)
[Introvert VNS (I-VNS)]
Step 1: Receive an initial solution x E X.
Step 2: Let k c IC.
Step 3: If D~( x ) n X # 8 holds, choose X' E D~( x ) n X, -let x t x', and go back to Step 2.
Step 4: If k = 1 holds, return x and end.
Step 5: Let k e k -1, and go back to Step 3.
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In accordance with the penalty function methodlg], we have to minimize the evaluation function E ( a , x, a ) for the problem in (15) repeatedly under various penalty coefficients a. Therefore, in order to reduce the computational time spent by the I-VNS without losing the quality of local optimum defined in (16), we modify the search strategy of the I-VMS practically. In an improved version of the I-VNS, which is called the partial introvert VNS (PI-VNS), the number of examined soIutions is restricted to a constant E (7 2 I). Even though the idea of reducing the number of neighbors may he old, the proposed PI-VNS has striking originality in its search strategy that starts from promising solutions included in the largest-degree neighbohood.
[Partial Introvert VNS (PI-VNS)]
Step 2: Let k -k, and c + 0.
Step 3: If D~( x ) n X # 8 holds, choose x' E D~( x ) n X ,
Step 4: If k = 1 or c = E hold, return x and end.
Step 5: Let k t k -1, c t c + 1, and go to Step 3. let x t x', and go back to Step 2.
Optimization Algorithm
For solving the constrained optimization problem fomuIated in (12), we present optimization algorithms based on the penalty function method which minimize E(a, x: a ) in (15) with the preceding 1-VNS or PI-VNS. First of all, from the viewpoint of the control scheme of penalty coefficient a, we exhibit the traditional optimization algorithm that we call increasing penalty function method (I-PFM) [8] , because it increases the value of a from Q O (ao > 0) constantIy.
[I-PFM]
Step 1: Create x E X randomly. Let CY t aa.
Step 2: Find x* that minimizes E(a, x, a) with VNS.
Step 3: If x* satisfies stop condition, output x* and end; else, let x t x*, cy e a/ cy, and go back to
Step 2.
where, -/ (y > 1) is a constant parameter, Now we propme a new optimization algorithm that we name periodical penalty function method (P-PFM). In the proposed P-PFM, the value of penalty coefficient a fluctuates between low and high. As a result, because the P-PFM trembles the landscape of the optimization problem in (IS), it may save the VNS trapped in a bad local optimum.
[P-PFM]
Step 1: Create x E X randomly. Let Q t d ' , t t 0.
Step 2: Find X* that minimizes E(a, x, a ) with VNS.
Step 3: If x* satisfies stop condition, output X * and end; else, let x + x*, a + Q + (-l)t a', t t t + 1, and go back to
where, aC (ac > 0) is a constant parameter.
w 7 Experimental Results
We thought about the robust design of the SAW filter in Fig.1 . were given based on their nominal value h j as (
In order to evaluate the objective function f(a, x) defined by @), the upper and lower bounds of three criteria r7. in (4)-(6) were specified at m = 400 frequency-points. We compared the performance of PI-VNS with that of I-VNS on the unconstrained optimization problem in (15). Since we set the degree of neighborhood as = 3 on both of the VNSs, we got the total number of neighbors as R = 1562 in (19). Therefore, we examined the PI-VNS with various F from R: E = 156 (0.1 O), 468 (0.4s2) and 935 (0.6 0). Experimental results averaged over 30 runs are summarized in Table 2 . Table 2 shows the average E and the standard deviation u ( E ) of obtained E(a, x: a ) (a = 0.5), and the computational time T (x measured by the total number of solutions which are investigated until a local optimum is found. From the results in Table 2 , we can confirm that the PI-VNS cuts out the computational time successfully without losing the quality of solution.
We also compared the performance of P-PFM with that of I-PFM on the constrained optimization problem in (12). We repeated the procedures of respective PFMs four times with the above PI-VNS ( E = 156). Parameters of P-PFM were set as ao = 0.3 and a' = 300, while the penalty coefficient a of I-PFM was controlled to be on a parity with ac at the limit Table 3 shows the experimental results averaged 30 runs: Table 3 , we can see that the conventional I-PFM excels in the ability to produce many more feasible solutions x E F, whereas the proposed P-PFM serves better ones.
Finally, we verified the robustness of finished SAW filter, namely, the best feasible solution obtained by using the above P-PFM. Fig.6 shows attenuations I'3(ds, 5: x) and r 3 ( w s , a, x) (aj = (1 rk0.05) h j ) with solid line and broken lines respectively. Fig6 also plots the specified upper and lower bounds of r3 by one-broken line. From the results in Fig.6 , we can confirm that desirable frequency response characteristics of the SAW filter have been almost preserved from the dispersion of electric-acoustic parameters.
Conclusion
In this paper, in order to increase the reliability of SAW.filters, we present a robust design approach. First of all, considering dispersion of electric-acoustic parameters included in the equivalent circuit model of IDT, the structural design of a resonator type SAW filter is formulated as a constrained optimization problem. Then a new penalty function method combined with an efficient W S is applied to the optimization problem. Finally, computational experiments conducted on a practical design of SAW filter demonstrate the usefulness of the proposed design approach.
Future work will focus on improving the optimization algorithm. For instance, it should use the VNS together with some meta-heuristic methods for locating global optima.
