ABSTRACT. We define and study a metric independence notion in a homogeneous metric abstract elementary class with perturbations that is d psuperstable (superstable wrt. the perturbation topology), weakly simple and has complete type spaces. We introduce a way to measure the dependence of a tuple a from a set B over another set A . We prove basic properties of the notion, e.g. that a is independent of B over A (in the usual sense of homogeneous model theory) iff the measure of dependence is < ǫ for all ǫ > 0 . As an application, we show that weak simplicity implies (a very strong form of) simplicity and study the question when the dependence inside a set of all realisations of some type can be seen to arise from a pregeometry in cases when the type is not regular. In the end of the paper, we demonstrate our notions and results in an example class built from the p-adic integers.
too much. We aim to create a theory for measuring dependencies. Already in [BU] something like this was done but here our approach is a bit different and we aim to go further.
The main difficulty in developing the theory is that independence is not really a property of Galois-types but a property of Lascar (strong) types. So to develop the theory one should be able to measure the distances between Lascar types. And even now we do not know how to do this in general.
However, if the class is simple there is a way. Here by simple we mean that all Galois-types over any set have a free extension to any other set. Since our independence notion is defined with built-in free extensions, this is the same as saying that for all a and A , a ↓ A A ( a is free from A over A ). And since we assume that the class is d p -superstable, it turns out that it is enough to assume this just for finite A i.e. that the class is weakly simple.
The main notion in the paper is a ↓ ǫ A B , ǫ > 0 , which intuitively means that the amount of the dependence of a from B over A is at most ǫ. We start by proving some basic properties for this notion, e.g. that for all ǫ > 0 , a and B there is finite A ⊆ B such that a ↓ ǫ A B . As a corollary we see that for all a and B there is countable A ⊆ B such that a ↓ A B . In particular, the class is simple. This is in line with many (discrete) superstable non-elementary classes in which it also holds that weak simplicity implies simplicity, see e.g. [HK2] . However, this is not true assuming mere stability of which we give an example.
We also define Lascar ǫ-splitting and study the connection of it with ↓ ǫ . Using a Lascar-splitting characterisation we are able to prove a form of monotonicity for ↓ ǫ which finally lets us prove that a ↓ A B if and only if for all ǫ > 0 , a ↓ ǫ A B . We investigate a property of the perturbation system which we call almost summability and which improves the behaviour of ↓ ǫ over infinite parameter sets. We also observe that a certain behaviour of ↓ ǫ in the collection of extensions of a type, gives a pregeometry in M eq (the version used in homogeneous model theory). In the end we give an example of the theory created in this paper. The example is a subclass of Abelian groups equipped with p-adic metric. It also serves as an example of finding the pregeometry in M eq although the type we investigate need not be regular.
Assumptions and prerequisites
Throughout this paper we will assume K is a homogeneous metric abstract elementary class with perturbations with complete type spaces (see [HH] ) that is weakly simple and d p -superstable. We write a, b etc. for finite tuples. As a shorthand ab will denote the concatenated tuple of a and b . For sets A and B , AB will denote their union.
By λ(K) we mean the least cardinal λ such that as a homogeneous AEC, K is λ-stable (i.e. λ-stable in the sense of [HS] ). By κ(K) we denote the least cardinal κ such that there is no strongly splitting sequence of length κ.
We say that a and b have the same Lascar strong types over A , Lstp(a/A) = Lstp(b/A) , if E(a, b) holds for any A -invariant equivalence relation with a bounded number of equivalence classes.
Fact.
Let M be strongly λ-homogeneous. For every κ < λ there is a cardinal H(κ) such that if A is a set of size ≤ κ and (a i ) i<H(κ) ⊂ M then there exists an A -indiscernible sequence (b i ) i<ω ∈ M such that for every n < ω there exist i 0 < · · · < i n < H(κ) such that t g (b 0 , . . . , b n /A) = t g (a i 0 , . . . , a i n /A).
Note that the fact ensures that over any set A there are less than H(|A|) Lascar strong types over A .
In a stable homogeneous class we can define an independence notion based on strong splitting as done in [HS] :
We write a ↓ A B if there is C ⊆ A of power < κ(K) such that for all D ⊇ A ∪B there is b which satisfies t g (b/AB) = t g (a/AB) such that t g (b/D) does not split strongly over C . For an arbitrary set C , C ↓ A B means a ↓ A B for all a ∈ C . Proof. By strong extension and stationarity of Lascar strong types we may assume B is λ(K) -saturated. We may also assume A and C are of power < κ(K) . Now if CD ↓ A B there are finite c ∈ C and d ∈ D such that cd ↓ A B . So there is an A -indiscernible sequence I = (a i ) i<ω ⊂ B such that t g (cda 0 /A) = t g (cda 1 /A) . If I is AC -indiscernible, this contradicts D ↓ AC B . So I cannot be indiscernible over AC but then (by re-enumerating) for some n and c ∈ C t g (c, a 0 , . . . , a n−1 /A) = t g (c, a n , . . . , a 2n−1 /A) giving an A -indiscernible sequence contradicting C ↓ A B .
Fact. (Hyttinen-Shelah [HS]) In a stable homogeneous class ↓ satisfies: (i) If
Proof. By symmetry B ↓ A a and C ↓ B a and thus by Lemma 3 BC ↓ A a . By symmetry we then have a ↓ A BC .
In this context we define weak simplicity as a ↓ A A for all a and finite A . Thus if K is stable and weakly simple then ↓ satisfies monotonicity and stationarity of strong types, and over finite sets in addition transitivity, symmetry and strong extension.
As in [HK1] , we write Lstp w (a/A) = Lstp w (b/A) if for all finite B ⊆ A , Lstp(a/B) = Lstp(b/B) . Following [HK2] , the types Lstp w are called Lascar types. By homogeneity, if Lstp w (a/A) = Lstp w (b/A) then t g (a/A) = t g (b/A) . The following lemma is needed because the d p -distance of Galois-types we use, need not be a metric, see [HH] . If there are no perturbations, i.e. F ǫ = F 0 for all ǫ > 0 , then it is and we can choose n(ǫ) = ǫ/n and δ n = 2 −n .
Proof. Immediate by the definitions, see [HH] . Note also the following:
6 Fact. If K is homogeneous, satisfies the perturbation property and has complete type spaces (as defined in [HH] ) then d p -Cauchy sequences over any parameter set converge.
Measuring independence
In this section we define a distance-like relation d p a on the space of Lascar types. As for d p in [HH] it is not exactly a metric but defines a metrisable topology. Using d p a we define ǫ-independence (Definition 10) and explore its properties.
7 Definition.
(ii) For any set B we then define p (t g (a/Ac), t g (b/Ac)) = 0 and thus by the perturbation property, t g (a/Ac) = t g (b/Ac) and thus Lstp(a/A) = Lstp(b/A) . Although d p a may not satisfy the triangle inequality, as in [HH] for d p , it gives rise to a metrisable topology to the set of all Lascar types over any fixed set B . In fact we have the following analogue of Lemma 5 (i):
9 Lemma. For all n > 1 and ǫ > 0 , for all a i , i ≤ n , and all A if for all
Proof. It suffices to prove this when A is finite. For this assume that d p a (Lstp(a i /A), Lstp(a i+1 /A)) ≤ n(ǫ) and let D ⊇ A be finite and such that
Aa 0 a n ) we are done.
We are ready to define the main notion of this paper:
This independence notion has some immediate properties. Note, however, that we only have partial monotonicity. 
Then we can proceed with the usual construction from [Sh] : For all η ∈ κ ω and all n < ω , choose A η↾n and a η so that (a) for all η ∈ κ ω there is an automorphism F η of the monster model such that 
A . In the end let B = n<ω B n . Then for any ǫ > 0 and finite C ⊆ B there is n > 1/ǫ such that C ⊆ B n and B n witnesses (as D in Definition 10) a ↓ Proof. Clearly it is enough to prove this for such A , B and C that A ⊆ B ⊆ C and C is finite. For this let b be such that Lstp(b/A) = Lstp(a/A) and b ↓ A C . We need to prove that d Proof. Let δ = 2(ǫ) . By Lemma 11 we may assume A ⊆ B ⊆ C are finite. Let c be such that Lstp(c/A) = Lstp(a/A) and c ↓ A C . We wish to show that d
19 Lemma. For any a and B and any countable A ⊆ B there exists some a
Proof. We may assume B is λ(K) -saturated. For each i < ω , let δ i be as in Lemma 5 (ii). By Lemmas 12 and 11 we can find an increasing sequence of finite sets A i such that a ↓
, Lstp w (a n /B)) < ǫ and as
) and this must hold for all finite
A B is witnessed by the pairs (a n , A n ) .
Proof. For finite A the claim is trivial, so let A be infinite. By Corollary 13 there is a countable
and thus, by homogeneity, they have the same Galois-type. So there exists an automorphism F such that 
For the other direction assume a ↓ A B . By Lemmas 19 and Corollary 20 let
By the previous direction a ′ ↓ A B and thus by stationarity,
Compare the following with the result from [HS] for stable homogeneous AEC's that there is κ(K) < (2 LS(K) ) + such that for all a and λ(K) -saturated A there is A ⊆ A of power < κ(K) such that a ↓ A A . Even in the first-order case κ(K) cannot be chosen to be smaller than LS(K) + . Proof. Follows from Corollary 22 and monotonicity of ↓ . Note that weak simplicity does not in general imply simplicity. An example of a class that that is homogeneous, stable and weakly simple but not simple can be constructed by modifying an example by Shelah in [HL] showing that ω -stability does not imply simplicity in the setting of homogeneous models.
The language contains a binary relation symbol E i for each i < ω + ω . We let our monster model M consist of functions f : ω + ω → κ such that for some i < ω + ω for all j > i f (j) = 0 . On this model we let E i be an equivalence relation
Then the class consisting of elementary submodels of M is homogeneous and stable. It is not simple: let, for n < ω , f n be such that f n (i) = 1 if i ≤ n and f n (i) = 0 otherwise and define A = {f n : n < ω} . Further let f be such that f (i) = 1 if i < ω and f (i) = 0 otherwise. Then t g (f /A) has no free extension so f ↓ A A . However, this is the only way we do not get free extensions, so the class is weakly simple.
Lemma.
For every ǫ > 0 there exists some
Proof. Let δ = 3(ǫ) . First note that by transitivity of ↓ 0 we may assume A to be countable. Let B ′ ⊂ B be finite. We need to show d 
Proof. Let δ be given by Lemma 24 and assume a ↓ δ A B and a ↓ AB C . Note that we may assume A ⊆ B ⊆ C and by Corollary 22 and transitivity of ↓ we may assume B is countable. Now if a ↓ ǫ A C , then there is some finite
A ′′ B and we still have a ↓ ǫ A ′′ C . So if there is a counterexample to the claim, we may find one with A finite, B at most countable and A ⊆ B ⊆ C so it is enough to prove the lemma for such sets.
To prove a ↓ 
Lascar ǫ-splitting
In this section we define and study Lascar ǫ-splitting. Via a characterisation of ↓ ǫ using Lascar splitting we can finally prove monotonicity of ↓ 0 and show that ↓ and ↓ 0 are equal over all sets.
Definition. (i) If
A is finite and A ⊆ B , we say that
(Note that for finite A this is equivalent to (i).)
By the choice of b and c, and by Lemma 8 (iii),
29 Theorem. For A ⊆ B the following are equivalent: 
30 Definition. We say that A is almost strongly ω -saturated if for all finite B ⊆ A , ǫ > 0 and a there is b ∈ A such that d Proof. Let A be almost strongly ω -saturated, 
Now for the theorem, let δ = 2(ǫ) . To prove a ↓ ǫ A B , let C ⊆ A be finite. Let A ′ ⊆ A be finite as given by (*') and define
does not Lascar δ -split over A ′ (and thus not over A + ). As in the proof of (ii) ⇒ (i) in Theorem 29, we can choose 34 Corollary. For all ǫ > 0 , there is δ > 0 for which there are no a and b n , c n , n > 0 , such that for all n > 0 , the following holds:
Proof. Let δ = 3(3(2(3(ǫ)))) . For a contradiction, suppose that a , b n , c n for n < ω exist such that (i) and (ii) hold. We can find a finite A ⊆ n<ω A n such that a ↓ δ A n<ω A n . Choose n < ω so that A ⊆ A n . By the proof of Corollary 33, a ↓ 
Almost summability and ↓ >ǫ
In this section we study a property which we call almost summability. It allows us to add small distances to a given distance in the type space without the combined distance growing too big. We also study a weakening of ↓ ǫ , which under almost summability is very well behaved.
Definition.
We say that the perturbation system (F ǫ ) ǫ≥0 is almost summable if for all ǫ > δ > 0 there exists some m(ǫ, δ) > 0 such that for all
38 Remark.
(i) As in Lemma 9 one can show that if the perturbation system is almost summable then with ǫ > δ > 0 and m(ǫ, δ) as in the definition, also d p a -distances of δ and m(ǫ, δ) add up to ǫ.
(ii) Almost summability holds e.g. for the perturbation system of Hilbert spaces with an automorphism [BUZ] or linear isomorphisms of Banach spaces. Below we give an example where almost summability fails. 39 Example. We give an example of a class that is homogeneous with complete type spaces but whose perturbation system is not almost summable. The vocabulary is L = {P n , E, <, R q , d} n<ω,q∈Q∩ (0, 2] where the P n are unary predicates and E , < and R q are binary. E is an equivalence relation, the predicates P n partition the universe and each predicate is a union of E -equivalence classes. < is an order on each equivalence class such that there for each equivalence class exists a real 1 ≤ r ≤ 10 such that ([a] E , <) is isomorphic to the ordered real interval [r, 2r] . We define the perturbation system as follows: f ∈ F ǫ if f is a L\{d} -isomorphism and if a ∈ P n then also
The above condition makes sure that F 0 = ǫ>0 F ǫ . As the R q prevents ǫ-isomorphisms from stretching the interval [r, 2r] the error in metric arises from mapping equivalence classes onto each other and thus switching the r . As r varies between 1 and 10 this can only increase distances to the 10-fold and thus ǫ-isomorphisms are bi-Lipschitz with Lipschitz constant 10 (regardless of ǫ) so they are uniformly continuous. The rest of the conditions of a perturbation system are trivial. It is not hard to see that this gives a MAEC with perturbations that is homogeneous with JEP, AP, the perturbation property and complete type spaces. The perturbation system, however, is not almost summable. If ǫ > δ > 0 is such that ǫ < 4δ and δ < 2 we show that no δ ′ > 0 can suffice as the m(ǫ, δ) in Definition 37. So let δ ′ > 0 be given and choose n such that e nδ ′ > 10 . Within P n let a, b, c be elements in an equivalence class corresponding to an interval [r, 2r] with r < 2 and such that a < b < c and d(b, c) = δ . Then d p (t g (ab/∅), t g (ac/∅)) = d(ab, ac) = δ . Now we can map a, b, c with a δ ′ -isomorphism to elements a ′ , b ′ , c ′ in an equivalence class, inside P n , corresponding to an interval [r ′ , 2r ′ ] with r ′ > 9 . This shows that
But as this is the only way we can map a, b, c to that interval, we must have
40 Definition. We define a ↓ 
By almost summability we are done.
Finding a pregeometry in M eq
In this section we study a closure operator defined by ↓ on the set of realisations of a Lascar type. We find conditions on ↓ ǫ that guarantee that there is an equivalence relation on this set such that the closure operator forms a pregeometry on the set of equivalence classes. The p-adic integers, studied at the end of this paper, form an example of a class where this happens, but where the type itself is not regular.
Let D be the set of all realisations of some unbounded p = Lstp w (a/A) . Let E be an A -invariant equivalence relation. Denote a * = a/E . We define in D/E a closure operator by a
45 Lemma. cl as defined above satisfies Steinitz' exchange property, i.e. if a
′ and since it fixes the b ′ k , 1 ≤ k ≤ n , and a ′ it must fix their equivalence classes setwise.
Now as a 
Proof. Monotonicity is clear, finite character was built into the definition and exchange was proved in Lemma 45 so all that remains is cl(cl(B)) = cl(B) . It is enough to consider the case where c
47 Remark. Note that in the lemma above p itself need not be regular as we will see in the p-adic example. Proof. We first show that if (*) holds then E has more than one equivalence class. Assume aEb and let B be such that a ↓ A B . Now by the equivalence of (i) and (iii) in (*) and since a (ii) R is not in general monotone (i.e. it is not always the case that R(a/AB) ≤ R(a/A) as can be seen by considering functions ω → X for some set X and defining the following metric:
52 Lemma. If either A is finite or the perturbation system is almost summable then a ↓ A C implies R(a/AC) = R(a/A) . 
We work in the vocabulary of groups L = {0, +, −} . The class K p consists of completions of direct sums of copies of the p-adic integers, Z (κ) p with κ any cardinal. We let A K B if A is a closed pure subgroup of B .
Although we work in the vocabulary of groups, we will use the fact that our models, as completions in the p-adic topology of Z -modules, are p-adic modules (modules over the ring of p-adic integers). Thus we can use structure theorems of complete modules. By a pure submodule of a p-adic module A we mean a submodule B such that
Thus a pure closed subgroup of a p-adic module is a pure submodule.
The facts below actually hold for complete modules over any complete discrete valuation ring (complete principal ideal ring with exactly one prime element), but we constrain our attention to p-adic modules. 
. If B is a p-basic subgroup of A then B has a basis which is said to be a p-basis of A . This basis is p-independent, i.e. for every finite subsystem a 1 , . . . , a m is an increasing chain of groups in K p with A i pure in A j for i ≤ j , then i A i is a torsion-free Z p -module with no non-zero elements of infinite height. By Fact 55 its completion is again a Z p -module with no elements of infinite height and thus of the form Z (κ) p and is a model in K p . Also, as each A i is pure in i A i which in turn by Fact 55 is pure in its completion, each A i is pure in i A i and if for all i A i K B ∈ K p then i A i is pure in B and by Fact 55 so is i A i .
For the coherence axiom note that if A K C then A is a pure subgroup of any subgroup of C that it is contained in. Thus if B K C and A ⊂ B we have
To see this let C be a subset of A ∈ K p . Clearly C P is the smallest pure closed subgroup of A containing C , so C ⊂ C P K A and as C P has cardinality at most |C| + ℵ 0 we are done.
In this example we only consider isometric isomorphisms so the d p -metric from [HH] reduces to the infimum-distance metric d(p, q) = inf{d(a, b) : a |= p, b |= q} . Also almost summability trivially holds.
60 Proposition. The class K p has the joint embedding and amalgamation properties.
Proof. As direct sums of (disjoint) models are models this is clear by corollary 56.
If A is a subset of a group B , A denotes the subgroup generated by A and A P denotes the pure subgroup in B generated by A , i.e. A P = {b ∈ B : ∃n ∈ IN * nb ∈ A } . When using this notation B will be clear from the context. By the above lemma any large enough model acts as a monster model and below we shall assume we work inside such a model M ∈ K p . Proof. Let (b i ) i<ω be a sequence of tuples in a large model M such that t g (b i /∅) = t g (b j /∅) for all i, j < ω and assume (b i ) i<ω converges to b . Denote B i = b i P . By assumption the mappings mapping b 0 to b i induce isomorphisms f i : B 0 → B i . Now consider B = b P . Define a map f : B 0 → B by letting f (a) , for a ∈ B 0 , be the limit of (f i (a)) i<ω . As b i → b it is easy to see that linear combinations of b i converge to the corresponding linear combination of b . Also each f i must preserve divisibility and if (na ′ i ) i<ω converges to some a then (a ′ i ) i<ω must be convergent and its limit a ′ must satisfy na ′ = a . Thus f is a group isomorphism B 0 → B and extends to the closures. These in turn are models, so f extends to an automorphism of M mapping b 0 → b .
Note that as we only consider isometric mappings and d p thus coincides with the infimum-distance metric, completeness of type spaces ( d p -Cauchy sequences of types over ∅ have a limit) is just completeness of the model. Proof. Let A be a separable (i.e. containing a dense countable set) model of
p . It is enough to show that all types over A can be realised in B . Since all types over A can be realised in a separable strong extension C A we need to show that such a C can be embedded over A into B . Now as A K C , A is a direct summand of C so C = A ⊕ C ′ and C ′ is either empty or of the form Z
p . Then α is either finite or ω and thus C ′ can be embedded into the complement of A in B . Combining this with the identity map on A we are done.
Proposition.
For elements a , a ↓ A B if and only if d(a, A P ) = d(a, AB P ) . For the other direction, assume d(a, A P ) = d(a, AB P Proof. Let a be a finite tuple and A a set. If a is a single element then a ↓ A A by Proposition 66. If a = a 1 . . . a n , use induction on n and Fact 2 (v). Thus the ↓ A -equivalence classes of a type (over A ) form a pregeometry. Note that we really need to look at equivalence classes to get a pregeometry. If we define the closure simply by cl(B) = {a : a ↓ A B} the property cl(cl(B)) = cl(B) fails. This can be seen by considering p-independent elements b i and letting, e.g., A = ∅ , p be the type of any element of length 1 , B = {b 1 − pb 2 } , c = pb 0 + b 1 and a = b 0 + b 2 . Then c ∈ cl(B) , a ∈ cl(Bc) but a / ∈ cl(B) . This reflects the way the structure theorem for (nice) Abelian groups looks at the Ulm invariants, i.e. the dimensions of p α G/p α+1 G, considered as vector spaces over the integers mod p. Note that when A = ∅ and a, b ∈ G − pG, they are in the same ↓-equivalence class if and only if, when G/pG is considered as a vector space over Z/pZ , the cosets of a and b span the same linear subspace, (Z/pZ)a/pG = (Z/pZ)b/pG.
