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1. INTRODUCTION 
Let R m×~ denote the set of all real m x n matrices, and 
R mxq x R Ixt -~ {[A ,B] ]A  E R mxq, B E RZXt}. 
It is easy to see that R mxq x R lxt is a linear space over the real number field. We define the 
inner product m the linear space as follows: 
([AI,B1], [A2, B2]) = tr (A~A1) +tr  (B2XBx), V[A,,B,] e R m×q x R l×t, z = 1,2, 
then R mxq x R l×t is a Hilbert inner space. Let []-[[ denote the norm that is derived by the inner 
product, i.e., 
II[A, B]II = ([A, B], [g, B]) 1/2 
= [tr (A'7 A) + tr (B TB) ]1/2 
-- (IIAII~ + IIBII~) 1/2 , V [d, B] e n m×q × R z×t, 
where I]" lie denotes the Frobemus norm. 
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In this paper, we mainly consider the following problem. 
PROBLEM I. Given A C i~ re×n, B c t~ p×q, C C R re×q, C • R l×n, H • R p×t, and D • R l×t. Let 
SE = (Z  IX  • R ~×p, ] I [AXB-  C, CXH-  D]t I = min}. 
Find fC • SE, such that 
= rain IIxll . 
F XESE 
Obviously, SE is the least-squares solution set of the following matrix equation: 
(AXB,  GXH)  = (C, D), (1.1) 
and )~ is the least-squares solution with the minimum-norm for the matrix equation (1 1). 
Pole assignment [1], measurement feedback [2], and matrix programming problem [3] call for 
the solution of the linear matrix equation (1.1). 
For the matrix equation (1.1), there are many important results in [3-13]. The necessary and 
sufficient conditions for its solvability and the expression of the solution were derived by means of 
generalized inverse and vec operator in [3-7]. In [4,5,9], the consistency conditions and the least- 
squares olution of the matrix equation (1.1) were obtained by using the generalized singular value 
decomposition (GSVD). While in [11], when the matrix equation (1.1) is consistent, he minimum- 
norm solution was given through the use of the canonical correlation decomposition (CCD). But 
until now, it seems that no one has studied the least-squares solution with the minimum-norm for 
the matrix equation (1.1). Just as the view in [4], when the matrix equation (1.1) is inconsistent, 
its least-squares solution with the minimum-norm cannot be obtained by using GSVD (see, for 
instance, (31) in [4] or (2.3) in [9]), and the difficulty lies in the fact that the invariance of 
the Frobenius norm does not hold for general nonsingular matrix in GSVD or CCD. Similarly, 
the least-squares solution of the matrix equation (1.1) cannot be obtained by using CCD either 
(see (4.11) in [11]). 
In order to overcome the difficulty mentioned above, we adopt a different approach to solve 
Problem I. Our approach is based on the projection theorem, GSVD and CCD, which can be 
divided into three parts: first, we find a least-squares solution X0 of the matrix equation (1.1) by 
using GSVD; then utilizing the solution X0 and the projection theorem we transform Problem I
to the problem of finding the minimum-norm solution of a consistent matrix equation; last, we 
find out the minimum-norm solution of the consistent matrix equation by using CCD. 
The notations used in this paper can be summarized as follows: the set of all n × n or- 
thogonal matrices in R ~×'~ is denoted by OR ~×n. Denote by I~ the unit matrix of order n. 
A T and rank (A), respectively, denote the transpose and the rank of the matrix A. For A -- 
(a~3) E R m×~, B = (b,3) E R mx~, A * B represents the Hadamard product of the matrices A 
and B, that is, A * B = (a~b~3)m×n. Let (A,B) represent the inner product of the matrices A 
and B, that is, (A, B) = tr(BTA). Then R m×n is a Hilbert inner product space, and the norm 
of a matrix produced by the inner product is just the Frobenius norm. 
The paper is organized as follows. After introducing several useful lemmas in Section 2, we 
derive an analytical expression of the solution of Problem I in Section 3. Then, in Section 4, 
we give a numerical algorithm to compute the solution of Problem I, and report our numerical 
results. Finally, we give some brief comments in Section 5. 
2. SOME LEMMAS 
The following lemmas will be used in the proofs of our main results. 
LEMMA 1. PROJECTION THEOREM. (See [14].) Let X be an inner product space, M a subspace 
of X .  For given x E X,  if there exists mo e M, such that I[x - m011 _< min ]Ix - roll (Vm E M), 
then mo is unique, and mo is the unique minimization vector in M if and only lf x - mo-kM. 
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LEMMA 2. (See [9].) Suppose that the matrices A, B, C, G, H, and D are given in Problem L 
Decompose the matrix pairs (A -c , G -r) and ( B, H), respectively, by using GSVD (see [15,16]) as 
follows: 
A-C = M~A UT, G T = M~GV T, 
B = NZBP -c, H = N2HQ -r, (2.1) 
where M C R ~xn and N C Rpxp are nonsingular matrices, and 
~A =-- 
I~_~ 0 ) 
0 S A O0 
0 0 O(k--r) (m--r) ' 
o o o 
I¢_~, 0 0 
0 SB 0 
0 0 O(k, ¢)x(q_r, )
0 0 0 
, ~H = 
0(.,--.,) x g 
0 
0 
0 
( O(.,.'-s,)xg, 
0 0 
sa o 
0 Ik_~ 
0 0 oo) 
SH 0 
0 Ik,-w " 
0 0 
Here 
SA = diag(cq,oL2,...,a~) > 0, 
SG =diag (/31,/32,... ,/3s) > O, 
SB = diag(A1,A2,...,A~,) > 0, 
SH =diag (#1, #2,-. . ,  #s') > 0, 
and 
1 > oz I > oL 2 > ... > o~ s > O, 
0 <Oh <. . .  <Zs < 1, 
1 >A1 >A2_>--.>A~, >0, 
0 < ~1 ~ #2 --~ "'" --~ ]~s' < 1, 
2 a t +/3~=1,  z= l ,2 , . . . , s ,  
2 A~+/z 3 = 1, j = 1,2,...,s', 
k = rank (A T, GT), 
k' = rank (B, H), 
Set 
r = rank (A), 
r' = rank (B), 
s = rank (A) + rank (G) - k, 
s' = rank (B) + rank (H) - k', 
g=l+r -s -k ,  
g' = t +r ' -  s t -  k'. 
u= (u1 u2 U3) eORm×% V= (Vl V2 ½) c OR 
r - s  s m-r  g s k - r ,  
P=(P1  P2 P3) cOR qxq, Q=(Q1 Q2 Q3) EOR txt, 
r ' - s  t s' q -¢  g' s' k ' - r ' ,  
and 
uTcp  = (C~j)3x3, C~3 = U(CP3, i,3 = 1,2,3, 
(2.2) 
VTDQ = (D,j)3×3, D~ 3 = V~VDQ3, z,j = 1,2,3. 
Then the general form of the least-squares solutions of the matrix equation (1.1) is as follows: 
Cll C12SB1 Z1 Z2 / 
X = M -T SA1Cm 222 SG1D23 Z3 
Z4 D32SH 1 D33 Z~ 
Z6 Z7 Zs Z9 
where Z1 ~ Z9 are arbitrary matrices, and 
X22 = K , (SAC22S B + SGD22SH), 
N -1, (2.3) 
1 ) RSXS," -- C (2.4) 
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Given matrices ~ E R rxs and T E R rxs. Let 
8 = diag (Oi, 02,.. Or), f~ = diag (wi,w2,..., cot) 
r = diag (71,72,.. , %), A = diag (51, 52,..., 5s) 
be given diagonal matrices of positive diagonal entries, satisfying 
2 1, z 1,2, .,r, and 2 2 0~+~= = .. 7~+5 3=1,  
respectively. Then there exists a unique X E R rxs, such that 
~I/ (2)= 2 2F-~ XFA -1 -  TA- I  ;+  I [ t - Iox - f~- I ( I )2v=min  ,
and )( can be expressed as 
2 = L • (O4,/k 2 + a2Tr ) ,  1 ) R~xs 'L= ~2"~2 (2.5) 
In equation (2.6), ql()() is a continuous differentiable function of rs variables, and according to 
the necessary condition of the function which is minimizing at a point, we obtain the following 
equation: 
X~3 ~- w,2+0~2532 ' ~=l ,2 , . . . , r ,  j= l ,2 , . . . , s .  (2.7) 
By rewriting (2.7) in matrix form, we immediately obtain (2.5). The proof is completed. 
3. THE SOLUTION OF PROBLEM I 
In this section, we derive an analytical expression of the solution X of Problem I. To this 
end, we first transform the least-squares problem with respect o the matrix equation (1.1) to 
the problem of finding the solution of a consistent matrix equation by applying the projection 
theorem. 
THEOREM 1. Suppose that the matrices A, B, C, G, H, and D are given in Problem I, and the 
matrix Xo is one of the least-squares solutions of the matrix equation (1.1). Let 
Co = AXoB, Do = GXoH. (3.1) 
Then the solution set of the consistent matrix equation 
(AXB,  GXH)  = (Co, Do) 
is the same as the least-squares solution set of the matrlx equation (1.1). 
PROOF. Let 
S= {Y ] Y = [AXB, GXH], Z e R"×P}, 
PROOF. For 2 = (k~j) E R rxs, (I) = (¢~) E R rxs, T = (v~ 3) E R rxs, we have 
F 
3 = 1,2, . . . ,s ,  
(3.2) 
(2.6) 
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then S is a linear subspace of R m×q × R lxt. From (3.1), it is obvious that [Co, Do] E S. Set 
m0 : [Co, Do], m = [C, D], 
then mo E S, and from (3.1) we have 
l i ra0  - ro l l  = II leo, Do] - [C, D] ]] 
= I[ [AXoB - C, GXoH - D] I[ 
= min N[AXB-C ,  GXH-DIH  
XERn×p 
= rain II[AXB, GXH] - [C, Oil[ 
XER-×p 
- -  ra in  I IY - ro l l .  
YES 
Now, by Lemma 1 (projection theorem), we have 
(mo - m)±S, i.e., (m0 - m) E S ±. 
For YX E R n×p, [AXB, GXH] E S, thereby 
[AXB, GXH] - m0 E S, i.e., [AXB - Co, GXH - Do] E S. 
Hence, for VX E R n×p, we have 
H[AXB - C, GXH - D]]l 2 = ]][AXB - Co, GXH - Do] + (m0 - m)lI 2 
= [ [ [AXB - Co ,aXg - DolIJ 2 + I Im0 - rai l  2 • 
Hence the conclusion of this theorem holds. The proof is completed. 
By Theorem 1, we know that the mlmmum-norm solution )~ of the consistent matrix equa- 
tion (3.2) is just the solution of Problem I. Thus, how to find [Co, D01 defined in (3.1) is the crux 
of solving Problem I. So we need the following theorem. 
THEOREM 2. Suppose that the matrices A, B, C, G, H, and D are given in Problem I. Let the 
GSVDs of the matrix pairs (AT,G T ) and (B,H) be of form (2.1), and the matrix blocks C~ 3 
and D, 3 (i, j = 1, 2, 3) be given by (2.2). Then Co and Do can be expressed as 
Co = t c21 SA 22 B 0o = V 0 ScX22   qT, (3.31 
0 0 Da2 Daa / 
where the matrix 222 is given by (2.4). 
PROOF. From Lemma 2, the least-squares solution Xo of the matrix equation (1 1) can be given 
by (2.3). By inserting the matrices A, B, G, H m (2.1) and the matrix X0 m (2.3) into the 
equations Co = AXoB and Do = GXoH, after straightforward computation, we can immediately 
get (3.3). Thus, the proof is completed. 
REMARK 1. The proof of Theorem 2 indicates that Co and Do are computed with the GSVD 
and we have not yet used the CCD. Moreover, (3.3) shows that the matrices Co and Do defined 
in Theorem 1 have nothing to do with the choice of the least-squares solution X0 of the matrix 
equation (1.1), and they depend only on the given matrices A, B, C, G, H, and D. Therefore, 
we can conclude that 
II[Co-C, Do-D]I I  = min ] I [AXB-C ,  GXH-  D]]]. 
XERnXp 
From the equation above, we know that the matrix equation (1.1) is consistent if and only if 
Co = C and Do = D. 
Based on Theorems 1, 2 in this paper and Theorem 4.1 in [11], we can obtain analytical ex- 
pressions of the solutions of Problem I according to the cases between the ranks of the matrices B
and H. 
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THEOREM 3. Suppose that the matrices A, B, C, G, H, and D are gwen in Problem I, and 
satisfy 
rank(A) _> rank(G) and rank(B) > rank(H). 
Decompose the matrix pairs (A T , G T) and (B, H) as 
A T -- P1 (~AI, 0) EA 1, GT ---- Pi (EG~, 0) E~ 1, 
(3.4) 
B = Qi (EBb, 0) EB l, H = Qi (EH~, 0) EH i, 
by using CCD (see [17-19]). where Pi E OR '~xn and Qi E OR vxp are orthogonal matrices, 
EA E R mxm, EB E R qxq, EG E R Ixl, and EH E R txt are nonsingular matrices, and 
EAt P'Oi 
I I~ 0 0 
C A 0 
= O0 0 0 
0 0 
DA 0 
0 II~ 
( I~ 2 0 0 
i CB 0 °o o o 
0 0 
DB 0 
o 
/ Ir~ 0 0 ) I~ i 0 -~ O0 0 Ihl --rl --sl  0 0 ' 
0 0 
0 0 
i I~ 0 
O0 0 lh~-,~-~ 
0 0 " 
0 0 
0 0 
Here 
CA ---- d iag(a l ,a2 , . . .  ,as l )  > 0, 1 > ai >_ a2 _> ' "  _> as1 > 0, 
DA = diag(31,fl2,...,3,1) > 0, 0 </3i _</32 _<'" _< 13~ < 1, 
CB =diag(Ai,A2,...,As2) >O, 1>Ai>_) ,2_>.. ._>A~2>0, 
DB = diag(#i,#2,. . . ,ps2) > 0, 0 < #i _< #2 -- "'" -- #~ < 1, 
2 2 a, +/3, =1,  ~=1,2 , . . . , s l ,  
2=1, 3=1,2,.. s2, A32 + #j .,
and 
gl = rank (A) = rl + Sl + fl, 
hi = rank (G), 
g2 = rank (B) = r2 + s2 + f2, 
h2 = rank (H), 
ri = rank (A) + rank (G) - rank (A T, GT), 
si = rank (A T, G T) + rank (GA T) - rank (A) - rank (G), 
r2 = rank (B) + rank (H) - rank (S, H), 
s2 = rank (B, H) + rank (HTB) - rank (B) - rank (H). 
Furthermore, let 
EA=(Ai  A2 A3 A4) ER  mxm, 
ri sl fi m-9 i  
EB : (B1 B2 B~ B4) E R qxq, 
r2 s2 f2 q-g2 
EG = (Gi G2 G3 G4) E R lxl, 
r l  sl hi - r l  -S l  l -h i ,  
EH = (H1 /-/2 //3 /-/4) E R tx' ,  
r2 s2 h2- r2 -s2  t -h2 ,  
(3.5) 
and 
ET CoEB = (C~J) 4x4, 
ET DoEH : (~)~3) 4x4 , 
C~3 = AT~ CoBj, 
D~ 3 = G~ DoH3, 
z,3 = 1,2,3,4, (3.6) 
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where Co and Do are given by (3.3). Then the umque solutmn 2 of Problem I can be expressed 
8S 
where 
2= 
with 
Dn D12 D13 0 (C12 - Da2CB) DB 1 C13 
D21 D22 Dza 0 225 CAC23 
J~31 D32 D33 0 0 0 
0 0 0 0 0 0 
DA 1 (C2~ - CAD21) X52 0 0 )f55 DAC23 
C31 632CB 0 0 ¢32DB C'aa 
c2 , (3.7) 
225 = K ,  
252 = K • (DAC22CB - CADAD22C2), 
255 = DA1C22DB 1-- DA1CAD22CBDB 1-- 252CBD} 1 - DF41CA22~, 
1 
K=(k ,3 )  cR  slxs2, k~3- #~+ 2 2, i=1 ,2 ,  . . , s l ,  3=1,2 , - -  ,s2. 
PROOF. It is easy to verify that the solution set SE is nonempty and is a closed convex set. 
Therefore, there exists a unique solution for Problem I [20]. From Theorems 1 and 2, we know 
that the minimum-norm solution of the consistent matrix equation (AXB, GXH) = (Co, D0) is 
just the solution of Problem I, with the matrices Co and Do being given by (3.3). 
When rank (A) _> rank (G) and rank (B) _> rank (H), from Theorem 4 1 in [11] we know that 
the minimum-norm solution 2 of the consistent matrix equation (AXB, GXH) = (Co, Do) is 
given by (3.7), so the unique solution 2 of Problem I is also given by (3.7). The proof is 
completed 
THEOREM 4. Suppose that the matrices A, B, C, G, H, and D are given in Problem I, and 
satisfy 
rank (A) > rank (C) and rank (B) < rank(H). 
Let the CCD of the matrix pair (A T, G T) be given as (3.4). Decompose the matrix pair (B, H) 
as  
S = Q1 ('~BI~ 0)/~B 1, H = (~1 ("~Ha, 0) EH 1 (3.8) 
by using CCD where ~)1 6 011~ pxp is an orthogonal matrix, EB E R qxq and EH 6 R txt are 
nonsingular matrices, and /0 0 / /i00/ i I~ 3 0 C H 0 O0 0 Ih~_~3_~ O0 0  
EB~ = 0 0 , =H~ = 0 0 ' 
0 0 DH 0 
0 0 0 If3 
Here 
CH = diag (hl, A~,.. 
l t DH = diag (#1, #2, • • 
and 
,,V~,) > 0, 1 > ,Xl _> ,x~ _> ... _> ~'~3 > 0, 
]~l l I I 
, ,3 )> 0 , 0 < #1_< #2 _< ... _< #s3 <1,  
/V 2 -k " t2 
3 ~ j  =1,  3 = 1,2, . . . ,s3,  
g3 = rank (H) = r3 + sa + f3, 
h3 = rank (B), 
r3 = rank (B) + rank (g )  - rank  (B, H) ,  
s3 = rank (B, H)  + rank (BTH) - rank (B) - rank (H). 
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Furthermore, let 
#B = (#1 #2 
r3 83 
and 
/~3 /~4) e R qxq, 
h3 - r3 - 83 q - h2 
#.  = (#, #= 
'r' 3 ,9 3 
/-73 /74) e R txt, 
A t -  g3 
(3.9) 
Ef~Co.F-JB = (C~9)4x4, 
= (b , , ) ,x ,  
G3 = A~ Co[~3, 
b.  = GT Do&, 
i,g = 1,2,3,4, (3.10) 
where Co and Do are given by (3.3). Then the unique solution f( o£ Problem I can be expressed 
as 
2 = P~ 
where 
/ Cll ~712 C13 0 (hi2 - C12CH) DH 1 D13" ~ 
b31 D32CH 0 0 D32DI.z b~3 
0 0 0 0 0 0 
o o o 
G~ G2 ~33 o o o 
with 
C ~ 2 - , 
1 
W=(w~:)sl×s3, w , : - f l2+a2n,2 ,  z= l ,2 , . . . , s l ,  3=1,2 , . . . , s3 .  
, r -  3 
0~, (3.11) 
REMARK 2. The Proof of Theorem 4 is similar to that of Theorem 3, but it needs to quote 
Lemma 3 when we find the matrix )(22. 
REMARK 3. Noting that the matrices P1, Q1, and QI in (3.7) and (3.11) are orthogonal, therefore, 
we can also consider the optimal approximate problem in the least-squares solution set SE of the 
matrix equation (AXB, GXH) = (C, D) to a given matrix X*, i.e. 
PROBLEM II. Given A c R TM, B C R p×q, C E R rn×q, G E R lxn, H E R pxt, D E R lxt, and 
X* E R ~xp. Let 
SE = {X ] X C R n×p, [ I [AXB-C,  GXH-  D][[ =min}.  
Find f( E SE, such that 
- X* F = min [ IX-  X*HF. XES~ 
In particular, when X* = O, the solution f( is just the solution of Problem L On the detailed 
discussions of Problem II, we omit it in this paper. 
4. NUMERICAL  VERIF ICAT ION 
Based on Theorem 3, we formulate the following algorithm to find the solution )( of Problem I 
when 
rank(A) _ rank(G) and rank (B) > rank (g). 
Let A C R m×~, B E R pXq, C E R re×q, G E R lxn, H E R pxt, and D E R l×t. Then Problem I
can be solved in the following steps. 
(1) Input matrices A, B, C, G, H, and D. 
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(2) Make the GSVDs of the matrix pairs (A T, G T) and (B, H), and partition the matrices 
UTcp = (C~3)3×3 and VTDQ = (D~3)3×3 according to Lemma 2. 
(3) Compute ){22 by (2.4). 
(4) Compute Co and Do by (3.3). 
(5) Make the CCDs of the matrix pairs (A T, G T) and (B, H), and partition the matrices 
E~CoEB = (0~3)4X4 and EgDoEH = (D~,)4x4 according to Theorem 3. 
(6) Compute )( by (3.7). 
EXAMPLE 1. Let  
Toephtz(l: 4) zeros(4,3) 
A = I4 ones(4, 3) ] '  
(Hankel(1 : 4) zeros(4,3) 
G = \ zeros(3,4) zeros(3,3) ' 
C = (Toeplitz(1 : 8) ones(8, 1)), 
ones(4,5) zeros(4,4)) 
B= zeros(4,5) Pascal(4) ' 
(magic(4) /4 )  
H = ones(4,4) zeros(4,4) ' 
D = (ones(7, 1) Toeplitz(1 : 7)), 
where Pascal(n) and magic(n) denote the nth-order Pascal matrix and magic matrix, respectively, 
and Toeplitz(1 : n) and Hankel(1 : n) denote the nth-order Toeplitz matrix and Hankel matrix 
whose first rows are (1, 2, . . . ,  n), respectively. Ones(n, m) and zeros(n, m), respectively, denote 
the n x m matrices whose all elements are one and zero 
Using the software MATLAB 6.5, we can obtain 
Co = 
Do = 
-0  0346 
-0  0763 
0 0702 
0.3029 
1 9416 
2.0296 
1 9787 
1,8460 
2.5029 
1.0387 
1 1080 
1 3903 
2 6939 
2 7910 
2 7577 
-0  0346 -0.0346 -0  0346 -0  0346 3 3118 6.7573 7.7269 1.0440 ~ 
-0  0763 -0  0763 -0  0763 -0  0763 3 8583 5.8255 6 5546 0.9451 
0 0702 0 0702 0 0702 0 0702 2 7017 5 1196 5.7311 0.9451 
0 3029 0 3029 0 3029 0.3029 0 9679 4 2867 5.8445 1 0440 
1 9416 1 9416 1 9416 1 9416 0.9276 2 0863 2.5924 1.0549 
2.0296 2 0296 2.0296 2 0296 -0.6251 1 5608 1 9958 0 9451 
1.9787 1 9787 1.9787 1,9787 -0  0622 1.3843 2 2899 0 9451 
1 8460 1 8460 1 8460 1,8460 1 5213 2.9686 3.1218 1 0549 
3 0565 2 5804 3 9315 -0  4127 -0  7946 1 0154 0 1574 
1.9002 15193 2 1815 -0.2823 -06869 1.1107 0 3252/ 
/ 
2.8935 2 7983 1 3938 -0.2851 -0.7577 1.0024 04346/  
/ 
4 2457 3 8647 2 5332 -0.4678 -0  7726 0 9751 0 2893|  
/ 
6.3539 5 7824 4.4082 -0  4426 -0.4310 0,7060 0.1462| 
/ 
74710 6 6139 5.3624 -0.1309 0.8460 -04282 -0 ,3084|  
8 6233 7.3852 6.4720 0.3580 1 7465 -0.1382 0.0122/ 
and 
= 
-0.1169 -0.1932 0.2438 0.0723 1.8985 -3.2713 3.0134 -0.9394' 
0.0164 -0.0446 0.0678 0.0544 -3.4358 4.9208 -3.0533 0.7167 
-0.0244 -0.0417 0.1049 0.0043 1.0511 -4.1624 4.0806 -1.2579 
-0  0638 -0.0968 0.0803 -0.0092 1.0968 -0.3041 0.9764 -0.4743 
-0.4426 -0.4310 0.7060 0.1462 0.7655 1.7497 1.3983 1.0786 
-0.1309 0.8460 -0.4282 -0.3084 0.9530 1.9372 1 5858 1.2661 
0.3580 1.7465 -0  1382 0.0122 -3  1095 -2.1253 -2.4767 -2.7964 
It is easy to verify that (AXB, GXH) = (Co, Do) and the norm of X as 
min ]IX[IF = ) (  = 12.5784. 
XCSE " "  F 
In addition, it is also easy to verify that 
min II [AXB-C, GXH-D] II = fl [Co -C ,  Do-D]  II = (llCo - CIl~ ÷ I[Do - Di l l )1 /2  = 27.4772 
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and  
<[Co, Do], [Co - C, Do - D]) = tr (CTo(Co -- C)) + tr (DTo(Do - D)) = -8.8107 x 10 -13. 
EXAMPLE 2. Let 
fHanke l (1  :k; ) Ik ) B= ( Ik Hanke l (1  : k ) )  
A = \ zeros(k, Hankel(l:  k) ' Hankel( l :  k) Ik ' 
Ik zeros(k,k) ~ (Woeplitz(l: k) zeros(k,k) 
G = zeros(k,k) Toephtz(l:  k ) ] '  H = \ zeros(k,k) Ik ]"  
We take C = AXB + E. F and D = GXH - s.  F, where X = ones(2k), F = magic(2k), and s 
is an arbitrary nonnegative number. Since the given matrices A, B, G, and H are invertible, 
the matrix X = ones(2k) is exactly the unique least-squares solution of matrix equation (1.1) 
with minimum-norm when z = 0. Moreover, we can theoretically show that the solution X of 
Problem I approximates to X as s goes to zero. Our numerical results are listed in Table 1. 
From the above two examples, we can clearly see that the algorithm is feasible for solving 
Problem I. Example 2 also shows that the distance between (C, D) and (Co, Do) approaches zero 
as )( approaches X. This feature is also in accordance with the theory established in this paper. 
k ~ IIxItF 
10 1 20 
lOe--2 20 
10e--4 20 
10e--6 20 
50 1 100 
10e-2 100 
10e-4 100 
10e-6 100 
100 1 200 
10e--2 200 
10e--6 200 
10e--8 200 
200 1 400 
10e--2 400 
10e--6 400 
10e--8 400 
Table 1. NumencM results for Example 2. 
I f~ F ]X-X F ]JC--CoIIF HD-DoNF 
48 6032 43.6600 1.4354e+3 4.3374e+3 
20 0188 0 4366 14 3544 43 3737 
20 0001 0.0044 0.1435 0.4337 
20 0000 4,366e-5 1.440e--3 4.3374e--3 
248 4463 227.2702 1 2625e+05 5.3402e+05 
100.0295 2,2727 1.2625e+03 5.3402e+03 
100.0000 0.0227 12 6252 53 4021 
100 0000 2,2727e-4 0 1263 0.5341 
499.9239 458.0835 8.9445e+5 4 2712e+6 
200 0545 4.5808 8.9445e+3 4.2712e+4 
200.0000 4 5808e--4 0 8945 4.2761 
200.0000 4,5833e-6 0.0175 0.0568 
1.0031e+3 919.8485 6.5560e+6 3,4174e+7 
400 1068 9 1985 6 5560e+4 3 4174e+5 
400,0000 9.1987e-4 6.6390 34.4747 
400 0000 9.7656e--6 1.0511 5 4514 
5. COMMENTS 
In this paper, we have applied the projection theorem, GSVD and CCD to investigate the 
solution of linear matrix equation (1.1) An analytical expression of the least-squares solution 
with the minimum-norm of the matrix equation (AXB,  GXH)  = (C, D) is derived, where A, 
B, C, D, G, and H are given matrices of suitable size. Moreover, we have established a direct 
method for computing this minimum-norm solution. An algorithm for finding the minimum-norm 
solution has been described in detail, and two examples are used to show the feasibility of our 
algorithm. 
Although the paper is essentially a theoretmally one, a numerical algorithm for the minimum- 
norm solution of the matrix equation (1.1) is given and numerical considerations have always 
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been kept in mind More work-~expecia l ly  error analysis and numerical  s tab i l i ty - -needs  to be 
invest igated. 
As the very powerful tools, the GSVD and the CCD have been, respectively, used to find 
the solut ion of a l inear matr ix  equat ion over ten years. However,  to our knowledge, nobody  has 
s imultaneously used these two matr ix  decomposit ions to do that.  This  paper represents a modest  
a t tempt  o redress the situation. In addit ion, it ls worth not ing that  Shim and Chen [21] presented 
a method  to find the least-squares solut ion of a l inear matr ix  equat ion with min imum-norm by 
using the SVD and the GSVD.  
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