• seminormal if A is either hyponormal or cohyponormal. It follows from the von Neumann theorem that a closed operator A in K is hyponormal (resp., cohyponormal) if and only if A * is cohyponormal (resp., hyponormal). Given two positive selfadjoint operators A and B in K, we write A B if D(B 1/2 ) ⊆ D(A 1/2 ) and A 1/2 f B 1/2 f for all f ∈ D(B 1/2 ). We write B(K) for the C * -algebra of all bounded operators defined on the whole K and I = I K for the identity operator on K. If A, B ∈ B(K) are positive and selfadjoint, then it is easily seen that A B if and only if A B (i.e., B − A 0). The spectrum and spectral radius of A ∈ B(K) is denoted by σ(A) and r(A) respectively. An operator A ∈ B(K) is said to be normaloid if r(A) = A (cf. [14] ). Clearly, A is normaloid if and only if A * is normaloid. Each operator A ∈ B(K) has a unique polar decomposition A = U |A|, where U ∈ B(K) is a partial isometry such that N(U ) = N(A) and |A| = (A * A) 1/2 (cf. such that a k 0 for all k ∈ Z + and a n > 0 for some n ∈ N. Clearly, if Φ ∈ F , then Φ| [0,∞) is non-negative, strictly increasing and lim [0,∞)∋x→∞ Φ(x) = ∞; hence, by Liouville's theorem, lim sup |z|→∞ |Φ(z)| = ∞. Given Φ ∈ F as in (2.1), we set Z Φ = {k ∈ N : a k > 0} and G Φ = k∈ZΦ G k , where G k := {z ∈ C : z k = 1} for k ∈ N. The order of the multiplicative group G Φ can be calculated explicitly.
Lemma 2.1. Suppose that P is a nonempty subset of N. Then (i) k∈P G k = G gcd(P ) , where gcd(P ) is the greatest common divisor of P , (ii) k∈P G k = {1} if and only if there exists a nonempty finite subset of P which consists of relatively prime integers.
Proof. Clearly, G k is a multiplicative group of order k. Since G k ∩ G l = G k ∩ G l−k and gcd(k, l) = gcd(k, l − k) whenever 1 k < l, we deduce that G k ∩ G l = G gcd(k,l) for all k, l ∈ N. This implies that k∈P G k = G gcd(P ) (because if P = {k 1 , k 2 , . . .}, then the sequence {gcd(k 1 , . . . , k n )} ∞ n=1 is decreasing and thus gcd(P ) = lim n→∞ gcd(k 1 , . . . , k n )). Obviously (i) implies (ii).
If X is a nonempty set, then a function K : X × X → C is called a kernel on X. Following [3] , we say that a kernel K on X is positive definite if for all finite sequences
K(x i , x j )λ iλj 0.
From now on, H stands for a complex Hilbert space with inner product ·, -. Let Φ ∈ F . Applying the Schur product theorem (see [25, p. 14] or [17, Theorem 7.5 .3]), we deduce that the kernel H × H ∋ (ξ, η) → ξ, η n ∈ C is positive definite for every n ∈ Z + , and thus the kernel K Φ : H × H → C defined by
is positive definite (this can be also deduced from (6.5)). It is clear that
Denote by Φ(H) the reproducing kernel Hilbert space with the reproducing kernel K Φ (see [21, Chap . V] and [3] ), i.e., Φ(H) is a Hilbert space of complex valued functions on H (with the pointwise defined linear operations) such that : ξ ∈ H} is dense in Φ(H) (cf. [2] ), we infer from (2.6) and [9, Theorem 14.16 ] that Φ(H) consists of holomorphic functions.
Let us recall the RKHS test (cf. [31] ).
Theorem 2.2. A function f : H → C belongs to Φ(H) if and only if there exists
The smallest such c is equal to f 2 .
The question of when constant functions belong to Φ(H) has a simple answer. is as in (2.1). It follows from Theorem 2.2 that 1 ∈ Φ(H) (hence, any constant function on H belongs to Φ(H)) and 1 1/ Φ(0). To prove the reverse inequality, set c = 1 2 . First, consider the case when H is nonzero. Let e ∈ H be such that e = 1. Applying (2.7) to f = 1, n = 1, λ 1 = 1 and ξ 1 = ε 1/2 e, we get 1 1 2 Φ(ε), ε ∈ (0, ∞).
Taking the limit as ε → 0 gives 1 1/ Φ(0). Similar reasoning can be applied to the case of H = {0}. From now on, we make the following Standing assumption: dim H 1. (2.9)
It follows from
3. Introducing C ϕ Given a holomorphic mapping ϕ : H → H, we define the operator C ϕ in Φ(H), called a composition operator with a symbol ϕ, by
We begin by stating two simple properties of composition operators.
Proposition 3.1. Let ϕ : H → H be a holomorphic mapping and Φ ∈ F . Then
Proof. (i) This can be deduced from the reproducing property (2.3).
(ii) By Proposition 2.3, the function 1 : H → C defined by 1(ξ) = 1 for all ξ ∈ H is an eigenvector of C ϕ corresponding to the eigenvalue 1.
It is worth mentioning that the assertion (ii) of Proposition 3.1 is no longer true if Φ(0) = 0 (e.g., one can apply Theorem 7.2 to Φ(z) = z exp(z)).
For self-containedness, we include the proof of the following description of the adjoint of C ϕ which is true for composition operators acting in arbitrary reproducing kernel Hilbert spaces with arbitrary symbols. Theorem 3.2. Let ϕ : H → H be a holomorphic mapping and Φ ∈ F . Then
then C ϕ = J * ϕ ; such J ϕ is unique, and it is closable if and only if C ϕ is densely defined.
Moreover, if C ϕ is densely defined, then J ϕ := C * ϕ | K Φ is closable and satisfies (3.2).
Proof. (i) Suppose C ϕ is densely defined. Since for every f ∈ D(C ϕ ),
3)
Since Φ is strictly increasing, we get ϕ(0) = 0, which completes the proof.
Regarding Theorem 3.2(ii), it is worth pointing out that if the composition operator C ϕ is not densely defined, then the operator J ϕ satisfying (3.2) may not exist. This is illustrated by Proposition 3.4 below which deals with the question of when C ϕ is a zero operator. We also give a description of the norm of the composition operator with a constant symbol. 
and there is no operator J ϕ in Φ(H) satisfying (3.2), (iv) if Φ(0) = 0 and ϕ(ξ) = a for every ξ ∈ H with some a ∈ H, then C ϕ ∈ B(Φ(H)), 1 ∈ Φ(H), C ϕ f = f (a) · 1 for every f ∈ Φ(H), and
where 1(ξ) = 1 for every ξ ∈ H.
Proof. (i)&(ii) Suppose that C ϕ is densely defined and C ϕ f = 0 for every f ∈ D(C ϕ ). Then C * ϕ vanishes on Φ(H) and consequently ∞ n=0 a n ϕ(ξ)
where {a n } ∞ n=0 is as in (2.1). If Φ(0) = 0, we arrive at a contradiction (because Φ(0) = a 0 ). If Φ(0) = 0, then (3.6) implies that ϕ(ξ) = 0 for every ξ ∈ H. Now suppose that Φ(0) = 0 and ϕ(ξ) = 0 for every ξ ∈ H. Then, by (2.5), K Φ 0 = 0 and thus, by (2.3), f (0) = 0 for every f ∈ Φ(H), which means that (iv) Using Proposition 2.3, we see that 1 ∈ Φ(H) and
. This together with (2.5) and (2.8) yields
Under the assumptions of Proposition 3.4(iii), the orthocomplement of the domain of C ϕ is one-dimensional and there is no operator J ϕ in Φ(H) satisfying (3.2). However, if Φ(H) is infinite dimensional, then there are plenty of operators T in Φ(H) such that D(T ) = K Φ and C ϕ = T * (compare with Theorem 3.2(ii)). This is a consequence of the following more general result.
and only if there exists a discontinuous linear functional
Thus for every ξ ∈ D(T ) there exists a unique τ (ξ) ∈ C such that T ξ = τ (ξ)e. Clearly, τ is a linear functional which is not continuous (otherwise, D(T * ) = K, which contradicts our assumption). To prove the "if" part note that η ∈ D(T * ) if and only if the functional D(T ) ∋ ξ → T ξ, η = τ (ξ) e, η ∈ C is continuous.
(ii) This is a direct consequence of (i).
Maximality of C φ
In this section we show that members of the class of densely defined composition operators in Φ(H) with holomorphic symbols are maximal with respect to inclusion of graphs (cf. Theorem 4.3). First, we need the following two lemmata. (i) η, a n = η, b n for all η ∈ H, (ii) there exists δ ∈ C such that δ n = 1 and a = δ · b.
Proof. Suppose (i) holds. It is clear that {a}
If a = 0, then b = 0 and thus δ = 1 does the job. Otherwise, there exists δ ∈ C \ {0} such that a = δ · b. Substituting η = b into (i), we getδ n b 2n = b 2n , which implies that (ii) holds. The reverse implication (ii)⇒(i) is obvious. 
) is pathconnected and hence connected. Now we are ready to prove the main result of this section. Theorem 4.3. Let Φ ∈ F and ϕ, ψ : H → H be holomorphic mappings. Assume that the operators C ϕ and C ψ are densely defined in Φ(H). Then the following conditions are equivalent:
Proof. Since Φ ∈ F , the set Z Φ is nonempty.
Replacing η by zη, we get n∈ZΦ a n η, ψ(ξ) n z n = n∈ZΦ a n η, ϕ(ξ) n z n , z ∈ C, ξ, η ∈ H,
By (4.1) and Lemma 4.1, for every ξ ∈ ϕ −1 (H \ {0}), there exists a unique δ(ξ) ∈ G Φ such that
Our next aim is to show that the open set ϕ −1 (H\{0}) is connected. Take a, b ∈ ϕ −1 (H \ {0}) such that a = b. Note that there exists η ∈ H such that ϕ(a), η = 0 and ϕ(b), η = 0. Indeed, if ϕ(a), ϕ(b) = 0, then we set η = ϕ(a) + ϕ(b). Otherwise, we set η = ϕ(b). Since ϕ(·), η is a holomorphic function, we infer from Lemma 4.2 that there exists a continuous path f :
) is path-connected and thus connected. Now we show that δ(·) is a holomorphic function. Indeed, (4.2) yields 
This and (2.5) imply that
Boundedness of C ϕ -necessity
We begin by proving the following lemma which is a far-reaching generalization of some earlier results in this area.
Proof. By assumption there exist R 0 , ε ∈ (0, ∞) and c ∈ [1, ∞) such that
Let Φ be as in (2.1). Then (5.1) implies that
Suppose that contrary to our claim lim sup ξ →∞
Take any real number ϑ > c. Then, by (5.1), there exists an integer k 1 such that
ϑ. This and (5.2) yield
Now we show that if the composition operator C ϕ is bounded, then ϕ is a polynomial of degree at most 1, i.e., ϕ = A + b with some A ∈ B(H) and b ∈ H, where (A + b)(ξ) = A(ξ) + b for every ξ ∈ H (cf. [8] ).
H is a holomorphic mapping and D(C ϕ ) = Φ(H). Then C ϕ is bounded and there exists a unique pair
Proof. By Proposition 3.1 and the closed graph theorem, the operator C ϕ and, consequently, C * ϕ are bounded. Since Φ(x) > 0 for all x ∈ (0, ∞) and K Φ ξ 2 = Φ( ξ 2 ) for all ξ ∈ H, we see that K Φ ξ = 0 for all ξ ∈ H \ {0}. This together with Theorem 3.2(i) implies that
Hence, by Lemma 5.1, lim sup ξ →∞ ϕ(ξ) ξ < ∞. Applying [9, Theorem 13.8], we get the required representation ϕ = A + b.
Let us note that C ϕ may be densely defined even if the symbol ϕ is not a polynomial (cf. Example 11.8).
Fock's type model for C A
Recall that, by Theorem 3.2, K Φ is a core for C * ϕ whenever C ϕ is densely defined. In this section we discuss the question of whether K Φ is a core for C ϕ and the related question of whether C * ϕ = C ϕ * for ϕ = A ∈ B(H). To answer these two questions, we build a Fock's type model for C A (cf. Theorem 6.2). We begin by proving an auxiliary lemma.
(ii) Applying (3.1) and (i) to A * , we see that C *
Taking closures and using Theorem 3.2(i), we obtain (ii).
(iii) Applying (ii) to A * , we get C *
Proposition 3.1) and densely defined, the von Neumann theorem yields
Let us denote by H ⊙n the nth symmetric tensor power of a complex Hilbert space H and by A ⊙n the nth symmetric tensor power of A ∈ B(H), where n ∈ Z + . Given Φ ∈ F , we write Γ Φ (A) = n∈ZΦ A ⊙n for A ∈ B(H). The operator Γ Φ (A) is closed and densely defined as an orthogonal sum of a number of bounded operators A ⊙n . The mapping Γ Φ (·) is used below to build a Fock's type model for C A .
is a conjugation on H and A ∈ B(H).

Then there exists a unitary isomorphism
where
we can define the function Y : H → M by
Denote by Y the linear span of {Y (ξ) : ξ ∈ H}. By (6.2), we have
which implies that Y ⊆ D(T ). We will show that Y is a core for T . To this end, we take h ∈ D(T ) which is orthogonal to Y with respect to the graph inner product ·, -T . Since h = n∈ZΦ h n with h n ∈ H ⊙n , we get
By the identity theorem for power series, this implies that
Since the set {ξ ⊗n : ξ ∈ H} is total in H ⊙n , we see that
⊙n is an invertible element of the algebra B(H ⊙n ), we deduce that h n = 0 for all n ∈ Z + and thus h = 0. This combined with the fact that (D(T ), ·, -T ) is a Hilbert space (cf. [32, Theorem 5.1]) implies that Y is a core for T . Since T is densely defined, we get
It follows from (6.3) that
Since K Φ is dense in Φ(H) and Q is surjective, we can deduce from (6.4) and (6.5) that there exists a unique unitary isomorphism
(6.6) Applying (6.3), (6.6) and Theorem 3.2, we see that
This combined with the surjectivity of Q, the injectivity of U and (6.6) implies that
A | K Φ which together with Lemma 6.1 and the fact that Y is a core for T yields
This completes the proof.
Before answering the two questions posed at the beginning of this section, we state and prove one more helpful lemma.
Lemma 6.3. Suppose Φ ∈ F and A ∈ B(H). Then the following conditions are equivalent:
(iii) and the von Neumann theorem yield
C A = C * * A = C * A * = (C A | K Φ ) * * = C A | K Φ .
Similar reasoning gives the reverse implication. (i)⇔(iii) This is a direct consequence of the inclusion C *
A ⊆ C A * (apply Lemma 6.1(ii)) and the following general fact: if S and T are closed densely defined operators in a complex Hilbert space K such that S ⊆ T , then S = T if and only if
Φ is a core for C A if and only if K Φ is dense in D(C A ) with respect to the graph norm or equivalently if and only if the only function
Since, by Lemma 6.1 and Theorem 3.2(i),
we conclude that the conditions (ii) and (iv) are equivalent.
Now we are in a position to answer the aforementioned questions.
Proof. (i) First note that (B * ) ⊙n = (B ⊙n ) * for every B ∈ B(H) and for all n ∈ Z + . Fix any conjugation Q on H. Since C A is closed and densely defined (cf. Lemma 6.1), we infer from Theorem 6.2 and Proposition A.3(v) that
Applying the above to A * in place of A (or taking adjoints), we get C *
A , where C
[n]
A denotes the composition operator in Φ n (H) with the symbol A, and Φ n (z) = z n for all z ∈ C and n ∈ N. Moreover, if Q is a conjugation on H, then for every n ∈ N, C
[n]
Proof. Applying Theorems 6.2 and 6.4(i) to Φ and Φ n , we deduce that C A is unitarily equivalent to n∈ZΦ Ξ Q (A * ) ⊙n and C
A is unitarily equivalent to Ξ Q (A * ) ⊙n . This yields the "moreover" part (use Proposition A.3) and the unitary equivalence of C A and n∈ZΦ C
A . Corollary 6.6. Suppose Φ ∈ F and A ∈ B(H). Then C A is selfadjoint if and only if there exists α ∈ G Φ such that A * = αA.
Proof. This is a direct consequence of Theorem 6.4(i) and Theorem 4.3.
Boundedness of C A
The following lemma will be used to calculate the norm of a composition operator C A (cf. Theorem 7.2). For self-containedness, we include its proof.
which implies that A n A ⊙n . The case of n = 0 is obvious due to (2.9).
Theorem 7.2 below provides necessary and sufficient conditions for C A to be bounded and the explicit formulas for the norm and the spectral radius of C A . Given m ∈ Z + and n ∈ Z + ∪ {∞}, we define the function q m,n :
, 
This implies (i) and (ii). Moreover, we have
To prove (7.2), assume that
If n < ∞, then q m,n is continuous on [0, ∞). This, combined with Gelfand's formula for spectral radius, yields
In turn, if n = ∞, then q m,n is continuous on [0, 1] and, by (ii), A k 1/k ∈ [0, 1] for every k ∈ N. Passing to the limit, as in (7.3), we get (7.2).
Proof. The assertions (i) and (ii) follow directly from Theorem 7.2. In view of (i), it remains to prove the "only if" part of (iii). Assume that C A is normaloid. Using Theorem 7.2, we show that in each of the three possible cases A is normaloid. Indeed, if Φ(0) = 0 and A > 1, then m = 0, 1 n < ∞ and, consequently, max{1, r(A) n } = A n , which implies that r(A) = A . In turn, if Φ(0) = 0 and A 1, then 1 m n ∞ and so r(A) m = A m , which gives r(A) = A . Finally, if Φ(0) = 0 and A > 1, then 1 m n < ∞ and thus
which yields r(A) = A . This completes the proof.
Corollary 7.4. Suppose Φ ∈ F and A ∈ B(H). Then C A is an isometry (resp.: a coisometry, a unitary operator) if and only if A is a coisometry (resp.: an isometry, a unitary operator).
Proof. By Theorem 7.2, we may assume that C A ∈ B(Φ(H)). We will consider only the case when C A is an isometry, leaving the other cases to the reader. It follows from Lemma 6.1(iii) that C A is an isometry if and only if C AA * = C * A C A = I Φ(H) = C I , or equivalently, by Theorem 4.3, if and only if there exists α ∈ G Φ such that AA * = α · I. Since |α| = 1 and AA * 0, we have α = 1 (because, by (2.9), H = {0}). This completes the proof.
Corollary 7.5. Let Φ ∈ F and P ∈ B(H). Then C P is an orthogonal projection if and only if there exists α ∈ G Φ such that αP is an orthogonal projection.
Proof. If C P is an orthogonal projection, then by Lemma 6.1(iii), C P * P = C P C * P = C P . Hence, by Theorem 4.3, there exists β ∈ G Φ such that P = βP * P . Set α =β and Q = αP . Since |α| = 1, we see that Q * Q = Q. To prove the reverse implication, set Q = αP . Since P, Q are contractions, we infer from Theorem 7.2 that C P , C Q ∈ B(Φ(H)). This and Lemma 6.1(iii) imply that C * Q = C Q = C 2 Q . By Theorem 4.3, C P = C Q , which completes the proof. Corollary 7.6. Let Φ ∈ F and A ∈ B(H). Then C A is a partial isometry if and only if A is a partial isometry.
Proof. Suppose that C A is a partial isometry. By Theorem 6.4, we have
A are orthogonal projection, we deduce from the above equalities and Corollary 7.5 that there exist α, β ∈ G Φ such that αAA * and βA * A are orthogonal projections. Since orthogonal projections are positive, we conclude that α = β = 1 whenever A = 0 (the case of A = 0 is obvious). Reversing the above reasoning and using Theorem 7.2 we complete the proof.
Positivity and the polar decomposition of C A
We begin by giving necessary and sufficient conditions for the composition C A to be positive. First, we state a simple lemma.
Lemma 8.1. Suppose that T ∈ B(H) is a nonzero operator and α 1 , α 2 ∈ C are such that |α j | = 1 and α j T 0 for j = 1, 2. Then α 1 = α 2 .
Proof. Since α j T is selfadjoint, we see that α 
We split the proof of this implication into two steps.
Step 1. Suppose that C A 0 and n ∈ Z Φ . Then there exists α ∈ G n such that αA 0.
Indeed, it follows from Corollary 6.5 that C
A ∈ B(Φ n (H)) and C
[n] A 0. Hence, by Corollary 6.6 (applied to Φ n ), there exists β ∈ G Φn = G n such that A * = βA. Then there exists k ∈ {0, . . . , n − 1} such that β = exp(i This implies that
Now we consider three cases. Case 1. n is odd and k is even. Then, z n = (−1) k = 1 and thus
Since B = B * and n is odd, we see that B 0. Hence αA 0 with α = z ∈ G n . Case 2. n and k are odd. Then α := (−z) ∈ G n , and so
Hence, as in Case 1, we see that −B 0 and consequently αA 0. Case 3. n is even. We can assume that A = 0. Since B is selfadjoint and
we deduce that k is even. Hence z ∈ G n . We show that either B 0 or −B 0. In view of Proposition A. Take λ 1,− , λ 1,+ , λ 2,− , λ 2,+ ∈ C. Set ξ i,± = λ i,± · e ± and ξ i = ξ i,− + ξ i,+ for i = 1, 2. Clearly ξ i,± ∈ H ± for i = 1, 2. Since z ∈ G n , we see that T ⊙n = Ξ Q (A) ⊙n and thus, by (8.1) and (8.3), we have 
which gives a contradiction. Hence either H − = {0} or H + = {0}, which implies that either B 0 or −B 0. If B 0, then αA 0 with α = z ∈ G n . Otherwise, αA 0 with α = −z ∈ G n . This completes the proof of Step 1.
Step 2. Suppose that C A 0. Then there exists α ∈ G Φ such that αA 0. Indeed, by
Step 1, for every n ∈ Z Φ there exists α n ∈ G n such that α n A 0. Assuming that A = 0 (which is no loss of generality), we deduce from Lemma 8.1 that α := α inf ZΦ = α n for every n ∈ Z Φ . Hence α ∈ n∈ZΦ G n = G Φ and αA 0, which completes the proof of Step 2, and thus of the implication (i)⇒(ii).
(ii)⇔(iii) Apply Lemma 6.1 and Theorem 4. 
By maximality of selfadjoint operators (cf. [32, Theorem 5.31]), we deduce that
0. This also proves the "moreover" part. Proof. Applying Theorems 6.2 and 8.2 to Φ = Φ n and using Proposition A.3 (see also Corollary 6.5), we deduce that the conditions (i)-(iii) are equivalent.
(iv)⇒(i) Obvious.
(ii)⇒(iv) Since αA 0 and α ∈ G n , we get
The next corollary can be deduced from Corollary 8.3, Lemma 8.1 and Lemma 2.1 (or from Theorem 8.2, Corollary 6.5 and Lemma 2.1).
Corollary 8.4. Suppose that P is a nonempty subset of N and z ∈ C. Then the following conditions are equivalent:
(i) z n 0 for every n ∈ P , (ii) there exists α ∈ C such that α gcd(P ) = 1 and αz 0, (iii) there exists b ∈ R + such that b n = z n for every n ∈ P .
Regarding Theorem 8.2, it is worth mentioning that, in general, the inequality C A 0 does not imply the inequality A 0 (e.g., if Φ(z) = z 2 for z ∈ C and A = −I H , then, by Theorem 4.3, C A = C IH = I Φ(H) 0). Corollary 8.5. Let Φ ∈ F and A ∈ B(H) be such that A 0. If f ∈ Φ(H) satisfies the following equality
Proof. It follows from (8.5) that f ∈ D(C A ) and C A f = −f . Since, by Theorem 8.2, C A 0, we deduce that f = 0.
Corollary 8.5 is no longer true if A is not positive (even if dim H < ∞).
Now we give an explicit description of powers of C A with positive exponents in the case when A 0. Theorem 8.6. Let Φ ∈ F , A ∈ B(H) and t ∈ (0, ∞). Suppose A 0. Then
Proof. (i) Note that A ⊙n 0 and A ⊙n t = (A t ) ⊙n for all n ∈ Z + . By Theorem 8.2, C A is selfadjoint and C A 0.
(ii) Fix a conjugation Q on H. It follows from Proposition A.
whenever {S ω } ω∈Ω is a family of positive selfadjoint operators, we deduce that
(iii) This is a direct consequence of (ii) and [26, Lemma A.1].
Theorems 6.4 and 8.6 enable us to describe the polar decomposition of C A .
Theorem 8.7. Suppose that Φ ∈ F and A ∈ B(H). Let A = U |A| be the polar decomposition of
Proof. In view of Corollary 7.6, C U is a partial isometry. It follows from Proposition 3.1(i), Lemma 6.1(i), [32, Theorem 5 .39] and Theorem 6.4(i) that C * A C A is positive and selfadjoint, and
Hence, by maximality of selfadjoint operators, C * A C A = C |A * | 2 . Applying Theorem 8.6(ii), we see that |C A | = C |A * | .
Since A * = U * |A * | is the polar decomposition of A * , we get A = |A * |U . Hence
, and thus by (8.6), C U C |A * | = C A . It remains to show that N(C U ) = N(C A ). To prove the last equality, observe that for f ∈ Φ(H), f ∈ N(C U ) if and only if f vanishes on R(U ), or equivalently, by the equality R(U ) = R(A), if and only if f ∈ N(C A ).
Seminormality of C A
The following theorem, which is interesting in itself, will be used to characterize seminormality of composition operators C A .
Theorem 9.1. If Φ ∈ F and A, B ∈ B(H), then the following conditions are equivalent:
Proof. (i)⇒(ii) Obvious (due to Lemma 6.1(i)). (ii)⇒(i) This can be deduced from Theorem 6.4(ii) and Proposition 3.1(i).
(ii)⇒(iii) It follows from (2.5) and Lemma 6.1(i) that
Hence, by the strict monotonicity of Φ, (iii) holds. (iii)⇒(i) Fix a conjugation Q on H, and set E = Ξ Q (A * ) and F = Ξ Q (B * ) (see Appendix A). It follows from (iii) that Eξ F ξ for all ξ ∈ H. Hence E * E F * F . Applying [29, Proposition 2.2], we deduce that
This implies that
As a consequence, we see that F ) ). Applying Theorems 6.2 and 6.4(i) completes the proof.
Regarding Theorem 9.1, we note that if D(C B ) ⊆ D(C A ), then there exists α ∈ R + such that C A f α( f + C B f ) for all f ∈ D(C B ) (use Proposition 3.1 and the closed graph theorem).
Below we give necessary and sufficient conditions for positive operators A, B ∈ B(H) to satisfy the inequality C A C B .
Theorem 9.2. Let Φ ∈ F and let A, B ∈ B(H) be positive operators. Then the following conditions are equivalent:
Proof. By Theorem 8.2 both operators C A and C B are positive and selfadjoint. It follows from Lemma 6.1(i) and Theorem 3.
The same is true for B. Hence, applying Theorems 8.6 and 9.1 completes the proof.
The question of seminormality of C A can be fully answered. (i) C A is cohyponormal (resp., hyponormal ), (ii) A is hyponormal (resp., cohyponormal ).
Proof. Apply Theorem 6.4(i) and Theorem 9.1 to the pairs (A, A * ) and (A * , A), respectively.
Corollary 9.4. If Φ ∈ F and A ∈ B(H), then C A is normal if and only if A is normal.
Boundedness and seminormality of C A+b in exp(H) -necessity
From now on, we abbreviate K exp and K exp to K and K respectively. We begin by providing explicit formulae for C ϕ K ξ and C * ϕ if ϕ is affine. Let us note that part (iii) of Lemma 10.1 appeared in [8, Lemma 2] under the assumption that H is finite dimensional and C ϕ is bounded. 
H, we get (i) and (ii). By (i) and Theorem 3.2(i), we have (C
Since K is a core for C * ϕ (cf. Theorem 3.2(i)) and the norm convergence implies the pointwise one in exp(H), we obtain (iii). The condition (iv) is a direct consequence of (iii). 
Proof. It follows from Proposition 3.4(i) that C ϕ > 0. By (2.5) and Lemma 10.1(ii), we have
which yields
This, combined with Lemma 10.2, implies (i) and (ii).
Corollary 10.4. Under the assumptions of Lemma 10.3, the following holds
Proof. 
Lemma 10.3(i)), we get (i). The conditions (ii) and (iii) follow from (i).
Now we give necessary conditions for the cohyponormality of C A+b in exp(H). Proof. (i) Since C ϕ is cohyponormal, we infer from Lemma 10.1(ii) that
which leads to
This, together with Lemma 10.2, yields (i).
(ii) Apply Corollary 10.4(iii) and Theorem 9.3.
(iii) Since C ϕ is cohyponormal, we infer from (i) that A is hyponormal. As the planar measure of the spectrum of A is equal to 0, we deduce from Putnam's inequality [22, Theorem 1] that A is normal. Applying (i) again, we see that b ∈ N(I − A * ). This and (ii) yield (iii). (iv) Apply (iii) and the fact that the planar measure of the spectrum of a compact operator is equal to 0. It turns out that if H is finite dimensional, then bounded seminormal composition operators C ϕ in exp(H) are always normal. 
Composition operators in the Segal-Bargmann spaces
Given d ∈ N, we denote by µ d the Borel probability measure on C d defined by
where 
We write V and µ in place of V 1 and µ 1 . We begin by calculating the norm of C ϕ in the case of d = 1 and |A| < 1. First we give an upper estimate for C ϕ (as mentioned in the proof Lemma 11.3, the operator D appearing in Lemma 11.1 below is of the form D = C * ϕ C ϕ with α = |A| 2 , where ϕ(z) = Az + b for z ∈ C).
Then D ∈ B(B 1 ) and
for all z ∈ C and f ∈ B 1 . This and the fact that the Lebesgue measure V is translation-invariant yield
, which completes the proof.
The following lemma can be proved by a simple induction argument.
for all z ∈ C, f ∈ B 1 and n ∈ N, where b n = 1−α n 1−α b for n ∈ N. Now we can calculate the norm of C ϕ when d = 1 and |A| < 1.
Lemma 11.3. Let A ∈ C be such that |A| < 1 and let b ∈ C. Set ϕ(z) = Az + b for z ∈ C. Then C ϕ ∈ B(B 1 ) and
Proof. By Proposition 3.1(i) and Lemma 10.1(i), the operator C * ϕ C ϕ is closed and densely defined. Applying Lemma 10.1(iv) and Lemma 11.1 with α = |A| 2 , we deduce that C * ϕ C ϕ = D is bounded. Hence C ϕ ∈ B(B 1 ). Now we show that (11.1) holds. Since D is selfadjoint, D = r(D). Applying Lemmata 11.1 and 11.2, we deduce that for every n ∈ N,
Using the Gelfand formula for the spectral radius, we conclude that
The reverse inequality follows from Lemma 10.3(ii).
We are now in a position to discuss the general d-dimensional case.
Proof. By Proposition 5.2, there is no loss of generality in assuming that ϕ = A + b, where A ∈ B(C d ) and b ∈ C d . Thus, the "only if" part follows from Lemma 10.3(i) (recall that R(E 1/2 ) = R(E) whenever E is a bounded positive operator on a finite dimensional Hilbert space). To prove the converse implication and (11.2), we assume that A 1 and b ∈ R(I − AA * ). If R(I − AA * ) = {0}, then A is unitary, and, by Corollary 7.4, C ϕ = C A is unitary. Hence, (11.2) holds. Suppose now that R(I − AA * ) = {0}, or equivalently that
. This yields A * = W * |A * | and A = |A * |W . By Corollary 7.4, C W and C W * are unitary operators. Therefore, of C d such that |A * |g n = t n g n for all n ∈ {1, . . . , d}. Then R(I − AA * ) is the linear span of {g n } k n=1 and thus b = k n=1 β n g n with β n = b, g n for n ∈ {1, . . . , k}, where k = max{n : t n < 1} (k is well-defined because |A * | = I). Define the unitary operator T ∈ B(C d ) and the holomorphic mapping ρ :
, and if this is the case, then C ϕ = C ρ . Let ρ n : C → C be the entire function given by ρ n (λ) = t n λ + β n for λ ∈ C and n ∈ {1, . . . , d}. By Lemma 11.3, C ρn ∈ B(B 1 ) for every n ∈ {1, . . . , k}. Clearly, C ρn = I B1 for every n ∈ {k + 1, . . . , d}.
, we infer from Proposition 3.1(i) and the equality (11.3) that
This implies that C ϕ ∈ B(B d ) and
Hence C ϕ 1 (see also Proposition 3.1). This completes the proof. all n ∈ N, where
and thus (by using the C. Neumann's series expansion)
is bounded. Hence, in both cases, c := sup n∈N (I − A n A * n ) −1 b n , b n < ∞. This and (11.2) applied to ϕ n yield
Now, applying Gelfand's formula for spectral radius completes the proof. N) . Then the following conditions are equivalent:
Proof. We conclude this section with an example of an unbounded densely defined composition operator C ϕ in B 1 with a holomorphic symbol ϕ which is not a polynomial.
Example 11.8. Let ϕ = exp. We will show that C ϕ is densely defined as an operator in B 1 . Set e n (ξ) = ξ n for ξ ∈ C and n ∈ Z + . Since
is an orthonormal basis of B 1 (cf. [5] ), it suffices to show that e n ∈ D(C ϕ ) for every n ∈ Z + . For this, fix n ∈ Z + and set Ω n = {ξ ∈ C : |ξ| 4n}. Since
we see that
which completes the proof.
Arguing as in Example 11.8, we see that a composition operator C ϕ in B 1 with a polynomial symbol ϕ of an arbitrary degree is always densely defined (because lim sup |z|→∞ |ϕ(z)| |z| deg ϕ < ∞ whenever ϕ = 0); moreover, if deg ϕ 2, then C ϕ is unbounded (cf. Theorem 11.4).
Composition operators in
Below we discuss the relationship between composition operators acting in function spaces B d and L 2 (µ d ) respectively, whose symbols are holomorphic. If
It is well-known that the operatorC ϕ is well-defined (no matter what the domain of C ϕ is) if and only if
We begin by extending [12, Corollary 2.5].
Theorem 12.1. Suppose ϕ : N) . Then the following two conditions are equivalent:
and
where det A stands for the determinant of a complex matrix associated with A. 
Boundedness of C A+b in exp(H) -necessity and sufficiency
In this section we will give necessary and sufficient conditions for C A+b to be a bounded operator on exp(H).
We begin by proving a result which is true for all Φ ∈ F .
Lemma 13.1. Suppose that Φ ∈ F , A ∈ B(H) and b ∈ H. Set ϕ = A + b and ψ = |A * | + b. Assume that C ϕ and C ψ are densely defined operators in Φ(H). Then C ϕ ∈ B(Φ(H)) if and only if C ψ ∈ B(Φ(H)), and if this is the case, then
Proof. We consider two cases.
is a unitary mapping, we deduce that there exists an isometry W ∈ B(H) such that A * = W |A * |. This implies that A = |A * |W with W = ( W ) * . Clearly ψ • W = ϕ, which yields
Since W is a coisometry, we deduce from Corollary 7.4 that C W ∈ B(H) is an isometry. This combined with the inclusion (13.1), the equality D(C ψ ) = Φ(H) and Proposition 3.1(i) gives the conclusion of the lemma. Case 2. dim N(A) dim N(A * ). Let A = U |A| be the polar decomposition of A and P ∈ B(H) be the orthogonal projection of H onto R(A). First, we will show that there exists a coisometry V ∈ B(H) such that
Indeed, by the assumed dimension inequality, there exists a closed linear subspace M of H and a unitary operatorŨ : H → M such that R(A) ⊆ M and
Let us define the operator V ∈ B(H) by
Clearly, V is a coisometry. Since, by (13.3),Ũ −1 M⊖R(A) = H⊖R(|A|) = N(U ), we easily verify that V satisfies (13.2). As A = |A * |U (because A * = U * |A * | is the polar decomposition of A * ) and |A * |(I H − P ) = 0, we see that
This implies that
Since, by Corollary 7.4, C V ∈ B(H) is an isometry, we can argue as in Case 1 to get the conclusion of the lemma. This completes the proof.
A close inspection of the proof of Lemma 13.1 reveals that if C ψ (respectively, C ϕ ) is densely defined and dim
is an upward-directed partially ordered set of orthogonal projections, then
where Q is the orthogonal projection of H onto P ∈P R(P ).
Proof. It follows from Corollary 7.5 and Theorem 9.2 that {C P } P ∈P is a monotonically increasing net of orthogonal projections. Hence, {C P } P ∈P converges in the strong operator topology to the orthogonal projection T of Φ(H) onto P ∈P R(C P ). If P ∈ P and P Q, then C P C Q . This implies that
Then f = C Q g for some g ∈ Φ(H). Since QP = P for every P ∈ P, we have
= f, C P K Φ ξ = 0, P ∈ P, ξ ∈ H, and thus g(ξ) = 0 for every ξ ∈ P ∈P R(P ). Noting that P ∈P R(P ) is a vector space, we deduce that g| R(Q) = 0, which yields f = C Q g = 0. This implies that R(C Q ) = R(T ) and thus C Q = T , which completes the proof. Now we are in a position to state and prove the main result of this paper. Proof. In view of Proposition 5.2, there is no loss of generality in assuming that ϕ = A + b with A ∈ B(H) and b ∈ H. The proof will be added soon.
Appendix A. Conjugations
Let K be a complex Hilbert space. An anti-linear map Q : K → K such that Q(Qξ) = ξ and Qξ, Qη = η, ξ for all ξ, η ∈ K is called a conjugation on K. Note that such a map always exists. Indeed, if {e ω } ω∈Ω is any orthonormal basis of K, then there exists a unique conjugation Q on K such that Qe ω = e ω for all ω ∈ Ω. In fact, any conjugation is of this form (cf. [15, Lemma 1] ). Given a conjugation Q on K, we denote by Ξ Q the selfmap of B(K) defined by Ξ Q (A) = QAQ for A ∈ B(K). The fixed points of Ξ Q are called Q-real operators. As shown below, each selfadjoint operator is Q-real with respect to some conjugation Q.
Proposition A.1. If A ∈ B(K) is selfadjoint, then there exists a conjugation Q on K such that A is Q-real.
Proof. By the Kuratowski-Zorn lemma, there exists a family {e ω } ω∈Ω of vectors in H such that H = ω∈Ω H ω (A), where H ω (A) = n∈Z+ A n e ω . Note that each H ω (A) reduces A. It is now easily seen that for every ω ∈ Ω, there exists a (unique) conjugation Q ω on H ω (A) such that Q ω (A n e ω ) = A n e ω for all n ∈ Z + . This implies that Q ω A ω = A ω Q ω for all ω ∈ Ω with A ω = A| Hω(A) . Set Q( ω∈Ω h ω ) = ω∈Ω Q ω (h ω ) for ω∈Ω h ω ∈ ω∈Ω H ω (A). Then Q is a conjugation on H such that QA = AQ, i.e., Ξ Q (A) = A. Now we show that any two conjugations on K are unitarily equivalent. Below, in Proposition A.3, we collect some basic properties of the selfmap Ξ Q , all of which are easy to prove. In particular, the selfmap Ξ Q can be thought of as an abstract conjugation on B(K). The selfmap Ξ Q preserves a variety of fundamental properties of Hilbert space operators. Below, we collect some of them. Given ∆ ⊆ C, we set B(∆) = {∆ ∩ ∆ ′ : ∆ ′ is a Borel subset of C} and ∆ * = {z ∈ C :z ∈ ∆}. If A ∈ B(K) is normal, then E A stands for the spectral measure of A. 
