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1. Introduction
In mathematical literature of the past few decades there has been an interest in the complete sym-
metric polynomial, the elementary symmetric polynomial, Stirling, and generalized Pascal matrices.
Attention has been focused primarily on studying the factorizations of thesematrices. In this paper, we
introduce the generalized Leibniz functional matrices and use the generalizations to develop various
novel matrix factorizations for such matrices.
The signed elementary symmetric polynomial matrix and the complete symmetric polynomial
matrix are deﬁned as follows, respectively:(
En[x1, x2, . . . , xn]
)
ij
=
{
ei−j(x1, x2, . . . , xi) if i  j,
0 otherwise,
i, j = 0, 1, 2, . . . ,n (1)
and
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(Hn[x1, x2, . . . , xn])ij =
{
hi−j(x1, x2, . . . , xj+1) if i  j,
0 otherwise,
i, j = 0, 1, 2, . . . ,n, (2)
where ek(x1, x2, . . . , xn), the signed elementary symmetric polynomial, has its generating function∑∞
k=0 ek(x1, x2, . . . , xn)tk =
∏n
l=1(1 − xlt) andhk(x1, x2, . . . , xn), the complete symmetric polynomial, has
its generating function
∑∞
k=0 hk(x1, x2, . . . , xn)tk =
∏n
l=1
1
(1−xlt) . These matrices closely relate with the
LU decomposition of a Vandermonde matrix [6] and have been extensively studied in [11,8]. Yang
[11] obtained the matrix factorization of the complete symmetric polynomial matrix. Recently, Spivey
and Zimmer have obtained the matrix factorization of the signed elementary symmetric polynomial
matrix and another formate of matrix factorization of the complete symmetric polynomial matrix in
[8].
Pascal matrix and its generalized form have also been studied intensively (see [1,7,12]). The (n +
1) × (n + 1) generalized Pascal matrix, denoted byPn[x], was deﬁned in [7] as
Pn[x] =
⎧⎨⎩
(
i
j
)
xi−j if i  j,
0 otherwise,
i, j = 0, 1, 2, . . . ,n. (3)
It canbeeasily shownthat, ifxk = x, fork = 1, 2, . . . ,n,Hn[x1, x2, . . . , xn] =Pn[x]andEn[x1, x2, . . . , xn] =
Pn[−x]. In [7], Call and Velleman discussed the inverse of Pn[x] and a few basic properties of the
matrix. Some variations on this matrix and their factorizations were discussed by Brawer and Pirovino
[1], most notably Zhang and Liu further elaborated on the results of [1] in [12].
One of the ﬁrst papers to study the connection between Stirling matrices and Pascal and Vander-
mondematriceswas [2]. Cheon andKimdeﬁned sn andSn as the ﬁrst and second kind of n × n Stirling
matrices, respectively, as follows:
sn =
{
s(i, j) if i  j,
0 otherwise,
i, j = 1, 2, . . . ,n (4)
and
Sn =
{
S(i, j) if i  j,
0 otherwise,
i, j = 1, 2, . . . ,n, (5)
where s(i, j) and S(i, j) are the Stirling numbers of the ﬁrst kind and second kinds, respectively. It is
not difﬁcult to show that, if xk = k, for k = 1, 2, . . . ,n,Hn[x1, x2, . . . , xn] =Sn+1 andEn[x1, x2, . . . , xn] =
sn+1. Cheon and Kim also discussed generalizations of the Stirling matrix, the factorization of Stirling
matrices by Pascalmatrices, and some factorizations of the Vandermondematrix involving the Stirling
matrix.
The (n + 1) × (n + 1) Leibniz functional matrix, denoted byLn[f (t)], was deﬁned in [5] as
(Ln[f (t)])ij =
{
f (i−j)(t)
(i−j)! if i  j,
0 otherwise,
i, j = 0, 1, 2, . . . ,n, (6)
where f (k)(t) stands for the kth order derivative of f (t). In [5], Kalman and Ungar studied a few basic
properties of the matrix and showed
Ln[f (t)]Ln[g(t)] =Ln[g(t)]Ln[f (t)] =Ln[f (t)g(t)].
Furthermore, they obtained the inverse ofLn[f (t)] isLn[1/f (t)].
There are some interesting connections between some well-knownmatrices and the Leibniz func-
tional matrices. For instance, we can express the summation matrixBn introduced in [1]
(Bn)ij =
{
1 if i  j,
0 otherwise,
i, j = 0, 1, 2, . . . ,n, (7)
in terms of the Leibniz functional matrix:
Bn =Ln
[
1
(1 − t)
]∣∣∣∣
t=0
. (8)
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Clearly, the inverse matrix ofBn isLn[(1 − t)]|t=0. Similarly, we can represent the Fibonacci matrix
Fn introduced in [3]
(Fn)ij =
{
fi−j+1 if i  j,
0 otherwise,
i, j = 0, 1, 2, . . . ,n, (9)
where fk is the kth term of Fibonacci number sequence, in terms of the functional Leibniz matrix:
Fn =Ln
[
1
(1 − t − t2)
]∣∣∣∣
t=0
. (10)
Therefore, the inverse matrix ofFn isLn[(1 − t − t2)]|t=0.
It is natural to ask whether it is possible for us to ﬁnd the connection between the symmetric
polynomial matrices and some Leibniz functional matrices. Furthermore, we beg the question: can
we use the algebraic properties of Leibniz functional matrices to explore the properties of the sym-
metric polynomial matrices, Stirling matrices, and generalized Pascal matrix? The answer is yes. The
remainder of the paper will show how we can do that.
The paper is organized as follows. In Section 2, we introduce three types of the generalized Leib-
niz functional matrices, named as the generalized Leibniz functional matrix with varying rows, the
generalized Leibniz functional matrix with varying columns, and the generalized Leibniz functional
matrixwith varying rows and columns, and study the relation among them. In Section 3, we obtain the
factorization of generalized Leibniz functional matrix with varying columns and redevelop the known
matrix factorization results in [1,8] and some new results. In Section 4, we study the factorization of
generalized Leibniz functional matrix with varying rows and derive the novel matrix factorizations for
the complete symmetric polynomial matrix, the elementary symmetric polynomial matrix, Stirling
matrices of the ﬁrst and second kinds, and the generalized Pascal matrix. Section 5 is an extension
of Section 2. In this section, we develop the matrix factorization of the generalized Leibniz functional
matrix with varying rows and columns and, based on this factorization, we obtain other new matrix
factorizations for the complete symmetric polynomial matrix, Stirling matrix of the second kind, and
the generalized Pascal matrix.
2. Generalized Leibniz functional matrices and their algebraical properties
The generalized Leibniz functional matrices are deﬁned as follows. To avoid any unnecessary con-
fusion, we use f (k) to stand for the kth order derivative of f and use f k to represent the kth power of f
in the entire paper. In addition, f (0) = f and f 0 = 1.
Deﬁnition 2.1. Let f0(t), f1(t), . . . , fn(t) be functions of t such that the nth order derivative exists. The
generalized Leibniz functional matrix with varying rows, denoted by LRn[f0(t),
f1(t), . . . , fn(t)], is an (n + 1) × (n + 1) matrix, which is deﬁned as
(LRn[f0(t), f1(t), . . . , fn(t)])ij =
⎧⎨⎩ f
(i−j)
i
(t)
(i−j)! if i  j,
0 otherwise,
i, j = 0, 1, 2, . . . ,n. (11)
Deﬁnition 2.2. Let g0(t), g1(t), . . . , gn(t) be functions of t such that the nth order derivative exists. The
generalized Leibniz functional matrix with varying columns, denoted by LCn [g0(t),
g1(t), . . . , gn(t)], is an (n + 1) × (n + 1) matrix, which is deﬁned as
(LCn [g0(t), g1(t), . . . , gn(t)])ij =
⎧⎨⎩ g
(i−j)
j
(t)
(i−j)! if i  j,
0 otherwise,
i, j = 0, 1, 2, . . . ,n. (12)
Deﬁnition 2.3. With the same assumptions in Definitions 2.1 and 2.2, the generalized Leibniz func-
tionalmatrixwithvaryingrowsandcolumns,denotedbyLVn [f0(t), f1(t), . . . , fn(t);g0(t), g1(t), . . . , gn(t)],
is an (n + 1) × (n + 1) matrix, which is deﬁned as
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(LVn [f0(t), f1(t), . . . , fn(t); g0(t), g1(t), . . . , gn(t)])ij
=
{
(fi(t)gj(t))
(i−j)(t)
(i−j)! if i  j,
0 otherwise,
i, j = 0, 1, 2, . . . ,n. (13)
Example 2.1. For n = 3, then
LR3[f0, f1, f2, f3] =
⎡⎢⎢⎢⎣
f0(t) 0 0 0
f ′
1
(t)/1! f1(t) 0 0
f
′′
2
(t)/2! f ′
2
(t)/1! f2(t) 0
f
′′′
3
(t)/3! f ′′
3
(t)/2! f ′
3
(t)/1! f3(t)
⎤⎥⎥⎥⎦ ,
LC3 [g0, g1, g2, g3] =
⎡⎢⎢⎢⎣
g0(t) 0 0 0
g′
0
(t)/1! g1(t) 0 0
g
′′
0
(t)/2! g′
1
(t)/1! g2(t) 0
g
′′′
0
(t)/3! g ′′
1
(t)/2! g′
2
(t)/1! g3(t)
⎤⎥⎥⎥⎦
and
LV3 [f0, f1, f2, f3; g0, g1, g2, g3]
=
⎡⎢⎢⎢⎣
f0(t)g0(t) 0 0 0
(f1(t)g0(t))
′/1! f1(t)g1(t) 0 0
(f2(t)g0(t))
′′
/2! (f2(t)g1(t))′/1! f2(t)g2(t) 0
(f3(t)g0(t))
′′′
/3! (f3(t)g1(t))′′/2! (f3(t)g2(t))′/1! f3(t)g3(t)
⎤⎥⎥⎥⎦ .
It is easy to see that if fj(t) = gj(t) = f (t), for j = 0, 1, 2, . . . ,n, then
LRn[f0, f1, . . . , fn] =LCn [g0, g1, . . . , gn] =Ln[f (t)].
Next, we explore some of the algebraic properties for the generalized Leibniz functional matri-
ces. Using Definitions 2.1–2.3 and the Leibniz rule of differentiation, we can obtain the following
theorem.
Theorem 2.1
LRn[f0(t), f1(t), . . . , fn(t)]LCn [g0(t), g1(t), . . . , gn(t)]
=LVn [f0(t), f1(t), . . . , fn(t); g0(t), g1(t), . . . , gn(t)]. (14)
Proof. It is obvious that (LRn[f0, f1, . . . , fn]LCn [g0, g1, . . . , gn])ij = 0, for i < j, becauseLRn andLCn are
lower triangular matrices. For i  j, the entry in the ith row and jth column ofLRnLCn is
(LRn[f0, f1, . . . , fn]LCn [g0, g1, . . . , gn])ij
=
i∑
k=j
f
(i−k)
i
(t)
(i − k)!
g
(k−j)
j
(t)
(k − j)!
= 1
(i − j)!
i∑
k=j
(i − j)!
(i − k)!(k − j)! f
(i−k)
i
(t)g
(k−j)
j
(t). (15)
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Making the index changem = k − j and using Leibniz rule for differentiation yields
(LRn[f0, f1, . . . , fn]LCn [g0, g1, . . . , gn])ij
= 1
(i − j)!
i−j∑
m=0
(i − j)!
(i − j − m)!m! f
(i−j−m)
i
(t)g
(m)
j
(t)
= 1
(i − j)! (fi(t)gj(t))
(i−j). (16)
This completes the proof of the theorem. 
By Theorem 2.1 we obtain the following corollaries.
Corollary 2.1. Ln[f (t)]LCn [g0(t), g1(t), . . . , gn(t)] =LCn [f (t)g0(t), f (t)g1(t), . . . , f (t)gn(t)].
Corollary 2.2. LRn[f0(t), f1(t), . . . , fn(t)]Ln[g(t)] =LRn[g(t)f0(t), g(t)f1(t), . . . , g(t)fn(t)].
We shall ﬁnd applications of Corollaries 2.1 and 2.2 in the next few sections.
If fi(t) = f (t) and gi(t) = g(t), for i = 0, 1, 2, . . . ,n, then we regain the well-known result in [5] as the
following corollaries.
Corollary 2.3
Ln[f (t)]Ln[g(t)] =Ln[f (t)g(t)]. (17)
If (f (t)−1)(k) =
(
1
f (t)
)(k)
exists for k = 0, 1, 2, . . . ,n, then setting g(t) = 1
f (t)
in Corollary 2.3 yields the
following corollary.
Corollary 2.4
L−1n [f (t)] =Ln[1/f (t)]. (18)
Themain reason for introducing the generalized Leibniz functionalmatrices is setting up apowerful
linear algebra tool to encompass various matrices that would previously have been studied separately
by using different techniques speciﬁc to the particular matrix being studied. To this end, we need the
following definition.
Deﬁnition 2.4. For an (n + 1) × (n + 1) matrix A, if there exist f0(t), f1(t), . . . , fn(t) or g0(t),
g1(t), . . . , gn such that
A =LRn[f0(t), f1(t), . . . , fn(t)]|t=0
or
A =LCn [g0(t), g1(t), . . . , gn(t)]|t=0,
thenLRn[f0(t), f1(t), . . . , fn(t)] andLCn [g0(t), g1(t), . . . , gn(t)] are called the row generating Leibniz ma-
trix ofA or the column generating Leibniz functional matrix ofA, respectively.
Remark. IfLRn[f0(t), f1(t), . . . , fn(t)] is the row generating Leibniz functionalmatrix ofA, then tn−jfj(t)
is the ordinary generating function of the jth row ofA from the right to the left. Similarly, ifLCn [g0(t),
g1(t), . . . , gn(t)] is the column generating Leibniz functional matrix ofA, then tjgj(t) is the generating
function of the jth column ofA.
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Many well-known matrices can be written in terms of their row or column generating Leibniz
functional matrices. For instance, we are able to write lower triangular generalized Pascal matrix
as
Pn[x] =LRn[1, (1 + xt), (1 + xt)2, . . . , (1 + xt)n]|t=0
=LCn [1/(1 − xt), 1/(1 − xt)2, . . . , 1/(1 − xt)n, 1/(1 − xt)n+1]|t=0
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 · · · 0
x 1 0 · · · 0
x2 2x 1 · · · 0
.
.
.
.
.
.
.
.
.
. . .
.
.
.(
n
n
)
xn
(
n
n − 1
)
xn−1
(
n
n − 2
)
xn−2 · · ·
(
n
0
)
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (19)
The complete symmetric polynomial matrix,Hn[x0, x1, . . . , xn], can be represented by
Hn[x1, x2, . . . , xn] =LCn [g0(t), g1(t), . . . , gn(t)]|t=0, (20)
where gj(t) = 1∏j
k=0(1−xk+1t)
, for j = 0, 1, 2, . . . ,n. And, the signed elementary symmetric polynomial
matrix, En[x1, x2, . . . , xn], is written as
En[x1, x2, . . . , xn] =LRn[f0(t), f1(t), . . . , fn(t)]|t=0, (21)
where f0(t) = 1, and fj(t) =
∏j
k=1(1 − xkt), for j = 1, 2, . . . ,n.
Stirlingmatrices of the ﬁrst and second kinds are special cases of the signed elementary symmetric
polynomial matrix and the complete symmetric polynomial matrix when xk = k, for k = 1, 2, . . . ,n,
respectively. Therefore, we have that Stirling matrix of the second kind is
Sn+1 =LCn [g0(t), g1(t), . . . , gn(t)]|t=0, (22)
where gj(t) = 1∏j
k=0(1−(k+1)t)
, for j = 0, 1, 2, . . . ,n. And, Stirling matrix of the ﬁrst kind is
sn+1 =LRn[f0(t), f1(t), . . . , fn(t)]|t=0, (23)
where f0(t) = 1, and fj(t) =
∏j
k=1(1 − kt), for j = 1, 2, . . . ,n. Using Theorem 2.1 and Eqs. (20) and (21),
we can prove the following corollary:
Corollary 2.5
H−1n [x1, x2, . . . , xn] = En[x1, x2, . . . , xn]. (24)
Proof. From Eqs. (20) and (21) and Theorem 2.1, we have
En[x1, x2, . . . , xn]Hn[x1, x2, . . . , xn]
=LRn[f0(t), f1(t), . . . , fn(t)]|t=0LCn [g0(t), g1(t), . . . , gn(t)]|t=0
=LVn [f0(t), f1(t), . . . , fn(t); g0(t), g1(t), . . . , gn(t)]|t=0, (25)
where f0(t) = 1, fj(t) =
∏j
k=1(1 − xkt), for j = 1, 2, . . . ,n, and gj(t) = 1∏j
k=0(1−xk+1t)
, for j = 0, 1, 2, . . . ,n.
Clearly, (En[x1, x2, . . . , xn]Hn[x1, x2, . . . , xn])ij = 0, for i < j, because En andHn are lower triangular
matrices. For i  j, using Leibniz rule and Definition 2.3, we obtain
(En[x1, x2, . . . , xn]Hn[x1, x2, . . . , xn])ij =
(fi(t)gj(t))
(i−j)
(i − j)! |t=0
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=
(∏i
k=1(1 − xkt)
∏j
k=0
1
(1−xk+1t)
)(i−j)
(i − j)!
∣∣∣∣∣∣∣
t=0
= δij , (26)
where δij is the Kronecker delta. Therefore,En[x1, x2, . . . , xn]Hn[x1, x2, . . . , xn] = In+1, where In+1 is the
(n + 1) dimensional identity matrix. It impliesH−1n [x1, x2, . . . , xn] = En[x1, x2, . . . , xn]. 
Combining Eqs. (22) and (23) and Corollary 2.5, we have
Corollary 2.6. The Stirling matrix of the second kind is the inverse of the Stirling matrix of the ﬁrst kind,
i.e.,
s−1
n+1 =Sn+1. (27)
3. Factorization ofLCn [g0(t), g1(t), . . . , gn(t)]
In order to obtain the factorization ofLCn [g0(t), g1(t), . . . , gn(t)], we need the following definition.
Deﬁnition 3.1
L
C
n,k[f0(t), f1(t), . . . , fk(t)] =
[
In−k 0
0 LCk [f0(t), f1(t), . . . , fk(t)]
]
= In−k ⊕LCk [f0(t), f1(t), . . . , fk(t)],
where the ﬁrst subscript, n, and the second subscript, k, serve to clarify thatL
C
n,k is an (n + 1) × (n + 1)
matrix andLCk is a (k + 1) × (k + 1) matrix, respectively.
If fj(t) = f (t), for j = 0, . . . , k, we use the notation
L
C
n,k[f , f , . . . , f ] =
[
In−k 0
0 Lk[f , f , . . . , f ]
]
= In−k ⊕Lk[f ] =Ln,k[f ].
We now state and prove the theorem of the factorization ofLCn [g0(t), g1(t), . . . , gn(t)]. A similar
theorem can be found in [8].
Theorem 3.1
LCn [g0, g1, . . . , gn]
=Ln,n[g0]Ln,n−1
[
g1
g0
]
Ln,n−2
[
g2
g1
]
· · ·Ln,1
[
gn−1
gn−2
]
Ln,0
[
gn
gn−1
]
(28)
or
LCn
⎡⎣g0, g0g1, . . . , n∏
j=0
gj
⎤⎦
=Ln,n[g0]Ln,n−1[g1]Ln,n−2[g2] · · ·Ln,1[gn−1]Ln,0[gn]. (29)
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Proof. By Corollary 2.1 and Definition 3.1, we have
LCn [g0, g1, . . . , gn] =Ln[g0]LCn [1, g1/g0, . . . , gn/g0]
=Ln,n[g0]LCn [1, g1/g0, . . . , gn/g0]
=Ln,n[g0]L
C
n,n−1[g1/g0, . . . , gn/g0]
=Ln,n[g0]
⎡⎢⎣ 1 | 0−− −− − − − − − − − − − − − − − − −
0 | LCn−1[g1/g0, . . . , gn/g0]
⎤⎥⎦ . (30)
Applying Corollary 2.1 toLCn−1[g1/g0, . . . , gn/g0] in Eq. (30) yields
LCn [g0, g1, . . . , gn]
=Ln,n[g0]
⎡⎢⎣ 1 | 0−− −− − − − − − − − − − − − − − − −
0 | LCn−1[g1/g0, . . . , gn/g0]
⎤⎥⎦
=Ln,n[g0]
⎡⎢⎣ 1 | 0−− −− − − − − − − − − − − − − − − −
0 | Ln−1[g1/g0]LCn−1[1, g2/g1, . . . , gn/g1]
⎤⎥⎦
=Ln,n[g0]Ln,n−1[g1/g0]
⎡⎢⎣ I2 | 0−− −− − − − − − − − − − − − − − − −
0 | LCn−2[g2/g1, . . . , gn/g1]
⎤⎥⎦ .
(31)
By the inductive idea and continuing the same procedure, we will have the Theorem. 
Theorem3.1 is a powerful theorem that can be used to factor somewell-knownmatrices such as the
complete symmetric polynomialmatrix,Hn[x1, x2, . . . , xn+1], Stirlingmatrix of the second kind,Sn+1,
and a generalized Pascal matrix, Pn[x]. When we write these matrices as their column generating
Leibniz matrices, it becomes apparent as to how to use Theorem 3.1.
LetTn[a0, a1, a2, . . . , an] be the (n + 1) × (n + 1) Toeplitz matrix of {a0, a1, a2, . . . , an}, i.e.,
(Tn[a0, a1, a2, . . . , an])ij =
{
ai−j if i  j,
0 otherwise,
i, j = 0, 1, 2, . . . ,n. (32)
LetUn[a] be a special Toeplitz matrixTn[a0, a1, a2, . . . , an] andUn,k[a] = In−k ⊕Uk[a].
Setting gj(t) = 1∏j
k=0(1−xk+1t)
, for j = 0, 1, 2, . . . ,n, in Theorem3.1 yields the following corollary,which
is Corollary 2 in [8].
Corollary 3.1. Hn[x1, x2, . . . , xn] has the following factorization:
Hn[x1, x2, . . . , xn] =LCn
[
1
(1 − x1t) ,
1
(1 − x1t)(1 − x2t) , . . . ,
1∏n
k=0(1 − xk+1t)
]∣∣∣∣∣
t=0
=Un,n[x1]Un,n−1[x2] · · ·Un,2[xn−1]Un,1[xn]. (33)
Example 3.1. For n = 3
H3[x1, x2, x3] =
⎡⎢⎢⎣
1 0 0 0
x1 1 0 0
x2
1
x1 + x2 1 0
x3
1
x2
1
+ x1x2 + x22 x1 + x2 + x3 1
⎤⎥⎥⎦
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=
⎡⎢⎢⎣
1 0 0 0
x1 1 0 0
x2
1
x1 1 0
x3
1
x2
1
x1 1
⎤⎥⎥⎦
⎡⎢⎢⎣
1 0 0 0
0 1 0 0
0 x2 1 0
0 x2
2
x2 1
⎤⎥⎥⎦
×
⎡⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 1 0
0 0 x3 1
⎤⎥⎥⎦ . (34)
We now make a few notes about Corollary 3.1.
(1) Setting xk = x, for k = 1, 2, . . . ,n, in Corollary 3.1 leads to the factorization of lower Pascal trian-
gular matrix in [1,10].
(2) Setting xk = k, for k = 1, 2, . . . ,n, in Corollary 3.1, we regain the factorization of Stirling matrix
of the second kind in [10] .
Next, we consider a proper Riordan array, which plays an important role in study of Number Theory
and Combinatorics [9]. This array has been studied intensively.
Deﬁnition 3.2. An (n + 1) × (n + 1) proper Riordan array (PRA), denoted byDn, is deﬁned by a couple
of functions (d(t),h(t)), where d(0) /= 0 and h(0) /= 0, and the entry in the ith row and jth column of
Dn is
(Dn)ij = (d(t)(th(t))
j)(i)
(i)!
∣∣∣∣∣
t=0
, i, j = 0, 1, 2, . . . ,n.
It is clear that a proper Riordan array Dn can be represented by a generalized Leibniz functional
matrix with varying columns, i.e.,
Dn =LCn [d(t), d(t)h(t), d(t)h2(t), . . . , d(t)hn(t)]|t=0.
An immediate consequence of Theorem 3.1 is the following factorization theorem for a proper
Riordan array.
Corollary 3.2. An (n + 1) × (n + 1) proper Riordan arrayDn associated with (d(t),h(t)) can be factored
as
Dn =LCn [d(t), d(t)h(t), d(t)h2(t), . . . , d(t)hn(t)]|t=0
=Ln,n[d(t)]|t=0Ln,n−1[h(t)]|t=0Ln,n−2[h(t)]|t=0
· · ·Ln,1[h(t)]|t=0Ln,0[h(t)]|t=0. (35)
A nice application of Corollary 3.2 is the novel factorization of Catalan matrixCn, which has many
important applications in Combinatorics and Number Theory. Catalanmatrix is a proper Riordan array
with d(t) = h(t) = (1−
√
1−4t)
2t
, which is the ordinary generating function of Catalan number sequence
{1, 1, 2, 5, 14, 42, . . .}. Therefore
Cn =LCn [h(t), (h(t))2, (h(t))3, . . . , (h(t))n+1]|t=0
=Ln,n[h(t)]|t=0Ln,n−1[h(t)]|t=0 · · ·Ln,0[h(t)]|t=0. (36)
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Example 3.2. For n = 4
C4 =
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
1 1 0 0 0
2 2 1 0 0
5 5 3 1 0
14 14 9 4 1
⎤⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
1 1 0 0 0
2 1 1 0 0
5 2 1 1 0
14 5 2 1 1
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 0 0 0
0 1 1 0 0
0 2 1 1 0
0 5 2 1 1
⎤⎥⎥⎥⎥⎦
×
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 1 1 0
0 0 2 1 1
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 1 1
⎤⎥⎥⎥⎥⎦ .
Using Theorem 3.1 and noting (Ln,k[f (t)])−1 =Ln,k[1/f (t)] we can obtain the factorization of
inverse matrix ofLCn [g0(t), g1(t), . . . , gn(t)] as follows:
Theorem 3.2. The inverse matrix ofLCn [g0(t), g1(t), . . . , gn(t)] has the following factorization:
(LCn [g0(t), g1(t), . . . , gn(t)])−1 =Ln,0
[
gn−1(t)
gn(t)
]
Ln,1
[
gn−2(t)
gn−1(t)
]
· · ·Ln,n−2
[
g1(t)
g2(t)
]
Ln,n−1
[
g0(t)
g1(t)
]
Ln,n
[
1
g0(t)
]
.
(37)
LetGr [a] =Lr [1 − at]|t=0 =Tr(1,−a, 0, . . . , 0) be a (r + 1) × (r + 1) matrix deﬁned by
(Gr [a])ij =
⎧⎨⎩
1 if i = j,
−a if i = j + 1,
0 otherwise,
i, j = 0, 1, 2, . . . , r (38)
and
Gn,k[a] =
[
In−k 0
0 Gk[a]
]
= In−k ⊕Gk[a]. (39)
Setting gk(t) = 1/
∏k
l=0(1 − xl+1t), for k = 0, 1, 2, . . . ,n, in Theorem 3.2 yields a factorization form of
the signed elementary symmetric polynomial matrix, En[x1, x2, . . . , xn], which is Corollary 1 in [8].
Corollary 3.3
En[x1, x2, . . . , xn] =H−1n [x1, x2, . . . , xn+1]
=Ln,1[(1 − xnt)]|t=0 · · ·Ln,n−1[(1 − x2t)]|t=0Ln,n[(1 − x1t)]|t=0
= Gn,1[xn] · · ·Gn,n−2[x3]Gn,n−1[x2]Gn,n[x1]. (40)
Example 3.3. For n = 3
En[x1, x2, x3] =
⎡⎢⎢⎣
1 0 0 0
−x1 1 0 0
x1x2 −(x1 + x2) 1 0
−x1x2x3 x1x2 + x1x3 + x2x3 −(x1 + x2 + x3) 1
⎤⎥⎥⎦
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=
⎡⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 1 0
0 0 −x3 1
⎤⎥⎥⎦
⎡⎢⎢⎣
1 0 0 0
0 1 0 0
0 −x2 1 0
0 0 −x2 1
⎤⎥⎥⎦
⎡⎢⎢⎣
1 0 0 0
−x1 1 0 0
0 −x1 1 0
0 0 −x1 1
⎤⎥⎥⎦ .
If xk = k, for k = 1, 2, . . . ,n, in Corollary 3.3, we have a new factorization for Stirling matrix of the
ﬁrst kind sn+1.
Corollary 3.4
sn+1 = Gn,1[n]Gn,2[n − 1] · · ·Gn,n−2[3]Gn,n−1[2]Gn,n[1]. (41)
Example 3.4. For n = 3
s4 =
⎡⎢⎢⎣
1 0 0 0
−1 1 0 0
2 −3 1 0
−6 11 −6 1
⎤⎥⎥⎦
=
⎡⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 1 0
0 0 −3 1
⎤⎥⎥⎦
⎡⎢⎢⎣
1 0 0 0
0 1 0 0
0 −2 1 0
0 0 −2 1
⎤⎥⎥⎦
⎡⎢⎢⎣
1 0 0 0
−1 1 0 0
0 −1 1 0
0 0 −1 1
⎤⎥⎥⎦ .
Setting g0(t) = d(t) and gj(t) = h(t), for j = 1, 2, . . . ,n, in Theorem 3.2 leads the following factoriza-
tion of the inverse matrix of a proper Riordan arrayDn.
Corollary 3.5. The inverse matrix of a proper Riordan arrayDn associated with (d(t),h(t)) is
D−1n = Ln,0
[
1
h(t)
]∣∣∣∣
t=0
Ln,1
[
1
h(t)
]∣∣∣∣
t=0
· · ·Ln,n−2
[
1
h(t)
]∣∣∣∣
t=0
Ln,n−1
[
d(t)
h(t)
]∣∣∣∣
t=0
Ln,n
[
1
d(t)
]∣∣∣∣
t=0
. (42)
Let us use CatalanmatrixCn to illustrate the result of Corollary 3.5. Catalanmatrix is a proper Rior-
dan array with d(t) = h(t) = (1−
√
1−4t)
2t
, which is the ordinary generating function of Catalan number
sequence {1, 1, 2, 5, 14, 42, . . .}. By a simple calculation, we obtain that
1
d(t)
= 1
h(t)
= 2t
(1 − √1 − 4t) = 1 − t
(1 − √1 − 4t)
2t
.
Interestingly, 1 − t (1−
√
1−4t)
2t
is the ordinary generating function of {1,−1,−1,−2,−5,−14,−42, . . .},
which is the number sequence of 1 followed by negative Catalan number sequence.
Example 3.5. For n = 4
C−14 =
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
1 1 0 0 0
2 2 1 0 0
5 5 3 1 0
14 14 9 4 1
⎤⎥⎥⎥⎥⎦
−1
=
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 −1 1
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 −1 1 0
0 0 −1 −1 1
⎤⎥⎥⎥⎥⎦
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×
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 0 0 0
0 −1 1 0 0
0 −1 −1 1 0
0 −2 −1 −1 1
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
−1 1 0 0 0
−1 −1 1 0 0
−2 −1 −1 1 0
−5 −2 −1 −1 1
⎤⎥⎥⎥⎥⎦ .
4. Factorization ofLRn[f0(t), f1(t), . . . , fn(t)]
In order to obtain the main theorem of this section, we introduce the following notation:
Deﬁnition 4.1
L˜
R
n,k[f0(t), f1(t), . . . , fk(t)] =
[
LRk [f0(t), f1(t), . . . , fk(t)] 0
0 In−k
]
=LRk [f0(t), f1(t), . . . , fk(t)] ⊕ In−k ,
where the ﬁrst subscript, n, and the second subscript, k, serve to clarify that L˜
R
n,k is an (n + 1) × (n + 1)
matrix andLRk is a (k + 1) × (k + 1) matrix, respectively.
If fj(t) = f (t), j = 0, . . . , k, we use the notation
L˜
R
n,k[f , f , . . . , f ] =
[
Lk[f , f , . . . , f ] 0
0 In−k
]
=Lk[f ] ⊕ In−k = L˜n,k[f ].
Using Corollary 2.2 and Definition 4.1, we obtain the theorem of factorization of LRn[f0(t), f1(t),
. . . , fn(t)].
Theorem 4.1. The generalized Leibniz functional matrix with varying rows has the following factorization:
LRn[f0(t), f1(t), . . . , fn(t)]
= L˜n,0
[
f0(t)
f1(t)
]
L˜n,1
[
f1(t)
f2(t)
]
L˜n,2
[
f2(t)
f3(t)
]
· · ·L˜n,n−1
[
fn−1(t)
fn(t)
]
L˜n,n[fn(t)]. (43)
Proof. By Corollary 2.2 and Definition 4.1, we have
LRn[f0, f1, . . . , fn]
=LRn
[
f0
fn
,
f1
fn
, . . . ,
fn−1
fn
, 1
]
Ln[fn]
=LRn
[
f0
fn
,
f1
fn
, . . . ,
fn−1
fn
, 1
]
L˜n,n[fn]
= L˜Rn,n−1
[
f0
fn
,
f1
fn
, . . . ,
fn−1
fn
]
L˜n,n[fn]
=
⎡⎢⎣ L
R
n−1
[
f0
fn
, f1
fn
, . . . ,
fn−1
fn
]
| 0
− − − − − − − − − − − − − −− − − −
0 | 1
⎤⎥⎦L˜n,n[fn]. (44)
Applying Corollary 2.2 toLRn−1
[
f0
fn
, f1
fn
, . . . ,
fn−1
fn
]
in Eq. (44) yields
LRn[f0, f1, . . . , fn]
Y. Yang / Linear Algebra and its Applications 430 (2009) 511–531 523
=
⎡⎢⎣ L
R
n−1
[
f0
fn−1
, f1
fn−1
, . . . ,
fn−2
fn−1
, 1
]
Ln−1
[
fn−1
fn
]
| 0
− − − − − − − − − − − − − − − − − − − − − −− −−
0 | 1
⎤⎥⎦L˜n,n[fn]
=
⎡⎢⎣ L
R
n−2
[
f0
fn−1
, f1
fn−1
, . . . ,
fn−2
fn−1
]
| 0
− − − − − − − − − − − − − −− −−
0 | I2
⎤⎥⎦L˜n,n−1 [ fn−1
fn
]
L˜n,n[fn]. (45)
By the inductive idea and continuing the same procedure, we will have the Theorem. 
LetUn[a] be a special Toeplitz matrixTn[a0, a1, a2, . . . , an] as deﬁned in Eq. (32) and let
U˜n,k[a] =
[
Uk[a] 0
0 In−k
]
=Uk[a] ⊕ In−k. (46)
Immediate consequences of Theorem 4.1 are novel factorization results of the signed elementary
symmetric polynomial matrix, Stirling matrix of the ﬁrst kind, and the inverse of generalized Pascal
matrix. We summarize them in the following Corollary.
Corollary 4.1
(1)En[x1, x2, . . . , xn] = U˜n,0[x1]U˜n,1[x2] · · · U˜n,n−1[xn] × Tn[e0[x1, x2, . . . , xn], e1[x1, x2, . . . , xn], . . . ,
en[x1, x2, . . . , xn]],
(2) sn+1 = U˜n,0[1]U˜n,1[2] . . . U˜n,n−1[n]Tn[s[n + 1,n + 1], s[n + 1,n], . . . , s[n + 1, 1]],
(3)Pn[−x] = U˜n,0[x]U˜n,1[x] . . . U˜n,n−1[x]Tn
[(
n
0
)
,−
(
n
1
)
x, . . . , (−1)n
(
n
n
)
xn
]
,
whereTn is Toeplitz matrix deﬁned in Eq. (32) and U˜n,k[·] is deﬁned in Eq. (46).
Proof. To show the part (1) of the corollary, we plug 1 into f0(t) and
∏k
l=1(1 − xlt) into the fk(t), for
k = 1, 2, . . . ,n, in Theorem 4.1 and obtain
En[x1, x2, . . . , xn] =LRn
⎡⎣1, (1 − x1t), (1 − x1t)(1 − x2t), . . . , n∏
l=1
(1 − xlt)
⎤⎦∣∣∣∣∣∣
t=0
= L˜n,0
[
1
(1 − x1t)
]
L˜n,1
[
1
(1 − x2t)
]
L˜n,3
[
1
(1 − x3t)
]
· · ·L˜n,n−1
[
1
(1 − xnt)
]
L˜n,n
⎡⎣ n∏
l=1
(1 − xlt)
⎤⎦∣∣∣∣∣∣
t=0
= U˜n,0[x1]U˜n,1[x2] · · · U˜n,n−1[xn]
×Tn[e0[x1, x2, . . . , xn], e1[x1, x2, . . . , xn], . . . ,
en[x1, x2, . . . , xn]]. (47)
The proof of part (2) follows readily from the result in part (1) by setting xk = k, for k = 1, 2, . . . ,n. Also,
the proof of part (3) follows readily from the result in part (1) by setting xk = x, for k = 1, 2, . . . ,n. 
In fact, Corollary 4.1 provides a new algorithm for generating the signed elementary symmetric
polynomial matrix by its last row.
Example 4.1. For n = 3, we have
En[x1, x2, x3] =
⎡⎢⎢⎣
1 0 0 0
−x1 1 0 0
x1x2 −(x1 + x2) 1 0
−x1x2x3 x1x2 + x1x3 + x2x3 −(x1 + x2 + x3) 1
⎤⎥⎥⎦
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=
⎡⎢⎢⎣
1 0 0 0
x2 1 0 0
0 0 1 0
0 0 0 1
⎤⎥⎥⎦
⎡⎢⎢⎣
1 0 0 0
x3 1 0 0
x2
3
x3 1 0
0 0 0 1
⎤⎥⎥⎦
×
⎡⎢⎢⎣
1 0 0 0
−(x1 + x2 + x3) 1 0 0
x1x2 + x1x3 + x2x3 −(x1 + x2 + x3) 1 0
−x1x2x3 x1x2 + x1x3 + x2x3 −(x1 + x2 + x3) 1
⎤⎥⎥⎦ .
Example 4.2. For n = 3
s4 =
⎡⎢⎢⎣
1 0 0 0
−1 1 0 0
2 −3 1 0
−6 11 −6 1
⎤⎥⎥⎦
=
⎡⎢⎢⎣
1 0 0 0
2 1 0 0
0 0 1 0
0 0 0 1
⎤⎥⎥⎦
⎡⎢⎢⎣
1 0 0 0
3 1 0 0
9 3 1 0
0 0 0 1
⎤⎥⎥⎦
⎡⎢⎢⎣
1 0 0 0
−6 1 0 0
11 −6 1 0
−6 11 −6 1
⎤⎥⎥⎦ .
Based on Theorem 4.1 and some routine calculation, we can develop the factorization of the inverse
matrix ofLRn[f0(t), f1(t), . . . , fn(t)].
Theorem 4.2. The inverse matrix of the generalized Leibniz functional matrix with varying rows has the
following factorization:
(LRn[f0(t), f1(t), . . . , fn(t)])−1
= L˜n,n
[
1
fn(t)
]
L˜n,n−1
[
fn(t)
fn−1(t)
]
· · ·L˜n,2
[
f3(t)
f2(t)
]
L˜n,1
[
f2(t)
f1(t)
]
L˜n,0
[
f1(t)
f0(t)
]
. (48)
Let us introduce another notation
G˜n,k[a] =
[
Gk[a] 0
0 In−k
]
= Gk[a] ⊕ In−k = L˜n,k[(1 − at)]|t=0, (49)
where Gk[a] is deﬁned in Eq. (38). Furthermore,Tn[a0, a1, a2, . . . , an] =Ln[α(t)]|t=0, where α(t) =∑∞
k=0 aktk. By Corollary 2.4, we have
(Tn[a0, a1, a2, . . . , an])−1 =Ln[1/α(t)]|t=0. (50)
Immediate consequences of Theorem 4.1 are novel factorization results of the complete symmetric
polynomial matrix, Stirling matrix of the second kind, and generalized Pascal matrix. We summarize
them in the following corollary.
Corollary 4.2
(1)Hn[x1, x2, . . . , xn]=Tn[h0[x0, x1, . . . , xn],h1[x0, x1, . . . , xn], . . . ,hn[x0, x1, . . . , xn]]×G˜n,n−1[xn] . . .
G˜n,1[x2]G˜n,0[x1].
(2)Sn+1 =Tn[S[n,n], S[n + 1,n], . . . , S[2n,n]]G˜n,n−1[n] · · · G˜n,1[2]G˜n,0[1].
(3)Pn[x] =Tn
[(
n
n
)
,
(
n + 1
n
)
x, . . . ,
(
2n
n
)
xn
]
G˜n,n−1[x] · · · G˜n,1[x]G˜n,0[x].
Proof. To show the part (1) of the corollary, we plug 1 into f0(t) and
∏k
l=1(1 − xlt) into the fk(t), for
k = 1, 2, . . . ,n, in Theorem 4.2 and obtain
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Hn[x1, x2, . . . , xn+1] = (LRn[1, (1 − x1t), (1 − x1t)(1 − x2t), . . . ,
n∏
l=1
(1 − xlt)])−1
∣∣∣∣∣∣
t=0
= L˜n,n
⎡⎣ n∏
l=1
1
(1 − xlt)
⎤⎦∣∣∣∣∣∣
t=0
L˜n,n−1[(1 − xnt)]|t=0
· · ·L˜n,1[(1 − x2t)]|t=0L˜n,0[(1 − x1t)]|t=0. (51)
Employing Eq. (49) leads
L˜n,j[(1 − bt)]|t=0 = G˜n,j[b],
and using Eq. (50) yields
L˜n,n
⎡⎣ n∏
l=1
1
(1 − xlt)
⎤⎦∣∣∣∣∣∣
t=0
=Tn[h0[x1, x2, . . . , xn],h1[x1, x2, . . . , xn], . . . ,hn[x1, x2, . . . , xn]].
Finally, we have
Hn[x1, x2, . . . , xn+1] =
⎛⎜⎝LRn[1, (1 − x1t), (1 − x1t)(1 − x2t), . . . , n∏
l=1
(1 − xlt)]
⎞⎠−1
∣∣∣∣∣∣∣
t=0
=Tn[h0[x0, x1, . . . , xn],h1[x0, x1, . . . , xn], . . . ,hn[x0, x1, . . . , xn]]
× G˜n,n−1[xn] · · · G˜n,1[x2]G˜n,0[x1].
The proof of part (2) follows readily from the result in part (1) by setting xk = k, for k = 1, 2, . . . ,n.
Also, the proof of part (3) follows readily from the result in part (1) by setting xk = x, for
k = 1, 2, . . . ,n. 
Example 4.3. For n = 3
H3[x1, x1, x2, x4]
=
⎡⎢⎢⎣
1 0 0 0
x1 1 0 0
x2
1
x1 + x2 1 0
x3
1
x2
1
+ x1x2 + x22 x1 + x2 + x3 1
⎤⎥⎥⎦
=
⎡⎢⎢⎣
1
x1 + x2 + x3
x2
1
+ x2
2
+ x2
3
+ x1x2 + x1x3 + x2x3
x3
1
+ x3
2
+ x3
3
+ x2
1
x2 + x21x3 + x22x1 + x22x3 + x23x1 + x23x2 + x1x2x3
0 0 0
1 0 0
x1 + x2 + x3 1 0
x2
1
+ x2
2
+ x2
3
+ x1x2 + x1x3 + x2x3 x1 + x2 + x3 1
⎤⎥⎥⎦
×
⎡⎢⎢⎣
1 0 0 0
−x3 1 0 0
0 −x3 1 0
0 0 0 1
⎤⎥⎥⎦
⎡⎢⎢⎣
1 0 0 0
−x2 1 0 0
0 0 1 0
0 0 0 1
⎤⎥⎥⎦ .
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Example 4.4. For n = 3
S4 =
⎡⎢⎢⎣
1 0 0 0
1 1 0 0
1 3 1 0
1 7 6 1
⎤⎥⎥⎦
=
⎡⎢⎢⎣
1 0 0 0
6 1 0 0
25 6 1 0
90 25 6 1
⎤⎥⎥⎦
⎡⎢⎢⎣
1 0 0 0
−3 1 0 0
0 −3 1 0
0 0 0 1
⎤⎥⎥⎦
⎡⎢⎢⎣
1 0 0 0
−2 1 0 0
0 0 1 0
0 0 0 1
⎤⎥⎥⎦ .
Next, employing Theorem 4.1 we obtain the factorization ofLRn[f n+1(t), f n(t), . . . , f 1(t)].
Corollary 4.3
LRn[f n+1(t), f n(t), . . . , f 1(t)]
= L˜n,0[f (t)]L˜n,1[f (t)]L˜n,2[f (t)] · · ·L˜n,n−1[f (t)]L˜n,n[f (t)]. (52)
An excellent example of Corollary 4.3 is the factorization of another form Pascal matrix,Qn[x] deﬁned
by
(Qn[x])ij =
⎧⎨⎩
(
n − j
i − j
)
xi−j if i  j,
0 otherwise,
i, j = 0, 1, 2, . . . ,n. (53)
Clearly, Qn[x] =LRn
[
1
(1−xt)n+1 ,
1
(1−xt)n , . . . ,
1
(1−xt)
]∣∣∣
t=0 . Thus, by Corollary 4.3, we have the following
factorization result for this Pascal matrix.
Corollary 4.4. The generalized Pascal matrix deﬁned in Eq. (53) has the factorization
Qn[x] = L˜n,0
[
1
(1 − xt)
]∣∣∣∣
t=0
L˜n,1
[
1
(1 − xt)
]∣∣∣∣
t=0
· · · L˜n,n−1
[
1
(1 − xt)
]∣∣∣∣
t=0
L˜n,n
[
1
(1 − xt)
]∣∣∣∣
t=0
= U˜n,0[x]U˜n,1[x] · · · U˜n,n−1[x]U˜n,n[x]. (54)
Example 4.5. For n = 3, we have
Q3[x] =
⎡⎢⎢⎣
1 0 0 0
3x 1 0 0
3x2 2x 1 0
x3 x2 x 1
⎤⎥⎥⎦
=
⎡⎢⎢⎣
1 0 0 0
x 1 0 0
0 0 1 0
0 0 0 1
⎤⎥⎥⎦
⎡⎢⎢⎣
1 0 0 0
x 1 0 0
x2 x 1 0
0 0 0 1
⎤⎥⎥⎦
⎡⎢⎢⎣
1 0 0 0
x 1 0 0
x2 x 1 0
x3 x2 x 1
⎤⎥⎥⎦ .
5. Factorization ofLVn [f0(t), f1(t), . . . , fn(t); g0(t), g1(t), . . . , gn(t)]
Combining Theorems 2.1, 3.1, and 4.1, we obtain the factorization of generalized Leibniz functional
matrix with varying rows and columns.
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Theorem 5.1. Generalized Leibniz functional matrix with varying rows and columns has the following
factorization:
LVn [f0(t), f1(t), . . . , fn(t); g0(t), g1(t), . . . , gn(t)]
= L˜n,0
[
f0(t)
f1(t)
]
L˜n,1
[
f1(t)
f2(t)
]
L˜n,2
[
f2(t)
f3(t)
]
· · ·L˜n,n−1
[
fn−1(t)
fn(t)
]
L˜n,n[fn(t)]
×Ln,n[g0(t)]Ln,n−1
[
g1(t)
g0(t)
]
Ln,n−2
[
g2(t)
g1(t)
]
· · ·Ln,1
[
gn−1(t)
gn−2(t)
]
Ln,0
[
gn(t)
gn−1(t)
]
.
(55)
Proof. This Theorem is an immediate consequence of Theorems 2.1, 3.1, and 4.1. 
EmployingTheorems2.1, 3.2, and4.2,weobtain the factorizationof the inversematrixofgeneralized
Leibniz functional matrix with varying rows and columns:
Corollary 5.1
(LVn [f0(t), f1(t), . . . , fn(t); g0(t), g1(t), . . . , gn(t)])−1
=Ln,0
[
gn−1(t)
gn(t)
]
Ln,1
[
gn−2(t)
gn−1(t)
]
· · ·Ln,n−2
[
g1(t)
g2(t)
]
Ln,n−1
[
g0(t)
g1(t)
]
Ln,n
[
1
g0(t)
]
× L˜n,n
[
1
fn(t)
]
L˜n,n−1
[
fn(t)
fn−1(t)
]
· · ·L˜n,2
[
f3(t)
f2(t)
]
L˜n,1
[
f2(t)
f1(t)
]
L˜n,0
[
f1(t)
f0(t)
]
.
(56)
Proof. Using Theorems 2.1, 3.2, and 4.2 yields
(LVn [f0, f1, . . . , fn; g0, g1, . . . , gn])−1
= (LRn[f0, f1, . . . , fn]LCn [g0, g1, . . . , gn])−1
= (LCn [g0, g1, . . . , gn])−1(LRn[f0, f1, . . . , fn])−1
=Ln,0
[
gn−1
gn
]
Ln,1
[
gn−2
gn−1
]
· · ·Ln,n−2
[
g1
g2
]
Ln,n−1
[
g0
g1
]
Ln,n
[
1
g0
]
× L˜n,n
[
1
fn
]
L˜n,n−1
[
fn
fn−1
]
· · ·L˜n,2
[
f3
f2
]
L˜n,1
[
f2
f1
]
L˜n,0
[
f1
f0
]
. (57)
This completes the proof. 
In the rest of this section,wewould like to illustrate another important application of themain The-
orem 2.1 by redeveloping the factorization of complete symmetric polynomial matrixHn[x1, x2, . . . ,
xn], which is Lemma 1 in [11]. Before we show the factorization, we introduce a sub-diagonal matrix
and a reduced sub-diagonal matrix. Let
n[x1, x2, . . . , xn] =LCn [(1 + x1t), (1 + x2t), . . . , (1 + xn+1t)]|t=0, (58)
then, n[x1, x2, . . . , xn] is an (n + 1) × (n + 1) sub-diagonal matrix with 1 on diagonal and the sub-
diagonal x1, x2, . . . , xn. The reduced sub-diagonal matrixn,r [x1, x2, . . . , xr ] is deﬁned by
n,r [x1, x2, . . . , xr ] = In−r ⊕r [x1, x2, . . . , xr ]. (59)
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Theorem 5.2. The complete symmetric polynomial matrixHn[x1, x2, . . . , xn] has the following factoriza-
tion:
Hn[x1, x2, . . . , xn]
= (1 ⊕Hn−1[x1, x2, . . . , xn−1])n[x1, x2, . . . , xn]
= n,1[x1]n,2[x1, x2] · · ·n,n−1[x1, x2, . . . , xn−1]n,n[x1, x2, . . . , xn]. (60)
Proof. In Theorem 2.1, we choose f0(t) = f1(t) = 1, fj(t) =
∏j−1
k=1(1 − xkt), for j = 2, 3, . . . ,n, and gj(t) =∏j
k=0
1
(1−xk+1t) , for j = 0, 1, 2, . . . ,n. Thus, we have
LVn [f0(t), f1(t), . . . , fn(t); g0(t), g1(t), . . . , gn(t)]|t=0
= (1 ⊕En−1[x1, x2, . . . , xn−1])Hn[x1, x2, . . . , xn].
Since (1 ⊕En−1[x1, x2, . . . , xn−1])−1 = (1 ⊕Hn−1[x1, x2, . . . , xn−1]), to show the theorem, we need to
prove
LVn [f0(t), f1(t), . . . , fn(t); g0(t), g1(t), . . . , gn(t)]|t=0 = n[x1, x2, . . . , xn].
Next, we compute the entry in the ith row and jth column aij of L
V
n [f0(t), f1(t), . . . , fn(t); g0(t),
g1(t), . . . , gn(t)]|t=0. It is obvious that aij = 0, for j > i and i, j = 0, 1, 2, . . . ,n. Now, consider aij , for i  j
and i, j = 0, 1, 2, . . . ,n.
When j = 0
ai0 =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
1
(1−x1t)
)(i)
i!
∣∣∣∣∣∣
t=0
if i = 0, 1,
(1)(i)
i! |t=0 if i = 2,(∏i−1
k=2(1−xkt)
)(i)
i!
∣∣∣∣∣∣
t=0
if i  3,
=
⎧⎨⎩
1 if i = 0,
x1 if i = 1,
0 otherwise,
= i0 for i = 0, 1, 2, . . . ,n.
When j = 1
ai1 =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
1
(1−x1t)(1−x2t)
)(0)
0!
∣∣∣∣∣∣
t=0
if i = 1,
( 1
(1−x2t) )
(1)
1!
∣∣∣∣∣
t=0
if i = 2,
(1)(2)
2! |t=0 if i = 3,(∏i−1
k=3(1−xkt)
)(i−1)
(i−1)!
∣∣∣∣∣∣
t=0
if i > 3,
=
⎧⎨⎩
1 if i = 1,
x2 if i = 2,
0 otherwise,
= i1 for i = 1, 2, . . . ,n.
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When j  2
aij =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
1
(1−xj t)(1−xj+1t)
)(0)
0!
∣∣∣∣∣∣∣
t=0
if i = j,
(
1
(1−xj+1t)
)(1)
1!
∣∣∣∣∣∣∣
t=0
if = j + 1,
(1)(2)
2! |t=0 if i = j + 2,(∏i−1
k=j+3(1−xkt)
)(i−j)
(i−j)!
∣∣∣∣∣∣
t=0
if i  j + 3,
=
⎧⎨⎩
1 if i = j,
xj+1 if i = j + 1,
0 otherwise,
= ij for i = j, . . . ,n.
Using the ﬁrst part of the theorem repeatedly yields the second part of the theorem. 
Example 5.1. For n = 4
H4 =
⎡⎢⎢⎢⎢⎣
1 0 0
x1 1 0
x2
1
x1 + x2 1
x3
1
x2
1
+ x1x2 + x22 x1 + x2 + x3
x4
1
x3
1
+ x2
1
x2 + x1x22 + x32 x21 + x1x2 + x22 + x1x3 + x2x3 + x23
0 0
0 0
0 0
1 0
x1 + x2 + x3 + x4 1
⎤⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 0 0 0
0 x1 1 0 0
0 x2
1
x1 + x2 1 0
0 x3
1
x2
1
+ x1x2 + x22 x1 + x2 + x3 1
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
x1 1 0 0 0
0 x2 1 0 0
0 0 x3 1 0
0 0 0 x4 1
⎤⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 x1 1
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 x1 1 0
0 0 0 x2 1
⎤⎥⎥⎥⎥⎦
×
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 0 0 0
0 x1 1 0 0
0 0 x2 1 0
0 0 0 x3 1
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
x1 1 0 0 0
0 x2 1 0 0
0 0 x3 1 0
0 0 0 x4 1
⎤⎥⎥⎥⎥⎦ .
From Theorem 5.2, we can obtain the following two corollaries.
Corollary 5.2. The Stirling matrix of the second kindSn+1 has the following factorization:
Sn+1 = (1 ⊕Sn)n[1, 2, . . . ,n]
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= n,1[1]n,2[1, 2] · · ·n,n−1[1, 2, . . . ,n − 1]n,n[1, 2, . . . ,n]. (61)
Example 5.2. For n = 4
S5 =
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
1 1 0 0 0
1 3 1 0 0
1 7 6 1 0
1 15 25 10 1
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 0 0 0
0 1 1 0 0
0 1 3 1 0
0 1 7 6 1
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
1 1 0 0 0
0 2 1 0 0
0 0 3 1 0
0 0 0 4 1
⎤⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 1 1
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 1 1 0
0 0 0 2 1
⎤⎥⎥⎥⎥⎦
×
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 0 0 0
0 1 1 0 0
0 0 2 1 0
0 0 0 3 1
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
1 1 0 0 0
0 2 1 0 0
0 0 3 1 0
0 0 0 4 1
⎤⎥⎥⎥⎥⎦ .
Corollary 5.3. The generalized Pascal matrixPn[x] has the following factorization:
Pn[x] = (1 ⊕Pn−1[x])Gn[−x]
= Gn,1[−x] · · ·Gn,n−2[−x]Gn,n−1[−x]Gn,n[−x], (62)
whereGn[·] andGn,r [·] are deﬁned in Eqs. (38) and (39), respectively.
Example 5.3. For n = 4
P4[x] =
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
x 1 0 0 0
x2 2x 1 0 0
x3 3x2 3x 1 0
x4 4x3 6x2 4x 1
⎤⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 0 0 0
0 x 1 0 0
0 x2 2x 1 0
0 x3 3x2 3x 1
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
x 1 0 0 0
0 x 1 0 0
0 0 x 1 0
0 0 0 x 1
⎤⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 x 1
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 x 1 0
0 0 0 x 1
⎤⎥⎥⎥⎥⎦
×
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 0 0 0
0 x 1 0 0
0 0 x 1 0
0 0 0 x 1
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
x 1 0 0 0
0 x 1 0 0
0 0 x 1 0
0 0 0 x 1
⎤⎥⎥⎥⎥⎦ .
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