Autism spectrum disorders (ASD) impact the cognitive, social, communicative and behavioral abilities of an individual. The development of new clinical decision support systems is of importance in reducing the delay between presentation of symptoms and an accurate diagnosis. In this work, we contribute a new database consisting of video clips of typical (normal) and atypical (such as hand flapping, spinning or rocking) behaviors, displayed in natural settings, which have been collected from the YouTube video website. We propose a preliminary nonintrusive approach based on skeleton keypoint identification using pretrained deep neural networks on human body video clips to extract features and perform body movement analysis that differentiates typical and atypical behaviors of children. Experimental results on the newly contributed database show that our platform performs best with decision tree as the classifier when compared to other popular methodologies and offers a baseline against which alternate approaches may developed and tested.
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Autism spectrum disorders (ASD) are a group of developmental disorders which involve difficulties with social and communicative processes throughout the lifetime of the affected individual. These disorders are characterized by atypicalities in a range of processes and behaviors across the spectrum of the individuals day to day life. ASD is characterized by stereotyped delays in development of social and communicative skills as well as a pattern of restricted behaviors, interests and activities [21] . At the extremes these disorders may manifest in non-verbality or self-injurious behaviors.
Currently the cause of ASD is not known, or not fully understood. However, as understanding of the signs of the disorders increases the age of practical diagnosis is being reduced, similarly the accuracy of these diagnoses is improving. There is however evidence of a significant delay [7] in diagnosis caused by the lack of access to specialized resources and expert clinicians. This delay can therefore lead to a delay in interventions and therapies which may be of significant benefit to the affected individual as well as their care-givers.
Diagnosis of ASD in an individual is a complex process re-quiring significant investment from multiple disciplines within the clinical field. Typically there will be a series of interviews with the parents or carers of the child in question as well as, dependent upon the age of the child, involvement from teachers and primary care physicians. There will also be a series of structured play sessions with the child through which the clinician is able to directly observe the range of diagnostic signs.
Motor stereotypies are a group of common signs displayed across the various ASD characteristics. These are often repetitive movements which are atypical for the developmental level of the individual being observed. Often these stereotypies are displayed more prominently in situations where the individual is excited, stressed or anxious, however they may similarly be elicited during periods of boredom, tiredness or sensory isolation [23] . It is envisioned that there is opportunity for a set of tools which may be used in the diagnostic process to assist the clinicians as well as associated domain specialists. These tools would increase the speed of the diagnostic process allowing for a shorter delay between initial presentation of concern and suitable interventions.
I. RELATED WORK
The autism diagnosis procedure has been the focus of a number of studies over the past decades, whereby many machine learning and computer vision methodologies have been investigated to improve the efficiency or accuracy of current methods [10] , [25] . Similarly alternate approaches to the highly structured current approaches have been investigated whereby unsupervised rating scales were combined with clinical interviews [2] .
In recent years there has been significant investigation into the use of computer vision methods to identify and classify a number of behavioral atypicalities, including non-intrusive (at a distance) video based monitoring of epileptic seizures in children [13] , [14] , [17] and human activity recognition [15] , [16] . The advantage of computer vision techniques over certain other methods which may involve placement of measuring devices on the subjects body is the non-invasiveness (without interfering the patients) of the method [20] , a carefully placed camera is less likely to interfere with the session and likewise will reduce stress on the child in question. Such non-intrusiveness (measurement at a distance) would not alter the usual natural behavior of the child, thereby, improves the effectiveness of ASD assessment. These attributes are highly desirable by the clinicians and practitioners in the evaluation of ASD among children.
Many of these prior studies approach the problem through the use of observation of individuals in structured and semistructured sessions. These observations are made in similar settings to the standard ASD diagnostic process where a clinician will interact with the individual according to a defined set of guidelines such as the Autism Diagnostic Observation Schedule (ADOS) [12] . The aim of these structured sessions is to elicit display of atypical behaviors in the child in a controlled manner. In the majority of these investigations it was necessary to develop a standardized schema for the interviews with the interactions chosen in such a way as to highlight the areas of interest to the study [3] , [9] . From these studies a limited number of databases have been used in academic community [18] , [19] and none of them is publicly available.
Recently Dawson et al. in [8] reported differences in motor function are an early feature of ASD. They explored midline head and body posture control by detecting facial landmarks and head pose angles of children. Their finding shows that toddlers with ASD exhibited significant higher rate of head movement as compared to non-ASD toddlers, suggesting difficulties in balancing midline head position while engaging attentional systems.
II. YOUTUBE ASD DATABASE
The newly developed database presented in this work is collected from publicly available files on the YouTube video platform [1] . Initial searches were made to select a variety of short video clips highlighting stereotypical behaviors seen in children between the ages of around 3 years and 12 years with an aim of capturing a wide variety of behaviors in a variety of settings. It also presents a number of ground-truth clips of a similar number and length by which the differences in may be compared. Of particular importance to this selection process was the frame rate and resolution of the video. An attempt was made to include as wide of a range of video subjects as possible. Ground truths are created using the captions and descriptions of the user videos and expert knowledge of the authors in collaboration with an autism assessment center.
For each video a number of short sequences were chosen to highlight the key behaviours being displayed to highlight any differences between typical behaviors and the atypical actions which are the focus of this study. Each sequence of around 3 to 12 seconds was selected based upon the positioning of the subject within the frame, the presence of other subjects within those frames. Primarily these videos are focused on stimming behaviors, which are usually quite rapid and atypical, such as hand flapping, spinning, jumping or rocking back and forth, repetitive playing or fiddling with toys/objects behaviors. These rapid atypical stimming movements are often missed / overlooked by caregivers / busy parents. Every care is taken to diversify our database as much as possible. For this database, more than 90 minutes of videos were collected and analyzed resulting in a database consisting of around 330 seconds of focussed sequences.
Our database is termed as 'YouTube ASD Database' [24] consists of 68 video clips consisting of 35 atypical and 33 typical (normal movements) videos. Our database is similar in size to [3] and this size is very common among others, but unlike the existing ones, our database would available to access via the original postings on the youtube platform with start and end frame numbers for each selected sequence provided to allow for further investigation. Thereby, it would help to accelerate research in automatic non-intrusive screening of behaviors in autistic children and related areas.
III. MODELING TYPICAL AND ATYPICAL BEHAVIORS IN CHILDREN
Understanding atypical/typical behaviors in children is a very challenging problem because it involves uncertainty in appearance of the limbs and their movements fueled by whims/fancies of the performer (children). In this work, our idea is to capture the spatial (relationship) information by selecting the key points of the limbs, track them over time based on the key points detections in the subsequent frames in a video and finally compute the temporal information by computing the displacement, velocity and periodicity. The framework of our proposed skeleton based keypoint feature extraction and periodicity estimation are shown in Fig. 1 . This approach allows us to take a short video sequence and extract time-series data in an efficient and automated manner. 
A. Behaviors in Unstructured Videos: Challenges Involved
Due to the uncontrolled nature of the videos being used there are a number of challenges which must be addressed, however it is felt that these challenges are the same as those which would be encountered with real-world carer supplied home videos.
1) Single viewpoint:
The videos included in this data set are by their nature captured only from a single viewpoint. This leads to difficulties with identifying behaviors which are occurring normal to the plane of the video. Additionally these videos generally maintain focus on the face and upper torso of the subject thereby removing potential data about the lower-body actions. 2) Spatial variance: It is rare that a non-professional video would be taken using a fixed position camera, similarly there is a high chance of the subject moving around within the frame. These global movements must be accounted for in any feature extraction processes so as to not introduce additional noise into the data. 3) Mixed behaviors: In some cases the subject may begin the sequence displaying one type of atypical behavior and during the captured period change to a different behavior or change the spatial alignment of the behavior they are demonstrating. 4) Multiple subjects: A number of the videos present behavior in settings where multiple people are visible within the frame.
In order to handle the challenges discussed above, OpenPose [4] is selected as the primary method of extracting keypoint data from the input images. OpenPose is a two-part program consisting of a convolutional neural network able to identify each of the major key-points as well as a multi-person part affinity field parser which is able to reconstruct each of these key-points into a skeleton representing a single person within the field of view. The advantages of the OpenPose implementation over other attempts to solve the same problem is the relatively short processing time required for image or frame and the robustness of the results it provides. Another advantage of the approach used by OpenPose is the inclusion of confidence values for each body part in the data output, as such each of the 25 body key points is given an x-coordinate, y-coordinate and probability value. Where there is the potential for multiple locations to be assigned to a single key-point for a single identified person there is an option to include those data, however, as standard it only provides those locations it is most confident of. It also allows for rendering of these key-points over the original image which is useful for visual verification of its results as well as investigation of any anomalies.
From each image, positional information for each keypoint are visible within the frame, some samples as shown in Figs. 2 and 3 . These keypoint locations are compiled on a clip-wise basis before being passed to the next stage in our process. The OpenPose deep learned pretrained model provides a certainty estimate for each keypoint position, for the purposes of our study only those above 0.6 are used in order to retain as much information as possible whilst also removing anomalous identifications, cubic spline interpolation is used to reconstruct those lost frames. There are cases where keypoints are obscured for a significant period of time, as such the interpolation algorithm is only employed for short periods of missing data to maintain confidence in the values reported.
We propose to track only the upper limb positions (wrist, elbow, shoulder) for these experiments as these keypoints are identified to be the most significant group within the source database clips. For each clip a frame-wise change of position is calculated approximating the instantaneous velocity of each keypoint in question between each frame, these velocity estimates are calculated for the both the X and Y axes of the original images as well as an Euclidean distance measure of absolute velocity.
B. Sparse Structure Identification
OpenPose offers a significant number of utility options allowing for customization of the algorithm as well as how the data is reported. The authors have noted that accuracy can be increased in a number of ways, however this comes with associated increases in hardware utilization and processing time. A manual optimization of the options was performed to reach the maximal accuracy possible with the computing resources on hand (i7 8086k 5GHz, 16GB RAM, GTX1070). Specifically, we have to perform the following tasks to identify the body structure.
1) Single/Multi-person identification: The creators of OpenPose discuss the ability to identify multiple subjects within a single frame without significant increase in processing time, this was found to be an accurate claim, however there were difficulties encountered with the labelling method applied by OpenPose where there was limited correlation between person identification tags between consecutive frames. 2) Hand-structure identification: A visual inspection of the database clips described in Section II will show significant movement constrained to the hands of the individuals in question, this has proven to be a problem for the data extraction methods attempted. OpenPose offers a hand identification algorithm [22] however it has displayed difficulties with correctly identifying locations in a majority of images passed to it, this is especially true of those where significant motion blur is present, which unfortunately are those frames where the most useful data will be contained. Additionally, OpenPose has displayed some difficulties in correctly mapping key-points when detected to the correct hand of the subject, this is especially prevalent when both hands are in close proximity, or when hands are in proximity to the subjects foot. In other situations different body parts have been identified as being part of the hand. As such we elected not to include data concerning position of hand substructures due to the level of uncertainty. 3) Image deblurring: A number of attempts were made to improve the accuracy and response on a selection of test images. Simple image sharpening based upon edge detection provided no additional accuracy potentially due to the dispersed nature of the 'edges' of the relevant limbs and digits. Hand identification accuracy was not found to improve across a small number of test frames even though there was some success in removing motion blur and revealing hidden information. In addition to the lack of improvement in the accuracy the processing stage for each of the images tested was around 7 seconds with a maximum resolution during testing of below 1080p (as shown in the example Figs. 2 and 3 , the maximum possible size was 720p) due to hardware limitations and Graphics RAM requirements for the neural network. 4) Key point selection and confidence score: Visual observation of the video clips chosen display a tendency for the upper body to be more represented than the lower body. As such the lower body key-points have been removed from the test database for processing. Similarly, the facial key points were removed to limit the quantity of data to be managed. This left six key points remaining comprising of the Right shoulder, Right elbow, Right wrist, Left shoulder, Left elbow and Left wrist. A visual inspection of the data from a number of sample videos performed against the rendered output frames was performed to investigate any misidentified key-points. From experimental analysis, it is observed that OpenPose has misidentified the locations of multiple key points within the image inspection of the coordinate data, it is investigated that correspondingly these values have been given a low probability rating, as such it was deemed necessary to filter the key points based upon the probability value for each on a frame-wise basis. A threshold value of 0.6 was chosen, with all key points below this value discarded. This was chosen to reduce the number of misidentifications whilst retaining a sufficient number of data points for further processing. 5) Length metric: Due to the variable nature of the videos with regards to framing and subject depth a metric was devised to account for this as well as controlling for changes in depth-wise position within the frame. By taking a reading of the Euclidean distance between the shoulder and elbow on both arms a metric was devised, whereby each frame a value was computed to represent the distance of movement in terms of upper arm length. There may be cases where this value is miscalculated due to the angle at which the limb is presented to the camera, for instance if the subject was facing the camera and had both elbows raised towards the camera there would be significant foreshortening of their upper arms and therefore a much smaller than expected value would be computed. To account for these effects of foreshortening a rolling median is computed over the metric series to attempt to reduce the effects of these anomalous data. 6) Velocity calculation: For each pair of consecutive frames in the video clip the difference in both X and Y position of the key-point is calculated, which when divided by the length metric described above provides a frame-wise velocity estimate in terms of "upper arm lengths per frame". From this an overall velocity was further calculated using the Euclidean distance of these movements. Therefore, for each key-point there are three values presented for each consecutive frame pair within the source video clip: ∂ x = Change in X co-ordinate, X Velocity. ∂ y = Change in Y co-ordinate, Y Velocity. ∂ p = Change in overall position, V Total Velocity. Some samples are shown in Figs. 4-5. 7) Periodicity estimate: By computing the signal over the full range of lags, the length of signal, a correlogram is produced which describes the periodic nature of the sequence. A highly periodic sequence will produce a periodic correlogram with peaks at or approaching a value of 1, and similarly troughs approaching a value of -1. In order to compare two signals of differing length using this metric the strength of correlations may be compared as such for each set of values computed for each key point an autocorrelation series is calculated for each possible lag period over the length of the signal.
From these values the local maxima are selected and the correlation coefficient at those points is selected. We then proceed to calculate the overall maximum and the mean and standard deviation of the coefficients at all local maxima in the series are computed to give a measure of the strength of periodicity for each signal, thereby providing a signature of that observation which may further be used to classify given data.
Initial analysis of these velocity curves showed a tendency for the atypical examples to display periodicity in one or more key points, as such our feature extraction pipeline estimated the 'periodicity' of the time-series via analysis of the magnitude of the local maxima in the autocorrelogram of each time series, as shown in Figs. 4 and 5. As such for each of the three velocity measures of each of the six tracked keypoints, we record the mean velocity (calculated over the duration of the signal), standard deviation of velocity (calculated over the duration of the signal), maximum magnitude of the autocorrelogram maxima (maximum value of autocorrelation maxima calculated over the full range of lags in the video clip), mean magnitude of the autocorrelogram maxima (mean value of the autocorrelation maxima calculated over the full These frames are subsequently passed individually to an open source key-point identification tool [4] , [26] . This tool uses a caffe deep convolutional neural network (DCNN) trained to identify 25 key points within a presented image. Initially trained on the 19 keypoint Coco dataset [11] it has since been expanded to identify 25 important locations within the human figure. This software is chosen due to its exceptional results in the 2016 COCO keypoints challenge [5] , [6] .
The extracted features encoding both the spatial information (skeleton key points) as well as the temporal information (body parts movements along time (velocities)) are then evaluated with three popular machine learning algorithms to assess the efficacy of the baseline methodologies. The algorithms used are:
• Linear Support Vector Machine (SVM): The data are projected into a multi-dimensional space and a linear hyperplane is calculated to separate as best as possible the data of the two classes. • Decision Tree: A method of dividing the data based upon a sequence of linear rules, leading to a final classification of the input data. • Random Forest: An ensemble learning method where multiple decision trees are generated and a voting mechanism is used to arrive at an eventual overall classification.
IV. EXPERIMENTAL RESULTS AND ANALYSIS
We conduct our experiments on the YouTube ASD database [24] using the benchmarking baseline framework using three classification methods: random forest, linear SVM and decision trees, upon which future methodologies can be developed and compared against. This database is randomly partitioned into 80% for the training data and the remaining 20% for the testing data. 5-folds of cross-validation procedure is followed. For all the methods, default parameters with minor optimizations are used for all the experiments. Table V shows the average values of 5-folds of cross-validation for precision (the ratio of true positives to the sum of positive results. This displays how likely the classifier is to not label a negative sample as positive.), recall (the ratio of true positives to the sum of true positives and false negatives. This displays how able the classifier is to find all the positive samples.), F1score (this is twice the ratio of the product of precision and recall to the sum of precision and recall.), accuracy (the ratio of the sum of true positives and true negatives to the size of the test batch. This represents the overall accuracy of the classification attempt.) and their respective standard deviation of each of the main performance measures for classification methods used. Based upon the results shown in Table V the linear SVM achieves lower overall accuracy than the other two methods, however there is less variance in accuracy of its final classification. The best average accuracy has been obtained by using decision tree of 71%. Table VI shows the average confusion matrices obtained in percentage (%) by evaluating various baseline methodologies on YouTube ASD database in various types of brackets for each of the methodologies used. It is evident from Tables V and VI that the benchmarking baseline framework performs best with the decision trees as the classifier.
V. CONCLUSIONS AND FUTURE WORK
In this work, we have contributed a new database, would be made available to public, consisting of video clips of typical (normal behavior) and atypical, such as hand flapping, spinning, jumping or rocking back and forth, repetitive playing or fiddling with toys/objects ASD behavioral stereotypies in uncontrolled settings similar to home or family environments. These rapid atypical stimming movements are often missed or overlooked by carers / busy parents. This would help to advance the research on non-intrusive behavioral monitoring assessment or early intervention of children with ASD.
In future work, we would need to extend the ground truth of the database to be annotated by multiple experts in the ASD research areas. Similarly this database may need to be expanded to include additional source videos and clips as they are found or made available online.
We have presented a non-intrusive baseline analytic framework based on the skeleton keypoint detectors using pretrained deep neural networks developted on human body images to extract features and we subsequently perform body movement analysis in videos that differentiates typical and atypical rapid stimming behaviors of children.
Experimental results on this YouTube ASD database show that our baseline method performs best with decision tree as the classifier when compared to other baseline methods, upon which future methodologies can be developed and compared against. More robust detection and tracking of limbs head and other body parts algorithms would help to get more accurate key point features, thereby, this would help to improve the accuracy of the future ASD behavior analysis.
It is envisioned that once a suitable feature extraction and classification pipeline has been developed a tool can be constructed whereby an overlapping sliding window could be applied to a submitted video marking time-points within the video highlighting sequences where atypical behaviours are identified and subsequently a scoring system applied to the video as a whole. this may require an ensemble approach where other behavioural markers are investigated in order to capture the full extent of physical and behavioral stereotypies important to the diagnostic procedure.
