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Abstract— The automatic construction of large mosaics 
obtained from high resolution digital images is an area of great 
importance, with applications in different areas. In agriculture, 
the requirements of cartographic accuracy of mosaics of annual 
or perennial crops are not so high, but the speed in obtaining 
them is the most critical factor. The efficiency in decision making 
is related to the obtaining faster and more accurate information, 
especially in the control of pests, diseases or fire control. This 
project proposes a methodology based on SIFT Transform and 
parallel processing to build mosaics automatically, using high 
resolution agricultural aerial images. Build mosaics with high 
resolution images requires high computational effort for 
processing them. To treat the problem of computational effort, 
the standard OpenMP of parallel processing was used to 
accelerate the process and results are presented for a computer 
with 2, 4 and 8 threads.  
 
Keywords— agricultural aerial images, high resolution, 
mosaics, OpenMP, SIFT Transform.  
1. INTRODUÇÃO 
Um mosaico de imagens consiste em unir grande 
quantidade de imagens em uma nova imagem [1]. Dentre as 
várias aplicações com mosaicos de imagens, destacam-se os 
mosaicos que são construídos a partir de imagens de satélite 
[2] [3] [4] [5] e aqueles que usam imagens aéreas [1] [6] [7] 
[8].  
Na obtenção de imagens aéreas é possível ao usuário a 
escolha da resolução mais adequada ao terreno, e da geometria 
de visualização/iluminação, por meio do ajuste da altura e 
direção do voo em relação ao solo, minimizando o tempo para 
medições de áreas. 
Dentre as aplicações que usam imagens aéreas, são de 
interesse deste trabalho aquelas voltadas para a área agrícola, 
onde são usadas imagens aéreas de alta resolução para compor 
o mosaico, com o objetivo de controlar extensas áreas de 
culturas, pastagens e florestas.  
Os mosaicos aéreos agrícolas permitem direcionar 
vistorias de campo durante o ciclo do cultivo ou em datas 
posteriores à colheita, fornecendo um diagnóstico preciso da 
área de cultivo [9]. A partir daí, podem ser elaborados os 
mapas de recomendações: descompactação, fertilidade e 
aplicação de insumos em taxa variável, auxiliando nas 
tomadas de decisões. A eficiência da tomada de decisão está 
ligada à obtenção mais rápida e precisa de informações e 
também auxilia no controle de pragas, doenças e queimadas 
[10] [11]. A necessidade de precisão das informações justifica 
o uso de imagens de alta resolução, e a necessidade da 
obtenção rápida das informações justifica o uso de 
processamento paralelo para reduzir o custo computacional 
ocasionado pela construção de mosaicos de alta resolução. 
As imagens aéreas, durante o seu processo de aquisição, 
frequentemente apresentam distorções que são causadas por 
alterações espaciais (translação, escala e rotação) e também 
por alterações radiométricas (brilho e cor), devido a variações 
de altitude e orientação do avião; consequentemente há 
necessidade das imagens serem retificadas [12] antes do inicio 
do processo de construção de mosaicos. As imagens 
retificadas são então utilizadas para a construção do mosaico, 
que une essas imagens, gerando uma nova imagem.  
A construção de mosaicos de imagens envolve a 
identificação de pontos característicos em cada uma das 
imagens e a correspondência dos pontos característicos entre 
as imagens (image matching). Uma das abordagens para se 
trabalhar com correspondência de imagens é usar descritores 
locais para se representar uma imagem. Descritores são 
vetores de características de uma imagem ou de determinadas 
regiões de uma imagem que podem ser usados para se 
comparar regiões entre diferentes imagens. 
Na literatura podem ser encontrados diferentes 
algoritmos que trabalham com descritores e fazem a 
correspondência de imagens, podendo-se citar os seguintes: 
Transformada SIFT (Scale Invariant  Feature  Transform), 
proposto por [13];  o  SURF (Speeded Up Robust Features), 
proposto por [14] e suas respectivas variações, como o PCA-
SIFT(Principal Component Analysis Scale Invariant Feature 
Transform) proposto por [15], U-SURF [16] e o SURF-128 
[16]. 
 Alguns dos fatores que permitiram que esses 
algoritmos ganhassem popularidade devem-se ao fato dos 
mesmos agregarem características que os tornam invariantes a 
transformações de rotação, translação, escala e alterações 
inerentes às condições de iluminação do ambiente.  
Os trabalhos de [17] [18] [19] [20] [21] e [22] 
mostram exemplos de construção de mosaicos de imagens 
utilizando algoritmos que utilizam as metodologias dos 
descritores de características mencionados anteriormente.  
Neste artigo é descrita uma metodologia para a 
construção automática de mosaicos de imagens aéreas 
agrícolas de alta resolução, que é baseada em descritores e 
inclui algoritmos desenvolvidos para minimizar as distorções 
do processo de construção de mosaicos bem como o tempo de 
execução para gerar mosaicos de alta resolução, resultando 
numa ferramenta rápida e de fácil utilização para o usuário. 
As demais seções deste artigo estão organizadas da 
seguinte forma: na Seção 2 é apresentada a Teoria 
Relacionada. Na Seção 3 é apresentada a base de imagens e a 
metodologia proposta para a construção de mosaicos de 
imagens. A Seção 4 apresenta e avalia os resultados obtidos. 
Finalmente, na Seção 5 são apresentadas as conclusões.  
2. TEORIA RELACIONADA 
A junção de imagens não é uma tarefa simples, 
porque durante a captura das imagens, surgem problemas 
espaciais, devido ao movimento da câmara (translação, 
rotação e escala), além das diferenças radiométrica (cor e 
brilho). Isso pode ser resolvido por um processo de retificação 
[23]. Além disso, é necessário localizar os pontos homólogos 
entre as imagens a serem unidas (seção 2.1), fazendo uso de 
algoritmos que extraem pontos característicos das imagens e 
constroem os descritores. A geometria epipolar [24] é usada 
para simplificar o processamento durante a localização dos 
pontos homólogos, pois com ela a busca não precisa ser feita 
por toda a imagem, restringindo-se apenas à linha epipolar 
[25] [12].  
2.1. IDENTIFICAÇÃO DE PONTOS HOMÓLOGOS 
Para unir duas imagens é preciso identificar a região 
de sobreposição entre elas, o que é feito encontrando pontos 
comuns entre as imagens. A realização desta tarefa de modo 
totalmente automático é uma tarefa complexa, que tem gerado 
uma série de pesquisas [26] [27]. A dificuldade inicial é 
encontrar pontos chave na primeira imagem, que podem ser 
localizados na segunda imagem. Uma abordagem possível 
[28] [29] [30] e também utilizada neste trabalho, é a aplicação 
da Transformada SIFT para encontrar pontos de interesse 
entre duas imagens e, em seguida, utilização do algoritmo 
RANSAC [31] para eliminar pontos incompatíveis. 
A escolha da Transformada SIFT baseou-se nos 
resultados apresentados nos artigos de [16] [32] [33] que a 
comparam com outras metodologias e concluem que esta 
transformada (SIFT) é superior na extração de características, 
embora possa apresentar um tempo de processamento mais 
lento em relação às demais metodologias. 
2.1.1. TRANSFORMADA SIFT 
Este algoritmo consiste em um método eficiente para 
identificar e descrever características em uma imagem, o que é 
feito por meio de um mapeamento com diferentes visões de 
um objeto ou cena, resultando em um vetor com 128 valores, 
descrevendo cada característica da imagem [13], além de 
outras informações, como posicionamento, direção do 
gradiente e escala. A Transformada SIFT é divida em quatro 
etapas: cálculo do espaço escala, localização das 
características, determinação da orientação das características 
e criação dos descritores de características. 
2.1.2. ALGORITMO RANSAC 
O algoritmo RANSAC (RANdom SAmple Consensus) 
proposto por [31] tem por objetivo eliminar as características 
com falsas correspondências entre os conjuntos de 
características de duas imagens a serem unidas, e também para 
calcular a matriz homográfica, que contém os parâmetros de 
rotação, translação e escala, necessários para juntar duas 
imagens. 
2.1.3. BLEND 
Na construção de mosaicos de imagens, as regiões 
unidas entre duas imagens podem apresentar uma diferença na 
iluminação da cena, gerando um mosaico com um aspecto de 
corte nas junções. O objetivo de um algoritmo de "Blending" é 
amenizar esta diferença.  
O algoritmo Blend Feathering [34] [35] ameniza 
diferenças radiométricas nas regiões de sobreposição entre as 
imagens unidas, o que é feito por uma mistura de cor dos 
pixels correspondentes entre duas imagens a partir da 
determinação de pesos dos pixels (seção 3.2).  
3. METODOLOGIA PROPOSTA 
3.1. BASE DE IMAGENS 
As imagens que compõem a base de imagens deste 
artigo contêm áreas de pastagens, lavouras e áreas urbanas, 
obtidas com o auxílio de um avião tripulado de pequeno porte, 
contendo uma câmera acoplada a um suporte externo.  
As imagens possuem 24 bits por pixel, com 72 dpi 
(pontos por polegada) no formato JPEG e foram obtidas em 8 
megapixels. A câmera utilizada é do modelo ―Canon EOS 
30D‖. As imagens foram obtidas seguindo um padrão de 
aquisição, que inclui os seguintes itens: 
 
 A câmera foi acoplada ao suporte externo do avião; 
 O avião percorreu sempre a mesma distância, 
percorrendo trajetórias horizontais na área demarcada;  
 Após obter uma imagem, a câmera foi configurada 
para aguardar um tempo fixo (3s) antes de obter a próxima. 
 
É importante que seja seguido o padrão apresentado 
para a obtenção das imagens, garantindo dessa maneira que 
haja uma área comum entre as imagens obtidas em sequência, 
o que permite que elas sejam sobrepostas.  
Quando a trajetória do avião é alterada devido a 
problemas de massa de ar e dificuldade do piloto em manter o 
avião paralelo ao solo e com pouca variação de altitude, as 
imagens obtidas tem a qualidade alterada para fins de 
construção de mosaicos. Os problemas citados podem 
ocasionar distorções espaciais (translação, escala e rotação) e 
alterações radiométricas (brilho e cor) nas imagens, sendo esta 
última causada principalmente pelas condições climáticas. 
Além disso, pode não haver área de sobreposição entre a 
imagem anterior e a seguinte, ocasionando a interrupção da 
construção do mosaico.  
A partir das imagens adquiridas foi criada a base de 
imagens, que contem 200 imagens divididas em 10 grupos de 
20 imagens, sendo cada imagem com dimensão de 2336 x 
3504 pixels. A Figura 1 mostra um par de imagens sequencial, 
sendo possível observar a região de sobreposição. 
 
 
 
 
 
 
 
 
Figura 1 – Exemplo de um par de imagens sequencial 
 
3.2. METODOLOGIA PARA A CONSTRUÇÃO DOS 
MOSAICOS 
A construção dos mosaicos a partir da base de 
imagens descrita na seção 3.1 baseou-se na metodologia 
esquematizada na Figura 2.    
De acordo com a Figura 2, o processo se inicia pela 
aplicação da retificação cilíndrica para minimizar possíveis 
distorções de translação, rotação e escala que podem ocorrer na 
fase de aquisição das imagens. Após, são extraídas as 
características do par de imagens pela Transformada SIFT e 
são criados os respectivos descritores (128 descritores para 
cada ponto chave). A partir da segunda iteração, conforme são 
adicionadas mais imagens ao mosaico, não há necessidade de 
extrair todas as características de todo o mosaico e, para reduzir 
o custo computacional, é utilizada somente a parte do mesmo 
que tenha dimensões similares à da imagem a ser unida (Figura 
3). 
 
Figura 2 – Diagrama da metodologia de construção 
de mosaicos. 
 
 
 
 
 Figura 3 – Exemplo de região de interesse na imagem 
―mosaico‖. 
 
Após ter as características SIFT extraídas, os descritores 
são utilizados para fazer a correspondência das características 
do par de imagens em questão, de acordo com [13]. Após, é 
aplicado o algoritmo RANSAC que estima a matriz 
homográfica, sendo também responsável por eliminar falsas 
correspondências (outliers). Com a estimação da matriz 
homográfica, as imagens estão prontas para serem plotadas nas 
suas respectivas janelas, de acordo com a Figura 4, a qual 
ilustra o último pixel em X do mosaico (ponto de máximo X) e 
o primeiro pixel da imagem a ser unida ao mosaico (ponto de 
mínimo X). 
Em seguida, a matriz homográfica é aplicada na imagem a 
ser unida para realizar as transformações necessárias para que a 
imagem resultante se encaixe no mosaico em construção. Para 
evitar distorção na imagem a ser unida, a matriz homográfica é 
aplicada gradativamente até o 50% (na horizontal) dessa 
imagem, de acordo com o fator de gradação da equação (1). 
Nos 50% restantes da imagem é aplicada somente a matriz 
identidade. 
 
                                                       (1) 
 
onde L é a linha, C é a coluna, T o tamanho horizontal da 
imagem a ser unida, ‗i‘ corresponde à matriz ideal (identidade) 
e o ‗a‘ corresponde à matriz homográfica estimada.  
A gradação pode ocasionar o surgimento de riscos pretos na 
imagem (Figura 4). Devido a isso, após o cálculo do FatorLC, é 
aplicado a interpolação dos 4 vizinhos mais próximos, somente 
nos riscos verticais pretos, para a sua eliminação. 
 
 
Figura 4 – Exemplo de plotagem das imagem em suas 
respectivas janelas. 
 
Após o cálculo do FatorLC é possível obter a região de 
sobreposição (RS), que é calculada pela diferença entre o ponto 
de máximo e o ponto de mínimo no eixo X (Figura 4). 
Algumas vezes a região de sobreposição RS é extensa 
(próximo de 50% da imagem), podendo gerar um efeito 
denominado ―Ghost‖, que são sombras geradas na região de 
sobreposição. Para minimizar este efeito é definido o tamanho 
de RS como sendo de 100 pixels (Figura 5), gerando 
consequentemente um novo ponto de mínimo X e um novo 
ponto de máximo X.  
  Figura 5 – Nova região de sobreposição e os respectivos 
novos pontos de máximo e de mínimo. 
A partir desses pontos, são calculados os pesos dos pixels 
(w) da região RS, de acordo com a equação (2). O valor de RS 
igual a 100 pixels é fixado para possibilitar que w varie de 0% 
a 100%.  
              (2) 
 
onde X é a coordenada X na RS, NPM o Novo Ponto de 
Mínimo X, e RS a Região de Sobreposição (100 pixels).  
A seguir é aplicado o algoritmo Blend Feathering na região  
de junção das imagens I1 (mosaico) e I2 (imagem a ser unida) 
para minimizar o espectro de corte da junção. A mistura de cor 
dos pixels é determinada pela equação (3). 
    
                                 (3) 
 
De acordo com a equação (3), quanto maior o valor do 
peso, maior a contribuição dos pixels da imagem a ser unida, 
I2, para os pixels correspondentes do mosaico. 
 
 
Figura 6 – Exemplo de mosaico construído a partir de 20 imagens. 
 
Após estas etapas, a imagem foi adicionada ao mosaico e 
este processo é repetido até que todas as 20 imagens de cada 
grupo de imagens sejam unidas. A Figura 6 mostra um 
exemplo de um mosaico de 20 imagens. 
3.3. PARALELIZAÇÃO DO ALGORITMO  
Na literatura são encontrados trabalhos com diferentes 
abordagens utilizando paralelismo, para acelerar o processo de 
construção de mosaicos [37] [38] [39] [40] [41]. Como o 
objetivo deste artigo é reduzir o tempo de execução para a 
construção do mosaico de imagens de maneira prática e 
funcional, principalmente para o manuseio da ferramenta pelo 
usuário final, optou-se pelo padrão OpenMP.  
Outra opção, também encontrada na literatura, seria a 
utilização de CUDA. No entanto, no padrão CUDA há 
necessidade de adaptação do código para cada modelo de GPU 
e a implementação não é trivial [41]. 
Inicialmente, para paralelizar o algoritmo descrito 
anteriormente, foi identificada a etapa mais custosa 
computacionalmente, utilizando a ferramenta de Profiling Gnu 
Gprof [36]. Esta etapa foi identificada como sendo a 
Transformada SIFT, e comprovada de acordo com os trabalhos 
de [42] [43] [44].  
Utilizando o padrão OpenMP de programação paralela, 
foram paralelizadas as etapas de cálculo do espaço escala e 
representação do descritor da Transformada SIFT, resultando 
na paralelização de 75% do código sequencial. Com isso, o 
tempo de construção dos mosaicos foi reduzido pela metade, 
comparado com a programação sequencial. 
3.4. RESULTADOS EXPERIMENTAIS 
Para validar a metodologia proposta, foram realizados 
testes comparativos dos tempos de execução (em segundos) do 
código sequencial e paralelo para gerar cada um dos mosaicos.  
A análise do tempo de execução do código paralelo foi 
realizada utilizando n=2, n=4 e n=8 threads e os resultados são 
apresentados na Tabela 1, sendo possível observar os tempos 
de execução para cada grupo de imagens da base de imagens. 
Também é possível observar o tempo médio de execução para 
cada grupo de imagens. 
Os resultados apresentados evidenciam uma alteração 
significativa no tempo de execução à medida que se aumenta a 
quantidade de threads. Comparando-se os resultados da Tabela 
1 para n=1 e n=4, o tempo se reduz quase pela metade. Os 
resultados obtidos com n=4 e n=8 apresentam uma diferença 
mais significativa em relação ao mononúcleo do que n=2. No 
entanto, nota-se que quando se altera a quantidade de threads 
de n=4 para n=8, a redução do tempo de processamento é 
pouco significativa. 
 
 
 
 
 
Tabela 1 – Tempo de execução da metodologia sequencial 
e paralela. 
 
Mononúcleo  
n=1 
(segundos) 
Multinúcleo 
n=2 
(segundos) 
Multinúcleo 
n=4 
(segundos) 
Multinúcleo 
n=8 
(segundos) 
grupo1 2891 2068 1405 1200 
grupo2 2832 2248 1478 1225 
grupo3 2975 2055 1461 1253 
grupo4 2811 2022 1444 1275 
grupo5 2912 1957 1429 1130 
grupo6 2873 1980 1413 1106 
grupo7 2848 2048 1410 1107 
grupo8 2859 2097 1416 1158 
grupo9 2985 1978 1565 1170 
grupo10 2975 2159 1415 1246 
média 
2896,1 (48 
min) 
2061,2 (34 
min) 
1443,6 (24 
min) 
1187 (19 
min) 
4. CONCLUSÕES 
De acordo com os resultados apresentados na seção 
anterior, na Tabela 1, é possível verificar que o tempo de 
processamento para construção dos mosaicos é influenciado 
pela quantidade de threads utilizada. Quando se usa n=4 
threads, o tempo médio é 50% menor, comparado com o 
processamento sequencial (n=1); e quando se usa n=8 threads 
o tempo médio é 60% menor, levando-se a concluir que a 
diferença do tempo médio para n=4 e n=8 threads é de apenas 
10%, não havendo, portanto, uma redução de tempo 
significativa para o uso de n=8 threads. 
A metodologia desenvolvida para a geração de mosaicos 
procurou tratar de forma adequada a etapa de retificação de 
imagens e das distorções nas junções, conduzindo a melhores 
resultados, conforme apresentado.  
Com relação à metodologia apresentada para a redução do 
tempo de processamento houve a preocupação de se utilizar um 
padrão de programação paralelo que fosse prático e funcional 
para o usuário final da área agrícola. 
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