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Tiger’s got to hunt
Bird’s got to fly
Man’s got to sit
and wonder “why, why, why ?”
Tiger’s got to sleep
Bird’s got to land
Man’s got to tell himself
he understands
Kurt Vonnegut Junior
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Abstract
In geostatistics, the presence of outlying data is more the rule than the exception.
Moreover, the statistical analysis of data contaminated by outliers requires caution, par-
ticularly when a spatial dependence exists. In order to take into account these possible
outliers during the adjustment of the spatial process, a new modeling tool, called the
substitutive errors model, is proposed. The optimal prediction in the least squares sense
is derived and its properties are studied. Because of its complexity, this estimator needs
in practice to be numerically approximated. An automated algorithm is proposed in this
thesis. This method is based on an ordering of the observations with respect to the speci-
fied spatial process of interest, with the values least in agreement being included towards
the end of the ordering. It proves to be useful in case of masked multiple outliers or
nonstationary clusters. Simulations are carried out to illustrate its performances and to
compare it to other forecasts, robust or not. An application to real data is provided as an
illustration of its pratical usefulness.
The second part of this work also deals with the presence of spatial heterogeneity. One
could say that the proposed model offers a characterization of this heterogeneity rather
than estimating the locations and sizes of outliers. It is based on the theory of bidimen-
sional α-stable motion. This represent a generalization of the unidimensional brownian
motion. In particular, the stability parameter α can be seen as a measure of the distance
between the observations and the hypothesis of a Gaussian distribution. A method of esti-
mation for the parameters of such a process is presented, based on a numerical constrained
optimization of the likelihood. Its performances are illustrated by means of simulations.
An application ends this second part.
Keywords : bidimensional α-stable motion, forward search, geostatistics, heterogeneity,
robust kriging, substitutive errors.
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Re´sume´
L’existence de donne´es aberrantes en ge´ostatistique tient plus de la re`gle que de l’ex-
ception. Le traitement statistique de valeurs isole´es ne´cessite la plus grande prudence,
spe´cialement en pre´sence d’une de´pendance spatiale. Afin de tenir compte de ces e´ventuels
pre´sences dans l’ajustement du processus spatial sous e´tude, une nouvelle mode´lisation,
dite a` erreurs substitutives, est propose´e. L’estimateur optimal au sens des moindres
carre´s est de´rive´ et ses proprie´te´s e´tudie´es. En raison de sa complexite´, cet estimateur
doit en pratique eˆtre approche´. Une me´thode d’approximation entie`rement automatise´e
est propose´e. Elle se base sur un ordonnancement des donne´es, de la plus en accord avec
le processus inte´reˆt a` la plus e´loigne´e. Cette me´thode a l’avantage de bien se comporter
meˆme en cas d’effet de masquage ou en cas de valeurs aberrantes regroupe´es. Des simu-
lations illustrent les performances de l’estimateur et le comparent a` d’autres estimateurs
de krigeage, robuste ou non. Une application a des donne´es re´elles est propose´e pour
illustration.
La seconde partie de ce travail traite e´galement de la pre´sence d’he´te´roge´ne´ite´ spatiale.
Plutoˆt que fournir un traitement, une caracte´risation de cette he´te´roge´ne´ite´ est propose´e
au travers d’une nouvelle mode´lisation. Cette dernie`re se base sur la the´orie des mouve-
ments α-stables bidimensionnels. Ils repre´sentent une ge´ne´ralisation a` deux dimensions
du mouvement brownien. En particulier, le parame`tre α peut eˆtre vu comme une mesure
de l’e´loignement des donne´es de l’hypothe`se d’une distribution gaussienne. Une me´thode
d’estimation pour les parame`tres d’un tel mouvement est propose´e. Base´e sur une opti-
misation nume´rique sous contrainte de la vraisemblance, ses performances sont e´prouve´e
au travers de simulations. Une application clos cette seconde partie.
Mots-cle´s : erreurs substitutives, ge´ostatistique, he´te´roge´ne´ite´, me´thode forward search,
mouvement α-stable bidimensionnel, krigeage robuste.
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Introduction
L’inte´reˆt pour la statistique est dans la nature humaine. Dans la vie de tous les jours et
quelque soit la situation face a` laquelle un individu est confronte´, il va chercher, consciem-
ment ou non, a` tirer de l’information des stimuli auxquels il est expose´. Que sa motivation
soit de l’ordre de la curiosite´, de la survie, ou de la cupidite´, ce phe´nome`ne se justifie d’au-
tant plus facilement que le nombre de stimuli augmente. Certains diront que ce ne sont
que des balivernes puisqu’ils n’y connaissent rien en statistique ; d’autres, que cette af-
firmation repre´sente une vision tristement re´ductrice de cette science. Il serait aise´ de
de´montrer aux premiers qu’ils se trompent. Quant aux seconds, j’ai l’espoir que le travail
pre´sente´ ci-apre`s saura leur prouver l’inte´reˆt et le respect que je te´moigne a` cette branche
des mathe´matiques dites applique´es.
La statistique, est une grande famille. L’ensemble de ses membres ont quelque chose
en commun, mais il existe des groupes qui posse´dent chacun leurs inte´reˆts propres et qui
apportent ainsi de la diversite´. Cette dernie`re est fre´quemment engendre´e par les inte´reˆts
que l’on posse`de en dehors de la statistique. Tout du moins, je pense que c’est pour cela
que je me suis oriente´ vers le groupe intitule´ Analyse de donne´es spatiales. Il existe comme
pour tous les autres groupes une profusion d’ouvrages consacre´s au sujet. On peut entre
autre citer Cressie (1993) ou plus re´cemment Schabenberger and Gotway (2005) comme
re´fe´rences globales sur le sujet. En bref, on peut dire que sous ce titre sont regroupe´es
toutes les me´thodes qui sont de´die´es a` l’e´tude et au traitement de donne´es posse´dant une
localisation spatiale. C’est-a`-dire qu’en plus de la variable d’inte´reˆt a` proprement parler,
on posse`de de l’information sur le lieu ou` cette variable a e´te´ observe´e. Bien e´videmment,
cela ne pre´sente de l’inte´reˆt que si le nombre de sites d’observations est multiple. Dans ce
groupe, on peut assez facilement distinguer trois familles. Une premie`re famille s’intitule
Configurations spatiales. Ses membres s’inte´ressent principalement a` la distribution dans
l’espace du phe´nome`ne d’inte´reˆt. Un exemple concret pourrait eˆtre les apparitions du
loup sur le territoire national. Dans ce cas, les statisticiens pourraient chercher a` savoir de
1
2quelle manie`re ces apparitions sont distribue´es sur le territoire. Si en plus des apparitions
du loup, ils s’inte´ressent au nombre de spe´cimen observe´ ou a` leur sexe, on parle dans
ce cas de processus marque´s. Une autre famille s’intitule Donne´es re´gionalise´es. Cette
famille englobe tous ceux qui s’inte´ressent de plus pre`s a` des donne´es observe´es non pas
dans un espace continu, mais plutoˆt un espace compose´ d’une quantite´ de´nombrable de
re´gions bien de´finies et juxtapose´es d’une certaine manie`re. Un exemple que tout citoyen
a de´ja` eu sous les yeux : un exemplaire d’un quotidien national au lendemain d’une vota-
tion fe´de´rale. Les statisticiens pourraient eˆtre inte´resse´s, a` partir des re´sultats cantonaux
a` extraire une tendance et quantifier une de´pendance spatiale intercantonale. La dernie`re
famille s’intitule Donne´es ge´ostatistiques. Ses membres conside`rent que les donne´es qu’ils
ont en leur possession repre´sentent uniquement la partie visible d’un processus. Ils sup-
posent ge´ne´ralement que le processus lui-meˆme existe de manie`re continue sur l’ensemble
du domaine d’e´tude. Un exemple pourrait eˆtre l’e´laboration du bulletin d’avalanche. A
partir des observations re´colte´es par quelques dizaines de stations de mesures automa-
tiques disse´mine´es sur le territoire alpin national, il s’agit de pre´dire le danger d’avalanche
sur l’ensemble du territoire. Finalement, la pre´sentation du groupe Analyse de donne´es
spatiales ne serait pas comple`te si nos plus proches cousins n’e´taient pas mentionne´s. Leur
groupe s’intitule Analyse de se´ries temporelles. La de´pendance pre´sente dans les donne´es
constitue notre point commun. Pour eux, cette de´pendance est lie´e a` un de´calage tem-
porel. Pour les ge´ostatisticiens, cette de´pendance est lie´es a` un de´calage mais e´galement
a` une direction dans l’espace. Les relations sont d’autant plus forte que la tentation est
grande de vouloir me´langer les deux domaines. On parle dans ce cas de mode´lisation
spatio-temporelle. La pre´sentation globale du domaine e´tant faite, le de´coupage de ce
travail est propose´ ci-dessous.
En ge´ostatistique, les principaux the`mes sont la mesure de la de´pendance spatiale et la
pre´diction. La de´pendance spatiale est ge´ne´ralement quantifie´e a` l’aide d’une fonction de
variogramme. De nombreuses varitions existent tant dans les me´thodes d’estimation que
dans celles de l’ajustement de cette fonction. Concernant la pre´diction, la me´thodologie
choisie est fortement de´pendante de la mode´lisation choisie. Le Chapitre 1 pre´sente un
expose´ relativement exhaustif des instruments de base de la ge´ostatistique.
La de´composition d’un processus spatial en une somme d’un processus de tendance,
d’un processus intrinse`quement stationnaire et d’un processus d’erreur est tre`s souvent
employe´e. La de´marche est sensiblement toujours la meˆme. A savoir l’estimation et la
soustraction de la tendance aux donne´es dans un premier temps ; puis l’ajustement du
processus suppose´ intrinse`quement stationnaire. Lorsque l’on traite de tels processus, la
qualite´ de la pre´diction de´pend principalement de la mode´lisation choisie. En effet, l’op-
timalite´ du krigeage ordinaire de´coule de la normalite´ suppose´e du processus sous e´tude.
Malheureusement, il est fre´quent qu’un processus physique posse`de une distribution dont
3les queues sont plus lourdes que celles d’une distribution gaussienne. La nature line´aire du
krigeage ordinaire fait qu’une faible proportion d’observations anormalement e´loigne´es du
centre de la distribution suffit a` de´truire cette optimalite´ (Huber, 1981). L’apparition de ce
genre d’observations est une conse´quence directe de la pre´sence d’une distribution a` queues
lourdes. Pour ces mode´lisations dites a` erreurs additives, des me´thodes pour contrer l’ab-
sence de normalite´ du processus ont e´te´ propose´es (Hawkins and Cressie, 1980). Il s’agit
essentiellement d’un krigeage ordinaire applique´ a` une version e´dite´e des observations. La
me´thode peut e´galement eˆtre vue comme une combinaison ponde´re´e des donne´es ou` la
ponde´ration traduit une mesure de fiabilite´ associe´e a` l’observation elle-meˆme.
Conside´rer des processus d’erreurs comme ceux e´nonce´s pre´ce´demment revient a` dire
que ce que l’on a observe´ est une version perturbe´e du processus d’inte´reˆt. Le Chapitre 2
propose une nouvelle mode´lisation pouvant servir a` traiter des jeux de donne´es pre´sentant
une he´te´roge´ne´ite´ manifeste dans l’e´chelle. Il est cette fois-ci supppose´ que la contamina-
tion, lorsqu’elle apparaˆıt, ne s’ajoute pas au processus d’inte´reˆt, mais l’e´clipse totalement.
Autrement dit, une observation juge´e contamine´e ne ve´hicule aucune information per-
tinente. Par opposition a` la mode´lisation pre´sente´e auparavant, celle-ci a e´te´ baptise´e
mode´lisation a` erreurs substitutives. La loi de la contamination est choisie de sorte que
ses queues soient plus lourdes que celles de la loi du processus d’inte´reˆt. Le processus de
localisation de la contamination est tout d’abord suppose´ de´nue´ de de´pendance spatiale.
De plus, le processus de contamination est suppose´, dans un premier temps, e´galement
gaussien. L’estimateur the´orique optimal est de´rive´ et ses proprie´te´s pre´sente´es. En se
basant sur une me´thode propose´e par Cerioli and Riani (1999), une approximation de cet
estimateur optimal est propose´e et ses qualite´s sont e´prouve´es au travers de simulations.
La me´thode y est compare´e a` diffe´rentes me´thodes de pre´diction, classiques et robustes.
Dans un second temps, la loi du processus de contamination est ge´ne´ralise´e aux lois el-
liptiques. Des simulations sont e´galement effectue´es pour e´tayer la qualite´ de l’estimateur
propose´ et ainsi de´montrer son inde´pendance vis-a`-vis de la normalite´ de la distribution du
processus de contamination. Une application a` un jeu de donne´es re´elles et pseudo-re´elles
est propose´e. Pour clore le chapitre, une variation de l’estimation est propose´e pour pallier
au relaˆchement de l’absence de de´pendance spatiale dans le processus de localisation de
la contamination.
La` ou` le krigeage robuste propose´ par Hawkins and Cressie (1980) apparaˆıt comme une
version atte´nue´e de la surface observe´e, la me´thode de krigeage propose´e dans le Chapitre
2, elle, retourne des surfaces semblables a` celles que l’on pourrait observer en l’absence
d’une telle contamination. De`s lors que l’he´te´roge´ne´ite´ pre´sente dans les donne´es n’est plus
en partie absorbe´e par l’ajustement, une conse´quence est de retrouver cette he´te´roge´ne´ite´
dans les re´sidus de pre´diction. Le Chapitre 3 propose une nouvelle mode´lisation d’une sur-
face pouvant exhiber cette caracte´ristique. Elle est intitule´e drap stable. Le drap stable est
4une ge´ne´ralisation d’un mouvement de Le´vy unidimensionnelle ou` les incre´ments sont sup-
pose´s suivre une distribution stable. Les distributions stables apparaissent naturellement
lorsque l’on conside`re les distributions de sommes asymptotiques de variables ale´atoires.
Elles repre´sentent en fait les seules lois limites envisageables ; la loi normale en fait partie
et constitue simplement un cas tre`s particulier, celui ou` le deuxie`me moment existe. Une
particularite´ de ces lois est l’absence, en ge´ne´ral, de version explicite de leur fonction de
distribution. Une me´thode d’ajustement des parame`tres d’un tel processus stochastique
est propose´e. Il s’agit d’une approximation nume´rique par transforme´e de Fourier de la
vraisemblance apre`s relaxation des contraintes. Des simulations sont pre´sente´es pour juger
de la qualite´ de l’estimateur propose´. Une application termine ce chapitre.
Une conclusion clos ce travail. La bibliographie qui la suit pre´sente la litte´rature qui
m’a permise de mettre sur pied ce travail.
Chapitre 1
Ge´ostatistique
Le titre de ce chapitre, contraction du pre´fixe ge´o et du mot statistique, de´termine
tout une aire de la statistique moderne qui a pour but d’expliquer sinon d’e´tudier des
processus ale´atoires se re´alisant sur un domaine spatial donne´. La ge´ostatistique est ap-
parue pour la premie`re fois par le biais de Matheron (1962) qui la de´finit et l’utilise
comme un me´lange d’inge´nie´rie minie`re, de ge´ologie, de mathe´matique et de statistique.
Elle trouve ses racines dans l’exploitation minie`re ou pe´trolie`re principalement ou` elle
sert a` e´tudier et cartographier le sol et ses ressources en fonction des pre´le´vements dis-
ponibles. Son champs d’application est vaste. En effet, elle s’applique courammment a`
l’e´tude de phe´nome`nes de contamination, de pollution, de conductivite´ e´lectrique du sol,
de porosite´ ou de pre´cipitations. En re´sume´, elle est principalement utilise´e dans les e´tudes
environnementales.
Penser que le champ d’application de la ge´ostatistique est limite´ aux proble`mes envi-
ronementaux serait cependant une erreur. A y re´fle´chir, n’importe quel jeu de donne´es est
pourvu d’un aspect spatial et/ou temporel. Exploiter cette dimension ou non est une ques-
tion auquelle tout statisticien se doit dans un premier temps de re´pondre. Les me´thodes
spatiales, comme leur nom l’indique, tiennent compte justement de cette dimension spa-
tiale contrairement aux me´thodes plus classiques. Cependant, meˆme si bien souvent des
donne´es observe´es dans un voisinage (spatial ou temporel) proche partagent plus que des
observations e´loigne´es, le choix d’utiliser des me´thodes incluant cette information rele`ve du
cas par cas et du choix de chacun. Finalement, le mode`le classique, sans spe´cification spa-
tiale peut, bien souvent, eˆtre vu comme un cas particulier du mode`le spatial plus ge´ne´ral.
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D’ailleurs, si la structure moyenne ou tendance du processus de´pend de diffe´rentes va-
riables explicatives, l’emploi d’une me´thode spatiale pour analyser la structure des re´sidus
peut eˆtre conside´re´ comme une protection contre un mauvais ajustement de la structure
moyenne. Au vu de ces diffe´rents arguments, les me´thodes ge´ostatistiques apparraissent
comme riches de potentiel et d’inte´reˆt. Puisque le the`me de ce travail est l’e´tude et le trai-
tement de donne´es spatiales, il est ne´cessaire, pour commencer, d’en pre´senter les bases.
Les lignes qui suivent se veulent une pre´sentation globale mais de´taille´e de la me´thodologie
spatiale classique.
1.1 Processus univarie´
En toute ge´ne´ralite´, un jeu de donne´es spatiales {z(si) : si ∈ D , i = 1, . . . , n} , ou`
si ∈ D ⊂ Rd , i = 1, . . . , n repre´sentent les localisations des observations, peut eˆtre vu
comme la re´alisation d’un processus stochastique ou champs ale´atoire note´
{Z(s) : s ∈ D} . (1.1)
L’ensemble D est un volume d-dimensionnel ge´ne´ralement borne´ qui repre´sente le do-
maine sur lequel se re´alise le processus Z(·) . Il peut eˆtre ale´atoire ou pas. En ge´ostatistique,
il est ge´ne´ralement conside´re´ comme fixe. D’autre part, la cardinalite´ de D peut-eˆtre finie,
de´nombrable ou infinie. En ge´ostatistique, on suppose ge´ne´ralement que la cardinalite´ de
D est infinie ; autrement dit, que l’indice s varie dans un espace continu et que ce que l’on
a observe´ est en quelque sorte la partie visible d’un processus sous-jacent. Il faut encore
pre´ciser que si on voulait emphaser la nature ale´atoire du processus, il conviendrait plutoˆt
d’e´crire le processus (1.1) comme {Z(s, ω) : s ∈ D;ω ∈ Ω} , ou` (Ω,F ,P) est un espace
de probabilite´. Ainsi, la re´alisation {z(si) : si ∈ D , i = 1, . . . , n} correspondrait a` une
valeur particulie`re de ω .
Le processus (1.1) est de´fini par la loi conjointe
F s1,...,sl(z1, . . . , zl) = P(Z(s1) ≤ z1, . . . , Z(sl) ≤ zl) l ≥ 1 .
Cette loi est suppose´e ve´rifier les conditions de Kolmogorov, a` savoir la condition de
symme´trie (la loi F est invariante si l’on applique la meˆme permutation a` si et zi) et
celle de consistance (F s1,...,sk,sk+1,...,sl(z1, . . . , zk,∞, . . . ,∞) = F s1,...,sk(z1, . . . , zk)). Si la loi
conjointe est gaussienne, le processus de´fini par (1.1) est appele´ processus gaussien. Pour
que les donne´es que l’on posse`de ne repre´sentent pas uniquement un e´chantillon incomplet
d’une unique re´alisation, il est ne´cessaire de faire des suppositions supple´mentaires sur le
comportement du processus ale´atoire en question. Les aspects en question sont pre´sente´s
dans les deux sections suivantes.
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1.1.1 Stationnarite´
De´finition 1.1 Un processus Z(·) est dit strictement stationnaire si
Fs1,...,sl(z1, . . . , zl) = Fs1+h,...,sl+h(z1, . . . , zl) ,
pour tout l ∈ N, s1, . . . , sl ∈ D, z1, . . . , zl ∈ R et tout h ∈ Rd .
De´finition 1.2 Un processus Z(·) est dit stationnaire au ke`me ordre si les termes de
l’e´galite´ ci-dessous existent et ve´rifient
E(Z(s1) · · · · · Z(sl)) = E(Z(s1 + h) · · · · · Z(sl + h)) ,
pour tout 1 ≤ l ≤ k, s1, . . . , sl ∈ D et tout h ∈ Rd .
La stationnarite´ au ke`me ordre implique que les premiers moments, jusqu’au ke`me , existent
et sont borne´s. Clairement, la stationnarite´ strice (ou forte) qui concerne la distribution
du processus implique la stationnarite´ au ke`me ordre pour tout k ∈ N , pour autant que
les moments existent. La re´ciproque n’est pas vraie.
Proposition 1.3 Un processus Z(·) est stationnaire au second ordre si les moments
suivants existent et ve´rifient
E(Z(si)) ≡ µ , ∀si ∈ D ,
Cov(Z(si), Z(sj)) = C(si − sj) , ∀si, sj ∈ D .
La fonction C(·) est appele´e covariogramme. Si la fonction ne de´pend pas de la direc-
tion, mais uniquement de la distance ‖ s1− s2 ‖ , elle est dite isotropique. Un processus
Z(·) stationnaire au second ordre est e´galement appele´ processus faiblement station-
naire.
Comme le pre´cise Cressie (1993), il est souvent suffisant, pour effectuer une pre´diction
spatiale par exemple, d’eˆtre en pre´sence d’une stationnarite´ le´ge`rement plus faible que
celle du second ordre.
De´finition 1.4 Un processus Z(·) qui satisfait
E(Z(si)) ≡ µ , ∀si ∈ D ,
Var(Z(si)− Z(sj)) = 2γ(h = si − sj) , ∀si, sj ∈ D .
est dit intrinse`quement stationnaire. La fonction 2γ(·) est appele´e variogramme. Si
cette fonction ne de´pend pas de la direction, mais uniquement de la distance h =‖ s1−s2 ‖ ,
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elle est dite isotropique.
Tout processus qui est stationnaire au second ordre est e´galement intrinse`quement
stationnaire. La re´ciproque n’est pas vraie. Pour qu’elle le soit, il faut encore imposer
que le variogramme 2γ(h) soit borne´ pour tout h ∈ Rd . Le variogramme tient une place
importante en ge´ostatistique. Il en sera davantage question a` la Section 1.1.3. La plupart
des processus e´tudie´s sont suppose´s pre´senter une autre importante proprie´te´, a` savoir
l’ergodicite´. C’est ce de quoi il est question a` la section suivante.
1.1.2 Ergodicite´
Malgre´ les apparences, le fait que l’on aie observe´ l’e´chantillon {z(si) : si ∈ D , i =
1, . . . , n} ne signifie pas que la taille de l’e´chantillon soit n . En effet, un processus sto-
chastique e´tant en fait une famille de variables ale´atoires, la taille de l’e´chantillon observe´
est en fait e´gale a` un et correspond, a` un e´ve´nement particulier ω = ω0 ∈ Ω . A partir
de la`, si l’on souhaite pouvoir tout de meˆme effectuer de l’infe´rence, base´e sur un unique
ensemble d’observations de´pendantes, on a besoin de la notion d’ergodicite´. Pour une
de´finition de l’ergodicite´, voir Adler (1981). De manie`re succincte, cette proprie´te´ permet
d’estimer l’espe´rance sur l’ensemble fondamental Ω par la moyenne empirique spatiale
Z¯ =
∑
i Z(si)/n ou la de´pendance spatiale par l’estimateur fourni par (1.9).
Pourtant, pour se convaincre de la puissance de la proprie´te´ d’ergodicite´ d’un proces-
sus, la remarque suivante devrait faire l’affaire. Fre´quemment, seule la stationnarite´ au
second ordre est suppose´e pour des processus spatiaux. Le proble`me est que si un proces-
sus stationnaire au second ordre est suppose´ ergodique, il doit force´ment eˆtre strictement
stationnaire. Donc, contrairement a` ce que l’on pourrait penser, il n’y a dans ce cas de
ge´ne´ralite´ a` gagner en supposant uniquement une stationnarite´ au second ordre (Cressie,
1989). En fait, les statisticiens utilisent rarement la proprie´te´ d’ergodicite´ sous d’autres
aspects que ceux qui leur assurent une consistence (convergence en L2) de la moyenne em-
pirique et de l’estimateur de la fonction de covariance. Cette forme d’ergodicite´ est dite
faible et dans ce cas, il est e´vident que la stationnarite´ au second ordre est une condition
plus faible que la stationnarite´ stricte. C’est cette ergodicite´ qui sera suppose´e tout au
long de ce travail.
Pour des processus gaussiens stationnaires au second ordre, la condition que
lim
h→∞
C(h) = 0
suffit pour avoir un processus ergodique. Une ide´e serait donc, a` partir d’un jeu de donne´es
suppose´es gaussiennes, d’estimer C(h) par Cˆ(h) et de ve´rifier visuellement, a` l’aide d’un
graphique, si l’estimation obtenue ve´rifie bien cette condition. Le proble`me est que l’ergo-
dicite´ est de´ja` ne´cessaire pour que Cˆ(h) soit un estimateur consistant. Il est donc impossible
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d’attester a` partir de donne´es si un processus est oui ou non ergodique.
1.1.3 Variogramme
De´finition 1.5 Supposons que
Var(Z(s1)− Z(s2)) = 2γ(s1 − s2) , ∀ s1, s2 ∈ D .
La fonction 2γ(·) est appele´e variogramme. Cette fonction est de´finie ne´gative ; c’est-a`-
dire qu’elle ve´rifie
m∑
i=1
m∑
j=1
aiaj2γ(si − sj) ≤ 0 , (1.2)
pour tout choix fini de localisations {si : i = 1, . . . ,m} et de nombres re´els {ai : i =
1, . . . ,m} satisfaisant la condition ∑mi=1 ai = 0 . Elle ve´rifie les proprie´te´s
γ(h) = γ(−h) , γ(0) = 0 , lim
‖h‖→∞
γ(h)
‖ h ‖2 = 0 .
De´finition 1.6 Si le variogramme est tel que
lim
h→0
γ(h) = θ1 > 0 ,
θ1 est appele´ l’effet pe´pite.
La pre´sence d’un effet pe´pite est en contradiction avec l’hypothe`se que le processus
Z(·) soit L2-continu. Par conse´quent, si on suppose la continuite´, on peut conclure que θ1
repre´sente l’erreur de mesure. Comme en pratique, on ne connaˆıt rien de la variation du
processus a` une e´chelle infe´rieure a` min{‖ si−sj ‖ : 1 ≤ i, j ≤ n} on ne peut rien affirmer
sur la vraie nature du processus. Il est donc plus avise´ de mode´liser le processus comme
la somme d’un processus L2-continu et d’un bruit blanc. L’effet pe´pite peut ainsi eˆtre vu
comme la somme de l’erreur de mesure et de la variance du bruit blanc. L’effet pe´pite est
ge´ne´ralement estime´ par extrapolation a` partir des valeurs prises par le variogramme au
voisinage de 0 . On peut e´noncer les proprie´te´s suivantes a` propos du comportement du
variogramme autour de l’origine.
Proprie´te´ 1.7
– Si 2γ(·) est continu a` l’origine, alors Z(·) est L2-continu.
– Si 2γ(·) est discontinu a` l’origine, alors Z(·) est e´galement discontinu et hautement
irre´gulier.
En ge´ne´ral, on suppose que le processus posse`de un variogramme parame´trise´. A partir
des donne´es, il faut donc de´terminer la forme ge´ne´rale ainsi que la valeur des diffe´rents
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parame`tres. Les parame`tres sont au nombre de trois :
θ1 : l’effet pe´pite ;
θ2 : le seuil qui correspond a` la valeur maximale prise par le variogramme auquelle on
soustrait l’effet pe´pite ;
θ3 : un parame`tre proportionnel a` l’e´tendue du variogramme. L’e´tendue est de´finie
comme e´tant la valeur pour laquelle le variogramme atteint son maximum dans une
direction donne´e. En cas de processus isotropique, cette valeur est unique.
Ci-dessous, quelques variogrammes isotropiques parmi les plus fre´quemment utilise´s, pa-
rame´trise´s en fonction de θ = (θ1, θ2, θ3)
t . Ces diffe´rentes fonctions sont repre´sente´es dans
la Figure 1.1.
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Figure 1.1. Repre´sentations de variogrammes isotropiques avec θ = (0.1, 0.9, 0.5)t .
Dans le graphique de gauche, le variogramme, respectivement sphe´rique (1.4), ex-
ponentiel (1.5) et bruit blanc (1.3) est repre´sente´. On remarque que l’e´tendue du
variogramme sphe´rique est finie et e´gale a` θ3 ; l’e´tendue pratique du variogramme
exponentiel est e´galement mise en e´vidence. A droite, des variogrammes de Matern
(1.6), pour diffe´rentes valeurs du parame`tre de lissage ν . Le cas ν = 0.5 correspond
au variogramme exponentiel dans le graphique de gauche. Les diffe´rentes e´tendues
pratiques sont mises en e´vidence. Clairement, l’e´tendue pratique augment avec ν .
Bruit blanc :
γ(h ; θ1, θ2, θ3) =
0 , si ‖ h ‖= 0 ,θ1 , sinon. (1.3)
Ce mode`le correspond a` un processus de bruit blanc. Autrement dit, pour ce pro-
cessus, Cov(Z(si), Z(sj)) = 0 , ∀si, sj ∈ D , si 6= sj .
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Variogramme sphe´rique :
γ(h ; θ1, θ2, θ3) =

0 , si ‖ h ‖= 0 ,
θ1 + θ2
(
3
2
‖ h ‖
θ3
− 1
2
(‖ h ‖
θ3
)3)
, si 0 <‖ h ‖≤ θ3 ,
θ1 + θ2 , sinon.
(1.4)
Un des atouts qui rend ce variogramme inte´ressant est qu’il posse`de une e´tendue
finie. Autrement dit, passe´ une certaine distance h > θ3 , il n’y a plus de de´pendance
spatiale.
Variogramme exponentiel :
γ(h ; θ1, θ2, θ3) =
0 , si ‖ h ‖= 0 ,θ1 + θ2 (1− exp(− ‖ h ‖ /θ3)) sinon. (1.5)
De part sa nature exponentielle, il posse`de une e´tendue infinie.
Variogramme de Matern :
γ(h ; θ1, θ2, θ3) =
0 , si ‖ h ‖= 0 ,θ1 + θ2 (1− 2Γ(ν)−1 (‖h‖2θ3 )ν Kν(‖ h ‖ /θ3)) , sinon,
(1.6)
ou` Kν(·) repre´sente la fonction de Bessel de deuxie`me espe`ce d’ordre ν > 0 . Le
parame`tre ν peut eˆtre vu comme un parame`tre de lissage. En particulier, lorsque
ν = 1/2 , on obtient le variogramme exponentiel et lorsque ν → ∞ , on obtient le
variogramme dit gaussien (Schabenberger and Gotway, 2005).
Etant donne´ que pour certaines fonctions de variogramme l’e´tendue est infinie, on parle
souvent d’e´tendue pratique. Elle correspond a` la valeur pour laquelle le variogramme
atteint les 95% de sa valeur maximale. La relation entre le variogramme 2γ(·) et le cova-
riogramme C(·) de´fini dans la Proposition 1.3 est donne´e par l’e´quation
Var(Z(s1)− Z(s2)) = Var(Z(s1)) + Var(Z(s2))− 2Cov(Z(s1), Z(s2)) . (1.7)
Autrement dit, si on conside`re un processus stationnaire au second ordre, la relation (1.7)
nous fournit directement un variogramme puisque l’on peut re´e´crire
2γ(s1 − s2) = 2 (C(0)− C(s1 − s2)) . (1.8)
Comme e´crit auparavant, on en de´duit que tout processus stationnaire au second ordre
est e´galement intrinse`quement stationnaire. On peut meˆme dire que la classe des pro-
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cessus stationnaire au second ordre est strictement contenue dans celle des processus
intrinse`quement stationnaires puisqu’il existe des processus intrinse`quement stationnaires
qui ne sont pas stationnaires au second ordre, voir par exemple Cressie (1993, p.68).
XY
Z
XY
Z
Figure 1.2. Repre´sentations de deux re´alisations de processus intrinse´quement sta-
tionnaires sur une grille re´gulie`re couvrant le carre´ unitaireD = [0, 1]×[0, 1] obtenues
par simulation. Ici, E(Z(si)) = µ = 0 , ∀si ∈ D pour les deux processus. Dans les
deux cas, le variogramme conside´re´ est sphe´rique et isotropique. A gauche, l’e´tendue
vaut θ3 = 0.5 et a` droite l’e´tendue vaut θ3 = 1.5 . On constate que la de´pendance
spatiale posse´dant une plus forte e´tendue se traduit par l’obtention d’une surface
plus lisse (a` droite).
1.1.4 Anisotropie
Si la structure spatiale est isotropique, les courbes de niveaux de la fonction de cova-
riance C(h) sont sphe´riques. Par contre, si la fonction de covariance est anisotropique, cela
signifie que la structure spatiale est de´pendante de la direction conside´re´e et ses courbes
de niveaux peuvent prendre des formes beaucoup plus ge´ne´rales. Il y a toutefois un cas
particulier ; le cas ou` les courbes de niveaux adoptent des contours elliptiques. D’apre`s
Mate´rn (1986), ce cas est appele´ anisotropie ge´ome´trique et peut eˆtre corrige´ a` l’aide d’une
transformation line´aire du syste`me de coordonne´es. En pratique, il apparaˆıt fre´quemment
lorsque l’on traite des processus qui e´voluent selon des directions pre´fe´rentielles, comme
par exemple une pollution de l’air qui subit ge´ne´ralement l’effet directionnel du vent.
Comme de´crit par Schabenberger and Gotway (2005), la me´thode consiste a` :
1.2 Estimation et ajustement de la variation spatiale 13
I : Appliquer une rotation au syste`me de coordonne´es pour qu’il
s’aligne avec le petit axe et le grand axe de l’ellipse.
II : Effectuer une homothe´tie dans la direction du grand axe afin de
le compresser et ainsi rendre les contours sphe´riques.
Cette de´marche revient a` appliquer la matrice suivante au syste`me de coordonne´es,
A =
(
1 0
0 λ
)(
cos θ − sin θ
sin θ cos θ
)
ou` λ de´termine le rapport d’anisotropie. Pratiquement, le variogramme pre´sente la meˆme
forme ge´ne´rale et le meˆme seuil dans les deux directions correspondant aux deux axes
principaux, mais diffe`rent dans leurs valeurs respectives de l’e´tendue. Le rapport d’ani-
sotropie est e´gal au rapport des deux e´tendues respectives. Dans la section suivante sont
pre´sente´es les me´thodes classiques d’estimation et d’ajustement du variogramme.
1.2 Estimation et ajustement de la variation spatiale
Comme nous l’avons vu pre´ce´demment, la structure du second moment de notre pro-
cessus Z(·) de´pend de ses proprie´te´s et en particulier du type de stationnarite´ qu’il exhibe.
Si le processus e´tudie´ est stationnaire au second ordre, un covariogramme peut eˆtre es-
time´ et ajuste´. Si il est uniquement intrinse`quement stationnaire, un variogramme peut
eˆtre estime´. Il existe une multitude d’estimateurs ; nous nous bornerons a` pre´senter ici les
plus classiques d’entre eux. C’est ceux que l’on retrouve dans des ouvrages de re´fe´rences
comme Cressie (1993) ou, plus re´cemment, Schabenberger and Gotway (2005). Certains
d’entre eux posse`dent de bonnes proprie´te´s the´oriques, d’autres moins. C’est pourquoi,
apre`s avoir obtenu une estimation de la variation spatiale, on ajuste ge´ne´ralement un
mode`le the´orique dont on connaˆıt les proprie´te´s a` l’estimation obtenue. Les deux pro-
chaines sections de´taillent ces propos.
1.2.1 Estimation
Une ide´e relativement intuitive pour e´tudier la variabilite´ spatiale est de repre´senter
la diffe´rence carre´e (Z(si) − Z(sj))2 en fonction du de´calage h . Le proble`me est que
pour un de´calage fixe´, le nombre de paires a` conside´rer peut eˆtre passablement e´leve´ et
le graphique est en ge´ne´ral pas vraiment informatif. D’ou` l’ide´e de re´sumer pour chaque
valeur du de´calage l’ensemble des carre´s des diffe´rences par leur moyenne. Cet estimateur,
propose´ par Matheron (1962) est appele´ l’estimateur classique du variogramme et s’e´crit
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comme
2γˆ(h) =
1
|N(h)|
∑
N(h)
(Z(si)− Z(sj))2 , (1.9)
ou`
N(h) = {(si, sj) : si − sj ∈ V (h)} (1.10)
et V (h) repre´sente un voisinage dans Rd . On conside`re un voisinage ou une re´gion de
tole´rance, car si les sites ne sont pas re´gulie`rement espace´s (la majorite´ des cas), le nombre
de couples tels que leur diffe´rence e´gale exactement h est faible. Ce voisinage peut eˆtre par
exemple de´fini comme V (h ; a, b) = {d : ‖ d− h ‖≤ a et arccos(d · h/ ‖ d ‖ · ‖ h ‖) ≤ b} .
En plus de conside´rer un voisinage ou une re´gion de tole´rance des re`gles pratiques sont
admises. Par exemple, le degre´ de tole´rance devrait eˆtre suffisant pour qu’au moins trente
paires soient disponibles dans chaque voisinage ou le variogramme est estime´ ; de meˆme,
le variogramme ne devrait pas eˆtre estime´ a` un de´calage h tel que ‖ h ‖> D/2 ou` D est
le diame`tre de D . Les proprie´te´s qui font de cet estimateur le plus utilise´ en pratique
sont son absence de biais, sa parite´ et le fait qu’il prenne la valeur 0 a` un de´calage
h = 0 . Malheureusement, de part sa nature (somme de carre´s de diffe´rences), l’estimateur
classique (1.9) qui correpsond a` l’estimateur des moments ne pre´sente aucune re´sistance
aux valeurs aberrantes. Non seulement la de´viation entre le site contamine´ et les autres
sites sera faussement amplifie´e, mais, de plus, puisque un site entre dans l’estimation
du variogramme pour diffe´rents de´calages, la contamination sera diffuse´e sur l’ensemble
de l’estimation. De`s lors, la robustesse aux valeurs aberrantes est apparue comme une
proprie´te´ cruciale lors du de´veloppement d’autres estimateurs.
Cressie and Hawkins (1980b) ont de´veloppe´ un estimateur qu’ils ont qualifie´ de ro-
buste. La base de son e´laboration repose sur la constatation que la racine quatrie`me de la
diffe´rence carre´e (Z(si)−Z(sj))2 se comporte approximativement de manie`re gaussienne.
Ils proposent l’estimateur
2γˆ(h) =
1
b(N(h))
 1
|N(h)|
∑
N(h)
|Z(si)− Z(sj)|1/2
4 , (1.11)
ou` N(h) est de´fini comme dans (1.10) et b(N(h)) = 0.457 + 0.494/|N(h)| est un terme
correctif pour le biais. Il faut pre´ciser que cet estimateur a e´te´ qualifie´ de robuste de ses
auteurs, car il exhibe de meilleurs proprie´te´s que l’estimateur classique (1.9) lorsque l’on
conside`re un processus comportant une erreur additive. Si on conside`re une autre mesure
de robustesse tel que le point de rupture (Hampel, 1971), cet estimateur ne me´rite pas
son qualificatif puisque il partage le meˆme point de rupture nul que l’estimateur clas-
sique. C’est justement cette mesure de robustesse qui a motive´ Genton (1998a) a` utiliser
l’estimateur d’e´chelle Qn de´veloppe´ par Rousseeuw and Croux (1993) pour construire
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l’estimateur
2γˆ(h) =
(
2.2191{|(Z(si+h)−Z(si))− (Z(sj+h)−Z(sj))| : i < j}(b|N(h)|c+12 )
)2
, (1.12)
ou` N(h) est donne´ par (1.10). Puisque l’estimateur d’e´chelle Qn posse`de un point de
rupture maximal de 50% , l’estimateur (1.12) posse`de le meˆme point de rupture concernant
le processus des diffe´rences Z(· + h) − Z(·) , mais pas force´ment concernant le processus
Z(·) . Genton (2001) a montre´ a` l’aide de simulations que le point de rupture de (1.12)
en terme du processus Z(·) s’e´levait a` environ 30% . Finalement, il est bon de pre´ciser
que les diffe´rents estimateurs pre´sente´s ci-dessus sont biaise´s si le processus Z(·) n’est pas
intrinse`quement stationnaire.
Concernant l’estimation du covariogramme, on peut utiliser l’estimateur des moments
Cˆ(h) = 1|N(h)|
∑
N(h)
(Z(si)− Z¯)(Z(sj)− Z¯) ,
ou` N(h) est donne´ par (1.10) et Z¯ =
∑
i Z(si)/n . Si l’on souhaite e´viter le biais de cet
estimateur, on peut tirer avantage de l’e´quation (1.8) et estimer le covariogramme a` partir
d’un estimateur du variogramme comme
Cˆ(h) =
(
lim
‖h‖→∞
γˆ(h)
)
− γˆ(h) .
Une fois le variogramme estime´, il reste que sa valeur n’est connue que pour un nombre
finis de de´calages. Une possibilite´ d’obtenir une valeur du variogramme pour n’importe
quel de´calage serait, par exemple, de lissser notre estimation a` l’aide d’une fonction noyau.
Le proble`me est que le variogramme que l’on obtiendrait par ce biais ne satisferait proba-
blement pas la condition de de´finie ne´gativite´, donne´e par (1.2). Dans la Section suivante,
les me´thodes d’ajustement les plus classiques sont pre´sente´es.
1.2.2 Ajustement
Les diffe´rentes approches existantes peuvent eˆtre divise´es en deux classes, celles dites
parame´triques et celles dites non parame´triques. En ge´ne´ral, ce sont plutoˆt celles en-
trant dans la premie`re cate´gorie qui sont employe´es et ce sont ces meˆmes approches qui
sont ici brie`vement pre´sente´es. Cette cate´gorie peut a` son tour eˆtre subdivise´es en deux
familles de me´thodes ; les me´thodes comple`tement parame´triques et les me´thodes semi-
parame´triques.
Les me´thodes parame´triques sont celles qui utilisent directement les donne´es (par
opposition a` celles qui utilisent des pseudo donne´es, autrement dit des transformation
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des donne´es) et supposent qu’il existe une distribution sous-jacente. Les me´thodes du
maximum de vraisemblance ou du maximum de vraisemblance restreint appartiennent
a` ce groupe. Ces me´thodes sont bien connues, mais leurs principaux de´fauts e´galement.
L’optimisation ne se fait pas toujours sans proble`me et les estimateurs de la structure
de second ordre peuvent eˆtre se´rieusement biaise´s. Pour plus de de´tails, voir par exemple
Cressie (1993, Section 2.6.3).
Les autres me´thodes, dites semi-parame´trique, sont les plus fre´quemment utilise´es. On
suppose que le variogramme estime´ γˆ(h) provient d’un mode`le parame´trique γ(h ; θ) ou` θ
contient l’ensemble des parame`tres du mode`le et on ajuste le variogramme en optimisant
un crite`re d’optimalite´. Le plus fre´quemment utilise´ est certainement le crite`re de la somme
des moindres carre´s ordinaires ; le vecteur des parame`tres θ est estime´ comme
θˆ = argmin
θ
K∑
k=1
(γˆ(hk)− γ(hk ; θ))2 ,
ou` hk , k = 1, . . . , K , repre´sentent les diffe´rents de´calages pour lesquels on posse`de une
estimation du variogramme. Le proble`me de cette me´thode est qu’elle ne tient pas compte
des de´pendances existantes entres les estimations du variogramme obtenues a` diffe´rents
de´calages. Une manie`re d’y reme´dier est de choisir θ comme
θˆ = argmin
θ
K∑
k,l=1
(γˆ(hk)− γ(hk ; θ))Vk,l(γˆ(hl)− γ(hl ; θ)) ,
ou` la matrice V est l’inverse de
R(θ) = Cov(γˆ(hk)− γ(hk ; θ) , γˆ(hl)− γ(hl ; θ))1≤k,l≤K .
Cette me´thodes, dites de la somme des moindres carre´s ge´ne´ralise´e, pre´sente une fai-
blesse. Celle de devoir obtenir une bonnne estimation de R(θ) . Cressie (1985) a propose´
d’approcher les termes diagonaux de cette matrice de covariance par
Var(γˆ(hk)) ≈ 2γ(hk ; θ)
2
|N(hk)| , k = 1, . . . , K (1.13)
et d’approcher (faiblement) le proble`me de la somme des moindres carre´s ge´ne´ralise´s
par celui de la somme des moindres carre´s ponde´re´s en remplacant R(θ) par W (θ) , une
matrice diagonale dont les termes diagonaux sont donne´s par (1.13). Cela revient a` choisir
θ comme
θˆ = argmin
θ
K∑
k=1
N(hk)
(
γˆ(hk)
γ(hk ; θ)
− 1
)2
. (1.14)
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Zimmerman and Zimmerman (1991) ont montre´ a` l’aide de simulations Monte-Carlo que
les me´thodes d’estimation de la somme des moindre carre´s ordinaires ou ponde´re´s attei-
gnaient des performances similaires. En fait, il y a beaucoup plus a` perdre a` conside´rer les
termes hors-diagonaux nuls. Genton (1998b) a de´veloppe´ une me´thode dite de la somme
des moindres carre´s ge´ne´ralise´s explicite. En supposant la normalite´ des observations ou
du moins une distribution elliptique (Genton, 2000) et en partant du fait que l’estima-
teur classique (1.9) peut eˆtre vu comme une forme quadratique, une forme explicite de
R(θ) est de´rive´e. La valeur optimale de θ est de´rive´e a` l’aide d’une me´thode non line´aire
ite´rative. Pour conclure, Zimmerman and Zimmerman (1991) ont e´galement montre´ que
les me´thodes les plus simples ne sont pas comple`tement de´passe´es en comparaison avec
les me´thodes plus complique´es et plus couˆteuses en temps de calcul.
Le but d’ajuster la de´pendence spatiale d’un processus ale´atoire re´side principalement
dans le fait qu’elle repre´sente l’e´le´ment principal de toute pre´diction spatiale de ce meˆme
processus. La section suivante pre´sente ce sujet.
1.3 Krigeage
Parmi les nombreuses me´thodes de pre´diction spatiale existantes, il en existent un
certain nombre qui partagent en tout les cas partiellement leur de´nomination. Ce sont les
me´thodes de krigeage (ou “kriging” en anglais). La me´thode du krigeage posse`de une
ge´ne`se trouble. Cela est suˆrement duˆ au fait que ses motivations sont naturelles et com-
munes a` plusieurs domaines de la statistique. En effet, qu’on aborde le proble`me sous l’oeil
de la ge´ostatistique, des se´ries temporelles, du multivarie´ ou de la prospection minie`re, le
proble`me est toujours de pre´dire de manie`re optimale le processus d’inte´reˆt la` ou` on ne l’a
pas observe´ (ou a` un instant ou` on ne l’a pas observe´) a` partir de donne´es de´pendantes.
Cressie (1990) propose de mettre de l’ordre dans l’e´mergence de ces techniques (en parti-
culier, en ge´ostatistique). Tout d’abord, sur le plan terminologique, tout le monde s’entend
pour dire que le mot krigeage est un hommage a` Daniel G. Krige, un inge´nieur sud-africain
qui de´veloppa des me´thodes empiriques pour de´terminer la distributions de filons orife`res
dans les anne´es cinquante. Sous des conside´rations plus me´thodologiques, c’est Matheron
(1962) qui l’a pre´sente´ comme tel.
Il s’agit de de´river le pre´viseur line´aire sans biais optimal au sens du carre´ moyen de
l’erreur pour Z(s0) , la valeur que prend le processus Z(·) en une localisation s0 . Autre-
ment dit, on cherche les poids optimaux λ = (λ1, . . . , λn)
t tels que
E
(Z(s0)− n∑
i=1
λiZ(si)
)2
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Figure 1.3. Quatre repre´sentations de la valeur des poids optimaux du krigeage
ordinaire donne´s par (1.15) sur une grille re´gulie`re de n = 49 points couvrant le
carre´ unitaire. La pre´diction a lieu au centre de la grille. Le variogramme conside´re´
est exponentiel avec un seuil e´gal a` 1 et un effet pe´pite e´gal a` 0.05 . L’e´tendue est le
seul parame`tre qui varie dans les quatre cas de figure.
soit minimale. Pour que l’estimateur de´rive´ soit sans biais, il faut encore imposer que
la somme des poids soit unitaire. On se retrouve par conse´quent avec un proble`me de
minimisation sous contrainte qui se re´soud a` l’aide de la me´thode des multiplicateurs
de Lagranges. Il faut pre´ciser que ce proble`me peut e´galement eˆtre re´solu pour un pro-
cessus stationnaire a` l’ordre un seulement si son second moment est fini. Il suffit de
de´finir le variogramme comme 2γ(si, sj) = Var(Z(si)−Z(sj)) et le covariogramme comme
C(si, sj) = Cov(Z(si), Z(sj)) pour tout couple de localisations si, sj ∈ D pour que les poids
optimaux s’e´crivent
λ = Γ−1
(
γ + 1
1− 1tΓ−1γ
1tΓ−11
)
, (1.15)
ou` 
γ = (γ(s0 − s1), . . . , γ(s0 − sn))t ,
1 = (1, . . . , 1)t ∈ Rn ,
Γ = (γ(si − sj))1≤i,j≤n .
Une repre´sentation spatiale de ces poids optimaux est donne´e par la Figure 1.3. Le
pre´viseur line´aire optimal sans biais ou krigeage ordinaire s’e´crit
Zˆ(s0) = γ
tΓ−1Z +
1− γtΓ−11
1tΓ−11
(1tΓ−1Z) , (1.16)
ou` Z = (Z(s1), . . . , Z(sn)) et la variance de krigeage, ou carre´ moyen de l’erreur de
pre´diction, vaut
σ2(s0) = γ
tΓ−1γ − (1
tΓ−1γ − 1)2
1tΓ−11
.
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Figure 1.4. Repre´sentations des surfaces obtenues apre`s avoir applique´ le krigeage
ordinaire aux deux surfaces de la Figure 1.2. Dans chacun des cas, la de´pendance spa-
tiale, autrement dit, la matrice Γ n’a pas e´te´ estime´e mais fournie. La pre´diction du
processus posse´dant une plus forte de´pendance spatiale (a` droite) apparaˆıt e´galement
plus lisse que l’autre. Puisque les sites de pre´diction sont les meˆmes que les sites
d’observation, lors de chaque pre´diction, l’observation en question a e´te´ omise. Sans
quoi, on obtiendrait une interpolation exacte. Une autre manie`re de faire aurait e´te´
de conside´rer d’autres sites de pre´diction comme, par exemple, la meˆme grille mais
le´ge`rement de´cale´e.
La Figure 1.4 pre´sente des surfaces obtenues apre`s application du krigeage ordinaire
aux donne´es. Si l’espe´rance µ(·) et la structure de covariance C(· , ·) sont connues, le
pre´viseur donne´ par (1.16) se simplifie et s’e´crit
Zˆ(s0) = µ(s0) + c
tC−1(Z − µ) , (1.17)
ou` c = (C(s0, s1), . . . , C(s0, sn))t , C = (C(si, sj)) et µ = (µ(s1), . . . , µ(sn))t . Le pre´viseur
donne´ par (1.17) est dit krigeage simple. Si le processus Z(·) est gaussien, il co¨ıncide
avec l’espe´rance conditionnelle E(Z(s0) |Z(s1), . . . , Z(sn)) . Par conse´quent, il est optimal
au sens du carre´ moyen de l’erreur parmi tous les estimateurs sans biais, line´aires ou non.
Dans le cas ou` la structure moyenne n’est pas constante mais peut eˆtre e´crite comme
µ(si) =
p∑
j=0
βjfj(si) , ∀si ∈ D , (1.18)
ou` {fj(·) : j = 0, . . . , p} sont des fonctions connues, le krigeage ordinaire peut eˆtre
ge´ne´ralise´ au krigeage universel. Essentiellement, cela revient a` remplacer dans l’ex-
pression du krigeage ordinaire l’e´criture µ1 par Xβ . La j e`me colonne de X est donne´e par
les valeurs prises par la fonction fj(·) dans les localisations s1, . . . , sn . D’autres me´thodes
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de krigeage ont e´te´ de´veloppe´es pour traiter diffe´rentes mode´lisations du processus spa-
tial e´tudie´. Par exemple, le krigeage robuste de Hawkins and Cressie (1980) pre´sente´
ci-dessous ou le krigeage par median polish sont deux me´thodes propose´es pour traiter des
processus non stationnaires.
1.3.1 Krigeage robuste
L’optimalite´ du krigeage ordinaire en tant que pre´diction spatiale line´aire repose
entie`rement sur la stationnarite´ au second ordre du processus. Par contre, son optimalite´
parmi l’ensemble des pre´viseurs, line´aires ou non, de´pend elle de la nature gaussienne du
processus. Meˆme si il existe des me´thodes pour transformer les observations afin qu’elles
satisfassent autant que possible a` cette condition, il reste toujours des situations ou` appa-
raissent des observations typiquement mieux mode´lise´es en tant que valeurs aberrantes.
La premie`re solution qui consiste a` ne pas conside´rer ces observations a` la nature douteuse
peut encore pre´senter du sens lorsqu’il s’agit d’obtenir une estimation du variogramme
(encore que diffe´rentes alternatives on e´te´ pre´sente´es dans la Section 1.2), mais quand il
s’agit d’effectuer une pre´diction, un moyen de travailler en leur pre´sence s’ave`re ne´cessaire.
De plus, les valeurs qui se distinguent par leur amplitude anormale ne sont pas tout le
temps de´nue´es d’information sur le processus e´tudie´. Par exemple, en prospection minie`re,
un pic traduisant la pre´sence d’un filon peut eˆtre synonyme de richesse et il serait malvenu
de simplement le supprimer. Hawkins and Cressie (1980) ont propose´ une me´thode qui
permet simplement d’atte´nuer l’influence de telles valeurs dans leur voisinage lorsque une
pre´diction est effectue´e. La me´thode propose´e se de´compose en cinq e´tapes.
I : Estimer de manie`re robuste la de´pendance spatiale et ajuster un variogramme valide.
II : Appliquer le krigeage ordinaire aux observations afin d’obtenir pour chaque Z(si)
les poids λil , l = 1, . . . , n , l 6= i tels que
Zˆ−i(si) =
n∑
l=1
l 6=i
λilZ(sl)
et la variance de krigeage associe´e σ2−i(si) .
III : Utiliser les poids obtenus a` l’e´tape pre´ce´dente pour obtenir une pre´diction robuste
de Z(si) :
Zmp−i (si) = me´diane ponde´re´e
(
{Z(sl) : l 6= i}, {λli : l 6= i}
)
. (1.19)
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IV : Editer l’observation en la substituant par une version winsorise´e :
Ze(si) =

Zmp−i (si) + cσ−i(si) si Z(si)− Zmp−i (si) > cσ−i(si) ,
Zmp−i (si)− cσ−i(si) si Z(si)− Zmp−i (si) < −cσ−i(si) ,
Z(si) si |Z(si)− Zmp−i (si)| ≤ cσ−i(si) ,
ou` c est un seuil constant. Des valeurs comprises entre 1.5 et 2.5 ont montre´ qu’elles
fournissaient des re´sultats satisfaisants.
V : Terminer en appliquant le krigeage ordinaire aux observations e´dite´es.
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Figure 1.5. Repre´sentations des surfaces obtenues apre`s avoir applique´ le krigeage
robuste aux deux surfaces de la Figure 1.2. Le seuil constant pour l’e´dition des
observations a e´te´ fixe´ a` c = 2 . Cette e´dition des observations justement est respon-
sable de l’obtention de surface plus lisse que celles obtenues par krigeage ordinaire
et repre´sente´es dans la Figure 1.4.
La Figure 1.5 pre´sente des surfaces obtenues apre`s application du krigeage robuste
aux donne´es. La me´diane ponde´re´e utilise´e pour le krigeage robuste, donne´e par (1.19)
est obtenue comme pre´sente´e dans Cressie (1993, p.147-148). On supposera ici que la
se´quence d’observations {Z(si) : i = 1, . . . , n , i 6= j} est ordonne´e de la plus petite a`
la plus grande des valeurs. On de´finit ωji = λji/
∑
t 6=j λtl si i 6= j et ωji ≡ 0 si i = j .
Les poids e´tant ceux du krigeage ordinaire, ils ne sont pas force´ment positifs. On cherche
ensuite les intervalles
[Z(sl+1), Z(sl+k+1)] , k ≥ 0 ,
tel que
l∑
i=1
ωji 6=
l+1∑
i=1
ωji = · · · =
l+k∑
i=1
ωji = 1/2 6=
l+k+1∑
i=1
ωji .
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La condition k = 0 correspond a` la situation
l∑
i=1
ωji < 1/2 <
l+1∑
i=1
ωji ou
l∑
i=1
ωji > 1/2 >
l+1∑
i=1
ωji .
Tous ces points ou intervalles peuvent eˆtre de´nomme´s me´dianes ponde´re´es. Pour obtenir
une solution unique, on conside`re leur me´diane ou la me´diane de leurs centres.
Ce chapitre, maintenant termine´, se veut une pre´sentation relativement rapide de la
ge´ostatistique. Il repre´sente a` mes yeux un re´sume´ succinct, mais consistant, du sujet.
Le prochain chapitre pre´sente une nouvelle manie`re de mode´liser un processus pre´sentant
une he´te´roge´ne´ite´ spatiale au niveau de l’e´chelle et les me´thodes de´veloppe´es pour traiter
un tel processus.
Chapitre 2
Mode`le a` erreurs substitutives
Une mode´lisation classique lors de l’e´tude d’un processus ale´atoire spatial est de sup-
poser que celui-ci posse`de une constitution additive. Autrement dit, le processus e´tudie´
Y (·) peut s’e´crire comme
Y (s) = T (s) + Z(s) , s ∈ D . (2.1)
Dans cette de´composition, le premier processus, note´ T (·), repre´sente une tendance ; ce
processus est sense´ absorber la variation a` basse re´solution pre´sente dans le jeu de donne´es.
Le second processus Z(·) est ge´ne´ralement suppose´ eˆtre un processus stationnaire au se-
cond ordre comme pre´sente´ dans la Proposition 1.3. Ce dernier peut encore e´ventuellement
eˆtre de´compose´ en trois parties distinctes comme sugge´re´ par Cressie (1993, p.112) :
Z(s) = W (s) + η(s) + ε(s) , s ∈ D , (2.2)
ou`
W (·) est un processus centre´ L2-continu. Autrement dit, son variogramme est continu
(en particulier a` l’origine) et sa porte´e est supe´rieure a` la distance minimale se´parant
deux sites d’observations.
η(·) est un processus centre´ intrinse`quement stationnaire inde´pendant de W (·) et dont
la porte´e est finie et infe´rieure a` la distance minimale se´parant deux sites d’obser-
vations.
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ε(·) est un processus bruit-blanc inde´pendant des deux processus pre´ce´dents.
Ce qu’il est important de retenir est que quelque soit le degre´ de de´composition choisi, cette
dernie`re n’est pas unique. Base´ sur le meˆme jeu de donne´es, deux scientifiques peuvent
obtenir des ajustements diffe´rents pour les diffe´rents e´le´ments de leur de´composition res-
pective. En particulier, il faut remarquer que le comportement du processus η(·) est par
de´finition inidentifiable sans informations en sus des n observations et de leurs localisa-
tions.
Dans la pratique, le processus de tendance est en premier lieu ajuste´. Dans un deuxie`me
temps, sur la base des re´sidus obtenus, le processus stationnaire au second ordre est ajuste´
par krigeage. Dans ce chapitre, l’attention sera focalise´e sur l’ajustement du processus
Z(·) . Puisqu’assumer la gaussiannite´ des donne´es est un paradigme pour le krigeage
ordinaire (meˆme si cela ne´cessite une transformation des donne´es), la question s’est na-
turellement pose´e quant au traitement de valeurs aberrantes ou plus ge´ne´ralement de la
pre´sence d’une he´te´roge´ne´ite´ conse´quente dans le jeu de donne´es. Une ide´e est de supposer
que le processus W (·) est bien gaussien, mais que le processus d’“erreur” η(·) + ε(·) ne
l’est pas. En lieu et place, on suppose que sa distribution est donne´e parN (0, σ2) avec probabilite´ 1− ² ,L avec probabilite´ ² , (2.3)
ou` 0 < ² << 1 et L repre´sente une distribution centre´e a` variance finie et queues lourdes.
Cela signifie que la majorite´ des donne´es sont toujours mode´lise´es par une loi gaussienne,
mais qu’une petite partie d’entre elles ne respectent plus cette hypothe`se et proviennent
d’une loi dont le second moment est nettement plus e´leve´. Le variogramme s’e´crit
2γZ(h) = 2γW (h) + 2
{
(1− ²)σ2 + ²
∫
t2L( dt)
}
.
Puisque les observations provenant de la loi a` queues lourdes sont conside´re´es comme
des erreurs, il est clair que ce n’est pas le variogramme ci-dessus qui doit eˆtre estime´. Le
processus d’inte´reˆt s’e´crit M(s) = µ+W (s) + δ(s) , ou` δ(s) ∼ N (0, σ2) . Par conse´quent,
le variogramme a` ajuster est
2γZ(h) = 2γW (h) + 2σ
2 .
Cressie and Hawkins (1980a) et Hawkins and Cressie (1980) ont montre´ comment
estimer ce variogramme. Par opposition au mode`le de´veloppe´ ci-apre`s, le mode`le muni du
processus d’erreur fourni par (2.2) et (2.3) est appele´ mode`le a` erreurs additives.
La motivation principale de ce chapitre est l’ide´e que certaines des observations obte-
nues ne refle`tent pas la re´alite´ du processus d’inte´reˆt, mais une contamination de celui-ci.
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Cette ide´e peut servir de mode´lisation a` diffe´rentes situations. Un exemple pourrait eˆtre
un disfonctionnement des appareils de mesure. Un autre pourrait eˆtre la pre´sence naturelle
de valeurs e´loigne´es de manie`re surprenante des valeurs attendues. Un exemple concret
est la de´couverte retarde´e du trou dans la couche d’ozone au-dessus de l’Antartique, due
principalement a` un traitement informatique des enregistrements qui avait pour taˆche de
classer comme erreurs les chutes brutales de concentration. Le but de la me´thode est donc
de produire un estimateur de krigeage qui ne se laisse pas influencer par de telles valeurs
et qui surtout ne rejette pas a` la base des valeurs surprenantes.
Il est suppose´ dans ce chapitre que le processus spatial e´tudie´ Z(·) est un processus
gaussien stationnaire au second ordre. Comme dans le mode`le additive pre´sente´ dans l’in-
troduction de ce chapitre, on va supposer que l’on n’observe pas directement le processus
d’inte´reˆt, mais une version “pollue´e” de celui-ci. Par contre, l’ide´e est que la contamina-
tion quand elle apparaˆıt e´clipse totalement l’observation, au lieu de s’y ajouter. D’ou` le
nom du mode`le : mode`le a` erreurs substitutives. Formellement, on e´crira :
X(s) = (1−B(s))Z(s) +B(s)O(s) , s ∈ D , (2.4)
ou`
Z(·) est le processus d’inte´reˆt gaussien et stationnaire au second ordre, d’espe´rance
E(Z(s)) = µ , ∀s ∈ D et de variance Σ = (σij)1≤i,j≤n tel que σij = σ2 , ∀i = j ;
O(·) est le processus de contamination. Il posse`de une distribution L centre´e autour de
µ , de variance finie et a` queues lourdes. Il est stationnaire au second ordre et est
suppose´ inde´pendant de Z(·) ;
B(·) est un processus binaire intrinse`quement stationnaire, inde´pendant de Z(·) et de
O(·) . Pour chaque site d’observation s , il indique si la valeur observe´e provient du
processus d’inte´reˆt ou du processus de contamination. On noteraB(·) ∼ Bernoulli(²) .
Le parame`tre ² repre´sente le taux de contamination du mode`le. Dans un premier
temps, aucune de´pendance spatiale pour ce processus n’est suppose´e. De meˆme, la
probabilite´ d’exhiber une valeur contamine´e ne de´pend pas du site d’observation.
Le chapitre se de´compose comme suit. Dans un premier temps le nouveau mode`le est
pre´sente´. L’estimateur de krigeage ade´quat associe´ est de´rive´ tout d’abord sous l’hypothe`se
de normalite´ de l’erreur. Des simulations illustrent les qualite´s de l’estimateur pre´sente´.
Par la suite, une application de la me´thode lors d’une participation a` un concours d’inter-
polation spatiale est pre´sente´. Finalement, une ge´ne´ralisation du mode`le est propose´e et
des simulations effectue´es. Mais, tout d’abord, le variogramme associe´ a` la mode´lisation
est de´rive´.
26 Chapitre 2: Mode`le a` erreurs substitutives
2.1 Variogramme associe´ au mode`le
Dans cette section, le variogramme the´orique du processus X(·) est de´rive´ en fonction
des variogrammes des processus sous-jacents : Z(·) , O(·) et B(·) . Pour ce faire, on de´finit
encore le processus conditionne´
V (s) = X(s) | (B(s) = b(s)) , s ∈ D . (2.5)
The´ore`me 2.1 Le variogramme du processus X(·) donne´ par (2.4) s’e´crit :
2γX(s1 − s2) =
(
1− ²− γB(s1 − s2)
)
· 2γZ(s1 − s2)
+
(
²− γB(s1 − s2)
)
· 2γO(s1 − s2)
+ 2γB(s1 − s2) · 2
(σ2Z + σ2O
2
)
, ∀ s1, s2 ∈ D , (2.6)
ou` ² = E(B(s)) , σ2Z = V ar(Z(s)) et σ
2
O = V ar(O(s)) pour tout s ∈ D .
Preuve 2.2 Si le variogramme de X(·) existe, on peut e´crire
2γX(s1 − s2) = E
(
Var
(
X(s1)−X(s2)
∣∣∣B(s1), B(s2)))
+Var
(
E
(
X(s1)−X(s2)
∣∣∣B(s1), B(s2))) ,
= E
(
Var
(
V (s1)− V (s2)
))
+Var
(
E
(
V (s1)− V (s2)
))
= E
(
2γV (s1 − s2)
)
,
puisque E(V (s)) = µ , ∀ s ∈ D . Le variogramme du processus V (·) s’e´crit
2γV (s1− s2) = Var
(
X(s1)−X(s2)
∣∣∣B(s1), B(s2))
= Var
((
Z(s1)− Z(s2)
)
+ b(s1)
(
O(s1)− Z(s1)
)
+ b(s2)
(
Z(s2)−O(s2)
))
=
(
1− (b(s1) + b(s2)) + b(s1)b(s2)
)
· 2γZ(s1 − s2) + b(s1)b(s2) · 2γO(s1 − s2)
+
(
b(s1)− b(s2)
)2
· 2
(σ2Z + σ2O
2
)
.
Puisque 2γX(s1 − s2) = EB(2γV (s1 − s2)) , il reste maintenant a` calculer cette espe´rance.
La distribution conjointe de B(s1) et B(s2) est pre´sente´e dans le tableau ci-apre`s.
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B(s2) = 1 B(s2) = 0
B(s1) = 1 ²− γB(s1 − s2) γB(s1 − s2) ²
B(s1) = 0 γB(s1 − s2) 1− ²− γB(s1 − s2) 1− ²
² 1− ² 1
Tableau 2.1. Distribution bivarie´e du processus de localisation de la contamination B(·) .
Par conse´quent,
EB(2γV (s1 − s2)) = P
(
B(s1) = 0, B(s2) = 0
) · 2γZ(s1 − s2)
+P
(
B(s1) = 1, B(s2) = 1
)
· 2γO(s1 − s2)
+P
(
B(s1) 6= B(s2)
)
· 2
(σ2Z + σ2O
2
)
=
(
1− ²− γB(s1 − s2)
)
· 2γZ(s1 − s2)
+
(
²− γB(s1 − s2)
)
· 2γO(s1 − s2) + 2γB(s1 − s2) · 2
(σ2Z + σ2O
2
)
.
¨
On en conclut que le processus X(·) est un processus intrinse`quement stationnaire.
Dans la section suivante, un premier cas particulier est e´tudie´. Il s’agit de la situation ou`
les variogrammes des processus de contamination et de localisation de la contamination,
O(·) et B(·) sont en fait des variogrammes de bruits blancs. Autrement dit, il est suppose´
qu’il n’y a pas de de´pendance spatiale, ni dans le processus de localisation, ni dans le
processus d’intensite´ de la contamination. L’estimateur optimal au sens du carre´ moyen
de l’erreur sans biais est de´rive´.
2.2 Contamination gaussienne
Tukey (1960) a montre´ que si on conside`re le simple mode`le
Z(s) = µ+ ε(s) , s ∈ D ,
ou`
ε(s)
iid∼
N (0, σ2) avec probabilite´ 1− ² ,N (0, k2σ2) avec probabilite´ ² ,
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le choix des parame`tres ² = 0.05 et k2 = 9 suffit amplement a` de´truire l’optimalite´ de la
moyenne usuelle Z¯ pour l’estimation du parame`tre µ . Meˆme si le proble`me est diffe´rent,
pre´sence d’une de´pendance spatiale, une caracte´risation similaire du processus de conta-
mination bien que simpliste suffit a` illustrer le proble`me et la ne´cessite´ du de´veloppement
d’un nouvel estimateur.
Pour illustration, on va tout d’abord conside´rer le cas unidimensionnel d = 1 et D ⊂
R . Le but est de pre´dire la valeur du processus d’inte´reˆt Z(·) au point s2 , base´ sur
l’observation du processus X(·) au point s1 . Les variables Z(s1) et Z(s2) posse`dent une
distribution bivarie´e normale d’espe´rance µ = (µ1, µ2)
t et de matrice de covariance Σ =
(σij)1≤i,j≤2 . La variable O(s1) , inde´pendante des deux variables Z(s1) et Z(s2) , posse`de
une distribution normale d’espe´rance µ1 et de variance σ
2
O = k
2 ·σ11 . Finalement, B(s1) ∼
Bernoulli(ε) est inde´pendante de toutes les autres variables et le mode`le s’e´crit
X(s1) = (1−B(s1))Z(s1) +B(s1)O(s1) .
Dans ce cas, la densite´ conjointe de X1 = X(s1) et de Z2 = Z(s2) s’e´crit
fX1,Z2 = (1− ²)fZ1,Z2 + ²fO1,Z2 .
L’espe´rance conditionnelle est donne´e par
Ẑ(s2) = E(Z(s2) |X(s1))
=
∫
z2fX1,Z2(x1, z2) dz2
/∫
fX1,Z2(x1, z2) dz2
=
(1− ²)fZ1(x1)E(Z2 |X1 = x1 , B1 = 0) + ²fO1(x1)E(Z2 |X1 = x1 , B1 = 1)
(1− ²)fZ1(x1) + ²fO1(x1)
= (1− ω(x1))µ2 + σ21(x1 − µ1)√
σ11
+ ω(x1)µ2 ,
ou` ω(x) = ²fO1(x)/((1 − ²)fZ1(x) + ²fO1(x)) , repre´sente´e dans la Figure 2.1 a` gauche,
correspond au rapport de vraisemblance.
L’estimateur optimal est donc une moyenne ponde´re´e entre l’estimateur classique cor-
respondant a` l’absence de contamination, E(Z2 |X1) , et l’espe´rance inconditionnelle du
processus, E(Z2) , lorsque la valeur observe´e ne ve´hicule aucune information. Les poids
respectifs correspondent a` la fonction de vraisemblance associe´e aux donne´es conditionne´e
sur la connaissance du sce´nario de contamination : fX1,B1(x1, 0) = fX1 |B1(x1)P(B1 = 0) .
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Figure 2.1. A gauche, la repre´sentation de la fonction ω(x) pour un cas centre´. La
courbe orange correspond a` (² = 0.05, k2 = 9) . Les deux autres courbes sont obte-
nues en faisant varier un parame`tre ou l’autre. La courbe en trait plein correspond
a` ² = 0.2 et celle en traitille´ a` k2 = 36 . Cette courbe repre´sente le poids accorde´
a` l’espe´rance inconditionnelle dans la pre´vision. On remarque que varier la proba-
bilite´ de contamination dans ce mode`le a plus d’influence que le fait de varier le
parame`tre multiplicatif k2 . Dans le graphique de droite, les courbes de re´gression
pour les diffe´rentes combinaisons des parame`tres. La droite diagonale correspond
a` ² = 0.00 . Autrement dit, il s’agit de l’estimateur classique dans le cas d’une loi
bivarie´e normale. La corre´lation entre Z(s1) et a` Z(s2) a e´te´ fixe´e a` σ12 = 0.8 . Plus
on augmente le taux de contamination, plus le pre´dicteur se rabat rapidement sur
l’espe´rance inconditionnelle. A l’inverse, si l’on augmente le parame`tre k2 , l’esti-
mateur sachant qu’il doit de´cider entre deux lois d’autant plus distinctes, s’attarde
d’autant plus longtemps pre`s de l’estimateur classique avant de se rabattre sur le
centre de la distribution de Z(s2).
2.2.1 Le mode`le
Pour rappel, on suppose dans cette section qu’il n’existe pas de de´pendance spatiale
pour les processus O(·) et B(·) . Si l’on suppose qu’il y a n sites d’observations, on peut
e´crire que
Z = (Z(s1), . . . , Z(sn))
t ∼ N (µ,Σ) ,
ou` µ = µ · 1 et Σ = (σij) telle que σii = C(0) = σ2 , ∀i = 1, . . . , n . De la meˆme manie`re,
O = (O(s1), . . . , O(sn))
t ∼ N (µ, k2 · σ2 · In) ,
ou` In est la matrice identite´ de dimension n et
B = (B(s1), . . . , B(sn))
t ∼ Bernoulli(ε) ,
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ou` B(si) ⊥ B(sj) , ∀i 6= j . Ces trois vecteurs sont inde´pendants entre eux, composante
par composante.
Le variogramme donne´ par (2.6) s’e´crit, dans ce cas comme
2γX(s1 − s2) =
0 , si s1 − s2 = 0 ,(1− ²)2 · 2γZ(s1 − s2) + ²((1− ²) + ² · k2) · 2σ2 , si s1 − s2 6= 0 .
Le but est maintenant de de´terminer l’e´criture de l’estimateur optimal au sens du
carre´ moyen de l’erreur. On cherche donc un estimateur tel que
E
(
(Ẑ(s0)− Z(s0))2
)
= min! .
Le processus Z(·) comme le processus O(·) e´tant gaussiens et inde´pendants l’un de l’autre,
le processus conditionne´ V (·) est e´galement gaussien. En fait,
V = (V (s1), · · · , V (sn))t ∼ N (µ,Ωb) ,
ou`
Ωb = (In − Ab)Σ(In − Ab) + k2σ2Ab
et Ab = diag(b) ∈ {0, 1}n×n avec b = (b(s1), . . . , b(sn))t . La covariance entre les vecteurs
ale´atoires Z et V vaut
Cov(Z, V ) = Cov(Z, (In − Ab)Z + AbO) = Σ(In − Ab) .
En particulier, on a que Cov(Z(s0), V ) = ν
t(In − Ab) ou` νt = Cov(Z(s0), Z) . Puisque
le processus Z(·) est suppose´ stationnaire au second ordre, le vecteur ν ne de´pend que
de la distance se´parant les diffe´rents sites d’observation, via le variogramme de Z(·) .
D’autre part, la matrice Ωb e´tant syme´trique, sa matrice inverse ge´ne´ralise´e est de´finie et
s’e´crit Ω−b = Φ∆
−Φ , ou` les colonnes de Φ repre´sentent les vecteurs propres orthogonaux
correspondant aux valeurs propres non-nulles contenues dans la matrice diagonale ∆ .
Cette matrice ve´rifie les proprie´te´s
Ωb · Ω−b · Ωb = Ωb ,
Ω−b · Ωb · Ω−b = Ω−b .
Les matrices Ab et Ωb de´pendent directement du sce´nario de contamination b . Le nombre
n repre´sentant le nombre de sites d’observation, on obtient un total de 2n sce´narios de
contamination distincts. On note B , l’ensemble de tous les sce´narios posssibles de cardi-
nalite´ 2n . On peut e´noncer le re´sultat suivant.
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The´ore`me 2.3 L’estimateur sans biais optimal au sens du carre´ moyen de l’erreur est
donne´ par
Ẑ(s0) =
∑
b∈B={0,1}n
ωb
(
νt(In − Ab) + 1− ν
t(In − Ab)Ω−b 1
1tΩ−b 1
· 1t
)
Ω−b X , (2.7)
ou`
ωb =
P(B = b)P(X = x |B = b)
P(X = x)
=
²n1 · (1− ²)n−n1P(X = x |B = b)
P(X = x)
, (2.8)
et n1 = #{b(si) = 1 : i = 1, . . . , n} repre´sente le nombre de sites contamine´s dans le
sce´nario b .
Preuve 2.4 Puisque la fonction de perte est l’erreur carre´e, l’estimateur optimal est fourni
par l’espe´rance conditionnelle E(Z(s0) |X) . On peut e´crire
E(Z(s0) |X) =
∫
z0f(z0|x) dz0
=
∫ ∫
z0f(z0|x, b)f(b|x) db dz0
car
f(z0|x) = f(z0, x)
f(x)
=
∫
f(z0, x, b)
f(x)
db =
∫
f(z0|x, b)f(x, b)
f(x)
db
=
∫
f(z0|x, b)f(x|b)f(x)
f(x)
db =
∫
f(z0|x, b)f(b|x) db .
Par conse´quent,
E(Z(s0) |X) =
∫ ∫
z0f(z0|x, b) dz0f(x|b)f(b)
f(x)
db
=
∫
E(Z(s0) |X,B)f(x|b)f(b)
f(x)
db =
∫
E(Z(s0) |V )f(x|b)f(b)
f(x)
db .
L’ensemble B e´tant fini de´nombrable, on peut re´e´crire cette dernie`re e´quation comme
Ẑ(s0) =
∑
b∈B={0,1}n
ωbE(Z(s0) |V ) ,
ou` ωb = P(B = b)P(X = x |B = b)/P(X = x) , ∀ b ∈ B . Il reste donc a` calculer
l’espe´rance conditionnelle E(Z(s0) |V ) . Puisque V (·) est gaussien, cette espe´rance est
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confondue avec l’estimateur optimal line´aire. Autrement dit, elle est confondue avec la
solution du krigeage ordinaire applique´ aux donne´es conditionne´es V . On peut donc
re´e´crire le proble`me comme
Ẑ(s0) =
∑
b∈B
ωbẐb(s0) =
∑
b∈B
ωbα
t
bV ,
ou`
∑
b∈B ωb = 1 et
∑n
i=1 αbi = 1 de sorte que Ẑb(s0) repre´sente l’estimateur line´aire
optimal sans biais si on connaˆıt le sce´nario de contamination. Dans un premier temps, on
cherche l’e´criture de αb . Le proble`me devient
min
αb,m
(
E
((
Z(s0)− Ẑb(s0)
)2)− 2m(αtb1− 1)
)
, (2.9)
ou`m repre´sente le multiplicateur de Lagrange associe´ a` cette minimisation sous contrainte.
Puisque(
Z(s0)− Ẑb(s0)
)2
=
((
Z(s0)− µ
)− αtb(V − µ1))2 ,
=
(
Z(s0)− µ
)2
+
(
αtb
(
V − µ1))2 − 2αtb(Z(s0)− µ)(V − µ1) ,
en utilisant le fait que les poids doivent sommer a` 1 , on peut re´e´crire l’espe´rance pre´sente
dans (2.9) comme
E
((
Z(s0)− Ẑb(s0)
)2)
= Var
(
Z(s0)
)
+ αtbVar(V )αb − 2αbCov(V, Z(s0))
= σ2 + αtbΩbαb − 2αtb(In − Ab)ν .
En de´rivant la fonction a` minimiser donne´e par (2.9) et en re´solvant le syste`me d’e´quation
obtenu en posant les de´rive´es e´gales a` ze´ro, on obtient le syste`me de solutions suivant :
m =
1− νt(In − Ab)Ω−b 1
1tΩ−b 1
,
αtb =
(
νt(In − Ab) +m · 1t
)
· Ω−b .
(2.10)
¨
Cet estimateur repre´sente l’estimateur optimal au sens du carre´ moyen de l’erreur.
Cependant son e´valuation ne´cessite un temps de calcul exponentiel, meˆme pour une valeur
raisonnablement grande de n . L’ide´e est donc de trouver un sous-ensemble S de sce´narios
contenus dans B tel que le temps de calcul devienne raisonnable et la perte d’optimalite´
induite minime. Pour de´terminer ce sous-ensemble, il apparaˆıt intuitif de souhaiter que
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les sce´narios les plus probables s’y retrouvent. Par conse´quent, l’estimateur propose´ est le
suivant.
De´finition 2.5 Un estimateur simplifie´ est donne´ par
ẐS(s0) =
∑
b∈S
ω˜b
(
νt(In − Ab) + 1− ν
t(In − Ab)Ω−b 1
1tΩ−b 1
· 1t
)
Ω−b X , (2.11)
ou` les poids ω˜b sont proportionnels a` la fonction de vraisemblance
P(B = b)P(X = x |B = b) .
et sont tels que
1 ≈
∑
b∈S
ω˜b ≫
∑
b/∈S
ω˜b ≈ 0 .
Une fois l’ensemble S de´fini, les poids associe´s aux sce´narios retenus sont norme´s pour
assurer que l’estimateur obtenu soit toujours sans biais.
En effet, en conside´rant l’e´criture des poids ω˜b, on est en droit de s’attendre a` ce qu’une
minorite´ d’entre eux seulement soient non ne´gligeables (voir Figure 2.8). D’ou` l’ide´e de
trouver un sous-ensemble de sce´narios tel que l’estimateur soit calculable en un temps
raisonnable. Les Figures 2.2 et 2.3 sont la` pour illustrer la motivation a` de´velopper une
telle me´thode. On peut encore remarquer que l’estimateur pre´sente´ ici est bien l’analogue
multidimensionnel de celui pre´sente´ au de´but de la Section 2.2. En effet, les poids donne´
par l’e´quation (2.8) peuvent eˆtre re´e´crits comme
ωb =
P(B = b)P(X = x |B = b)
P(X = x)
=
P(B = b)P(X = x |B = b)∫
P(B = b)P(X = x |B = b) db .
Cette dernie`re e´quation montre bien que chaque poids ωb correspond a` la vraisemblance
associe´e au sce´nario b normalise´e par la vraisemblance inconditionnelle associe´e aux ob-
servations X .
Ci-apre`s est pre´sente´e la me´thode de de´termination du sous-ensemble S qui est sense´
contenir les sce´narios de contamination les plus probables ; autrement dit, ceux dont les
poids ω˜b sont les plus e´leve´s. La de´marche se compose de deux e´tapes.
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Figure 2.2. Une re´alisation d’un mode`le a` erreurs substitutives simule´e sur une grille
re´gulie`re de 6× 6 localisations. Le variogramme du processus d’inte´reˆt est sphe´rique
de parame`tre θ = (0.05, 0.95, 4)t . Le taux de contamination vaut ² = 0.05 et k2 = 9 .
Deux sites sont effectivement contamine´s (valeurs : −5.9 et 5.4 ).
Etape 1 : Identifier un sce´nario de contamination vraisemblable, afin
qu’il serve de sce´nario initial pour l’e´tape suivante.
Etape 2 : De´terminer un sous-ensemble de sce´narios correspondant a`
un voisinage du sce´nario initial sur l’hypercube {0, 1}n .
2.2.2 Etape 1 : De´termination d’un sce´nario de contamination initial
La me´thode utilise´e est base´e sur la technique de de´tection de valeurs aberrantes pro-
pose´e par Cerioli and Riani (1999). Les valeurs aberrantes spatiales sont ge´ne´ralement
de´finies comme des valeurs extreˆmes compare´es aux valeurs voisines. Le proble`me ma-
jeur e´tant qu’elles peuvent se pre´senter isole´es, groupe´es ou disperse´es. Les me´thodes
classiques, comme celle sugge´re´e par Cressie (1986), base´es sur les re´sidus de pre´diction
standardise´s fonctionnent bien si les valeurs aberrantes sont isole´es et uniques. En cas
de valeurs aberrantes multiples, ces statistiques de de´tection/effacement de cas uniques
subissent des effets secondaires tel le masquage des autres valeurs sujettes a` caution. Jus-
tement, Cerioli and Riani (1999) de´fendent le fait que la me´thode appele´e forward search
ne subit pas ces effets similaires et posse`de la meˆme efficacite´ quelque soit la distribution
dans l’espace des valeurs aberrantes. L’ide´e principale de la me´thode est d’ordonner les
observations de la plus en accord avec le processus d’inte´reˆt a` celle le plus en de´saccord.
La me´thode utilise´e dans ce travail est pre´sente´e ci-apre`s. Elle est constitue´e de quatre
points.
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Figure 2.3. A gauche, la valeurs des poids (norme´s) associe´s aux 600 premiers
sce´narios (il y en a 236 au total) conside´re´s par la me´thode de voisinage pre´sente´e
dans la Section 2.2.3. En haut, le sce´nario de contamination initial (b0) correspond a`
l’absence totale de sites contamine´s. Au milieu, le sce´nario initial est le vrai sce´nario
avec les deux sites contamine´s. Au fond, le sce´nario initial est celui obtenu par
la me´thode pre´sente´e dans la Section 2.2.2. Dans les trois cas, on constate d’une
part que le nombre de poids significativement diffe´rents de ze´ro est faible. Par com-
paraison, on remarque e´galement que le choix d’un sce´nario initial acceptable est
primordial. Dans la situation du bas, on constate que le sce´nario initial est suffi-
samment proche du sce´nario optimal pour que celui-ci soit visite´, puisque le pic de
la courbe correspond au ve´ritable sce´nario. A droite, une repre´sentation quantiles-
quantiles des logarithmes des poids significatifs obtenus dans les deux derniers cas.
Sur 42 sce´narios retenus, 7 sont communs aux deux me´thodes (en orange), 2 n’ap-
parraissent que dans la seconde me´thode (carre´s bleu fonce´) et 33 diffe`rent par la
pre´sence/absence d’un site (toujours le meˆme)(en bleu clair). On le constate en re-
marquant que les points sont plus ou moins aligne´s sur une paralle`le a` la droite
d’e´quation y = x .
Point I : Estimation de la structure de de´pendence spatiale ;
Point II : De´termination d’un sous-ensemble initial ;
Point III : Progression dans la recherche ;
Point IV : Ordonnancement des sites ;
Point I : Estimation de la structure de de´pendence spatiale
L’estimateur propose´ par Genton (1998a) et fourni par l’e´quation (1.12) a e´te´ utilise´.
Meˆme si la me´thode ne semble pas affecte´e par l’estimateur utilise´, le choix s’est porte´ sur
celui-ci pour ses caracte´ristiques robustes. Les auteurs proposent eux d’utiliser l’estimateur
propose´ par Cressie and Hawkins (1980b). Pour s’assurer que le variogramme utilise´ soit
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valide, les estimations servent ensuite a` ajuster un variogramme parame´trique valide par
la me´thode des moindres carre´s. Une illustration de ce premier point est fourni par la
Figure 2.4.
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Figure 2.4. Ajustement du variogramme associe´ aux donne´es pre´sente´es dans la
Figure 2.2. Les carre´s oranges correspondent a` l’estimateur propose´ par Cressie and
Hawkins (1980b) ; les ronds oranges a` celui propose´ par Genton (1998a). Les courbes
sont obtenues en ajustant un variogramme sphe´rique aux estimations. La courbe
noire correspond au vrai variogramme.
Point II : De´termination d’un sous-ensemble initial
La recherche commence par la de´termination d’un sous-ensemble de p ¿ n loca-
lisations spatiales. Ce sous-ensemble est suppose´ contenir uniquement des localisations
ou` aucune contamination ne s’est produite. On choisit le sous-ensemble qui satisfait
au crite`re de moindre me´diane des carre´s des re´sidus standardise´s. Si on de´note par
Zˆ
i(S
(p)
l )
la pre´diction au site si base´e sur les observations obtenues aux sites contenus
dans S
(p)
l = {sil1 , . . . , silp} , 1 ≤ il1, . . . , ilp ≤ n , et par
e˜
i(S
(p)
l )
=
Z(si)− Zˆi(S(p)l )
σ
i(S
(p)
l )
,
l’erreur de pre´diction standardise´e associe´e, le sous-ensemble initial S
(p)
? est choisi tel que
e˜2
[med](S
(p)
? )
= min
l
e2
[med](S
(p)
l )
,
ou` e˜2
[k](S
(p)
l )
est la ke`me statistique d’ordre de la se´rie e˜2
i(S
(p)
l )
, i = 1, . . . , n et med =
p+ b(n− p)/2c . Ici, p a e´te´ choisi aussi petit que possible ; autrement dit, p = 2 . L’ide´e
est donc de se´lectionner le p-tuple de sites tel que la statistique d’ordre me´diane des carre´s
des erreurs de pre´diction standardise´es base´es sur ces sites soit minimale (cf. Figure 2.5).
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C’est entre autre la partie la plus couˆteuse en temps de calcul de la me´thode, puisque il
y a typiquement
(
n
p
)
p-tuples possibles. On peut re´duire ce temps de calcul en choisissant
p > 2 sites diffe´remment. Par exemple, en variant de manie`re ale´atoire un ensemble de
de´part de taille p > 2 . Meˆme si l’assurance que cet ensemble de de´part ne contienne pas
de sites contamine´s n’est pas essentielle, la chance d’en inclure croˆıt e´videmment.
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Figure 2.5. Repre´sentation des carre´s des re´sidus de pre´diction standardise´s en fonc-
tion des sous-ensembles de sites choisis pour e´tablir la pre´diction. Seulement une cen-
taine de sous-ensembles (parmi un total de 2 parmi 36 possibilite´s) sont repre´sente´s.
En orange, la me´diane de chaque e´chantillon. Le couple compose´ des sites 5 et 9
minimise la valeur de cette me´diane et est par conse´quent choisi par l’algorithme
pour commencer l’ordonnancement des donne´es.
Point III : Progression
Etant donne´ un sous-ensemble de taille m ≥ p , note´ S(m)? , la recherche progresse en
se´lectionnant les m+1 localisations ge´ne´rant les plus petits carre´s de re´sidus de pre´diction
standardise´s parmi la se´rie
e˜2
i(S
(m)
? )
, 1 ≤ i ≤ n .
Des variations de la me´thode existent, en particulier si le sous-ensemble initial S
(p)
? est
de´fini ale´atoirement plutoˆt que de la manie`re pre´sente´e ici.
Point IV : Ordonnancement des sites
Une fois l’e´tape pre´ce´dente termine´e, l’algorithme nous fournit un ordre des donne´es
(ou sites asssocie´s) ; le premier site inclut repre´sentant le site le plus en accord avec le
mode`le et le dernier le moins en accord. En termes du mode´le (2.4), cela signifie que les
observations contamine´es provenant du processus O(·) sont sense´es apparaˆıtre en dernier
dans cette classification. Il s’agit maintenant de de´terminer ou` se situe la de´marquation
entre les deux groupes d’observations. Cerioli and Riani (1999) sugge`rent de se baser
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Figure 2.6. Evolution temporelle des re´sidus standardise´s associe´s aux diffe´rents
sites. Parti d’un sous-ensemble de p = 2 sites, l’algorithme progresse en ajoutant a`
chaque e´tape un site. Les trois derniers sites a` rejoindre la liste sont les sites 21 , 10
et 15 (dans l’ordre).
sur une observation minutieuse de diffe´rentes repre´sentations graphiques de fonctions de
statistiques d’ordre des re´sidus standardise´s ou des e´carts-types associe´s. Le choix de tel
ou tel graphique de´pend de la disposition des valeurs suspectes dans l’espace, a` savoir si
elles sont ale´atoirement distribue´es ou regroupe´es.
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Figure 2.7. Illustration de la de´termination du sce´nario initial fourni par la me´thode
forward search dans le cas du jeu de donne´es repre´sente´ dans la Figure 2.2. Les points
(en orange) correspondent aux valeurs de la suite de´finie par (2.13). La courbe en
trait plein relie la suite des quantiles qui ont e´te´ de´finis dans la formule (2.14). On
constate que les deux dernie`res valeurs de la suite diffe´rencie´e de´passe le seuil fixe´
par la suite des quantiles. Cela signifie que les trois dernie`res observations ordonne´es
sont conside´re´es comme observations contamine´es.
Puisque l’e´tablissement de ce sce´nario de contamination initial est dans la me´thode
propose´e une premie`re e´tape, il est souhaitable que cela soit fait de manie`re syste´matique
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contrairement a` ce qui est propose´. On de´fini la suite de valeurs
e˜(m+1)m =
√
e˜2
[m+1](S
(m)
? )
, m = p+ 1, . . . , n− 1 , (2.12)
ou` e˜
[m+1](S
(m)
? )
repre´sente la (m+ 1)e`me statistique d’ordre des re´sidus de pre´diction stan-
dardise´s re´sultant des pre´dictions effectue´es sur la base des m premie`res observations
ordonne´es et contenues dans le sous-ensemble marque´ S
(m)
? . A partir de cette suite, on
conside`re la suite diffe´rencie´e
eˇ(m+1)m = e˜
(m+1)
m − e˜(m)m−1 , m = p+ 1, . . . , n− 1 . (2.13)
Base´es sur cette suite, les re`gles de de´termination de la contamination d’un site sont
donne´es ci-dessous. Une illustration de cette re`gle de de´termination est fourni par la
Figure 2.7.
Re`gle I : Le site qui correspond a` l’e´le´ment eˇ
(m+1)
m est suspect si
eˇ(m+1)m > qFˆ(eˇ(p+1)p ,...,eˇ(m)m−1)
(1− α) , (2.14)
pour 0 < α < 1 choisi. Autrement dit, on compare chacun des
termes de cette suite a` un quantile de la loi empirique associe´e
aux termes le pre´ce´dant dans la suite.
Re`gle II : Le premier site suspect (dans l’ordre obtenu a` la section
pre´ce´dente) et tous les suivants sont de´clare´s contamine´s.
2.2.3 Etape 2 : De´termination d’un sous-ensemble de sce´narios
Maintenant que la premie`re e´tape est termine´e puisque un sce´nario de contamination
initial a e´te´ obtenu, il s’agit de de´finir a` partir de la` un sous-ensemble de sce´narios qualifie´s
de probables sur lesquels sera base´e la pre´diction. L’ide´e principale a e´te´ de formaliser ce
proble`me comme celui de la recherche d’un voisinage d’un sommet sur l’hypercube unitaire
{0, 1}n ⊂ Rn . En effet, chaque sce´nario de contamination b(s) posse`de des composantes
binaires et peut donc eˆtre vu comme un des sommets de l’hypercube. Le premier proble`me
est le nombre de sommets existants. En effet, le total e´tant de 2n , il n’est par exemple
pas envisageable d’e´valuer la vraisemblance associe´e a` chaque sommet. C’est pourquoi,
une politique de parcours des sommets doit eˆtre de´finie et la vraisemblance n’est e´value´e
que pour les sommets visite´s. Deux me´thodes distinctes ont e´te´ envisage´es pour parcourir
les sommets de cet hypercube de manie`re efficace, mais seule la dernie`re a e´te´ retenue.
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Figure 2.8. Repre´sentation des poids associe´s a` tous les sommets de l’hypercube
plonge´ dans R16 . Ces poids sont e´gaux a` la vraisemblance associe´e a` chaque sommet,
calcule´e sur la base d’une re´alisation d’un processus stochastique spatial sur une grille
re´gulie`re de 4 × 4 = 16 points recouvrant le carre´ unitaire [0, 1] × [0, 1] . En rouge,
le poids associe´ au sce´nario initial trouve´ par la me´thode forward search. En orange
les poids correspondant aux sce´narios retenus pour la pre´diction. On constate qu’il
reste des poids conse´quents non conside´re´s, mais on remarque surtout que le poids
le plus e´leve´ est bel et bien retenu.
Partant du principe que le sce´nario initial trouve´ par forward search ne correspond pas
force´ment au sce´nario maximisant la vraisemblance (propos illustre´ dans la Figure 2.3, a`
gauche), l’ide´e initiale a e´te´ de parcourir les sommets a` la recherche de ce maximum. La
premie`re me´thode employe´e e´tait un recuit simule´. La quantite´ de parame`tres tel que les
crite`res d’arreˆt ou la loi de la tempe´rature ainsi que la lenteur de cette me´taheuristique
ont eu raison de la motivation initiale a` utiliser cette me´thode.
Puisqu’il s’agit de de´finir un sous-ensemble de sce´narios, l’heuristique pre´sente´e ci-
apre`s a e´te´ choisie pour sa simplicite´ ; au de´triment de son temps de calcul. Ce temps
de calcul reste tout de meˆme raisonnable puisque la me´thode typiquement ne parcours
pas l’entier du re´seau que repre´sente l’hypercube. L’hypercube est un objet passablement
e´tudie´ ; en particulier en the´orie des graphes, des re´seaux et, comme corollaire, en in-
formatique. Il repre´sente la structure qui a motive´ l’e´laboration du calcul paralle`le. On
trouve donc dans la litte´rature de nombreux algorithmes pour parcourir les sommets et
transmettre de l’information au travers de ce re´seau de manie`re efficace. Les me´thodes
de´rive´es de l’informatique ont e´te´ e´carte´es pour leur complexite´ et e´galement en raison du
fait que ge´ne´ralement, ces me´thodes parcourent tout l’hypercube et que cela n’est ici pas
ne´cessaire. Une autre direction comme la de´finition d’un arbre couvrant sur l’hypercube
n’a pas e´te´ retenue non plus, car l’abandon d’un noeud aurait signifie´ e´galement l’aban-
don de tous les noeuds enfants qui lui succe`de. L’heuristique propose´e est donc simple et
ne pre´sente pas de caracte´ristique d’optimalite´ en temps de parcours, mais elle a montre´
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qu’elle fonctionnait pour de´terminer un voisinage du sce´nario initial fourni par la me´thode
forward search.
De´termination d’un voisinage de sce´narios probables
Point 0 : Initialiser l’ensemble des sce´narios retenus au singleton com-
pose´ du sce´nario initial. On notera NS la cardinalite´ de cet en-
semble.
Point I : Conside´rer l’ensemble des n · NS premiers sommets voisins
des sommets de´ja` inclus dans l’ensemble des sce´narios retenus.
Point II : Evaluer la fonction de vraisemblance associe´e a` chacun de
ces sommets.
Point III : Retenir uniquement les sommets tels que l’estimation de
la vraisemblance associe´e est supe´rieure ou e´gale a` l’estimation de
la vraisemblance associe´e au sommet initial.
Point IV : Retourner au Point I et cycler jusqu’a` ce que la cardina-
lite´ NS cesse d’augmenter.
Des illustrations de la de´termination de ce sous-ensemble sont pre´sente´es dans la Fi-
gure 2.3 et dans la Figure 2.8. Dans le premier cas, 42 sce´narios sur un total de 236 ont e´te´
retenus tandis que dans le second cas, 20 sce´narios, incluant celui fourni par la premie`re
e´tape, sur un total de 216 ont e´te´ retenus. On constate que ces cardinalite´s sont tre`s faibles
en comparaison de la cardinalite´ totale qui rendent quasi impossible le calcul exact en
conside´rant tous les sce´narios. Ci-apre`s, quelques proprie´te´s de l’estimateur base´ sur ce
sous-ensemble de sce´narios sont pre´sente´es.
2.2.4 Proprie´te´s de l’estimateur
Ci-dessous sont pre´sente´s les proprie´te´s basiques de l’estimateur propose´.
Proposition 2.6 L’estimateur utilise´ fourni par (2.11) posse`de commme distribution un
me´lange de lois gaussiennes.
Proposition 2.7 L’estimateur utilise´ fourni par (2.11) est sans biais. Ce re´sultat de´coule
de sa construction.
E(ẐS(s0)) =
∑
b∈S
ω˜bα
t
bE(V ) =
∑
b∈S
ω˜bα
t
bµ1 =
∑
b∈S
ω˜bµ = µ , ∀ µ ∈ R . (2.15)
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Pour juger de la qualite´ de l’estimateur, on calcule le carre´ moyen de l’erreur. Le proble`me
de la cardinalite´ totale des sce´narios possibles refait surface et seule une approximation
du carre´ moyen de l’erreur peut eˆtre calcule´e.
Proposition 2.8 Le carre´ moyen de l’erreur de pre´diction de l’estimateur (2.7) s’e´crit
σ2B(s0) = E
((
Ẑ(s0)− Z(s0)
)2)
= Var
(
Ẑ(s0)
)− 2Cov(Ẑ(s0) , Z(s0)) + Var(Z(s0))
=
∑
bi,bj∈B
ωbiωbjα
t
bi
Ωijαbj − 2
√
σ2(1− ε)
∑
bi∈B
ωbiα
t
bi
ν + σ2 ,
ou` les termes αbi s’e´crivent comme dans (2.10), pour tout i = 1, . . . , 2
n , ε = P(B(sj) = 1) ,
∀ j = 1, . . . , n et
Ωij = (In − Abi)Σ(In − Abj) + k2σ2AbiAbj , ∀ i, j = 1, . . . , 2n .
Par conse´quent, une approximation du carre´ moyen de l’erreur de pre´diction de l’esti-
mateur (2.11) est donne´ par
σ2S(s0) ≈
∑
bi,bj∈S
ωbiωbjα
t
bi
Ωijαbj − 2
√
σ2(1− ε)
∑
bi∈S
ωbiα
t
bi
ν + σ2 .
Preuve 2.9 Il s’agit de calculer
σ2B(s0) = E
((
ZˆB(s0)− Z(s0)
)2)
= E
((
ZˆB(s0)− E
(
ZˆB(s0) | Z(s0)
)
+ E
(
ZˆB(s0) | Z(s0)
)− Z(s0))2)
= E
(
E
((
ZˆB(s0)− E
(
ZˆB(s0) | Z(s0)
)
+ E
(
ZˆB(s0) | Z(s0)
)− Z(s0))2)
∣∣∣∣∣ Z(s0)
)
= E
(
E
((
ZˆB(s0)− E
(
ZˆB(s0) | Z(s0)
))2) ∣∣∣∣∣ Z(s0)
)
+ 2 · E
(
E
((
ZˆB(s0)− E
(
ZˆB(s0) | Z(s0)
))(
E
(
ZˆB(s0) | Z(s0)
)− Z(s0)))
∣∣∣∣∣ Z(s0)
)
+ E
(
E
((
E
(
ZˆB(s0) | Z(s0)
)− Z(s0))2)
∣∣∣∣∣ Z(s0)
)
.
Les trois termes de la dernie`re e´galite´ sont e´value´s se´pare´ment ci-dessous. Le premier peut
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se re´e´crire comme suit.
E
(
E
((
ZˆB(s0) | Z(s0)− E
(
ZˆB(s0) | Z(s0)
))2))
= E
(
Var
(
ZˆB(s0) | Z(s0)
))
= Var
(
ZˆB(s0)
)− Var(E(ZˆB(s0) | Z(s0))) ,
en utilisant l’identite´
Var(Q) = Var
(
E(Q |R))+ E(Var(Q |R)) .
D’une part,
Var
(
ZˆB(s0)
)
= Var
(∑
b∈B
ωbẐb(s0)
)
=
∑
bi,bj∈B
ωbiωbjCov
(
Ẑbi(s0) , Ẑbj(s0)
)
=
∑
bi,bj∈B
ωbiωbjα
t
bi
Cov
(
(In − Abi)Z + AbiO , (In − Abj)Z + AbjO
)
αbj
=
∑
bi,bj∈B
ωbiωbjα
t
bi
(
(In − Abi)Σ(In − Abj) + k2σ2AbiAbj
)
αbj
=
∑
bi,bj∈B
ωbiωbjα
t
bi
Ωijαbj .
D’autre part, pour la deuxie`me partie du premier terme, on a besoin de connaˆıtre la valeur
de l’espe´rance conditionnelle E
(
Ẑ(s0) | Z(s0)
)
. On peut e´crire
E
(
Ẑ(s0) | Z(s0)
)
=
∑
b∈B
ωbα
t
bE
(
X | Z(s0)
)
=
∑
b∈B
ωbα
t
bE
(
E
(
V | Z(s0)
))
=
∑
b∈B
ωbα
t
b
(∑
b∈B
pbE
(
V | Z(s0)
))
,
ou` pb = P(B = b) , ∀ b ∈ B . Puisque
E
(
V | Z(s0)
)
= µ1+ (In − Ab)ν · Z(s0)− µ√
σ2
,
on peut e´crire
E
(
X | Z(s0)
)
=
∑
b∈B
pb
(
µ1+ (In − Ab)ν · Z(s0)− µ√
σ2
)
= µ1+
(∑
b∈B
pb(In − Ab)
)
ν · Z(s0)− µ√
σ2
.
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Finalement, en remarquant que
∑
b∈B pb(In −Ab) = In −
∑
b∈B pbAb = (1− ε)In , on peut
conclure que
E
(
Ẑ(s0) | Z(s0)
)
=
∑
b∈B
ωbα
t
b
(
µ1+ (1− ε)ν · Z(s0)− µ√
σ2
)
. (2.16)
Ainsi, le premier des trois termes a` calculer se re´e´crit comme
E
(
E
((
ZˆB(s0)− E
(
ZˆB(s0) | Z(s0)
))2) ∣∣∣∣∣ Z(s0)
)
=
∑
bi,bj∈B
ωbiωbjα
t
bi
Ωijαbj
− (1− ε)2
(∑
b∈B
ωbα
t
bν
)2
.
Le second se de´veloppe comme suit.
2·E
(
E
((
ZˆB(s0)− E
(
ZˆB(s0) | Z(s0)
))(
E
(
ZˆB(s0) | Z(s0)
)− Z(s0)))
∣∣∣∣∣ Z(s0)
)
= 2 · E
(
E
((
ZˆB(s0) | Z(s0)− E
(
ZˆB(s0) | Z(s0)
))(
E(ZˆB(s0) | Z(s0))− Z(s0)
)))
= 2 · E
((
E
(
ZˆB(s0) | Z(s0)
)− Z(s0)) · E( ZˆB(s0) | Z(s0)− E(Zˆ(s0) | Z(s0)))) = 0 .
En utilisant le re´sultat fourni par (2.16), le troisie`me et dernier terme s’e´crit
E
(
E
((
E
(
ZˆB(s0) | Z(s0)
)− Z(s0))2)
∣∣∣∣∣ Z(s0)
)
= E
((
E
(
ZˆB(s0) | Z(s0)
)− Z(s0))2)
= E
((∑
b∈B
ωbα
t
b
(
µ1+ (1− ε)ν(Z(s0)− µ)/
√
σ2
)− Z(s0))2)
= µ2
(∑
b∈B
ωbα
t
b1− 1
)2
+ σ2 − 2
√
σ2(1− ε)ωbαtbν
+ (1− ε)2
(∑
b∈B
ωbα
t
bν
)2
.
En remarquant que
∑
b∈B ωbα
t
b1 = 1 , le carre´ moyen de l’erreur de pre´diction se re´e´crit
comme
σ2B =
∑
bi,bj∈B
ωbiωbjα
t
bi
Ωijαbj − 2
√
σ2(1− ε)
∑
bi∈B
ωbiα
t
bi
ν + σ2 .
¨
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Pour se convaincre que le terme croise´ correspond bel et bien a` la covariance entre
Ẑ(s0) et Z(s0) , on peut de´velopper le terme comme suit.
2
√
σ2(1− ε)
∑
b∈B
ωbα
t
bν ∝
∑
b∈B
ωb
(
νt(In − Ab)Ω−b
(
ν − 1
tΩ−b ν
1tΩ−b 1
· 1
)
+
1tΩ−b ν
1tΩ−b 1
)
.
Dans cette dernie`re expression, le second terme peut eˆtre vu comme une moyenne ponde´re´e
des termes Cov(Z(si), Z(s0)) , i = 1, . . . , n , ou` la ponde´ration est fonction des termes
Cov(Z(si), Z(sj)) , i, j = 1, . . . , n , au travers de la matrice Ω
−
b . Le premier terme
repre´sente la norme L2 au carre´ des e´carts entre les termes Cov(Z(si), Z(s0)) , i =
1, . . . , n et le centre que repre´sente le second terme. Cette norme utilise e´galement la ma-
trice Ω−b pour ponde´ration et seuls les termes non contamine´s dans le sce´nario b participent
au calcul de cet e´cart.
Proposition 2.10 Pour comparaison, la variance de pre´diction associe´e au krigeage ordi-
naire est donne´e par
σ2ok = λ
t
(∑
b∈B
pbΩb
)
λ+ σ2 − 2
√
σ2(1− ε)λtν , (2.17)
ou` pb = P(B = b) , ∀ b ∈ B et λt est donne´ par (1.15).
Les questions qui se posent maintenant sont les suivantes :
1. Que vaut l’estimateur ẐS(s0) fourni par (2.11) compare´ a` ẐB(s0) fourni par (2.7) ?
2. La variance σ2S(s0) fournit-elle des valeurs sense´es en comparaison de σ
2
B(s0) ?
3. Que vaut l’estimateur de´veloppe´ en comparaison de me´thodes plus classiques telles
que le krigeage robuste ou la me´diane ponde´re´e, toutes deux pre´sente´es dans le
Chapitre 1 ?
Pour se rendre compte des performances de l’estimateur, des simulations ont e´te´ effectue´es.
Elles sont pre´sente´es dans le paragraphe suivant.
2.2.5 Simulations
Afin d’e´tablir la qualite´ de l’estimateur pre´sente´ dans la section pre´ce´dente, des simu-
lations sont exe´cute´es. Par simplicite´, le domaine D conside´re´ est de´fini comme le carre´
unitaire [0, 1]× [0, 1] . Sur ce domaine, on appose une grille re´gulie`re de 9× 9 = 81 points
et les pre´dictions ont toujours lieu au centre du domaine, au site dont les coordonne´es sont
s0 = (0.5, 0.5)
t . La structure spatiale pre´sente dans le processus d’inte´reˆt provient d’un
variogramme sphe´rique. Le choix du variogramme provient du fait que l’e´tendue finie de
ce dernier fournit l’assurance d’un ajustement sans proble`me de convergence et permet,
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par conse´quent d’eˆtre inclu dans une boucle de simulation en toute confiance. Pour ces
simulations, un nombre de r = 1000 re´pe´titions a e´te´ fixe´. Diffe´rentes situations corres-
pondant a` diffe´rentes structures spatiales sont conside´re´es. Les parame`tres qui varient au
cours de ces simulations sont :
L’e´tendue du variogramme : θ3 ∈ {0.5, 0.7, 0.9} ,
Le taux de contamination : ² ∈ {0.00, 0.05, 0.10, 0.15} .
Les autres parame`tres sont constants tout au long des simulations. Leurs valeurs sont :
La tendance : µ = 0 ,
Le facteur de proportionnalite´ : k2 = 10 ,
L’effet pe´pite du variogramme : θ1 = 0.05 ,
Le seuil du variogramme : θ2 = 0.95 ,
Le niveau du test de de´tection : 1− α = 0.9 .
L’estimateur de´veloppe´ et pre´sente´ dans la section pre´ce´dente est compare´ a` plusieurs
autres estimateurs. La de´pendance spatiale n’est fournie a` aucun d’entre eux. Par contre,
elle est estime´e une seule fois et l’estimation obtenue est utilise´e par tous les estimateurs
la ne´cessitant. Lors de l’ajustement du variogramme par la me´thodes des moindres carre´s
ordinaires, la famille parame´trique utilise´e est fournie. Autrement dit, lors des simulations,
c’est un variogramme sphe´rique qui est utilise´ pour ge´ne´rer les donne´es et c’est e´galement
un variogramme sphe´rique qui est ajuste´. L’estimation se fait par la me´thode propose´e
par Genton (1998a). Concernant les localisations des sites contamine´s, elles sont ale´atoires
sur la grille comme suppose´ dans le mode´le. Les diffe´rents estimateurs compare´s dans ces
simulations sont pre´sente´s ci-apre´s.
FS : L’estimateur construit sur le sce´nario de contamination obtenu par l’automatisation
de la me´thode de Cerioli and Riani (1999). Cette automatisation a e´te´ pre´sente´e dans
la Section 2.2.2.
SOK : L’estimateur pre´sente´ tout au long de ce chapitre et donne´ par (2.11).
RK : L’estimateur de krigeage robuste pre´sente´ dans la Section 1.3.1. Le parame`tre de
seuil pour l’e´dition des observations a e´te´ fixe´ a` c = 2 .
OK : L’estimateur de krigeage ordinaire donne´ par (1.16).
WAD : Cet acronyme vient de weighted absolute deviation. Cet estimateur correspond a`
une me´diane ponde´re´e des observations. Les poids utilise´s sont ceux de l’estimateur
de krigeage ordinaire, e´galement utilise´s par l’estimateur de krigeage robuste, une
fois les observations e´dite´es.
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LMN : C’est une moyenne locale ponde´re´e des 8 premiers sites voisins du site de pre´vision.
Les poids utilise´s sont proportionnels aux distances se´parant les 8 sites du site de
pre´vision.
LMD : C’est une me´diane locale ponde´re´e des 8 premiers sites voisins du site de pre´vision.
Les poids utilise´s sont proportionnels aux distances se´parant les 8 sites du site de
pre´vision.
L’estimateur fourni par (2.7) e´tant l’estimateur qui minimise le carre´ moyen de l’erreur
pour ce mode`le, on souhaite qu’une approximation de cet estimateur, fournie par (2.11)
et de´nomme´e dans cette section SOK, repre´sente l’estimateur pre´sentant les meilleures
performances lors de ces simulations. La seconde remarque que l’on peut faire est que
les performances de l’estimateur de krigeage robuste, RK, sont toutes relatives, car elles
de´pendent du parame`tre de seuil c. En effet, e´tant donne´ que le processus e´tudie´ est
entre autre stationnaire au premier ordre, l’erreur de pre´diction de cet estimateur est en
relation directe avec ce parame`tre qui fixe la quantite´ d’observations e´dite´es. C’est le seul
estimateur parmi ceux pre´sente´s qui posse`de ce degre´ d’artificialite´.
Me´thodes
FS SOK RK OK WAD LMN LMD
0 0.496 0.491 0.501 0.492 0.575 0.507 0.527
0.
5
5 0.498 0.494 0.512 0.568 0.571 0.545 0.531
10 0.525 0.521 0.549 0.627 0.583 0.589 0.534
15 0.571 0.548 0.560 0.686 0.574 0.612 0.530
0 0.415 0.410 0.427 0.411 0.531 0.430 0.446
0.
7
5 0.414 0.407 0.424 0.496 0.510 0.464 0.441
E
te
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ue
C
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10 0.453 0.439 0.450 0.561 0.522 0.521 0.453
15 0.471 0.454 0.464 0.598 0.531 0.556 0.466
0 0.379 0.372 0.384 0.373 0.473 0.383 0.389
0.
9
5 0.377 0.373 0.384 0.455 0.464 0.431 0.390
10 0.420 0.406 0.408 0.530 0.497 0.484 0.409
15 0.445 0.425 0.427 0.564 0.457 0.512 0.412
Tableau 2.2. Erreur absolue moyenne (mae) obtenue par simulation. La valeur mi-
nimale parmi tous les estimateurs est en gras ; la seconde plus petite, en italique.
Le processus de contamination est e´galement gaussien avec un facteur de propor-
tionnalite´ de la variance e´gal a` k2 = 10 . Les localisations des sites contamine´s sont
ale´atoires. Taille de l’e´chantillon : r = 1000 . L’e´cart-type associe´ est d’environ 2.4% .
Hormis LMN et LMD, les estimateurs conside´re´es utilisent tous l’ensemble des obser-
vations pour effectuer la pre´vision, meˆme si, comme pre´sente´ dans la Figure 1.3, l’ampli-
tude des poids associe´s aux observations de´croˆıt rapidement avec la distance se´parant les
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Figure 2.9. Comparaison des transformations probit des distributions empiriques de
l’erreur absolue moyenne associe´e aux quatre estimateurs SOK (orange), RK (bleu),
LMD (vert) et OK (rouge) dans les diffe´rentes situations de contamination normale
envisage´es.
sites. Par conse´quent, a` mesure que le parame`tre d’e´tendue diminue, on s’attend a` ce que
les performances de l’estimateur de krigeage ordinaire et l’estimateur de moyenne locale
soient de plus en plus similaires. Les deux statistiques conside´re´es sont l’erreur absolue
moyenne
mae =
1
r
r∑
i=1
|Zˆ(s0)− Z(s0)|
et la racine du carre´ moyen de l’erreur
rmse =
√√√√1
r
r∑
i=1
(Zˆ(s0)− Z(s0))2 .
Les estimateurs des e´carts-types associe´s a` ces deux statistiques sont donne´s par
σˆmae =
1
r
( r∑
i=1
(Zˆ(s0)− Z(s0))2 − 1
r
( r∑
i=1
|Zˆ(s0)− Z(s0)|
)2)1/2
σˆrmse =
(
1
4r
(∑r
i=1(Zˆ(s0)− Z(s0))4∑r
i=1(Zˆ(s0)− Z(s0))2
− 1
r
r∑
i=1
(Zˆ(s0)− Z(s0))2
))1/2
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Me´thodes
FS SOK RK OK WAD LMN LMD
0 0.618 0.612 0.619 0.612 0.720 0.628 0.653
0.
5
5 0.629 0.625 0.644 0.740 0.713 0.685 0.664
10 0.658 0.654 0.685 0.801 0.720 0.734 0.663
15 0.737 0.707 0.708 0.897 0.729 0.781 0.675
0 0.518 0.511 0.530 0.510 0.662 0.534 0.556
0.
7
5 0.521 0.513 0.534 0.669 0.641 0.596 0.551
E
te
nd
ue
C
on
ta
m
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at
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n
10 0.570 0.555 0.571 0.745 0.665 0.671 0.574
15 0.608 0.581 0.584 0.796 0.668 0.720 0.590
0 0.471 0.465 0.483 0.467 0.596 0.478 0.490
0.
9
5 0.471 0.469 0.484 0.596 0.586 0.546 0.490
10 0.532 0.510 0.512 0.698 0.620 0.613 0.510
15 0.583 0.535 0.538 0.762 0.584 0.671 0.528
Tableau 2.3. Racine de l’erreur carre´e moyenne (rmse) obtenue par simulation. La
valeur minimale parmi tous les estimateurs est en gras ; la seconde plus petite, en
italique. Le processus de contamination est e´galement gaussien avec un facteur de
proportionnalite´ de la variance e´gal a` k2 = 10 . Les localisations des sites contamine´s
sont ale´atoires. Taille de l’e´chantillon : r = 1000 . L’e´cart-type associe´ est d’environ
2.4% .
Les re´sultats obtenus sont pre´sente´s dans les Tableaux 2.2 et 2.3 ainsi que dans la
Figure 2.9. On constate les tendances suivantes :
– A priori l’estimateur SOK repre´sente bel et bien l’estimateur line´aire sans biais qui
minimise l’erreur carre´e moyenne.
– Plus la surface du processus d’inte´reˆt est lisse, autrement dit plus l’e´tendue du
variogramme est grande, plus faibles sont le MAE et le RMSE de l’estimateur
SOK .
Lorsque le taux de contamination est nul, l’estimateur SOK est similaire a` l’estimateur
OK, alors que lorsque le taux de contamination augmente, l’estimateur LMD est celui qui
se rapproche le plus de l’estimateur SOK. Cet effet retranscrit dans le multidimensionnel
ce qui avait de´ja` e´te´ observe´ dans l’exemple unidimensionnel d’introduction. En effet,
si le taux de contamination est faible, l’estimateur aura tendance a` faire confiance aux
me´thodes classiques et se comporter comme le krigeage ordinaire. A l’inverse, lorsque le
taux de contamination est grand, l’estimateur propose´ pre´fe`re s’e´loigner des me´thodes
classiques et se rabattre sur une estimation inconditionnelle. Ceci se refle`te par le faible
e´cart se´parant la me´diane locale ponde´re´e et l’estimateur dans cette situation.
Dans la Figure 2.9, les fonctions probit des distributions empiriques des quatre estima-
teurs SOK, RK, LMD et OK sont repre´sente´es pour chacune des situations envisage´es.
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Plus la contamination est forte, plus la diffe´rence entre l’estimateur propose´ et le krigeage
ordinaire se creuse, a` l’avantage de l’estimateur. Si la contamination est faible, la distribu-
tion de l’estimateur est confondue avec celle du krigeage ordinaire. Encore une fois, il faut
relativiser la performance du krigeage robuste dans le sens ou` celle-ci de´pend directement
du parame`tre de seuil choisi.
Des simulations ont e´galement e´te´ effectue´es pour comparer les estimateurs de l’er-
reur de pre´diction associe´s aux estimateurs compare´s pre´ce´demment. Pour ce faire, des
re´alisations du mode`le sous e´tude ont e´te´ simule´es sur une grille unitaire re´gulie`re comme
pre´sente´e dans la Figure 2.10. Le nombre de sites ou` le processus a e´te´ observe´ a spe´cialement
e´te´ choisi comme faible (n = 9) afin de pouvoir calculer l’estimateur (2.11) dans le cas
ou` ce n’est pas un sous-ensemble de sce´narios qui est envisage´ mais bien l’ensemble des
sce´narios possibles, ainsi que la variance associe´e. Les autres estimateurs conside´re´s sont
les estimateurs SOK, RK et OK. En observant, la Figure 2.10, on constate que le taux de
contamination du processus est de 10/81 ≈ 12% et que parmi les sites observe´s, ce taux
s’e´le`ve a` 1/9 ≈ 11% . L’e´tendue a e´te´ fixe´e a` 0.9 (de sorte qu’il y ait une interaction entre
chaque paire de points de la grille). Un total de r = 1′000 simulations ont e´te´ effectue´es.
Figure 2.10. Grille pour les simulations concernant les estimateurs de l’erreur de
pre´diction. Sur cette grille re´gulie`re, les triangles (en orange) repre´sentent les sites ou`
le processus de contamination s’est re´alise´ ; en bleu, les sites ou` il y a eu observation.
Le premier point a` pre´ciser est que la variance de pre´diction, elle aussi, de´pend direc-
tement de l’estimation de la structure de de´pendance. Pour s’en convaincre, il suffit de
jeter un coup d’oeil a` leur e´criture pour les diffe´rents estimateurs ((2.8) et (1.3)). Ainsi,
comme le pre´cise Cressie (1993, p.127), le terme σ2(s0) repre´sente une erreur de pre´diction
carre´e moyenne probabiliste et si l’on tient en compte le fait que le variogramme doit eˆtre
estime´, alors l’ine´galite´
σ2(s0) ≤ E
((
Ẑ(s0)− Z(s0)
)2)
(2.18)
est ve´rifie´e qu’en probabilite´ lorsque les deux termes sont estime´s. Ide´alement, c’est le
terme de droite qui devrait eˆtre utilise´ pour quantifier l’erreur de pre´diction en s0 . Dans
la pratique, c’est bien souvent une estimation du terme de gauche qui est utilise´e. Ci-
apre`s, les deux termes de cette ine´galite´ sont compare´s pour les diffe´rents estimateurs.
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Une comparaison graphique est propose´e, puisque ces estimations varient pour chaque
localisation et que pour ce simple exercice de simulation, il y a de´ja` 81 localisations a`
conside´rer. Dans la Figure 2.11, la variance de pre´diction des estimateurs est pre´sente´e.
Dans ce graphique, a` gauche, l’estimateur base´ sur l’ensemble des sce´narios possibles ; au
centre, l’estimateur SOK ; a` droite le krigeage ordinaire. Dans la Figure 2.12, la somme
moyenne des re´sidus au carre´ de l’estimateur base´ sur l’ensemble des sce´narios possibles,
de l’estimateur SOK et du krigeage robuste (de gauche a` droite).
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Figure 2.11. Comparaison des surfaces de variance de pre´diction associe´es aux esti-
mateurs. Dans l’ordre : a` gauche, l’estimateur base´ sur tous les sce´narios possibles ;
au centre, l’estimateur SOK ; a` droite, l’estimateur OK.
Dans la Figure 2.11, la premie`re observation est que la surface associe´e a` l’estimateur
SOK ressemble fortement a` celle associe´e a` l’estimateur base´e sur l’ensemble des sce´narios
possibles. Toutes les deux sont nettement infe´rieures a` celle associe´e au krigeage ordinaire.
Il faut remarquer que ce sont des surfaces moyennes. En effet, contrairement a` la variance
de pre´diction du krigeage ordinaire qui elle est constante au cours des simulations, la
surface associe´e aux deux premiers estimateurs varie en fonction des observations. La
diffe´rence entre les deux surfaces, celle associe´e a` tous les sce´narios et celle associe´e a` la
se´lection, peut donc varier. On remarque e´galement, que le krigeage ordinaire n’est plus
un interpolateur exact dans ce cadre-ci. La ponde´ration par le rapport de vraisemblance
pre´sente dans les deux autres estimateurs permet d’abaisser la variance de pre´diction
associe´e aux sites d’observation. Base´ sur ces observations, on peut affirmer que d’une
part l’estimateur SOK posse`de une variance de pre´diction qui repre´sente une bonne ap-
proximation de la variance de pre´diction associe´e a` l’estimateur base´ sur l’ensemble des
sce´narios possibles et que d’autre part, sa supe´riorite´ face a` des me´thodes classiques est
e´vidente. On peut encore remarquer que la formulation de la variance de pre´diction as-
socie´e au krigeage robuste n’a pas e´te´ de´rive´e pour cette situation, mais si on entreprend
une analogie avec le mode`le pour lequel le krigeage ordinaire est optimal, la surface as-
socie´e au krigeage robuste est confondue avec celle associe´e au krigeage ordinaire.
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Dans la Figure 2.12, les sommes moyennes des re´sidus au carre´ de pre´visions sont
pre´sente´es. On constate que les surfaces sont passablement similaires au niveau de leur
forme. Par contre le pic pre´sent, la` ou` une contamination a effectivement e´te´ observe´e
est beaucoup plus fort pour le krigeage robuste, tout a` droite. Le pic associe´ au krigeage
ordinaire e´tait encore plus fort et n’est pas pre´sente´ pour une question d’e´chelle. On
constate e´galement que l’erreur moyenne ne faiblit pas si on se restreint a` un sous-ensemble
de sce´narios, comme c’est le cas pour l’estimateur SOK, au centre, comparativement a`
celui de gauche qui est l’estimateur base´ sur l’ensemble des sce´narios.
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Figure 2.12. Comparaison des surfaces des sommes moyennes des re´sidus de
pre´diction au carre´ associe´es aux estimateurs. Dans l’ordre : a` gauche, l’estima-
teur base´ sur tous les sce´narios possibles ; au centre, l’estimateur SOK ; a` droite,
l’estimateur RK.
Finalement, dans la Figure 2.13 et dans la Figure 2.14, une re´alisation parmi les
r = 1′000 a e´te´ conside´re´e pour repre´senter la variance de pre´diction et la somme des
carre´s des re´sidus de manie`re unidimensionnelle. Dans la premie`re figure, on constate
une fois encore que la variance de pre´diction associe´e a` SOK est confondue avec celle
associe´e a` l’estimateur base´ sur l’ensemble des sce´narios possibles, a` l’exception de la` ou`
une contamination a` eu lieu. Par syme´trie, on peut voir que la courbe associe´e a` SOK
est la meˆme, la` ou` une contamination a e´te´ observe´e que la` ou` aucune observation a e´te´
observe´e. A l’oppose´, celle associe´e a` tous les sce´narios apporte du cre´dit e´galement aux
sce´narios ou` le site contamine´ est conside´re´ comme propre. c’est ce qui fait que sa courbe
se rapproche de celle du krigeage ordinaire. Dans la seconde figure, on constate que les
re´sidus aux carre´s associe´s a` l’estimateur SOK sont nettement infe´rieurs a` ceux associe´s
au krigeage robuste ou a` l’estimateur conside´rant tous les sce´narios possibles.
Ce qu’il faut retenir de ces simulations est que l’estimateur propose´ posse`de une forte
capacite´ d’adaptation et ceci est retranscrit par de bonnes performances dans toutes les
situations. Des simulations ou` le facteur de proportionnalite´ des variances a e´te´ fixe´ a`
k2 = 16 ont e´galement e´te´ effectue´es. Les re´sultats sont sensiblement les meˆmes que ceux
pre´sente´s ici. Finalement, un histogramme est encore pre´sente´ dans la Figure 2.15. La
valeur d’inte´reˆt correspond au pourcentage des poids associe´s aux sce´narios retenus par
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Figure 2.13. Repre´sentation unidimensionnelle des variances de pre´dictions associe´es
aux diffe´rents estimateurs. Les triangles rouges indiquent les sites pose´s comme
contamine´s dans le sche´ma de simulation ; les triangles noirs, leurs premiers voisins.
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Figure 2.14. Repre´sentation unidimensionelle des re´sidus carre´s associe´e a` une
pre´diction des diffe´rents estimateurs. Le krigeage ordinaire n’est pas repre´sente´ pour
une question d’e´chelle. Il est avantageusement remplace´ par le krigeage robuste dont
le comportement est similaire mais atte´nue´.
l’estimateur SOK. On constate que la me´diane se situe a` environ 75%. Par conse´quent,
meˆme si sa queue gauche se prolonge jusqu’a` de tre`s faibles valeurs, le rapport des poids se
situe avec probabilite´ p = 0.75 au dessus de 68% . Dans la section suivante, une distribution
a` queues plus lourdes est envisage´e pour le processus de contamination.
2.3 Contamination non gaussienne
Une des faiblesse du mode`le pre´sente´ dans la Section 2.2 est que le processus d’inte´reˆt
Z(·) comme celui de contamination O(·) sont suppose´s gaussiens. Cette hypothe`se a e´te´
faite dans le but de de´river facilement l’e´criture de l’estimateur mais restreint tout de
meˆme son champ d’application. En particulier parce que la diffe´rence entre les deux dis-
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Figure 2.15. Histogramme du pourcentage associe´ aux poids des sce´narios retenus
par l’estimateur SOK.
tributions gaussiennes centre´es dont les variances sont proportionnelles est minime (pour
un facteur de proportionnalite´ raisonnable) a` comparer au cas ou` une distribution gaus-
sienne serait suppose´e pour le processus d’inte´reˆt uniquement et qu’une distribution de
Student serait conside´re´e pour le processus de contamination. C’est cette motivation qui
a pousse´ a` vouloir relaˆcher cette hypothe`se de normalite´ et a` conside´rer des distributions
elliptiques.
2.3.1 Distributions elliptiques
L’inte´reˆt de ces lois re´side dans le fait qu’elles permettent de s’e´loigner un tant soit
peu de l’hypothe`se standard de normalite´ des donne´es, tout en gardant des proprie´te´s
inte´ressantes qui les rendent relativement commodes a` manipuler. En particulier, leur
de´nomination vient du fait qu’elles posse`dent tout comme la loi normale des courbes
d’isodensite´ elliptiques. Elles peuvent par contre exhiber des queues plus lourdes que la
loi normale et par conse´quent sont de bonnes candidates pour tester si la proce´dure mise en
place est sensible ou non a` l’hypothe`se initale sur la distribution des processus conside´re´s.
Une bonne introduction a` ces distributions est propose´e par Muirhead (1982, p.32) ou par
Fang et al. (1990, p.26). Il existe plusieurs manie`res de de´finir une distribution elliptique.
L’une consiste d’abord a` de´finir une distribution sphe´rique.
De´finition 2.11 Un vecteur ale´atoire X ∈ Rn posse`de une distribution sphe´rique si
pour toute transformation line´aire H ∈ Rn×n orthogonale, X et Y = HX posse`dent la
meˆme distribution. En particulier, cela signifie que si f repre´sente la densite´ de X , alors
celle-ci peut s’e´crire comme
f(x) = g(xtx) = g(||x||) ,
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pour une fonction g bien choisie.
Les distributions elliptiques repre´sentent les transformations affines des distributions sphe´-
riques.
De´finition 2.12 Soit Y un vecteur ale´atoire distribue´ selon une loi sphe´rique avec pour
densite´ f(y) = g(yty) . Soit µ ∈ Rn et A ∈ Rn×n re´gulie`re de sorte que det(A) 6= 0 et que
Σ = AtA soit strictement positive. Dans ce cas, le vecteur ale´atoire X = AY + µ posse`de
une distribution elliptique et sa densite´ s’e´crit
h(x) =
g((x− µ)tΣ−1(x− µ))√
det(Σ)
et ses courbes d’isodensite´ sont des ellipso¨ıdes. Une distribution elliptique est comple`tement
de´crite par le parame`tre de lieu µ, sa matrice de dispersion Σ et sa fonction caracte´ristique
φ . On notera X ∼ Eφ(µ,Σ) . Si le deuxie`me moment centre´ de X est de´fini, il est propor-
tionnel a` la matrice de dispersion Σ. Le facteur de proportionnalite´, lui, vaut −2φ′(0) .
Un exemple de distribution elliptique est donne´ par la distribution t multivarie´e avec p
degre´s de liberte´. La densite´ s’e´crit
tp(x) =
Γ(n+ p)/2
Γ(p/2)(ppi)n/2
(
1 +
xtx
p
)−(n+p)/2
, x ∈ Rn . (2.19)
Ces distributions posse`dent des proprie´te´s qui les rendent inte´ressantes.
Proposition 2.13 Si X ∼ Eφ(µ,Σ) alors sa fonction caracte´ristique s’e´crit
φ(u) = eiu
tµψ(utΣu)
avec ψ une fonction donne´e.
Proposition 2.14 Soit X ∼ Eφ(µ,Σ) tel que
X =
(
X1
X2
)
µ =
(
µ1
µ2
)
Σ =
(
Σ11 Σ12
Σ21 Σ22
)
alors
E(X1 |X2) =µ1 + Σ12Σ−122 (X2 − µ2) , (2.20)
Var(X1 |X2) =h(X2)
(
Σ11 − Σ12Σ−122 Σ21
)
, (2.21)
pour une fonction h donne´e. De plus la distribution conditionnelle de X1 |X2 est encore
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elliptique. Si la loi elliptique choisie est la loi normale, cette fonction est de´finie comme
h(X2) ≡ 1 , ∀ X2 .
2.3.2 Le mode`le
L’ide´e est maintenant de varier la forme de contamination graˆce aux lois elliptiques
tout en conservant la de´pendance spatiale e´gale pour les deux processus conside´re´s. La
motivation a` agir de la sorte vient du fait que la de´pendance spatiale pre´sente dans un
processus sous e´tude de´pend ge´ne´ralement moins du processus lui-meˆme que de facteurs
exte´rieurs tels que la topographie du domaine ou des agents atmosphe´riques par exemple.
On suppose donc toujours eˆtre en pre´sence d’un processus intrinse´quement stationnaire se
de´composant en deux parties ; le processus d’inte´reˆt Z(·) et un processus de contamination
substitutive O(·) . Tous les deux posse`dent des distributions elliptiques. En fait, pour
s1, . . . , sn ∈ D on a que :
Z = (Z(s1), . . . , Z(sn))
t ∼EφZ (µ,Σ) ,
O = (O(s1), . . . , O(sn))
t ∼EφO(µ,Σ) ,
ou` µ = µ·1 et Σ est une matrice de dispersion strictement positive. Cette fois-ci, le proces-
sus de contamination posse`de e´galement une de´pendance spatiale. On suppose e´galement
que le processus d’inte´reˆt posse`de un second moment fini, tandis que le processus de conta-
mination, pas ne´cessairement. Finalement, le processus B(·) est suppose´ avoir toujours la
meˆme distribution que dans la section pre´ce´dente, a` savoir
B = (B(s1), . . . , B(sn))
t ∼ Bernoulli(ε) ,
ou` B(si) ⊥ B(sj) , ∀i 6= j . Ces trois vecteurs sont inde´pendants entre eux, composante
par composante, et sont toujours relie´s entre eux par le mode`le (2.4).
Afin de de´terminer l’e´criture de l’estimateur optimal (au sens L2), on va comme dans la
section pre´ce´dente conditionner sur la connaissance du sce´nario de contamination. Posons
Ab = diag(b) , ou` b = (b(s1), . . . , b(sn))
t ∈ {0, 1}n . Puisqu’une variable ale´atoire obtenue
par transformation line´aire d’une autre variable ale´atoire elliptique est encore elliptique,
on obtient que
(In − Ab)Z ∼EφZ ((In − Ab)µ, (In − Ab)Σ(In − Ab)) ,
AbO ∼EφO(Abµ, AbΣAb) .
Puisque les processus Z(·) et O(·) sont inde´pendants, on peut conclure que le vecteur
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ale´atoire conditionne´ V = X | (B = b) = (In − Ab)Z + AbO posse`de la fonction ca-
racte´ristique
φV (t) = φZ((In − Ab)t) · φO(Abt) = eittµψZ(ttΣZt)ψO(ttΣOt) , (2.22)
ou` ΣZ = (In−Ab)Σ(In−Ab) et ΣO = AbΣAb . De cette e´quation, on de´duit la proposition
pre´sente´e ci-apre`s.
Proposition 2.15 Le processus V dont la fonction caracte´ristique est donne´e par l’e´quation
(2.22) n’est plus un processus elliptique.
Preuve 2.16 On peut appliquer une permutation aux sites d’observation de sorte que les
sites non contamine´s soient ordonne´s l’un a` la suite de l’autre et que les sites contamine´s
les suivent dans l’ordre. Si on appelle Pb la matrice associe´e a` cette permutation, on
obtient que
Pb(In − Ab)Z ∼EφZ (Pb(In − Ab)µ, Pb(In − Ab)Σ(In − Ab)P tb ) ,
PbAbO ∼EφO(PbAbµ, PbAbΣAbP tb ) .
La matrice Σ˜Z = PbΣZP
t
b est diagonale par bloc et de rang e´gal a` rang(Σ˜Z) = tr(Ab) .
En fait, seul le premier bloc de cette matrice posse`de des composantes non nulles. De
manie`re analogue, la matrice Σ˜O = PbΣOP
t
b est diagonale par bloc et de rang e´gal a`
rang(Σ˜O) = n− tr(Ab) . Dans cette matrice, seul le dernier bloc posse`de des composantes
non nulles. Pour un sce´nario de contamination donne´ b et une matrice de permutation Pb
associe´e, les matrices Σ˜Z et Σ˜O ne sont clairement pas identiques et
ttΣ˜Zt 6= ttΣ˜Ot , ∀ t ∈ Rn .
Par conse´quent, la fonction caracte´ristique de V (·) n’est pas proportionnelle a` une fonction
d’une forme quadratique du type ttQt pour une matrice Q donne´e.
¨
Ci-dessous est e´nonce´ un the´ore`me sur lequel est base´e la construction de l’estimateur
propose´ pour la pre´diction de Z(s0) .
The´ore`me 2.17 Soit X(·) un processus distribue´ selon un me´lange de lois elliptiques
comme pre´sente´ ci-dessus. Si on connaˆıt le sce´nario de contamination B = b , l’estimateur
optimal (au sens L2) de Z(s0) base´ uniquement sur (In − Ab)X = (In − Ab)Z est donne´
par
Ẑb(s0) =
(
νt +
1− νtM1
1tM1
· 1t
)
MX , (2.23)
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ou`
M = (In − Ab)Σ−Z(In − Ab) et ΣZ = (In − Ab)Σ(In − Ab) .
Preuve 2.18 On cherche le vecteur de poids αb tel que Zˆb(s0) = αtb(In −Ab)Z qui ve´rifie
la condition αtb(In − Ab)1 = 1 et qui minimise le carre´ moyen de l’erreur. Ce dernier se
re´e´crit comme
E
(
(Z(s0)− Zˆb(s0))2
)
= σ2Z − 2αtb(In − Ab)tν + αtb(In − Ab)Σ(In − Ab)αb .
En minimisant cette e´criture par rapport aux poids αb sous la contrainte que les poids
somment a` 1 on obtient le syste`me d’e´quation : (In − Ab)Σ(In − Ab)αb = (In − Ab)(ν +m1) ,αtb(In − Ab)1 = 1 ,
ou` m repre´sente le multiplicateur de Lagrange. En conside´rant l’inverse ge´ne´ralise´ Σ−Z de
ΣZ , on obtient l’e´criture de l’estimateur :
Ẑb(s0) =
(
νt +
1− νt(In − Ab)Σ−Z(In − Ab)1
1t(In − Ab)Σ−Z(In − Ab)1
· 1t
)
(In − Ab)Σ−Z(In − Ab)Z .
En posant M = (In − Ab)Σ−Z(In − Ab) , on obtient l’e´criture propose´e. L’espe´rance de
l’estimateur vaut
E(Zˆb) = E
((
νt +
1− νtM1
1tM1
· 1t
)
MX
)
= µ ·
(
νt +
1− νtM1
1tM1
· 1t
)
M1
= µ ·
(
νtM1+
1tM1
1tM1
1t1− ν
tM1
1tM1
1t1
)
= µ
¨
Proposition 2.19 La variance de l’estimateur donne´ par (2.17) vaut
Var(Zˆb) =
(
νt +
1− νtM1
1tM1
· 1t
)
M
(
ν +
1− νtM1
1tM1
· 1
)
. (2.24)
Base´ sur le re´sultat du The´ore`me 2.17, on peut de´finir un estimateur raisonnable
pour la pre´diction de Z(s0) base´ sur la connaissance de X . Meˆme si l’ide´e est sense´e,
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prendre uniquement l’espe´rance de l’estimateur donne´ par (2.23) par rapport a` B n’est
pas inte´ressant puisque cet estimateur ne tiendrait pas compte dans sa ponde´ration des
valeurs observe´e. La de´finition ci-dessous pre´sente l’estimateur conside´re´.
De´finition 2.20 Dans le cas d’un me´lange de lois elliptiques, un estimateur sense´ pour la
pre´diction de Z(s0) sur la base de X est donne´ par
ẐeB(s0) =
∑
b∈B
ωb
(
νt +
1− νtM1
1tM1
· 1t
)
MX , (2.25)
ou`
ωb = P(B = b)P(X = x |B = b)/P(X = x) , (2.26)
et
M = (In − Ab)Σ−Z(In − Ab) .
Par conse´quent, un estimateur calculable en un temps raisonnable est donne´ par
ẐeS(s0) =
∑
b∈S
ω˜b
(
νt +
1− νtM1
1tM1
· 1t
)
MX , (2.27)
ou` les poids ω˜b sont proportionnels a` la fonction de vraisemblance
P(B = b)P(X = x |B = b) .
et sont tels que
1 ≈
∑
b∈S
ω˜b ≫
∑
b/∈S
ω˜b ≈ 0 .
Une fois l’ensemble S de´fini, les poids associe´s aux sce´narios retenus sont norme´s pour
assurer que l’estimateur obtenu soit toujours sans biais. En fait, cet estimateur correspond
a` un estimation de l’espe´rance de l’estimateur donne´ par (2.23) par rapport a` la loi
conditionnelle de B en sachant X .
Dans la section suivante, des simulations de cet estimateur compare´ a` d’autres esti-
mateurs sont pre´sente´es.
2.3.3 Simulations
Le cadre choisi pour ces simulations est essentiellement le meˆme que celui utilise´ a`
la Section 2.2.5, ou` la loi de la contamination e´tait normale. On conside`re une loi de
Student de degre´ de liberte´ p = 1 donne´e par (2.19) comme loi re´gissant le processus de
contamination. Le processus d’inte´reˆt reste lui gaussien. Les autres parame`tres restent in-
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Me´thodes
FS SOK RK OK WAD LMN LMD
0 0.494 0.482 0.489 0.485 0.562 0.492 0.511
0.
5
5 0.487 0.476 0.553 1.388 0.563 1.117 0.507
10 0.645 0.610 0.594 0.983 0.621 0.744 0.559
15 0.694 0.666 0.733 1.145 0.598 1.011 0.544
0 0.412 0.409 0.428 0.410 0.522 0.423 0.438
0.
7
5 0.428 0.421 0.433 0.633 0.514 0.620 0.448
E
te
nd
ue
C
on
ta
m
in
at
io
n
10 0.548 0.529 0.773 1.831 0.534 1.516 0.463
15 0.703 0.677 0.591 1.237 0.544 0.952 0.518
0 0.371 0.364 0.379 0.366 0.472 0.379 0.394
0.
9
5 0.387 0.385 0.411 0.606 0.492 0.595 0.418
10 0.479 0.457 0.487 0.891 0.503 0.880 0.441
15 0.668 0.643 0.488 1.026 0.536 0.933 0.477
Tableau 2.4. Erreur absolue moyenne obtenue (mae) par simulation. La valeur mi-
nimale parmi tous les estimateurs est en gras ; la seconde plus petite, en italique. Le
processus de contamination est une loi de Student multivarie´e de degre´ p = 1 . Les
localisations des sites contamine´s sont ale´atoires. Taille de l’e´chantillon : r = 1000 .
L’e´cart-type associe´ est d’environ 2.8% .
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Figure 2.16. Comparaison des transformations probit des distributions empiriques
de l’erreur absolue moyenne associe´e aux quatre estimateurs SOK (orange), RK
(bleu), LMD (vert) et OK (rouge) dans les diffe´rentes situations de contamination
de Student envisage´es.
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FS SOK RK OK WAD LMN LMD
0 0.611 0.595 0.597 0.596 0.705 0.614 0.634
0.
5
5 0.614 0.597 1.615 14.899 0.703 11.611 0.633
10 1.835 1.745 0.807 4.760 0.772 1.672 0.702
15 2.106 2.031 2.665 4.578 0.751 3.528 0.685
0 0.518 0.515 0.534 0.516 0.653 0.527 0.548
0.
7
5 0.586 0.569 0.540 2.900 0.652 3.667 0.561
E
te
nd
ue
C
on
ta
m
in
at
io
n
10 1.918 1.832 6.061 24.511 0.662 17.446 0.581
15 2.238 2.156 1.236 6.539 0.691 4.019 1.172
0 0.470 0.464 0.476 0.466 0.596 0.475 0.490
0.
9
5 0.488 0.484 0.539 2.024 0.614 2.589 0.517
10 0.793 0.696 1.029 3.697 0.640 5.323 0.561
15 2.780 2.519 1.320 4.876 1.840 4.271 1.983
Tableau 2.5. Racine de l’erreur carre´e moyenne (rmse) par simulation. La valeur
minimale parmi tous les estimateurs est en gras ; la plus petite, en italique. Le
processus de contamination est une loi de Student multivarie´e de degre´ p = 1 . Les
localisations des sites contamine´s sont ale´atoires. Taille de l’e´chantillon : r = 1000 .
L’e´cart-type associe´ est d’environ 5.7% .
change´s sauf le parame`tre de seuil associe´ au krigeage robuste qui a e´te´ abaisse´ a` c = 1.5 .
Les re´sultats sont pre´sente´s dans les Tableaux 2.4, 2.5 et dans la Figure 2.16. L’estima-
teur SOK posse`de toujours de bonnes proprie´te´s pour autant que la contamination soit
infe´rieure ou e´gale a` 10% .
2.4 Application
La mode´lisation pre´sente´e dans les sections pre´ce´dentes de ce chapitre ainsi que l’esti-
mateur de´rive´ ont e´te´ utilise´s dans le cadre d’un concours d’interpolation spatiale ouvert a`
toute la communaute´ scientifique. Intitule´ SIC04, ce concours a pris place dans le courant
de l’anne´e 2004 (http ://www.ai-geostats.org/). Ce concours repre´sentait une chance
unique de comparer d’une part la me´thode propose´e a` d’autres me´thodes compe´titives
et d’autre part de confronter la me´thode a` des donne´es sinon re´elles du moins poten-
tiellement re´elles. Le but de ce concours e´tait de proposer un algorithme d’interpolation
spatial automatise´ pour le traitement et la surveillance de phe´nome`ne environnemen-
taux. La principale difficulte´ provenait du fait que bien qu’automatise´e, la me´thode de-
vait pouvoir traiter dans un temps raisonnable des donne´es dites de routine ainsi que des
donne´es issues d’une situation de crise ou d’urgence. Les donne´es e´taient des mesures de
radioactivite´ fournies par la plateforme europe´enne d’e´change de donne´es radiologiques
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(http ://eurdeppub.jrc.it/). Le concours consistait en deux jeux de donne´es a` traiter.
Les mesures couvraient uniquement le territoire allemand et provenait par conse´quent du
syte`me de surveillance allemand afin d’e´viter des proble`mes d’homoge´ne´ite´ dans les me-
sures. Le premier jeu de donne´es ressemblait a` une journe´e de mesure normale, semblable
aux dix autres journe´es qui e´taient pre´alablement fournies pour le calibrage des me´thodes.
Le second jeu de donne´es e´tait e´galement issu d’une journe´e normale de mesure. Seule-
ment, une petite re´gion du domaine d’e´tude a e´te´ se´lectionne´e et un mode`le de dispersion
a e´te´ mode´lise´ et simule´ afin d’obtenir dans cette re´gion des valeurs d’un ordre dix fois
supe´rieur aux valeurs maximales pre´sentes dans les autres jeux de donne´es communique´s.
Au total, N = 1008 stations ont e´te´ retenues. Les valeurs observe´es par n = 200 de ces
stations, choisies ale´atoirement, e´taient communique´es aux participants, ainsi que leurs
localisations. Le but consistait a` pre´dire les valeurs observe´es par les autre 808 stations
restantes. Les crite`res de qualite´ retenus e´taient leME (erreur moyenne), leMAE (erreur
absolue moyenne), le RMSE (racine carre´e de l’erreur carre´e moyenne) et le coefficient de
corre´lation de Pearson. Les principaux re´sultats ainsi que des illustrations sont pre´sente´s
ci-apre`s. A noter que ce concours a donner lieu a` deux publications, Fournier and Furrer
(2005a) et Fournier and Furrer (2005b). Le concours a enregistre´ douze groupes de par-
ticipants proposant au total 25 me´thodes diffe´rentes provenant de domaines tels que la
ge´ostatistiques, les splines, les re´seaux neuronaux et les support vector machines. Parmi
les me´thodes ge´ostatistiques, les me´thodes d’estimation utilise´es e´taient varie´es : krigeage
ordinaire, krigeage universel et interpolation spatiale.
Min. Moyenne Me´diane Max. Ecart-type
Donne´es comple`tes (N = 1008) 57.0 97.7 98.6 180.0 19.6
Donne´es communique´es (n = 200) 58.2 96.2 97.6 153.0 17.6
Pre´vision par SOK (N − n = 808) 68.6 96.7 99.1 126.3 14.6
Tableau 2.6. Statistiques concernant le premier jeu de donne´es
Pour notre part, on a suppose´ que le processus e´tudie´ pouvait s’e´crire comme (2.1), a`
savoir comme la somme d’une tendance absorbant les variations a` basse re´solution et d’un
processus stationnaire au second ordre s’occupant des variations a` plus haute re´solution.
Pour estimer la structure de tendance, un mode`le de re´gression locale a e´te´ ajuste´ (Cle-
veland, 1979) aux observations. Cette mode´lisation permet d’envisager des situations ou`
les erreurs posse`dent une distribution dont les queues sont plus e´tire´es que celles de la loi
normale. Une forme ge´ne´rale polynomiale a e´te´ choisie pour la tendance et les variables
explicatrices e´taient les coordonne´es des sites d’observation. De plus, la surface devait
eˆtre conditionnellement line´aire. C’est-a`-dire qu’e´tant donne´ une coordonne´e connue, la
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surface de tendance ajuste´e e´tait une fonction line´aire de la coordonne´e restante. Il faut
noter que la structure de corre´lation du processus stationnaire au second ordre n’est pas
entre´ en compte lors de l’ajustement de la surface de tendance. Etant donne´ que cette
surface moyenne est sense´e capturer les variations a` haute e´chelle, il a e´te´ suppose´ qu’il n’y
avait pas grand chose a` gagner a` l’incorporer. Une approche ite´rative aurait pourtant pu
eˆtre envisage´e. Pour l’ajustement aux donne´es, la fonction loess du logiciel R a e´te´ utilise´
et le parame`tre de lissage a e´te´ fixe´ a` 0.75 . Une fois la tendance ajuste´e, il fallait ajuster
le processus stationnaire au second ordre sur la base des re´sidus de la re´gression. Puisque
les re´sidus des dix jeux de donne´es d’entraˆınement pre´sentaient une le´ge`re anisotropie
dans la direction est–ouest, les cooordonne´es dans cette meˆme direction ont e´te´ multiplie´e
par un facteur de 1.1. La de´pendance spatiale a e´te´ estime´e puis ajuste´e de la meˆme
manie`re que dans les simulations pre´sente´es dans la Section 2.2.5, a` la diffe´rence pre`s que
c’est une famille exponentielle qui a e´te´ retenue pour l’ajustement. La de´cision de ne pas
conside´rer des variogrammes de Matern a e´te´ prise en raison de la difficulte´ a` ajuster
le parame`tre de lissage associe´ difficilement compatible avec la contrainte d’automatisa-
tion de la me´thode. Finalement, pour la de´termination du sce´nario initial par la me´thode
pre´sente´e a` la Section 2.2.2, le degre´ du quantile empirique conside´re´ pour la proce´dure
de seuil automatique apparaissant dans la de´tection des observations contamine´es (voir
(2.14)) a e´te´ fixe´ a` 1− α = 0.9 .
Min. Moyenne Me´diane Max. Ecart-type
Donne´es comple`tes (N = 1008) 57.0 106.1 98.9 1528.2 92.5
Donne´es communique´es (n = 200) 58.2 109.0 97.9 1499.0 122.0
Pre´vision par SOK (N − n = 808) 68.7 97.5 99.4 127.2 15.2
Pre´vision par RK (N − n = 808) 69.0 99.3 99.2 209.7 19.9
Pre´vision par OK (N − n = 808) 59.4 104.9 98.7 476.4 45.3
Tableau 2.7. Statistiques concernant le second jeu de donne´es.
A quelques exceptions pre`s se trouvant parmi les me´thodes base´es sur les re´seaux
neuronaux, les performances des diffe´rentes me´thodes e´taient relativement similaires lors-
qu’applique´es au premier jeu de donne´es. Deux raisons a` cela. Tout d’abord, le premier jeu
de donne´es communique´ ressemblait fortement aux dix communique´s pre´ce´demment pour
l’e´talonnage des me´thodes. Ensuite, le premier jeu de donne´es e´tait un jeu de donne´es
propre. Dans les articles mentionne´s plus haut deux autres me´thodes e´taient e´galement
compare´es. Il s’agissait d’une me´thode de krigeage base´e sur les plus proches voisins
(Cressie, 1993, p.158) et d’un interpolateur par moyenne simple, e´galement appele´e me-
sure globale de la tendance centrale (Cressie, 1993, p.370). Dans la premie`re me´thode,
les huit plus proches voisins e´taient retenus ; dans la seconde, seulement les quatre plus
proches. Ici, la me´thode propose´e est compare´e aux me´thodes du krigeage ordinaire et du
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Figure 2.17. En haut, les surfaces obtenues en appliquant la mode´lisation a` erreur
substitutive au premier jeu de donne´es (a` gauche) et au second (a` droite). En bas,
les surfaces obtenues en appliquant le krigeage robuste (a` gauche) et le krigeage
ordinaire (a` droite) au second jeu de donne´es.
krigeage robuste tels que pre´sente´s au Chapitre 1.
MAE ME Pearson’s r RMSE
SOK 9.11 -1.30 0.79 12.43
RK 9.12 -1.27 0.79 12.44
OK 9.12 -1.28 0.79 12.44
SOK 16.08 -7.92 0.31 80.69
RK 16.87 -6.14 0.44 77.19
OK 21.85 -0.49 0.48 73.15
Tableau 2.8. Comparaison de l’erreur pour le premier jeu de donne´es (partie
supe´rieure) et pour le second jeu de donne´es (partie infe´rieure)
Dans le Tableau 2.6 sont pre´sente´es des statistiques concernant le premier jeu de
donne´es ainsi que la pre´vision obtenue graˆce a` la mode´lisation a` erreurs substitutives. Les
re´sultats sont quasi identiques pour les estimateurs de krigeage ordinaire et robuste que
ceux obtenus a` l’aide de la mode´lisation a` erreur substitutive. Ceux concernant le second
jeu de donne´es sont donne´s dans le Tableau 2.7. Quant aux valeurs prises par les diffe´rents
crite`res de qualite´, il sont pre´sente´s dans le Tableau 2.8.
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Figure 2.18. Comparaison de toutes les me´thodes ayant participe´ a` la compe´tition
SIC04 pour le second jeu de donne´es. Sur l’axe des abscisses, le RMSE de chaque
me´thode ; sur l’axe des ordonne´es, le MAE. En orange, la me´thode SOK (rond) et
l’interpolation par moyenne simple des quatre plus proche voisins (losange).
C’est avec le second jeu de donne´es que les diffe´rentes me´thodes ont pu eˆtre compare´es.
Lors de la compe´tition, la me´thode pre´sente´e dans ce travail s’est distingue´e en produisant
le plus faible MAE et le plus faible RMSE pour le premier jeu de donne´es. Pour le
second jeu de donne´es, une vue globale des re´sultats est pre´sente´e dans la Figure 2.18.
La me´thode a` erreurs substitutives et celle d’interpolation par moyenne simple ont e´te´
mises en e´vidence. On remarque que leMAE associe´ a` notre me´thode est minimale parmi
les me´thodes de ge´ostatistique et obtient la deuxie`me plus petite valeur parmi toutes les
me´thodes. Par contre, le RMSE n’est pas excellent. On pourrait arguer que ce crite`re,
choisi par les organisateurs, n’est pas le meilleur pour juger des proprie´te´s spe´cifiques
de cet estimateur, mais son score reste acceptable. L’ide´e d’avoir propose´ l’estimation
par interpolation via une moyenne classique e´tait e´galement de montrer que si le but
e´tait de fournir une me´thode automatique qui retransmette fide`lement le signal, il n’e´tait
pas ne´cessaire d’envisager quoi que ce soit de sophistique´. La surface obtenue par cette
me´thode est repre´sente´e dans la Figure 2.19. On constate que cette me´thode compare´e a`
toutes les autres se comporte plutoˆt bien au niveau du MAE et du RMSE et c’est celle
qui minimise l’erreur moyenne, estimateur du biais. Qui plus est, son temps de calcul se
mesure en centie`me de seconde. La pre´sentation de cet estimateur e´tait donc e´galement la`
pour emphaser le fait que mis a` part les crite`res de qualite´ retenus par les organisateurs,
il faut e´valuer un estimateur en gardant a` l’esprit la philosophie dans laquelle il a e´te´ mis
en place.
L’ide´e de l’estimateur de´veloppe´ dans ce chapitre e´tait de proposer un outil qui four-
nisse la meilleure estimation d’un phe´nome`ne lorsque son observation est “pollue´e” par
un autre phe´nome`ne sans inte´reˆt pour le scientifique. Traduit dans le contexte de la
compe´tition, cela revient a` dire que l’estimation obtenue repre´sente la surface qu’on au-
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Figure 2.19. Repre´sentation de la surface de pre´diction obtenue en appliquant la
me´thode d’interpolation par moyenne simple sur les quatre plus proches voisins.
rait duˆ obtenir si il n’y avait pas eu d’accident ce jour-la`. Certains pourraient arguer
que le krigeage robuste propose de´ja` cette opportunite´. Les Figures 2.17, 2.20 et 2.23
(page 73 pour cette dernie`re) illustrent ce propos et permettent de re´pondre a` ces meˆmes
personnes. En effet, lorsque rien d’anormal se produit, il est difficile de distinguer entre
les trois me´thodes. Par contre, lorsque un accident survient, on constate tout d’abord
que le krigeage ordinaire perd tout son inte´reˆt. Encore une fois, cela de´pend du but a`
atteindre. Mais si l’on souhaite retranscrire au mieux la surface, autant conside´rer l’inter-
polateur par moyenne simple. De la meˆme manie`re, le krigeage robuste apparaˆıt comme
une concession, version atte´nue´e du krigeage ordinaire. Une illustration de ce propos est
fournie par la Figure 2.20. Tandis que l’estimateur propose´ remplit son travail, dans le
sens ou` les diffe´rences entre les surfaces associe´es aux deux jeux de donne´es sont minimes.
Au vu de ces re´sultats et de ces illustrations, l’estimateur propose´ semble atteindre le but
fixe´.
Dans la prochaine section, une dernie`re modification de la mode´lisation est propose´e.
En effet, jusqu’alors il e´tait suppose´ une absence de de´pendance spatiale pour le processus
de localisation de la contamination. Cette hypothe`se est relaˆche´e et les modifications
entraine´es par ce changement pre´sente´es.
2.5 De´pendance spatiale dans les sce´narios
La dernie`re hypothe`se contraignante pre´sente dans le mode`le est l’absence de de´pendan-
ce spatiale dans B(·) , le processus de localisation de la contamination. Dans la de´marche
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Figure 2.20. Repre´sentation unidimensionnelle des pre´visions obtenues par les trois
me´thodes envisage´es : SOK (en orange), RK (en vert) et OK (en bleu).
propose´e dans les sections pre´ce´dentes, quelques changements ont e´te´ effectue´s pour pou-
voir ge´rer la situation ou` la de´pendance spatiale des localisations des sites contamine´s
n’est plus un bruit blanc.
Tout d’abord, dans la de´termination du sce´nario de contamination le plus probable,
selon la me´thode forward search propose´e par Cerioli and Riani (1999), ce n’est plus la
suite de valeurs fournies par (2.12) qui est observe´e, mais celle donne´e par
σ2m
(max)
= σ2
[n](S
(m)
? )
, m = p+ 1, . . . , n− 1 . (2.28)
En effet, cette suite est sense´e pre´senter un fort de´croissement une fois que la premie`re
valeur contamine´e est ordonne´e, en raison du phe´nome`ne de masquage. Une fois de plus,
pour de´terminer un changement brutal dans une se´rie, il apparaˆıt intuitif de conside´rer la
suite obtenue par diffe´rentiation de la suite de base :
σˇ2
(max)
m = σ
2(max)
m − σ2
(max)
m−1 , m = p+ 1, . . . , n . (2.29)
Base´ sur cette suite, les re`gles de de´termination de la contamination d’un site sont donne´es
ci-dessous.
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Re`gle I : Le site qui correspond a` l’e´le´ment σˇ2
(max)
m est suspect si
σˇ2
(max)
m > qFˆ(σˇ2(max)m−1 ,...,σˇ2
(max)
p )
(1− α) , (2.30)
pour 0 < α < 1 , choisi. Autrement dit, on compare chacun des
termes de cette suite a` un quantile de la loi empirique associe´e
aux termes le pre´ce´dant dans la suite.
Re`gle II : Le premier site suspect (dans l’ordre obtenu a` la section
pre´ce´dente) et tous les sites suivants sont de´clare´s contamine´s.
Le changement pre´sente´ ci-dessus est mineur relativement au second, puisqu’il s’agit
d’une modification du mode`le. En effet, le processus B(·) pre´sente maintenant une de´pen-
dance spatiale. En fait, on suppose que ce processus est intrinse`quement stationnaire.
Autrement dit, qu’il est stationnaire au premier ordre,
E(B(s)) = ² , s ∈ D ,
et qu’il posse`de un variogramme donne´ par
2γB(s1 − s2) = Var(B(s1)−B(s2)) , s1, s2 ∈ D .
De`s lors, deux proble`mes lie´s l’un a` l’autre apparaissent. Tout d’abord, la ne´cessite´ d’esti-
mer la de´pendance spatiale traduite par l’existence du variogramme et dans un deuxie`me
temps, l’approximation de la vraisemblance associe´e a` un jeu de donne´es. En effet, les
poids ωb fournis par (2.8) sont base´s sur la vraisemblance. Maintenant qu’une de´pendance
spatiale est suppose´e pour B(·) ,
P(B = b) 6= ²n1 · (1− ²)n−n1 ,
ou` n1 = #{b(si) = 1 : i = 1, . . . , n} repre´sente le nombre de sites contamine´s dans le
sce´nario b et n repre´sente toujours la taille de l’e´chantillon.
Meˆme si les n variables ale´atoires B(si) , i = 1, . . . , n sont suppose´es identiquement
distribue´es, la loi conjointe
P(B(s1), . . . , B(sn)))
est uniquement de´finie si toutes les loi marginales du type
P(B(si1), . . . , B(sik))) , ∀ 1 ≤ i1 < · · · < ik et k = 1, . . . , n le sont.
Par conse´quent, un calcul exact de la fonction de vraisemblance est rendu impossible,
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meˆme pour un nombre raisonnable n de variables ale´atoires. Comme pre´sente´ dans Cox
and Reid (2004), cette situation arrive fre´quemment et dans d’autres domaines aussi varie´s
que la ge´ne´tique ou l’e´tude des valeurs extreˆmes. Dans tous ces cas ou` la vraisemblance
ne peut eˆtre calcule´e, elle est approche´e en utilisant une pseudo-vraisemblance. La vrai-
semblance par paires est un cas particulier de cette approche. Des exemples d’application
de ces techniques au domaine du spatial peuvent eˆtre trouve´s dans Besag (1974), Hea-
gerty and Lele (1998) et Nott and Ryde´n (1999). Une autre illustration de ces me´thodes
a` des donne´es binaires corre´le´es est trouve´ dans Kuk and Nott (2000). L’ide´e principale
est donc d’approcher la fonction de vraisemblance et par conse´quent son estimateur du
maximum de vraisemblance par une fonction composite approchant la fonction de vrai-
semblance et son maximum. Ici, c’est la fonction de vraisemblance par paires qui a e´te´
utilise´e. Etant donne´ un vecteur B = (B(s1), . . . , B(sn)) on peut de´finir les contributions
a` la vraisemblance de premier et de second ordre :
l1(θ ; B) =
∑
i
log f(B(si) ; θ) ,
l2(θ ; B) =
∑
i>j
log f(B(si), B(sj) ; θ)− aql1(θ ; B) ,
ou` la valeur de la constante a est ge´ne´ralement choisie comme solution d’un proble`me
d’optimisation, mais peut e´galement eˆtre motive´ par d’autres raisons. Tout d’abord, si
la distribution marginale ne de´pend pas du parame`tre θ , il apparaˆıt naturel de supposer
a = 0 . Ce choix peut e´galement eˆtre motive´ par soucis de diminuer le degre´ de complexite´
de la fonction. Si l’on choisit le parame`tre a = 0, cela correspond a` prendre en compte
toutes les distributions bivarie´es possibles et est par conse´quent e´galement appele´e fonc-
tion de vraisemblance par paires. L’estimateur du maximum de vraisemblance est obtenu
en maximisant la fonction l2(θ ; B) par rapport a` θ . Pour effectuer l’e´valuation de la vrai-
semblance par paires, il est ne´cessaire de connaˆıtre la distribution conjointe de tous les
couples de variables ale´atoires (B(si), B(sj)) , 1 ≤ i, j ≤ n . Le Tableau 2.1 de´crit le lien
entre cette distribution bivarie´e et le variogramme du processus B(·) .
Etant donne´ que le processus spatial B(·) est binaire, l’estimateur classique donne´ par
(1.9) est applique´ a` la re´alisation binaire obtenue apre`s application de la me´thode de clas-
sification pre´sente´e en de´but de section aux donne´es originales. Une fois la de´pendance
estime´e, le variogramme est ajuste´ en optimisant le crite`re des moindres carre´s ordinaires
sur une famille de variogrammes valides, en l’occurence la famille sphe´rique. Le vario-
gramme ajuste´, les probabilite´s conjointes du type
P
(
B(si) = bi , B(sj) = bj
)
, bi, bj ∈ {0, 1} , 1 ≤ i, j ≤ n ,
sont connues et la fonction de vraisemblance par paires associe´e au jeu de donne´es peut
70 Chapitre 2: Mode`le a` erreurs substitutives
Figure 2.21. Repre´sentation des quatre configurations de contamination envisage´es.
Le site en bleu repre´sente la localisation de la pre´vision. Les sites en orange sont
les sites contamine´s. Leur localisation peut bouger dans la mesure ou` tous les sites
contamine´s sont toujours sur la grille et qu’ils n’empie`tent pas sur le site de pre´vision.
Les troisie`mes et quatrie`mes types de contamination pre´sentent le meˆme nombre de
sites contamine´s ; une fois en un seul groupe, l’autre fois en deux.
eˆtre e´value´e. De la sorte, le voisinage du sce´nario de base peut e´galement eˆtre de´termine´ et
les estimateurs (2.11) ou (2.27) calcule´s. Des simulations ont e´te´ effectue´es pour attester
de la qualite´ de l’estimateur (2.27). Elles sont pre´sente´es dans la section suivante.
2.5.1 Simulations
Pour ces simulations, la distribution du processus de contamination a e´te´ choisie
comme loi de Student avec un degre´ de liberte´ e´gal a` 1 . D’autre part, pour simuler
des localisations de contaminations groupe´es, les e´chantillons ont e´te´ simule´s selon l’un
des quatre cas de figure pre´sente´s dans la Figure 2.21. La localisation du centre du groupe
de sites contamine´s e´tait toujours ale´atoire, mais une fois ce dernier de´cide´, ce sont les
sites voisins selon l’un des quatres sche´mas illustre´s qui sont contamine´s. Les re´sultats
sont pre´sente´s dans les Tableaux 2.9, 2.10 et dans la Figure 2.22. On constate que lorsque
le processus de contamination se re´alise de manie`re groupe´e, l’avantage de la me´thode est
e´vidente. Les seules me´thodes concurrentes e´tant les me´dianes ponde´re´es sur l’ensemble
de la grille ou dans le voisinage du site de pre´diction. Le krigeage robuste perd de son
efficacite´ et ce, meˆme si la valeur du seuil a e´te´ abaisse´e a` c = 1.5 .
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Me´thodes
FS SOK RK OK WAD LMN LMD
1 0.442 0.428 0.572 0.702 0.503 0.518 0.437
0.
5
2 0.445 0.407 0.608 0.858 0.482 0.756 0.435
3 0.667 0.554 1.180 1.735 0.671 1.504 0.669
4 0.490 0.477 0.670 0.918 0.498 0.758 0.489
1 0.609 0.448 0.525 0.944 0.518 0.715 0.479
0.
7
2 0.526 0.488 0.720 0.851 0.574 0.660 0.496
E
te
nd
ue
C
on
ta
m
in
at
io
n
3 0.654 0.606 1.104 1.657 0.636 1.404 0.666
4 0.531 0.507 0.746 1.209 0.538 0.897 0.522
1 0.540 0.514 0.913 1.017 0.558 0.828 0.515
0.
9
2 0.548 0.518 0.883 1.799 0.569 0.960 0.535
3 0.695 0.656 1.042 1.507 0.659 1.265 0.676
4 0.664 0.591 1.157 2.031 0.593 1.312 0.558
Tableau 2.9. Erreur absolue moyenne obtenue (mae) par simulation. La valeur mini-
male parmi tous les estimateurs est en gras ; la plus petite, en italique. Le processus
de contamination est une loi de Student multivarie´e de degre´ p = 1 . Les localisa-
tions des sites contamine´s posse`dent une de´pendance spatiale. Taille de l’e´chantillon :
r = 1000 . L’e´cart-type associe´ est d’environ 5.3% .
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Figure 2.22. Comparaison des transformations probit des distributions empiriques
de l’erreur absolue moyenne associe´e aux quatre estimateurs SOK (orange), RK
(bleu), LMD (vert) et OK (rouge) dans les diffe´rentes situations de contamination
de Student envisage´es.
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Me´thodes
FS SOK RK OK WAD LMN LMD
1 0.780 0.635 2.878 3.762 0.737 1.061 0.535
0.
5
2 0.758 0.545 2.131 4.459 0.623 3.329 0.607
3 1.777 0.971 4.646 8.421 0.705 7.044 3.628
4 0.707 0.684 1.520 2.910 0.646 1.778 0.771
1 3.198 0.576 0.872 8.464 0.657 4.178 0.666
0.
7
2 0.988 0.626 2.947 4.470 0.728 1.150 0.627
E
te
nd
ue
C
on
ta
m
in
at
io
n
3 1.047 0.897 4.147 8.517 0.798 5.497 1.308
4 0.775 0.692 2.044 5.720 0.673 3.006 0.785
1 0.833 0.750 7.250 6.127 0.775 4.100 0.677
0.
9
2 0.843 0.729 6.287 21.652 0.740 4.827 0.686
3 1.025 0.828 2.537 4.564 0.836 3.399 1.129
4 1.687 1.308 6.228 17.959 0.732 9.701 0.696
Tableau 2.10. Racine de l’erreur carre´e moyenne obtenue (rmse) par simulation. La
valeur minimale parmi tous les estimateurs est en gras ; la plus petite, en italique.
Le processus de contamination est une loi de Student multivarie´e de degre´ p = 1 .
Les localisations des sites contamine´s posse`dent une de´pendance spatiale. Taille de
l’e´chantillon : r = 1000 . L’e´cart-type associe´ est d’environ 8% .
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Figure 2.23. Comparaison des diffe´rentes surfaces obtenues pour le premier jeu de
donne´es (a` gauche) et le second (a` droite). En haut, la mode´lisation a` erreur substi-
tutive ; au centre, le krigeage robuste et au fond, le krigeage ordinaire.
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Chapitre 3
Drap stable
En ge´ostatistique, les donne´es exhibent fre´quemment simultane´ment des proprie´te´s
d’he´te´roge´ne´ite´ et de similarite´ a` diffe´rentes e´chelles d’e´tude. Par exemple, Painter (1995)
montre comment des releve´s de puits dans des champs pe´troliers pre´sentent le meˆme com-
portement a` diffe´rentes e´chelles, limite´es vers le haut par la longueur finie des se´quences
de mesures et vers le bas par la de´finition des appareils de mesure. Il explique e´galement
que ni les proprie´te´s des roches e´tudie´es, ni les accroissements de ces meˆmes proprie´te´s
ne pre´sentent des comportements gaussiens, autrement dit homoge`nes. D’ou` l’ide´e d’une
part de conside´rer des distributions qui permettent d’expliquer cette he´te´roge´ne´ite´ et des
mode´lisations qui capturent la proprie´te´ de similarite´ a` diffe´rentes re´solutions. C’est pour-
quoi, dans ce chapitre nous allons nous appliquer a` de´velopper une mode´lisation base´e
sur un drap stable. Dans un premier temps, les distributions infiniment divisibles et, en
particulier, les distributions stables seront pre´sente´es. Ensuite, on pre´sentera les processus
stochastiques de Le´vy et finalement, un mode`le stochastique spatial sera mis en place et
e´tudie´.
3.1 Distributions infiniment divisibles
On conside`re un espace de probabilite´ (Ω,F ,P) , ou` F est une σ-alge`bre construite
sur les sous-ensembles de Ω et P est une mesure de probabilite´ sur (Ω,F) . Toute variable
ale´atoire Z unidimensionnelle est vue comme une forme P-mesurable sur Ω . La loi de X
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est note´e µX , tel que pour tout A ∈ Ω , µX(A) = P(X ∈ A) .
De´finition 3.1 Les n variables ale´atoires X1, . . . , Xn sont dites inde´pendantes si pour tout
choix i1, . . . , in ∈ N , Ai1 , . . . , Ain ∈ B(R) on a que µX1···Xn(A1, . . . , An) =
∏n
j=1 µXj(Aij) ,
ou` B(R) repre´sente l’ensemble des bore´liens de R .
La proprie´te´ suivante re`gle le cas de la somme de deux phe´nome`nes ale´atoire inde´pendants.
Proprie´te´ 3.2 La loi de la somme de deux variables ale´atoires inde´pendantes est obtenue
par convolution de leurs lois respectives.
Si on conside`re la suite (Sn , n ∈ N) ou`
Sn = X
(n)
1 + · · ·+X(n)n (3.1)
et que l’on suppose que
Sn
D−→ S ,
on peut se demander quelles sont les lois possibles pour S . Pour ce faire, on de´finit encore
la caracte´ristique suivante.
De´finition 3.3 Une variable ale´atoire X posse`de une distribution infiniment divisible si
pour tout n ∈ N , il existe n variables ale´atoires inde´pendantes et identiquement dis-
tribue´es X
(n)
1 , . . . , X
(n)
n telles que
X
D
= X
(n)
1 + · · ·+X(n)n . (3.2)
On est maintenant a` meˆme de re´pondre a` la question concernant la distribution de la
limite de la suite (Sn , n ∈ N) de´finie ci-dessus.
Proposition 3.4 Une variable ale´atoire S repre´sente la limite en distribution de sommes
donne´e par (3.1) si et seulement si sa distribution est infiniment divisible.
Une autre manie`re de de´finir la proprie´te´ de divisibilite´ infinie d’une distribution s’e´crit
en terme de la fonction caracte´ristique, transforme´e de Fourier de la densite´. On peut
rappeler que si les moments d’une variable ale´atoire ne la de´finisse pas uniquement, la
fonction caracte´ristique, au meˆme titre que la distribution, la spe´cifie totalement. En fait,
il existe une relation du type un-un entre les distributions et les fonctions caracte´ristiques.
De´finition 3.5 Une fonction caracte´ristique φ est infiniment divisible si et seulement si
pour tout n ∈ N , il existe une fonction caracte´ristique φn telle que
φ(u) = (φn(u))
n , ∀u ∈ R .
3.1 Distributions infiniment divisibles 77
Exemple 3.1.1
1. La fonction caracte´ristique d’une variable ale´atoire N (µ, σ2) est donne´e par
φ(u) =
∫
x∈R
eiux(2piσ2)−1/2e−
1
2
(x−µ)2/σ2 dx = eiµu−
1
2
σ2u2 .
Par conse´quent, la distribution normale est infiniment divisible, puisque pour tout
n ∈ N , elle peut eˆtre vue comme la distribution de la somme de n variables ale´atoires
inde´pendantes et identiquement distribue´es N (µ/n, σ2/n) .
2. Conside´rons maintenant N une variable ale´atoire Poisson(λ) . On pose
Z = X1 + · · ·+XN ,
ou` X1, X2, . . . sont des variables ale´atoires inde´pendantes et identiquement dis-
tribue´es. La variable ale´atoire Z est dite Poisson compose´e et sa fonction caracte´ris-
tique est donne´e par
φZ(u) = e
λ(φX(u)−1) ,
ou` φX repre´sente la fonction caracte´ristique des variables ale´atoires Xn , n ∈ N .
La distribution Poisson compose´e est par conse´quent infiniment divisible, puisque
pour tout n ∈ N , elle peut eˆtre vue comme la distribution de la somme de n
variables ale´atoires inde´pendantes et identiquement distribue´es Poisson compose´e
ou` les nombres de termes dans chaque somme N1, . . . , Nn sont Poisson(λ/n).
En fait, on peut montrer que la classe des distributions infiniment divisibles co¨ıncide
avec la classe des distributions limites de distributions Poisson compose´es. La classe
des distributions infiniment divisibles ne contient pas que des distributions Pois-
son compose´es (la loi normale est un contre-exemple), mais chacune d’entre elle
repre´sente la distribution limite d’une suite de distributions Poisson compose´es.
La fonction caracte´ristique est dans ce cadre un puissant outil, car a` une distribution
infiniment divisible ne peut correspondre qu’un certain type de fonction caracte´ristique.
Cette proprie´te´ est e´nonce´e dans le the´ore`me suivant.
The´ore`me 3.6 Repre´sentation de Le´vy-Khintchine
La fonction caracte´ristique d’une variable ale´atoire Z dont la distribution F est infiniment
divisible est de la forme
φZ(u) = exp
{
ibu− 1
2
σ2u2 +
∫
R−{0}
(eiux − 1− iux · 1{|x|<1})ν( dx)
}
, (3.3)
ou` le triplet (b, σ, ν(·)) ∈ R×R+× (R,B(R)) est compose´ des caracte´ristiques de Z . La
fonction bore´lienne ν est appele´e mesure de Le´vy (ou spectre de F ) et ve´rifie les proprie´te´s
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suivantes
ν(R\]− ², ²[) <∞ , ∀ ² > 0 ; (3.4)
ν({0}) = 0 ; (3.5)∫
|x|≤1
x2ν( dx) <∞ . (3.6)
Re´ciproquement, toute fonction caracte´ristique prenant la forme (3.3) correspond a` une
fonction de distribution infiniment divisible.
Exemple 3.1.2
1. Dans le cas d’une loi normale N (µ, σ2) , les caracte´ristiques sont (b = µ, σ =
σ, ν( dx) ≡ 0) .
2. Dans le cas d’une loi Poisson compose´e, les caracte´ristiques sont (en reprenant les
notations de l’Exemple 3.1.1) (b = 0, σ = 0, ν( dx) = λFX( dx)) .
On peut voir ce proble`me sous un autre angle. Imaginons qu’au lieu de chercher a`
partir d’une variable ale´atoire a` savoir si elle peut eˆtre divise´e en une infinite´ de parties
se comportant a` l’identique, on se demande comment se comporte une somme infinie
centre´e re´duite de variables ale´atoires inde´pendantes. On constate alors que ces distri-
butions infiniment divisibles pre´sente un attrait supple´mentaire. En effet, puisque elles
correspondent aux distributions de convolutions asymptotiques, elles sont par conse´quent
e´troitement lie´es a` d’importants re´sultats comme le The´ore`me Central Limite et sa version
ge´ne´ralise´e.
3.2 The´ore`me Central Limite ge´ne´ralise´ et domaines d’at-
traction
Il existe de nombreuses versions du The´ore`me Central Limite. Un traitement exhaus-
tif et par conse´quent les versions les plus sophisitique´es du sujet peuvent eˆtre trouve´es
dans Feller (1971). Pour illustration du propos, la version la plus simple, suffisante, est
pre´sente´e.
The´ore`me 3.7 The´ore`me Central Limite
SoitX1, . . . , Xn des variables ale´atoires inde´pendantes et identiquement distribue´es, d’espe´-
rance nulle et de variance unitaire. Dans ce cas,
X1 + · · ·+Xn√
n
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converge en distribution vers une loi normale centre´e re´duite.
Le The´ore`me 3.7 peut eˆtre vu sous un autre angle. Pour cela, de´finissons dans un cadre
un peu plus ge´ne´ral la notion de domaine d’attraction.
De´finition 3.8 Soit X1, . . . , Xn des variables ale´atoires inde´pendantes et identiquement
distribue´es selon une loi F . Si la suite des sommes partielles re´duites
S?n =
∑n
i=1Xi
bn
− an , (3.7)
ou` (an , n ∈ N) est une suite de nombres re´els et (bn , n ∈ N) une suite de nombres re´els
positifs, posse`de une distribution asymptotique G , la distribution F est dite attire´e par
G . Le domaine d’attraction de G est compose´ de toutes les distributions attire´es par
G .
Au vu de cette de´finition, on peut effectuer une relecture du The´ore`me 3.7 et en
conclure que toutes les distributions dont le deuxie`me moment est fini font partie du
domaine d’attraction de la loi normale. A partir de la`, deux questions apparraissent. D’une
part, quelles distributions repre´sentent un poˆle et posse`dent un domaine d’attraction
et d’autre part, qu’advient-il des distributions dont le second moment n’est pas fini ?
Font-elles tout de meˆme partie d’un domaine d’attraction ? Pour re´pondre a` la premie`re
question, il est ne´cessaire d’introduire la notion de stabilite´ d’une distribution.
De´finition 3.9 Soit X,X1, . . . , Xn des variables ale´atoires inde´pendantes et identiquement
distribue´es selon une distribution G et soit Sn =
∑n
i=1Xi . La distribution G est dite stable
si pour tout n ∈ N , il existe des constantes cn et an telles que
Sn
D
= cnX + an (3.8)
et qu’elle n’est pas concentre´e en un seul point. La distribution G est dite strictement
stable si (3.8) est ve´rifie´e avec an = 0 .
En particulier, l’e´galite´ en distribution (3.8) e´tablit qu’une distribution stable est
e´galement infiniment divisible. La diffe´rence majeure e´tant que dans l’e´quation (3.2) qui
de´finit une loi infiniment divisible, il n’est pas ne´cessaire que pour tout n ∈ N , les n va-
riables ale´atoires inde´pendantes et identiquement distribue´es posse`dent la meˆme loi que
la variable conside´re´e. Le´vy (1924, p.69) a montre´ le re´sultat suivant.
The´ore`me 3.10 Soit S?n une somme partielle re´duite donne´e par (3.7). La condition
ne´cessaire pour que la distribution G soit la distribution asymptotique de S?n est que
G soit stable.
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Le The´ore`me 3.10 n’est pas un the´ore`me d’existence. Il pre´cise simplement que si la loi
limite doit exister, elle sera force´ment stable. Les diffe´rentes versions du The´ore`me Central
Limite assure que pour autant que les seconds moments des variables X1, . . . , Xn soient
finis, elles sont attire´es par la loi normale. Il faut donc se demander si parmi les lois dont le
second moment est infini, il en existe tout de meˆme certaine qui font partie d’un domaine
d’attraction. Le The´ore`me Central Limite ge´ne´ralise´ suivant remplace l’hypothe`se d’un
second moment fini par des conditions de re´gularite´ des queues. Ainsi, il caracte´rise les
distributions telles que les sommes partielles re´duites donne´es par (3.7) admettent une loi
limite, force´ment stable au vu du The´ore`me 3.10. Pour pouvoir e´noncer ce the´ore`me, la
de´finition suivante est encore ne´cessaire.
De´finition 3.11 Une fonction positive H de´finie sur R+ varie doucement si pour x > 0 ,
lim
s→∞
H(sx)
H(s)
−→ 1 .
The´ore`me 3.12 The´ore`me Central Limite ge´ne´ralise´
Une distribution F appartient au domaine d’attraction d’une distribution G si et seule-
ment si il existe une fonction H qui varie doucement telle que
U(x) =
∫ x
−x
y2F ( dy) ∼ x2−αH(x) , 0 < α ≤ 2 ;
lim
x→∞
1− F (x)
1− F (x) + F (−x) → p ;
lim
x→∞
F (−x)
1− F (x) + F (−x) → q ;
La fonction U(·) fournit en fait une version tronque´e du second moment de la loi F .
La premie`re condition n’interdit pas un second moment infini, mais impose un type de
re´gularite´ sur la manie`re avec laquelle la fonction U(·) atteint son supremum. Les deux
autre conditions concernent chacune individuellement une queue de la distribution. Ce
sont la` e´galement des re`gles de controˆle sur l’e´volution asymptotique de la distribution.
Si la distribution est syme´trique, les limites sont e´gales.
Par conse´quent, des distributions autres que la loi normale peuvent eˆtre conside´re´es
sans pour autant remettre en cause une certaine convergence. Cette constatation permet
donc de mode´liser des sources ale´atoires, dont les incre´ments ou les infimes parties ne
posse`dent pas un comportement homoge`ne. Dans cet environnement, il a e´te´ e´tabli par le
The´ore`me 3.10 entre autre que les lois stables y jouent un roˆle charnier, au meˆme titre que
la loi normale pour les lois dont le second moment est fini. La prochaine section e´tudie
plus en de´tail les proprie´te´s de ces distributions.
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3.3.1 Description ge´ne´rale
La distribution stable ne´cessite quatre parame`tres pour eˆtre comple`tement de´crite. On
utilisera par la suite la notation X ∼ Sk(α, β, σ, µ) , ou` k est un indice qui stipule quelle
parame´trisation est utilise´e. Le premier parame`tre, α ∈]0, 2] (on appelle e´galement ces
distributions, les distributions α-stables), est dit indice de stabilite´. En fait, il mesure
la rapidite´ avec laquelle les queues de la distributions se couchent. Si α = 2, c’est le
cas gaussien et les queues adoptent un comportement exponentiel. Si α < 2 , les queues
adoptent un comportement en loi de puissance. Autrement dit,
lim
x→∞
xαP(X > x) = lim
x→∞
xαP(X < −x) = cste(α) . (3.9)
Les autres exposants sont β ∈ [−1, 1 ], un coefficient d’asyme´trie, σ > 0 , un pa-
rame`tre d’e´chelle et µ ∈ R , un parame`tre de lieu. La repre´sentation de Le´vy-
Khintchine, donne´e par (3.3), fournit le re´sultat suivant dans le cas d’une variable ale´atoire
stable.
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Figure 3.1. Repre´sentation de densite´s stables selon la parame´trisation donne´e par
(3.11), pour β = 0 , σ = 1 , µo = 0 et α = 0.7, 1.3, 1.9, 2 . La forme globale est
celle d’une cloche (unimodale). A mesure qu’α de´croˆıt, le pic devient de plus en plus
grand, la re´gion couverte par le pic se re´duit et les queues s’alourdissent. Comme
le coefficient β est nul, les densite´s sont syme´triques. La diffe´rence entre α = 2 (loi
normale) et α = 1.99 peut paraˆıtre faible et pourtant elle suffit a` de´truire toute
structure du second moment.
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3.3.2 Fonction caracte´ristique
The´ore`me 3.13 SiX ∼ S(α, β, σ, µ) , alors ses caracte´ristiques, de´finies dans le The´ore`me 3.6,
sont de la forme :
1. (µ, σ2, ν( dx) ≡ 0) , si α = 2 , X ∼ N (µ, σ2) ;
2.
(
µ, 0, ν( dx) = (c1/|x|α+1) · 1{x<0} dx+ (c2/xα+1) · 1{x>0} dx
)
, si α < 2 , ou` c1, c2 ≥
0 et c1 + c2 > 0 . En fait, β = (c2 − c1)/(c2 + c1).
Ne´anmoins, ce sont d’autres formulations parame´trise´es de la fonction caracte´ristique qui
sont le plus souvent employe´es, spe´cialement en statistique. La premie`re est donne´e dans
le the´ore`me ci-dessous.
The´ore`me 3.14 La fonction caracte´ristique d’une variable ale´atoire stable S1(α, β, σ, µ1)
est donne´e par
φ1(u) =
exp {iµ1u− σα|u|α (1− iβsigne(u) tan(piα/2))} , si α 6= 1 ;exp {iµ1u− σ|u| (1 + iβ(2/pi)signe(u) log |u|)} , si α = 1 . (3.10)
Re´ciproquement, si une variable ale´atoire X posse`de la fonction caracte´ristique (3.10),
alors X ∼ S1(α, β, σ, µ1) .
Cette parame´trisation posse`de une faiblesse. Elles est discontinue en α = 1 . Cependant
une re´e´criture due a` Zolotarev (1986) permet de de´passer cette difficulte´.
φ0(u) =
exp {iµ0u− σα|u|α (1 + iβsigne(u) tan(piα/2)(|σu|1−α − 1))} , si α 6= 1 ;exp {iµ0u− σ|u| (1 + iβ(2/pi)signe(u) log(σ|u|))} , si α = 1 .
(3.11)
On notera, dans ce cas, X ∼ S0(α, β, σ, µ0) . La fonction caracte´ristique donne´e par
(3.11) est une fonction continue en ses quatres parame`tres. La correspondance entre les
parame`tres µ1 apparaissant dans (3.10) et µ0 dans (3.11) est donne´e par
µ0 =
µ1 + βσ tan(piα/2) si α 6= 1 ,µ1 + β(2/pi)σ log σ si α = 1 . (3.12)
3.3.3 Proprie´te´s d’une loi stable
Les proprie´te´s qui sont e´nonce´es ci-dessous ne le sont que pour la parame´trisation
S0(α, β, σ, µ0) . Elles sont e´galement ve´rifie´es pour la parame´trisation S1(α, β, σ, µ1) , meˆme
si les termes dans les e´galite´s peuvent le´ge`rement varier. Un bon re´sume´ est fourni par
Nolan (1998). Les premie`res proprie´te´s pre´sente´es ont trait aux parame`tres de la loi stable.
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Figure 3.2. Repre´sentation de densite´s stables selon la parame´trisation donne´e par
(3.11), pour β = 0.5 , σ = 1 , µo = 0 et α = 0.5, 0.75, , 1, 1.25, 1.5 . Comme le
coefficient β est non-nul, les densite´s sont asyme´triques. Comme il est positif, la
masse se de´place vers la droite a` mesure que α de´croˆıt.
L’Equation (3.9) a pre´sente´ le roˆle du parame`tre α , a` savoir que les queues se comportent
asymptotiquement comme une loi de puissance et que plus α est grand, plus les queues
sont minces. Concernant le parame`tre β , on peut pre´senter la proprie´te´ suivante qui
emphase la relation entre β et la notion de syme´trie de la distribution.
Proprie´te´ 3.15 Re´flexion
Si X ∼ S0(α, β, 1, 0) et Y ∼ S0(α,−β, 1, 0) , alors X = −Y et FY (y) = 1− FX(y) .
Par conse´quent, si β = 0 , la loi est syme´trique. La proprie´te´ suivante a` trait aux
parame`tres d’e´chelle et de lieu et fourni la relation entre une variable stable quelconque
et une variable stable standardise´e.
Proprie´te´ 3.16 Standardisation
Si X ∼ S0(α, β, σ, µ0) , alors
Z =
(X − µ0)/σ + β tan(piα/2) si α 6= 1 ,(X − µ0)/σ si α = 1 , (3.13)
suit une distribution S0(α, β, 1, 0) .
Proprie´te´ 3.17 Moments
Si X ∼ S0(α, β, σ, µ0) , alors E(|X|l) <∞ si et seulement si 0 < l < α .
84 Chapitre 3: Drap stable
x
P D
F ( x
)
−4 0 4
0 .
0 0
0 .
1 0
0 .
2 0
0 .
3 0
0 .
4 0
β = 0
β = 0.5
β = 1
x
P D
F ( x
)
−4 0 4
0 .
0 0
0 .
1 0
0 .
2 0
0 .
3 0
0 .
4 0
β = 0
β = 0.5
β = 1
Figure 3.3. Repre´sentation de densite´s stables selon la parame´trisation donne´e par
(3.11). A gauche, α = 1.3 et a` droite α = 0.7 . Le parame`tre β prend les valeurs
0, 0.5, 1 . L’effet d’asyme´trie est d’autant plus fort que α est faible.
Cette proprie´te´ de´coule du comportement en loi de puissance de la distribution. En
effet, le calcul du re`me moment ne´cessite le calcul d’inte´grale du type∫ ∞
c
xrfX(x) dx ∝
∫ ∞
c
xr−α−1 dx ,
ou` c > 0 est un nombre positif arbitrairement grand. Cette inte´grale converge si et seule-
ment si 0 < r < α . On en de´duit que seule la distribution gaussienne posse`de un se-
cond moment (et donc une variance) fini et qu’une variable ale´atoire stable posse`de une
espe´rance finie si et seulement si α > 1 . Dans ce cas, si X ∼ S0(α, β, σ, µ0) , alors
E(X) = µ0 − βσ tan(piα/2) . (3.14)
Il faut remarquer que dans la parame´trisation S1(α, β, σ, µ1) , l’espe´rance co¨ıncide avec le
parame`tre µ1 . Par de´finition, il existe des coefficients tels que la combinaison line´aire de
deux variables ale´atoires stables est encore stable. Les deux proprie´te´s suivantes explicitent
ce fait en termes des parame`tres des lois conside´re´es.
Proprie´te´ 3.18 Transformation line´aire
Si X ∼ S0(α, β, σ, µ0) et a, b ∈ R , a 6= 0 , alors
aX + b ∼ S0(α, βsigne(a), |a|σ, aµ0 + b) .
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Proprie´te´ 3.19 Combinaison line´aire
SiX? ∼ S0(α, β?, σ?, µ?) ,X† ∼ S0(α, β†, σ†, µ†) etX?⊥X† , alorsX?+X† ∼ S0(α, β, σ, µ0) ,
ou`
β =
(
β?σ
α
? + β†σ
α
†
)
/
(
σα? + σ
α
†
)
,
σ = α
√
σα? + σ
α
† ,
µ0 =
µ? + µ† + tan(piα/2)(βσ − β?σ? − β†σ†) si α 6= 1 ,µ? + µ† + (2/pi)(βσ log σ − β?σ? log σ? − β†σ† log σ†) si α = 1 .
3.3.4 Fonctions de densite´
Les lois stables ne posse`dent, en ge´ne´ral, pas de formulation explicite de leur fonction
de distribution, ni de leur fonction de densite´. Ces fonctions posse`dent des proprie´te´s qui
me´ritent tout de meˆme d’eˆtre mentionne´es.
Proprie´te´ 3.20 Continuite´
Toute loi stable posse`de une fonction de densite´ continue et infiniment diffe´rentiable.
Proprie´te´ 3.21 Mode
Toute loi stable est unimodale (Yamazato, 1978).
Proprie´te´ 3.22 Support
Si X ∼ S0(α, β, σ, µ0) , le support de sa densite´ est donne´ par
]µ0 − σ tan(piα/2) , +∞[ , si α < 1 et β = 1 ,
]−∞ , µ0 + σ tan(piα/2)[ , si α < 1 et β = −1 ,
]−∞ , +∞[ sinon.
Il existe trois situations pour lesquelles une formulation explicite de la fonction de
densite´ et de la fonction de distribution existent. Ces cas sont e´nume´re´s ci-apre`s.
Loi Normale : lorsque α = 2 . La loi stable co¨ıncide avec la loi normale d’espe´rance
µ = µ0 et de variance σ˜
2 = 2σ2 . La fonction caracte´ristique s’e´crit :
φ(u) = exp{iµ0u− σ|u|} .
Loi de Cauchy : lorsque α = 1 et β = 0 . La loi stable co¨ıncide avec la loi de Cauchy
de parame`tre de lieu µ0 et de parame`tre d’e´chelle σ . La fonction caracte´ristique
s’e´crit :
φ(u) = exp{iµ0u− σ2u2} .
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Figure 3.4. Repre´sentation des densite´s d’une loi normale N (µ0 = 0, σ˜2 = 2σ2 = 2) ,
d’une loi de Cauchy(µ0 = 0, σ = 1) et d’une loi de Le´vy(µ1 = 0, σ = 1) . Ces trois
densite´s correspondent aux cas particuliers pour lesquelles une version explicite de
la densite´ d’une loi stable existe.
Loi de Le´vy : lorsque α = 1/2 et β = ±1 . La loi stable co¨ıncide avec la loi de Le´vy de
parame`tre de lieu µ1 et de parame`tre d’e´chelle σ . La fonction caracte´ristique s’e´crit,
dans le cas β = 1 :
φ(u) = exp
{
iµ0u−
√
σ|u|
(
1 + isigne(u)(
√
σ|u| − 1)
)}
= exp{iµ1u−
√
σ|u|(1− isigne(u))} .
3.3.5 Simulation
Dans le cas ge´ne´ral, le re´sultat suivant propose´ par Chambers et al. (1976) fournit une
me´thode pour simuler n’importe quelle variable ale´atoire stable.
The´ore`me 3.23 Soit U une variable ale´atoire uniforme U [−pi/2, pi/2] et W une variable
ale´atoire exponentielle E(λ = 1) . Pour 0 < α ≤ 2 et ξ = arc tan(β tan(piα/2))/α , la
variable ale´atoire
X =

sin(α(ξ + U))
(cos(αξ) cos(U))1/α
[
cos(αξ + (α− 1)U)
W
](1−α)/α
si α 6= 1 ,
2
pi
[(pi
2
+ βU
)
tanU − β log
( pi
2
W cosU
pi
2
+ βU
)]
si α = 1 ,
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posse`de une distribution S0(α, β, 1, 0) . Pour ge´ne´rer une variable ale´atoire avec un pa-
rame`tre de lieu µ0 et un parame`tre d’e´chelle σ arbitraires, il suffit d’appliquer le re´sultat
donne´ par (3.13).
Il existe des cas particuliers ou` la me´thode est simple. En fait, ces cas correspondent
aux cas particuliers pour lesquels une forme explicite de la densite´ existe et qui sont
pre´sente´s dans la Section 3.3.4.
Loi Normale : l’algorithme de Box-Muller peut s’appliquer. Si U1, U2 ∼ U [0, 1] , alors
X1 = µ+ σ
√
−2 logU1 cos(2piU2) ,
X1 = µ+ σ
√
−2 logU1 sin(2piU2) ,
sont deux variables ale´atoires N (µ, σ2) inde´pendantes.
Loi de Cauchy : la transformation
X = σ tan(pi(U − 1/2)) + µ ,
ou` U ∼ U [0, 1] , fournit une variable ale´atoire Cauchy(µ, σ) .
Loi de Le´vy : la transformation
X = σ
1
Z2
+ µ ,
ou` Z ∼ N (0, 1) , fournit une variable ale´atoire Le´vy(µ, σ) .
3.3.6 Estimation
L’estimation des parame`tres d’une loi stable est rendue difficile par l’absence d’une
forme explicite de la fonction de densite´ (a` l’exception des cas pre´sente´s dans la Sec-
tion 3.3.4). On peut grossie`rement subdiviser les approches en trois groupes. Les me´thodes
base´es sur les quantiles empiriques ; celles base´es sur la fonction caracte´ristique empirique
et celles base´es sur le maximum de vraisemblance. L’ordre de pre´sentation des me´thodes
correspond e´galement a` celui de leur de´veloppement.
Me´thodes des quantiles
Fama and Roll (1971) ont propose´ un estimateur pour le cas centre´, syme´trique. Leur
me´thode souffre principalement de la limitation sur les valeurs possibles pour les pa-
rame`tres α et β . McCulloch (1986) a ge´ne´ralise´ cette approche base´e sur les quantiles et
fournit des estimateurs consistents pour les quatres parame`tres, pour autant que α ≥ 0.6 .
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Il a de´finit les fonctions :
ηα =
x(0.95) − x(0.05)
x(0.75) − x(0.25) et ηβ =
x(0.95) − 2x(0.50) + x(0.05)
x(0.95) − x(0.05) , (3.15)
fonctions inde´pendantes des parame`tres de lieu et d’e´chelle. Par conse´quent, la relation
entre les parame`tres α et β et ces fonctions peut eˆtre inverse´e et les parame`tres estime´s
graˆce aux valeurs empiriques des fonctions (3.15) et une interpolation des tables fournies
par l’auteur. Les deux autres parame`tres sont estime´s de manie`re similaire.
Me´thodes de la fonction caracte´ristique
Press (1972) a propose´ une me´thode base´e sur des transformations de la fonction
caracte´ristique. Les parame`tres sont e´galement estime´s par paires. Tout d’abord, pour
tout α ∈ (0, 2] , on peut e´crire :
|φ(u)| = exp(σα · |u|α) . (3.16)
Par conse´quent, en conside´rant deux valeurs distinctes u1 6= u2 et en inversant la relation
(3.16), on obtient les estimateurs
αˆ = log
log |φˆ(u1)|
log |φˆ(u2)|
/
log
∣∣∣u1
u2
∣∣∣
et
log σˆ =
(
log |u1| log(− log |φˆ(u2)|)− log |u2| log(− log |φˆ(u1)|)
)/
log
∣∣∣u1
u2
∣∣∣ ,
ou` φˆ(u) = n−1
∑n
j=1 exp(iuxj) . Pour estimer les deux parame`tres restants, une technique
similaire est applique´e a` la partie imaginaire du logarithme de la fonction caracte´ristique
en s’aidant d’une autre paire de points distincts u3 6= u4 . Les estimateurs de´rivent leur
consistence du fait que l’estimateur de la fonction caracte´ristique est consistent. Le choix
des quatre points pour lesquels est estime´e la fonction caracte´ristique est proble´matique.
Koutrouvelis (1980) a propose´ le choix u1 = 0.2 , u2 = 0.8 , u3 = 0.1 et u4 = 0.4 .
Koutrouvelis (1981) a propose´ une me´thode base´e sur l’e´quation suivante, de´rive´e de
(3.11),
log(− log |φ(u)|2) = log(2σα) + α log |u| . (3.17)
Puisque cette e´quation ne de´pend que des parame`tres α et σ , l’auteur propose d’estimer
ces parame`tres en re´gressant la variable re´ponse log(− log |φ(uj)|2) sur la variable explica-
tive log |uj| pour des valeurs re´elles uj, j = 1, . . . , J . Cette premie`re re´gression fournit
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les estimations αˆ et σˆ qui, une fois injecte´e dans
arc tan
(
Im(φ(u))
Re(φ(u))
)
= µu+ βσα tan
(piα
2
)
signe(u)|u|α , (3.18)
permet d’effectuer une seconde re´gression pour estimer les deux autres parame`tres. La
proce´dure est applique´e de manie`re ite´rative jusqu’a` ce qu’un crite`re d’arreˆt soit satisfait.
Kogon and Williams (1998) ont adapte´ cette dernie`re me´thode en supprimant le coˆte´
ite´ratif et en simplifiant la me´thode de re´gression. Leur me´thode est par conse´quent plus
rapide, mais e´galement moins pre´cise que celle propose´e par Koutrouvelis (1981).
Me´thodes du maximum de vraisemblance
La me´thode du maximum de vraisemblance n’est pas fre´quemment applique´e a` ce
proble`me e´tant donne´ sa complexite´ re´sultant de l’absence de version explicite de la fonc-
tion de densite´. Pourtant, cette me´thode posse`de des qualite´s inde´niables, la premie`re
e´tant qu’elle de´livre e´galement des informations sur la distribution de l’estimateur (Du-
Mouchel, 1973). Les deux me´thodes les plus fre´quemment cite´es sont dues a` Nolan (2001),
qui proce`de par inte´gration nume´rique directe et a` Mittnik et al. (1999) qui ont pro-
pose´ une estimation qui proce`de a` l’optimisation sous contrainte par l’interme´diaire de la
me´thode des transforme´es de Fourier rapides.
Pour conclure cette section, il faut encore signaler que ces me´thodes fonctionnent
toutes relativement bien pour autant que le jeu de donne´es soumis provienne bel et bien
d’une loi stable. Un test formel pour l’attester n’existant pas, une inspection visuelle et
une estimation de l’indice de stabilite´ de la distribution est souhaitable.
3.4 Drap stable
Comme le mentionne Feller (1971, p.557), l’inte´reˆt des distributions infiniment divi-
sibles (et en particulier les distributions stables) apparaˆıt lorsque l’on traite de processus
stochastiques stationnaires a` accroissements inde´pendants. Par exemple, lorsque d = 1,
pour toute partition t0 < t1 < · · · < tn , les accroissements Z(tk) − Z(tk−1) repre´sentent
n variables ale´atoires inde´pendantes. La stationnarite´ du processus signifie que la dis-
tribution de Z(t + s) − Z(t) ne de´pend pas de t mais seulement de la taille de l’e´cart
conside´re´ s . Autrement dit Z(t+ s)− Z(t) peut eˆtre vu comme la somme de n variables
ale´atoires inde´pendantes distribue´es comme Z(t+ s/n)−Z(t) . La loi des accroissements
d’un tel processus est donc bien infiniment divisible. Il en va de meˆme lorsque d = 2, c’est-
a`-dire lorsque l’on s’inte´resse aux processus stochastiques stationnaires a` accroissement
inde´pendants en deux dimensions, appele´s e´galement draps stochastiques.
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Dans cette section, on conside`re {Z(s) ; s ∈ R2+} , un processus stochastique de´fini sur
un espace de probabilite´ (Ω,F ,P) donne´. Pour deux points donne´s, s et t ∈ R2+ , on e´crit
s ≤ t si s1 ≤ t1 et s2 ≤ t2 . Si s ≤ t , on de´note par R = (s, t] le rectangle inclus dans
R2+ dont les sommets sont s = (s1, s2) , (s1, t2) , (t1, s2) et t = (t1, t2) . L’accroissement du
processus Z sur R est de´fini comme
∆RZ = Z(t1, t2)− Z(s1, t2)− Z(t1, s2) + Z(s1, s2) .
De´finition 3.24 Le processus stochastique {Z(s) ; s ∈ R2+} posse`de des accroissements
inde´pendants si pour tout ensemble fini de rectangles deux-a`-deux disjoints R1, . . . , Rn ,
les accroissements ∆R1 , . . . ,∆Rn sont des variables ale´atoires inde´pendantes.
Si, sur la base de {Z(s) ; s ∈ R2+} , on de´finit un nouveau processus stochastique {Z˜(s) ; s ∈
R2+} comme Z˜(s) = Z(s)− Z(s1, 0)− Z(0, s2) + Z(0) , on remarque alors que Z˜ = 0 sur
les axes et que ∆RZ˜ = ∆RZ pour tout R ∈ R2+ . Par conse´quent, il n’y a aucune perte
de ge´ne´ralite´ a` supposer que le processus sous e´tude {Z(s) ; s ∈ R2+} est identiquement
nul sur les axes. Selon Adler et al. (1983), cette proprie´te´ est d’ailleurs requise dans la
de´finition meˆme d’un processus stochastique additif.
De´finition 3.25 Un processus stochastique a` accroissements inde´pendants {Z(s) ; s ∈
R2+} , tel que la fonction s −→ Z(s) est continue en probabilite´, est appele´ drap de
Le´vy.
Puisque les incre´ments du processus Z(·) sont inde´pendants, on peut montrer que
l’hypothe`se de continuite´ en probabilite´ de Z(·) revient a` la continuite´ presque suˆrement de
Z(·) pour tout s ∈ R2+ . En particulier, Z(s) posse`de une distribution infiniment divisible
pour tout s ∈ R2+ . Par conse´quent, le The´ore`me 3.6 stipule que pour tout s ∈ R2+ , il
existe des caracte´ristiques (bs, σs, νs(·)) telles que la fonction caracte´ristique de Z(s) s’e´crit
comme (3.3). Si l’on conside`re R1, . . . , Rm , m rectangles disjoints, les variables ale´atoires
associe´es sont inde´pendantes et par conse´quent, le logarithme de la fonction caracte´ristique
associe´e a` la somme de ces variables ale´atoires est e´gal a` la somme des logarithmes des
fonctions caracte´ristiques de chacune des variables ale´atoires. On en conclut que les termes
du triplet (bs, σs, νs(·)) se doivent d’eˆtre des mesures additives relativements a` B(R2+) ,
l’ensemble des bore´liens de R2+ . On peut donc re´e´crire la formule de Le´vy-Khintchine
pour un tel processus.
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The´ore`me 3.26 Soit {Z(s) ; s ∈ R2+} un drap de Le´vy univarie´ de´fini sur R2+ . Dans ce
cas, on a que
φZ(s)(u) = E (exp(iuZ(s))) ,
= exp
{
iub(s)− 1
2
σ(s)u2 +
∫
R−{0}
(eiux − 1− iux · 1{|x|<1})ν( ds , dx)
}
, (3.19)
ou` le triplet (b(s), σ(s), ν(·, ·)) est tel que
– l’application s → b(s) est continue a` valeur re´elle, identiquement nulle pour tout
s ∈ R2+ tel que s1 = 0 ou s2 = 0 ;
– l’application B(R2+)→ σ2(B(R2+)) est une mesure additive ;
– l’application ν( ds , dx) est une mesure de Le´vy ge´ne´ralise´e. En outre, elle ve´rifie
que ν(A, {0}) = 0 pour tout A ∈ B(R2+) .
Re´ciproquement, pour tout triplet (b(s), σ(s), ν(·, ·)) , il existe un processus de Le´vy, Z(·)
tel que (3.19) soit ve´rifie´e.
On peut encore rajouter les deux de´finitions suivantes qui permettent de caracte´riser
un processus de Le´vy.
De´finition 3.27 Le processus stochastique {Z(s) ; s ∈ R2+} est dit centre´ si pour tout
s ∈ R2+ , la composante de tendance b(s) est identiquement nulle.
De´finition 3.28 Un processus stochastique {Z(s) ; s ∈ R2+} qui est tel que la distribution
de ses incre´ments ∆RZ = Z(t1, t2)−Z(s1, t2)−Z(t1, s2)+Z(s1, s2) ne de´pend que de son
aire et non de sa localisation est dit isotropique.
Une autre manie`re de lire le re´sultat du The´ore`me 3.26 est d’e´crire qu’un drap de Le´vy
peut eˆtre vu comme la somme d’une tendance de´terministe, d’un drap brownien et d’un
processus de saut. Pour mieux constater ce fait-la`, il faut tout d’abord de´finir ce qu’est
un drap Brownien ainsi que la mesure ale´atoire de Poisson associe´e a` la mesure de Le´vy
ν(·) conside´re´e.
3.4.1 Le drap brownien
La premie`re remarque est que comme tout processus stochastique additif, le drap
brownien peut contenir un terme de tendance non nul. On se contentera ne´anmoins de le
de´finir sans cette caracte´ristique.
De´finition 3.29 Soit σ2 une mesure additive non ne´gative sur R2+ , continue et qui s’annule
sur les axes. Dans ce cas, un processus stochastique gaussien a` valeurs re´elles {W (s) ; s ∈
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R2+} , d’espe´rance nulle et de covariance e´gale a`
E(W (s)W (t)) = σ2
(
(0, s]
⋂
(0, t]
)
est appele´ drap brownien.
Dalang (2003) fournit en premie`re partie d’article, une excellente pre´sentation de ce
processus ainsi que de ses principales proprie´te´s. Pour une preuve de celles e´nonce´es ci-
apre`s, le lecteur est renvoye´ a` cette re´fe´rence.
Proprie´te´ 3.30 – La restriction du drap brownien a` une droite verticale ou horizon-
tale est un mouvement brownien dont la vitesse est e´gale a` la racine carre´e de la
coordonne´e fixe´e.
– Le processus s → W (s, 1 − s) , 0 ≤ s ≤ 1 , qui repre´sente la restriction du drap
au segment reliant les points (0, 1) et (1, 0) , est un processus gaussien qui s’annule
a` ses extre´mite´s et repre´sente en fait un pont brownien.
– Le processus W˜ (s1, s2) = s1W (1/s1, s2) est encore un drap brownien.
Cette parenthe`se sur le drap brownien e´tant termine´e, on revient a` la repre´sentation
d’un drap de Le´vy. Comme e´crit pre´ce´demment, il faut encore de´finir une mesure.
De´finition 3.31 La mesure ale´atoire de Poisson Πν associe´e a` la mesure de Le´vy ν(·)
est une application posse´dant les proprie´te´s suivantes :
– pour tout ensemble bore´lien A ∈ B(R2+) , Πν(A) est une variable ale´atoire de Poisson
de parame`tre ν(A) ;
– siA1, . . . , An sont des ensembles bore´liens deux a` deux disjoints, les variables ale´atoires
Π(A1), . . . ,Π(An) sont inde´pendantes.
Puisque Πν ne prend que des valeurs entie`res, cette mesure est une somme de points de
masse unitaire. On peut remarquer que si l’on s’inte´resse aux points plutoˆt qu’au masses,
on parle d’un processus ponctuel plutoˆt que d’une mesure ale´atoire de Poisson. On peut
maintenant e´noncer le the´ore`me suivant dont une preuve peut eˆtre trouve´e dans Dalang
and Walsh (1992).
Proposition 3.32 Soit {Z(s) : s ∈ R2+} un drap de Le´vy dont la fonction caracte´ristique
est donne´e par (3.19). Dans ce cas, il existe des processus ZG(·) et ZJ(·) et une mesure
ale´atoire de Poisson Π , tous mesurables par rapport a` la tribu σ{Z(s) , s ∈ R2+} tels que
Z(s) = ZG(s) + ZJ(s) , ∀ s ∈ R2+ , presque suˆrement,
ou` ZG(·) est un processus gaussien inde´pendant de ZJ(·) . Sa fonction caracte´ristique
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s’e´crit φZG(u) = exp
{
ib(s)u− 1
2
σ2(s)u2
}
. Le processus ZJ(·) quant a` lui ve´rifie
ZJ(s) =
∫
|z|<1
z
(
Π
(
(0, s]× dz)− ν((0, s]× dz))+ ∫
|z|≥1
zΠ
(
(0, s]× dz) , ∀ s ∈ R2+ .
Cette proposition e´tablit que tout drap de Le´vy (sans terme de´terministe) peut-eˆtre vu
comme la somme de deux processus inde´pendants : un drap brownien et un pur proces-
sus de sauts associe´ a` une mesure ale´atoire de Poisson. On peut e´noncer les proprie´te´s
suivantes concernant le drap de Le´vy pre´sente´ tout au long de cette section. Une preuve
peut-eˆtre trouve´e dans Dalang and Walsh (1992).
Proprie´te´ 3.33 1. Le processus {Z(s) : s ∈ R2+} est continu a` droite et posse`de des
limites dans les autres quadrants ;
2. ¤Z(s) = 0 sauf pour un ensemble de´nombrable de points ale´atoires, ou`
¤Z(s) = Z(s)− Z(s1, s2−)− Z(s1−, s2) + Z(s1−, s2−) ;
3. Si ¤Z(s?) = z , alors Z(s?1, v) − Z(s?1−, v) = z pour tout v ≥ s?2 et Z(u, s?2) −
Z(u, s?2−) = z pour tout u ≥ s?1 ;
4. Les trajectoires de Z n’ont pas d’autres discontinuite´s que celles pre´sente´es dans les
deux points pre´ce´dents ; en particulier,
– l’ensemble {s1 ≥ 0 : ∃ s2 ≥ 0 : Z(s1, s2) 6= Z(s1−, s2)} est de´nombrable ;
– l’ensemble {s2 ≥ 0 : ∃ s1 ≥ 0 : Z(s1, s2) 6= Z(s1, s2−)} est de´nombrable ;
5. La probabilite´ que deux sauts partagent leurs abscisses ou leurs ordonne´es est nulle.
Dans ce qui suit, nous allons nous inte´resser a` des draps de Le´vy bien particuliers.
Il s’agit des draps stables isotropiques ; autrement dit, des draps dont les incre´ments
sont des variables ale´atoires stables, α ∈ (0, 2] . Comme pour les variables ale´atoires (voir
The´ore`me 3.13), parmi les caracte´ristiques du processus fournies par (3.19), soit α = 2 et
la mesure de Le´vy ge´ne´ralise´e est identiquement nulle, soit α < 2 et c’est un processus
de sauts pur (i.e. σ2(s) est identiquement nulle). Dans le premier cas, on est en pre´sence
d’un drap brownien , dans le second, d’un processus de saut pur. Donc, pour revenir a` la
dernie`re proposition pre´sente´e ci-dessus, la Proposition 3.32, dans le cas qui nous inte´resse,
on n’observe pas deux processus orthogonaux l’un a` l’autre mais soit l’un soit l’autre est
identiquement nul. Maintenant que le drap stable isotropique est bien de´fini, une me´thode
pour le simuler sur un domaine carre´ unitaire est pre´sente´e, afin de pouvoir l’e´tudier. Cette
me´thode repre´sente une ge´ne´ralisation de celle pre´sente´e par Dalang and Khoshnevisan
(2004) qui eux conside`rent des draps stables isotropiques, syme´triques et standardise´s. La
me´thode pre´sente´e ci-dessous procure un drap stable tel que la distribution de la variable
ale´atoire associe´e au point s = (1, 1) soit une distribution S0(α, β, σ, µ0) .
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Simulation d’un drap stable de parame`tre (α, β, σ, µ0) :
1. Dans le carre´ unitaire, simuler une suite de n2 variables ale´atoires {ξi,j}i,j≥1 telle
que
ξij
iid∼ S0(α, β, σˇ , µˇ0) , 1 ≤ i, j ≤ n,
ou` σˇ = n−2/ασ et µˇ0 = n−2µ0 − βσ tan(piα/2)
(
n−2 − n−2/α) .
2. De´finir une marche ale´atoire comme
Snk,l :=
∑
1≤i≤k
∑
1≤j≤l
ξi,j , 1 ≤ k, l ≤ n .
3. Pour α 6= 1 , en s’aidant des Proprie´te´s 3.18 et 3.19, on trouve que
Snk,l ∼ S0
(
α, β, (kl)1/ασˇ, (kl)µˇ0 + βσˇ tan
(piα
2
)(
(kl)1/α − kl)) .
4. Par conse´quent, pour α 6= 1 et pour tout s ∈ [0, 1]2 , lorsque n −→ ∞ , on peut
e´crire
Snbns1c,bns2c ∼ S0
(
α, β, (s1s2)
1/αn2/ασˇ, (s1s2)n
2µˇ0+βσˇ tan
(piα
2
)(
(s1s2)
1/αn2/α−(s1s2)n2
))
.
En inse´rant les valeurs de σˇ et µˇ0 dans la loi de´finie ci-dessus, on peut e´crire que
Snbns1c,bns2c ∼ S0
(
α, β, (s1s2)
1/ασ, (s1s2)µ0 + βσ tan
(piα
2
)(
(s1s2)
1/α − (s1s2)
))
.
Ce re´sultat peut eˆtre re´e´crit comme
Snbns1c,bns2c
D−→ Z(s) ∼ (s1s2)1/αS0(α, β, σ, µ˜0) ,
avec
µ˜0 = (s1s2)
1−1/αµ0 + βσ tan
(piα
2
)(
1− (s1s2)1−1/α
)
.
Des illustrations de draps obtenus a` l’aide de cette me´thode sont pre´sente´es dans la
Figure 3.5. Des quatre parame`tres de la loi stable, seul l’indice de stabilite´ a e´te´ varie´.
Les autres on e´te´ fixe´s a` β = 0 , µ = 0 et σ =
√
2/2 . La valeur du dernier parame`tre
assure que lorsque α = 2 (en haut, a` gauche), on obtient un drap brownien ge´ne´re´ a`
partir de sauts posse´dant une distribution normale standardise´e. Les trois autres valeurs
pour α sont, dans l’ordre, 1.6 , 1.1 et 0.8 . Pour ge´ne´rer ces surfaces, on a pris les valeurs
n = 3000 . Autrement dit, la suite de variables ale´atoires inde´pendantes et identiquement
distribue´es e´tait compose´e de neuf millions de sauts et pour la marche ale´atoire, 642
points re´gulie`rement espace´s sur le carre´ unitaire ont e´te´ choisis pour calculer les sommes
partielles des sauts ge´ne´re´s.
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Figure 3.5. Diffe´rentes re´alisations de draps stables. Le seul parame`tre qui varie est
l’indice de stabilite´, α . En haut, a` gauche α = 2 et a` droite α = 1.6 ; en bas, a`
gauche α = 1.1 et a` droite α = 0.8 .
3.5 Ajustement d’un drap stable
Maintenant que le drap stable a e´te´ de´fini, la question qui vient naturellement a` l’esprit
est de savoir si l’ajustement des parame`tres est possible, une fois que l’on a observe´ la
re´alisation d’un tel processus stochastique. La re´ponse est affirmative et la me´thode se
base sur la proprie´te´ suivante que l’on trouve dans Dalang and Khoshnevisan (2004) et
qui de´coule de la construction the´orique d’un tel drap.
Proposition 3.34 Soit {Z(s) : s ∈ R2+} un drap stable de parame`tres α , β , σ et µ0 .
Pour tout s, t ∈ R2+ tels que s ≤ t , en posant R = (s, t] , on a que
∆RZ ∼
(
(t1 − s1)(t2 − s2)
)1/α · S0(α, β, σ, µ˜0) , (3.20)
ou` µ˜0 =
(
(t1 − s1)(t2 − s2)
)1−1/α
µ0 + βσ tan
(
piα
2
)(
1− ((t1 − s1)(t2 − s2))1−1/α) .
Dans cette section, la me´thode mise au point pour ajuster les parame`tres d’un drap
stable base´ sur une unique observation d’une re´alisation est pre´sente´e. Afin de simplifier
l’utilisation de la proprie´te´ pre´sente´e ci-dessus, on suppose que le drap est observe´ sur une
grille re´gulie`re. La de´marche repre´sente le pendant bidimensionel d’une e´tude classique
d’un processus stochastique de Le´vy unidimensionnel, ou` l’on conside`re des manipulations
des accroissements reconstruits sur la base des observations en conside´rant des diffe´rences
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d’observations successives. La marche a` suivre se pre´sente comme suit.
I : Extraction a` partir de la re´alisation observe´e d’un e´chantillon issu de va-
riables ale´atoires inde´pendantes et identiquement distribue´es ;
II : Estimation par optimisation sous contrainte de la log-vraisemblance des
parame`tres de stabilite´, d’asyme´trie, de lieu et d’e´chelle.
3.5.1 Extraction d’un e´chantillon
Puisque l’on a suppose´ que le drap a e´te´ observe´ sur une grille re´gulie`re, cela signifie
que l’on est en possession d’un e´chantillon qui peut s’e´crire comme
{z˜(si, sj) : i = 0, 1, . . . , n, j = 0, 1, . . . ,m ; n,m ∈ N} ,
ou` les valeurs z˜(si, sj) := 0 si i = 0 ou j = 0 ont e´te´ ajoute´es artificiellement. Par
conse´quent, pour tout i = 1, . . . , n et j = 1, . . . ,m , on peut construire les incre´ments
observe´s
∆i,j = z˜(si, sj)− z˜(si−1, sj)− z˜(si, sj−1) + z˜(si−1, sj−1) .
En posant hn = (si−si−1) , i = 1, . . . , n , hm = (sj−sj−1) , j = 1, . . . ,m et en s’aidant
de (3.20), on sait que
∆i,j ∼ S0(α, β, σ˘, µ˘0
)
,
ou` σ˘ =
(
hnhm
)1/α
σ et µ˘0 =
(
hnhm
)
µ0+βσ tan
(
piα
2
)((
hnhm
)1/α−(hnhm)) . Par conse´quent,
on a bien un e´chantillon, de taille e´gale a` l’e´chantillon initial, compose´ d’observations
sense´es provenir de variables ale´atoires inde´pendantes et identiquement distribue´es selon
une loi stable S0(α, β, σ˘, µ˘0) . En pre´sence de cet e´chantillon, toute me´thode d’estimation
pre´sente´e a` la Section 3.3.6 peut eˆtre applique´e afin d’ajuster les parame`tres. Une fois les
estimations obtenues pour σ˘ et µ˘0 et puisque les parame`tres hn et hm sont connus, il est
possible de re´cupe´rer les estimations de σ et de µ0 en s’aidant de celles de´ja` obtenues. La
me´thode pre´sente´e ci-apre`s est compose´e de diffe´rentes me´thodes et s’inspire de celle mise
au point par Mittnik et al. (1999).
3.5.2 Optimisation sous contrainte de la log-vraisemblance
La premie`re ide´e e´tait la suivante : estimer dans un premier temps les parame`tres de
lieu et d’e´chelle, standardiser l’e´chantillon et optimiser la fonction de log-vraisemblance as-
socie´e aux parame`tres restants, c’est-a`-dire l’indice de stabilite´ et l’indice d’asyme´trie sur
la base d’un e´chantillon centre´ re´duit. Comme l’ont re´vele´ des simulations effectue´es, cette
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me´thode bien qu’attrayante pour son gain de temps a` comparer de la me´thode base´e sur la
log-vraisemblance comple`te, se comporte bien pour autant que la distribution sous-jacente
soit syme´trique et/ou que l’indice de stabilite´ soit e´leve´. Dans les autres cas, la standar-
disation semble introduire un biais ne´gatif, tant pour l’estimateur de α que pour celui
concernant β . Cela re´sulte en partie du fait que, comme mentionne´ pre´ce´demment, l’esti-
mation du parame`tre d’e´chelle de la parame´trisation 0 d’une loi stable de´pend e´galement
des estimations des parame`tres α et β . En effet, lors des simulations, les valeurs initiales
retenues pour ces deux parame`tres e´taient e´galement utilise´es pour obtenir une estimation
du parame`tre µ0 .
Par conse´quent, une optimisation de la fonction de log-vraisemblance comple`te s’est
ave´re´e devoir s’imposer. Si l’on note par θ = (α, β, σ, µ0)
t le vecteur des parame`tres dont
on souhaite faire l’infe´rence, l’estimateur du maximum de vraisemblance de θ est obtenu
en maximisant la fonction de log-vraisemblance
l(θ ; ∆1, . . . ,∆K) =
K∑
i=1
log
(
f0(∆i ; θ)
)
, (3.21)
par rapport a` θ , ou` (∆1, . . . ,∆K) est l’e´chantillon obtenu par la me´thode pre´sente´e a`
la section pre´ce´dente et K = nm . Dans cette e´criture, la fonction f0(· ; θ) correspond
a` la fonction de densite´ associe´e a` la parame´trisation 0 d’une variable ale´atoire stable
de parame`tres α , β , σ et µ0 . DuMouchel (1973) a e´tudie´ les proprie´te´s the´oriques de
l’estimateur du maximum de vraisemblance pour θ et a montre´ qu’il posse´dait une distri-
bution asymptotique normale, pour autant que quelques conditions de re´gularite´s soient
satisfaites (en fait, il est ne´cessaire de supposer que l’indice de stabilite´ ve´rifie α ≥ ² pour
un ² > 0 ). Autrement dit,
√
K
(
θˆml − θo
) D−→ N ( 0 , I −1(θo) ) , (3.22)
ou`
I(θ) = −E
(
∂2
∂θ∂θt
l(θ ; ∆1, . . . ,∆K)
)
(3.23)
repre´sente la matrice d’information de Fisher. Dans ce travail comme dans Mittnik et al.
(1999), la maximisation de (3.21) est effectue´e de manie`re nume´rique. La premie`re diffe´rence
est la parame´trisation retenue. Contrairement a` Mittnik et al. (1999) qui ont employe´ la
parame´trisation 1 , c’est la parame´trisation 0 qui a e´te´ retenue dans ce travail. Une des
difficulte´ dans cette approche nume´rique vient du fait que l’optimisation est sense´e s’ef-
fectuer sous contraintes. En effet, les conditions
0 < α ≤ 2 , −1 ≤ β ≤ 1 , et σ > 0 ,
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doivent eˆtre ve´rifie´es. Plutoˆt que de re´soudre cette optimisation sous contraintes, une
reparame´trisation du proble`me permet de relaˆcher ces contraintes. En posant θ = h(ν)
avec ν = (αˇ, βˇ, σˇ, µˇ0)
t , cette transformation s’ope`re composante par composante et est
donne´e par
α = 2exp
(− (αˇ/a)2) ,
β = 2exp
(− (βˇ/a)2)− 1 ,
σ = exp
(
σˇ/a
)
,
µ0 = µˇ0 , (3.24)
ou` αˇ , βˇ , σˇ et µˇ0 ∈ R , et a ∈ R . Il faut encore remarquer que meˆme si en the´orie
α ∈ (0, 2] , notre inte´reˆt s’est porte´ sur des valeurs de ce parame`tre supe´rieures a` 1 .
Pour comparaison, la parame´trisation utilise´e est repre´sente´e dans la Figure 3.6. Elle
est compare´e a` la transformation choisie par Mittnik et al. (1999) dont le gradient est
ge´ne´ralement beaucoup plus e´leve´.
−25 −12 0 12 25
0
1
2
Figure 3.6. Comparaison des transformations permettant d’exprimer le parame`tre
α borne´ en fonction d’un parame`tre αˇ re´el. En orange, la transformation applique´e
dans ce travail ; en bleu celle utilise´e par Mittnik et al. (1999).
Par conse´quent l’e´quation (3.22) devient
√
K
(
θˆml − θo
) D−→ N( 0 , ( ∂
∂νt
h(ν)
)∣∣∣
ν=νo
I −1(νo)
( ∂
∂νt
h(ν)
)t∣∣∣
ν=νo
)
. (3.25)
De´s lors, l’optimisation se de´compose comme suit :
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– De´finition de valeurs initiales pour les parame`tres ;
– Approximation de la densite´ par transforme´e de Fourier de la fonction caracte´ristique ;
– Application d’un algorithme de descente.
Les deux dernie`res e´tapes e´tant re´pe´te´es jusqu’a` ce qu’un crite`re d’arreˆt soit satisfait.
De´finition de valeurs initiales pour les parame`tres
Pour les parame`tres de stabilite´ et d’asyme´trie, c’est un me´thode base´e sur celle pro-
pose´e par McCulloch (1986) qui a e´te´ mise en place. Tout d’abord, les estimations as-
socie´es aux estimateurs ηα et ηβ donne´s par (3.15) sont calcule´s sur la base de l’e´chantillon
(∆1, . . . ,∆K) . D’autre part, des simulations sont effectue´es pour obtenir une estimation
des valeurs prises par ces statistiques en fonction des parame`tres α et β . Le re´sultat de
ces simulations est pre´sente´ dans la Figure 3.7. Une fois l’estimation de ηα associe´e a`
l’e´chantillon (∆1, . . . ,∆K) calcule´e, on choisit pour valeur initiale αˆ0 , la valeur de α qui
minimise l’e´cart entre l’estimation obtenue et les droites de re´gression ajuste´es par simu-
lation. Ensuite, sur la base de cette valeur initiale αˆ0, on calcule la valeur de ηβ associe´e
a` l’aide des re´gressions ajuste´es par simulation. Une fois encore, la valeur βˆ0 est celle qui
minimise l’e´cart entre la valeur base´e sur les donne´es de la statistique ηβ et les droites de
re´gression ajuste´es.
Pour le parame`tre d’e´chelle, σ , c’est l’estimateur propose´ par Fama and Roll (1971)
qui a e´te´ utilise´ :
σˆ0 =
∆(.72) −∆(.18)
1.654
.
Cet estimateur posse`de un biais borne´ supe´rieurement par 4% si la distribution est
syme´trique (β = 0). Si tel n’est pas le cas, il est difficile de trouver une borne invariante
sur le biais. Cet estimateur a toutefois e´te´ retenu, en raison de ses bonnes performances
globales et du fait qu’il ne s’agit que d’obtenir une valeur initiale. Pour le parame`tre
de lieu, lorsque 1 < α ≤ 2 , la distribution stable posse`de une espe´rance finie. Qui plus
est, dans la parame´trisation 1 d’une loi stable, le parame`tre de lieu µ1 correspond a`
l’espe´rance de la variable ale´atoire. Par conse´quent, la moyenne de l’e´chantillon est un
estimateur consistent pour ce parame`tre. Cependant, une estimation plus robuste est ob-
tenue en substituant une moyenne tronque´e a` la moyenne classique. Dans ce travail, c’est
une moyenne tronque´e a` 25% qui a e´te´ utilise´e. Puisque c’est la parame´trisation 0 d’une
loi stable qui a e´te´ retenue, ce n’est pas µ1 que l’on souhaite estimer, mais bien µ0. La
formule qui les lie est donne´e par (3.12). Cependant, une fois de plus, comme il s’agit
d’une valeur initiale seulement, µˆ0 a e´te´ fixe´ a` la moyenne tronque´e qui pre´sente, par
conse´quent un biais (si la loi n’est pas syme´trique). Finalement, on obtient les valeurs
initales αˇ0 , βˇ0 , σˇ0 et µˇ0 en utilisant les relations fournies par (3.24).
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Figure 3.7. Simulation des estimateurs donne´s par (3.15). A gauche, ηα , la statis-
tique associe´e au parame`tre α en fonction du parame`tre β . Des simulations ont e´te´
effectue´es pour diffe´rentes valeurs de α et β . Pour chaque valeur retenue de α , une
droite de re´gression constante a e´te´ ajuste´e car on constate que la valeur de la sta-
tistique ηα ne de´pend pas de la valeur prise par β , du moins lorsque α est grand. A
droite, ηβ , la statistique associe´e au parame`tre β en fonction du parame`tre α . Des
simulations ont e´te´ effectue´es pour diffe´rentes valeurs de α et β . Pour chaque valeur
retenue de β , une droite de re´gression a e´te´ ajuste´e. Pour exemple, ηˆα = 4.15 (en
vert a` gauche) ; par conse´quent, on choisit α0 = 1.3 . D’autre part, ηˆβ = 0.1 (en vert
a` droite) ; par conse´quent, on choisit β0 = 0.25 .
Approximation de la densite´ par transforme´e de Fourier
L’ide´e est d’e´crire la densite´ d’une variable ale´atoire stable comme la transforme´e de
Fourier de sa fonction caracte´ristique. En effet, on a que
f0(z ; α, β, µ0, σ) =
1
2pi
∫ ∞
−∞
e−izuφ0(u ; α, β, µ0, σ) du . (3.26)
Par conse´quent, on peut appliquer la me´thode de la transforme´e de Fourier rapide pour
obtenir la valeur de la densite´ associe´e a` chaque observation de l’e´chantillon (∆1, . . . ,∆K) .
On proce`de comme suit. L’inte´grale pre´sente´e dans (3.26) peut eˆtre calcule´e pour N points
e´qui-re´partis ∆ˇl = (l − 1−N/2) · h , l = 1, . . . , N . En posant u = 2piω , on peut e´crire
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en s’aidant de (3.26) que
f0(∆ˇl ; α, β, µ0, σ) = f0((l − 1−N/2) · h ; α, β, µ0, σ)
=
∫ ∞
−∞
e−i2piω(l−1−N/2)hφ0(2piω ; α, β, µ0, σ) dω .
En discre´tisant, on peut approcher cette dernie`re inte´grale par
f0((l − 1−N/2) · h) ≈ v
N∑
n=1
e−i2pi(n−1−N/2)(l−1−N/2)hvφ0(2piv(n− 1−N/2)) .
En posant v = (hN)−1 , on peut encore e´crire
f0(∆ˇl ; α, β, µ0, σ) ≈ v(−1)l−1−N/2
N∑
n=1
(−1)n−1e−i2pi(n−1−N/2)φ0(2piv(n− 1−N/2)) .
(3.27)
Dans l’Equation (3.27), la somme pre´sente dans le terme de droite peut eˆtre calcule´e de
manie`re efficiente a` l’aide de la me´thode de la transforme´e de Fourier rapide applique´e a`
la se´quence de valeurs
(−1)n−1φ0(2piv(n− 1−N/2)) , n = 1, . . . , N.
En normalisant le le`me e´le´ment de la se´quence obtenue par v(−1)l−1−N/2 , on obtient une
estimation de la densite´ au point ∆ˇl . Finalement, pour obtenir la valeur de la densite´
aux points de l’e´chantillon (∆1, . . . ,∆K) , une interpolation de degre´ 1 est effectue´e sur
la base des valeurs de la densite´ associe´es aux points e´quis-re´partis. Les parame`tres N et
h peuvent varier en fonction de la pre´cision souhaite´e. Les valeurs N = 213 et h = 0.01
semblent cependant repre´senter un bon compromis entre pre´cision et rapidite´.
Application d’un algorithme de descente
Une fois que l’on posse`de la valeur de la densite´ pour tout point ∆k , k = 1, . . . , K ,
on peut aise´ment e´valuer la fonction de log-vraisemblance l(θ ; x1, . . . , xK) exprime´e dans
(3.21) et par conse´quent, e´valuer la fonction de log-vraisemblance lˇ(ν ; ∆1, . . . ,∆K) as-
socie´e a` ν . Pour optimiser cette fonction, la me´thode de descente, dite de Newton, a e´te´
utilise´e. A chaque pas, elle ne´cessite le calcul du gradient et de la matrice hessienne as-
socie´s a` la fonction. En effet, si νp est la valeur du parame`tre d’inte´reˆt au p
e`me pas, alors
νp+1 , la valeur du parame`tre d’ine´reˆt au (p+ 1)
e`me pas est donne´ par
νp+1 := νp − Hˇ(νp)−1∇lˇ(νp ; ∆1 . . . ,∆K) , p ∈ N , (3.28)
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ou` ∇lˇ(ν ; ∆1 . . . ,∆K) repre´sente le gradient de la fonction de log-vraisemblance associe´e a`
ν et Hˇ(ν) sa matrice hessienne. Cette me´thode de descente est poursuivie jusqu’a` ce qu’un
crite`re d’optimalite´ soit rempli ; par exemple, que la norme du vecteur des innovations
soit suffisamment faible. Puisque la densite´ de variables ale´atoires stables n’existe pas
sous forme explicite, il est impossible d’obtenir une e´criture explicite du gradient de la
fonction de log-vraisemblance ou de la hessienne, a` plus forte raison apre`s un changement
de parame´trisation. Ces valeurs doivent donc, par conse´quent, eˆtre approche´es. Pour ce
faire, on s’aide des formules donne´es ci-dessous.
∇lˇ(ν ; ∆1, . . . ,∆K) =
( ∂
∂νt
h(ν)
)
· ∇l(θ ; ∆1, . . . ,∆K) , (3.29)
Hˇ(ν) =
( ∂
∂νt
h(ν)
)
·H(θ) ·
( ∂
∂νt
h(ν)
)t
+ A(ν) , (3.30)
ou` ∇l(θ ; ∆1 . . . ,∆K) repre´sente le gradient de la fonction de log-vraisemblance associe´e
a` θ , H(θ) sa hessienne et la matrice A est donne´e par
A(ν) =
(
4∑
k=1
∂2
∂νi∂νtj
θk · ∂
∂θk
l(θ ; ∆1, . . . ,∆K)
)
1≤i,j≤4
.
Dans ces dernie`res e´critures, les composantes du gradient ∇l(θ ; ∆1, . . . ,∆K) et celles de
la hessienne H(θ) sont approche´es par diffe´rences finies. Autrement dit, on approche les
termes du gradient comme
∇l(θ ; ∆1 . . . ,∆K)j ≈ 1
r
(
l
(
(. . . , θj − r/2, . . . )
)− l((. . . , θj + r/2, . . . ))) , (3.31)
et
H(θ)ij ≈ 1
r2
(
l
(
(. . . , θi − r/2, . . . , θj − r/2, . . . )
)
+ l
(
(. . . , θi + r/2, . . . , θj + r/2, . . . )
)
− l((. . . , θi + r/2, . . . , θj − r/2, . . . ))− l((. . . , θi − r/2, . . . , θj + r/2, . . . ))) ,
(3.32)
pour tout 1 ≤ i, j ≤ 4 . La valeur r = 0.1 a e´te´ utilise´e pour les simulations et l’ap-
plication. Cette approximation quadratique de la fonction de log-vraisemblance renforce
l’importance de pouvoir e´valuer la valeur de la fonction de log-vraisemblance de manie`re
rapide. En effet, pour pouvoir approcher a` l’aide de (3.31) et (3.32) l’ensemble des com-
posantes du gradient et de la hessienne associe´s a` un quadruplet θ , la proce´dure ne´cessite
l’e´valuation de log-vraisemblance pour pas moins de quarante autres quadruplets distincts.
C’est d’ailleurs certainement une des raisons pour laquelle ce genre de me´thode n’a vu le
jour que tardivement.
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Dans la section suivante, des simulations effectue´es pour juger du comportement de
l’estimateur propose´ sont pre´sente´es.
3.6 Simulations
Lors de ces simulations, l’estimateur pre´sente´ dans la section pre´ce´dente est compare´
a` l’estimateur mis en place par Press (1972), pre´sente´ dans la Section 3.3.6. Le nombre
de re´pe´titions a e´te´ fixe´ a` r = 2′000 . Chaque simulation consiste dans un premier temps
a` ge´ne´rer un drap stable stationnaire sur le carre´ unitaire. La suite de variables ale´atoires
inde´pendantes et identiquement distribue´es ge´ne´re´es sur le carre´ est compose´e d’un million
de termes. Pour la marche ale´atoire, les parame`tres n et m ont e´te´ tous les deux fixe´s
a` 32 . Autrement dit, le drap stable est observe´e a` 1024 sites. Une fois le drap ge´ne´re´,
l’e´chantillon base´ sur les incre´ments planaires est calcule´ a` l’aide de la formule donne´e par
(3.20). La taille de l’e´chantillon est par conse´quent e´gale au nombre de sites ou` le drap a
e´te´ observe´. Les valeurs des parame`tres varient comme suit
α ∈ {1.2, 1.4, 1.6, 1.8} ,
β ∈ {0, 0.3, 0.6} ,
µ0 ∈ {0, 3} ,
σ ∈ {1, 4} .
Pour chaque combinaison de valeurs des parame`tres, 500 re´pe´titions on e´te´ effectue´es.
La Figure 3.8 compare les diagrammes en boˆıtes obtenus pour les deux estimateurs pour
chacun des parame`tres dans le cas ou` µ0 = 0 et σ = 1 . Chaque graphique correspond a`
une valeur fixe´e du parame`tre d’asyme´trie β et contient, de gauche a` droite, les estima-
tions obtenues lorsque le parame`tre de stabilite´ α prend les diffe´rentes valeurs possibles.
On constate que pour chacun des parame`tres a` estimer, les deux estimateurs se com-
portent globalement bien. Concernant le parame`tre de stabilite´, l’estimateur de Press
semble sans biais mais posse`de de toute e´vidence une plus grande variance que l’estima-
teur du maximum de vraisemblance. Ce dernier, par contre, semble admette un le´ger biais
positif, spe´cialement lorsque la distribution est fortement asyme´trique. Pour le parame`tre
d’asyme´trie, l’estimateur du maximum de vraisemblance semble d’autant mieux estimer
la valeur de β que le parame`tre de stabilite´ est faible. Cela traduit le fait que le parame`tre
d’asyme´trie perd de son importance a` mesure que α se rapproche de 2. Pour l’estima-
teur de Press, c’est le contraire. Concernant le parame`tre de lieu, les deux estimateurs
semblent se comporter de manie`re similaire. L’avantage revient tout de meˆme a` l’esti-
mateur du maximum de vraisemblance qui exibe une variabilite´ plus faible. Finalement,
concernant le parame`tre d’e´chelle, l’estimateur de Press se de´pre´cie en meˆme temps que
104 Chapitre 3: Drap stable
β = 0
M 1.2 P 1.2 M 1.4 P 1.4 M 1.6 P 1.6 M 1.8 P 1.8
1 .
2
1 .
4
1 .
6
1 .
8
β = 0.3
M 1.2 P 1.2 M 1.4 P 1.4 M 1.6 P 1.6 M 1.8 P 1.8
1 .
2
1 .
4
1 .
6
1 .
8
β = 0.6
M 1.2 P 1.2 M 1.4 P 1.4 M 1.6 P 1.6 M 1.8 P 1.8
1 .
2
1 .
4
1 .
6
1 .
8
β = 0
M 1.2 P 1.2 M 1.4 P 1.4 M 1.6 P 1.6 M 1.8 P 1.8
−
0 .
6
0
0 .
3
0 .
6
1
β = 0.3
M 1.2 P 1.2 M 1.4 P 1.4 M 1.6 P 1.6 M 1.8 P 1.8
−
0 .
6
0
0 .
3
0 .
6
1
β = 0.6
M 1.2 P 1.2 M 1.4 P 1.4 M 1.6 P 1.6 M 1.8 P 1.8
−
0 .
6
0
0 .
3
0 .
6
1
β = 0
M 1.2 P 1.2 M 1.4 P 1.4 M 1.6 P 1.6 M 1.8 P 1.8
−
3 .
3
−
1 .
6
0
1 .
6
3 .
3
β = 0.3
M 1.2 P 1.2 M 1.4 P 1.4 M 1.6 P 1.6 M 1.8 P 1.8
−
3 .
3
−
1 .
6
0
1 .
6
3 .
3
β = 0.6
M 1.2 P 1.2 M 1.4 P 1.4 M 1.6 P 1.6 M 1.8 P 1.8
−
3 .
3
−
1 .
6
0
1 .
6
3 .
3
β = 0
M 1.2 P 1.2 M 1.4 P 1.4 M 1.6 P 1.6 M 1.8 P 1.8
0
0 .
5
1
1 .
5
2
β = 0.3
M 1.2 P 1.2 M 1.4 P 1.4 M 1.6 P 1.6 M 1.8 P 1.8
0
0 .
5
1
1 .
5
2
β = 0.6
M 1.2 P 1.2 M 1.4 P 1.4 M 1.6 P 1.6 M 1.8 P 1.8
0
0 .
5
1
1 .
5
2
Figure 3.8. Cas µ0 = 0 et σ = 1 : Diagrammes en boˆıte pour les diffe´rents pa-
rame`tres. La premie`re ligne correspond au parame`tre α ; la seconde, au parame`tre
β ; la troisie`me, au parame`tre µ0 et la dernie`re au parame`tre σ . La premie`re colonne
concerne les cas ou` β = 0 ; la deuxie`me, les cas ou` β = 0.3 et la troisie`me, les cas ou`
β = 0.6 . Dans chaque graphique, de gauche a` droite, le parame`tre α varie entre 1.2
et 1.8 . Les diagrammes en boˆıte sont repre´sente´s par paire ; a` gauche l’estimateur
du maximum de vraisemblance, a` droite, celui de Press.
le parame`tre de stabilite´ diminue. Il en va de meˆme pour l’estimateur du maximum de
vraisemblance mais la pe´joration est plus faible.
Le Tableau 3.1 permet de comparer les carre´s moyens associe´s aux deux estimateurs
pour chacune des combinaisons des parame`tres α et β lorsque µ0 = 0 et σ = 1 . On
constate que, relativement a` ce crite`re, l’estimateur base´ sur la vraisemblance est bien
meilleur que l’estimateur de Press (1972). La Figure 3.9 et le Tableau 3.2 illustrent le
cas ou` µ = 3 et σ = 4 . Le comportement des deux estimateurs semble relativement
similaire en ce qui concerne l’estimation des parame`tres de stabilite´ et d’asyme´trie. La
variabilite´ lors de l’estimation des parame`tres d’e´chelle et de lieu, par contre, augmente
conside´rablement. Si on compare les Tableaux 3.1 et 3.2, on constate que les carre´s moyens
associe´s aux parame`tres α et β pour l’estimateur du maximum de vraisemblance sont
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α = 1.2 α = 1.4 α = 1.6 α = 1.8
ml pr ml pr ml pr ml pr
cmeα 2
(3)
10
(14)
2
(3)
5
(7)
3
(4)
3
(4)
2
(5)
6
(11)
β
=
0.
0 cmeβ 3
(5)
49
(65)
6
(9)
28
(38)
12
(16)
20
(27)
35
(51)
39
(59)
cmeµ0 165
(235)
629
(902)
416
(558)
750
(1072)
758
(1036)
925
(1261)
1324
(1774)
1363
(1851)
cmeσ 36
(50)
140
(249)
23
(31)
53
(90)
15
(22)
20
(34)
8
(13)
22
(38)
cmeα 2
(4)
9
(13)
2
(4)
5
(7)
2
(3)
3
(4)
2
(5)
6
(10)
β
=
0.
3 cmeβ 5
(7)
43
(58)
7
(9)
25
(34)
12
(16)
19
(26)
32
(46)
42
(66)
cmeµ0 198
(273)
680
(1003)
410
(565)
761
(1064)
795
(1125)
993
(1421)
1451
(2027)
1468
(2047)
cmeσ 36
(45)
143
(247)
23
(32)
52
(87)
14
(21)
18
(29)
8
(13)
22
(38)
cmeα 3
(4)
9
(13)
3
(4)
5
(7)
2
(3)
3
(4)
2
(5)
5
(7)
β
=
0.
6 cmeβ 3
(5)
34
(44)
5
(8)
21
(28)
10
(14)
15
(21)
25
(34)
46
(76)
cmeµ0 282
(376)
906
(1419)
525
(721)
963
(1285)
959
(1330)
1181
(1653)
1485
(1983)
1529
(2043)
cmeσ 36
(41)
145
(242)
23
(30)
51
(83)
14
(19)
19
(32)
7
(12)
21
(36)
Tableau 3.1. Carre´ moyen de l’erreur (×103) pour le cas ou` µ0 = 0 et σ = 1 en
fonction des valeurs de α et β . En-dessous, entre parenthe`ses, l’e´cart-type associe´.
Nombre de re´pe´titions : r = 2000 .
semblables, tandis que pour l’estimateur de Press, le carre´ moyen de l’erreur associe´ a` β
a e´galement augmente´. Dans la section suivante, ces deux estimateurs sont utilise´s pour
une application pratique sur des donne´es agricoles.
3.7 Application
L’objectif de cette section est de de´montrer l’inte´reˆt des draps stables lors d’une ap-
plication. La me´thode d’estimation pre´sente´e dans la Section 3.5 et la nature meˆme des
draps de Le´vy a force´ la conside´ration d’un jeu de donne´es dont les observations ont
e´te´ obtenues sur une grille re´gulie`re. Les donne´es retenues pour cette application sont
celles fournies par Mercer and Hall (1911), e´galement pre´sente´es et traite´es par Cres-
sie (1993, p.454). Ce jeu de donne´es concerne le rendement d’un champ de ble´. Ce
dernier, d’une superficie total d’un acre (0.4 hectare), a e´te´ divise´ en cinq cents par-
celles de superficie e´gale. Le ble´ produit et re´colte´ sur chaque parcelle a e´te´ pese´ et les
donne´es repre´sentent le rendement en livre de chacune des parcelles. En de´finissant le
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α = 1.2 α = 1.4 α = 1.6 α = 1.8
ml pr ml pr ml pr ml pr
cmeα 3
(4)
27
(39)
2
(3)
15
(21)
2
(3)
7
(10)
2
(4)
3
(4)
β
=
0.
0 cmeβ 3
(5)
150
(191)
6
(8)
100
(129)
11
(15)
72
(95)
34
(48)
72
(95)
cmeµ0 2958
(4132)
15358
(23533)
7039
(9593)
17834
(25895)
13277
(18512)
20159
(28241)
22669
(31267)
24537
(33806)
cmeσ 601
(861)
3882
(6812)
392
(585)
1739
(3123)
240
(364)
640
(1119)
135
(221)
196
(319)
cmeα 3
(4)
27
(39)
2
(4)
14
(20)
2
(3)
8
(11)
2
(4)
3
(4)
β
=
0.
3 cmeβ 5
(7)
139
(180)
8
(11)
84
(109)
12
(16)
65
(89)
31
(46)
63
(84)
cmeµ0 3768
(5433)
16378
(25535)
7551
(10266)
17362
(24583)
13895
(19106)
20080
(29096)
23711
(34262)
23678
(32752)
cmeσ 548
(710)
4154
(7822)
366
(542)
1694
(3109)
249
(384)
701
(1224)
130
(201)
194
(314)
cmeα 4
(5)
27
(41)
3
(4)
15
(21)
2
(3)
8
(10)
2
(5)
3
(4)
β
=
0.
6 cmeβ 4
(5)
108
(138)
6
(8)
64
(77)
10
(13)
48
(57)
25
(34)
47
(64)
cmeµ0 6696
(10499)
18625
(29898)
9313
(13367)
19608
(29764)
15365
(21041)
21454
(30552)
23257
(31238)
23544
(31307)
cmeσ 546
(679)
3932
(7582)
361
(445)
1664
(2825)
219
(290)
682
(1138)
129
(208)
184
(273)
Tableau 3.2. Carre´ moyen de l’erreur (× 103) pour le cas ou` µ0 = 3 et σ = 4 en
fonction des valeurs de α et β . En-dessous, entre parenthe`ses, l’e´cart-type associe´.
Nombre de re´pe´titions : r = 2000 .
sommet sud ouest de ce champ pour origine, on peut sommer ces rendements en les
conside´rant comme des incre´ments spatiaux et ainsi obtenir un processus stochastique
bidimensionnel comme pre´sente´ dans la Figure 3.10, a` gauche. Il serait injustifie´ de par-
ler a` ce stade de drap, puisque une de´pendance spatiale existe. Ce jeu de donne´es a e´te´
traite´ par diffe´rentes me´thodologies. Dans le domaine spatial, Cressie (1993) propose une
mode´lisation ge´ostatistique ainsi qu’une mode´lisation par treillis. Puisque c’est le the`me
meˆme de ce travail, une mode´lisation ge´ostatistique des incre´ments a e´te´ retenue. Ces
incre´ments qui correspondent aux donne´es fournies par Mercer and Hall (1911), sont
illustre´es dans la Figure 3.12, en haut a` gauche.
La tendance spatiale est obtenue a` l’aide d’un lissage par me´diane. La surface obtenue
est pre´sente´e dans la Figure 3.12. L’effet associe´ aux colonnes est nettement plus prononce´
que celui associe´ aux lignes de la grille d’observation. Une fois cette tendance obtenue, elle
est soustraite aux observations. A partir de ces nouvelles observations, un processus in-
trinse´quement stationnaire est ajuste´ par krigeage ordinaire. Pour ce faire, la de´pendance
spatiale isotropique est estime´e de manie`re robuste et un variogramme exponentiel est
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Figure 3.9. Cas µ0 = 3 et σ = 4 : Diagrammes identique a` la Figure 3.8.
Figure 3.10. A gauche, le processus stochastique bidimensionnel obtenu en som-
mant les donne´es fournies par Mercer and Hall (1911). Assez logiquement, le ren-
dement augmente avec la surperficie conside´re´e. A droite, le drap de Le´vy obtenu
en agre´geant les re´sidus re´sultant d’un ajustement ge´ostatistique des donne´es. Ces
re´sidus en questions sont pre´sente´s dans la Figure 3.12, en bas a` droite.
ajuste´. Une repre´sentation du variogramme obtenue est fournie par la Figure 3.11. La va-
leur relativement e´leve´e de l’effet-noyau est probablement repre´sentative de l’impre´cision
sur la localisation des donne´es puisque ce sont des donne´es agre´ge´es par parcelle.
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Figure 3.11. Ajustement du variogramme pour les donne´es de Mercer and Hall
(1911). Les deux estimateurs conside´re´s sont ceux fournis par les Equations (1.11)
et (1.12). On constate que dans ce cas, les estimations obtenues sont passablement
similaires. L’ajustement d’un variogramme exponentiel s’est fait par moindres carre´s
ponde´re´s.
Une fois le variogramme ajuste´, une pre´diction spatiale est effectue´e par krigeage
ordinaire. Lorsque la localisation de la pre´diction co¨ıncide avec un site d’observation, une
perturbation infinite´simale a e´te´ introduite afin d’e´viter une interpolation exacte, propre
au krigeage ordinaire. La surface obtenue en sommant la tendance et la surface pre´dite par
krigeage ordinaire est repre´sente´e dans la Figure 3.12, en bas a` gauche. Si on soutrait aux
donne´es originales ces valeurs pre´dites, on obtient les re´sidus pre´sente´s dans la Figure 3.12,
en bas a` droite. Si l’on conside´re ces re´sidus comme les incre´ments inde´pendants d’un drap
de Le´vy, on obtient la surface repre´sente´e dans la Figure 3.10, a` droite.
Conside´rer que les re´sidus obtenus constituent les incre´ments d’un drap de Le´vy se
justifie par la nature des observations et, par conse´quent, la leur. En effet, ces donne´es
repre´sentent un rendement par parcelle ; autrement dit, elles sont de nature agre´ge´e.
Comme le mentionne Cressie (1993, p.248) dans sa pre´sentation des donne´es, ce de´tail
peut poser une le´ge`re difficulte´ quant a` l’utilisation de me´thode ge´ostatistique. Par contre,
ce meˆme de´tail vient justifier l’ajustement d’un drap stochastique. La de´pendance spatiale
ayant e´te´ supprime´e, les incre´ments de ce drap (les re´sidus) peuvent eˆtre conside´re´s comme
les re´alisations de variables ale´atoires deux a` deux inde´pendantes. A l’aide de la me´thode
pre´sente´e dans la Section 3.5, un ajustement d’un drap stable a` la surface pre´sente´e dans
la Figure 3.10, a` droite, est effectue´e. Les estimations obtenues sont donne´es dans le
Tableau 3.3.
Afin de tester si l’estimation obtenue pour le parame`tre de stabilite´ est significative-
ment diffe´rente de la valeur 2 , ou autrement dit, si le drap ajuste´ est significativement
e´loigne´ d’un drap brownien, des intervalles de confiance ont e´galement e´te´ calcule´s et sont
pre´sente´s dans le Tableau 3.4. Ils repre´sentent les intervalles de confiance a` 95% pour les
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Figure 3.12. En haut, a` gauche, une repre´sentation des donne´es conside´re´es comme
les incre´ments spatiaux de la surface pre´sente´e dans la Figure 3.10, a` gauche. En
haut a` droite, la tendance obtenue a` l’aide d’un lissage par me´diane. En bas, a`
droite, la surface ajuste´e compose´e de la tendance et de la surface obtenue par
krigeage ordinaire applique´ aux donne´es sans tendance. En bas, a` droite, les re´sidus,
conside´re´s commes les incre´ments du drap de Le´vy pre´sente´ dans la Figure 3.10, a`
droite.
αˆ βˆ σˆ µˆ0
mve 1.895 −0.078 0.139 −0.002
press 1.901 −0.070 0.139 −0.002
Tableau 3.3. Estimations des parame`tres du drap stable associe´s aux re´sidus du
traitement ge´ostatistique des donne´es de Mercer and Hall (1911) obtenues par la
me´thode mise au point et pre´sente´e a` la Section 3.5 et par la me´thode de Press
(1972).
parame`tres base´s sur les re´sidus de l’ajustement ge´ostatistique des donne´es de Mercer and
Hall (1911).
On constate plusieurs choses. Tout d’abord que les estimations de moyenne et de va-
riance obtenues par application de la me´thode des moments aux re´sidus sont bels et bien
contenus dans les intervalles associe´s a` µ1 et σ . Pour constater cela, il est utile d’employer
la transformation donne´e par (3.12) et de se souvenir qu’entre le parame`tre σ d’une loi
stable S0(2, 0, σ, µ) et l’e´cart-type de la loi normale associe´e, il y a un facteur multiplica-
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Borne inf. Borne sup.
α 1.800 1.990
β −1 1
σ 0.112 0.167
µ0 −0.004 −0.001
Tableau 3.4. Intervalles de confiance a` 95% pour les parame`tres du drap ajuste´ sur
la base des re´sidus de pre´diction.
tif de 1/
√
2 . Plus inte´ressant, le fait que l’intervalle associe´ au parame`tre d’asyme´trie β
couvre l’ensemble des valeurs possibles renforce le fait que ce parame`tre perd de sa signi-
fication a` mesure que le parame`tre de stabilite´ se rapproche du cas gaussien. Meˆme pour
un niveau plus e´leve´, l’intervalle de confiance associe´ a` β de´passe largement les limites de
son domaine. Finalement, on constate que la valeur 2 est bien en dehors de l’intervalle de
confiance associe´ au parame`tre α . On rejette par conse´quent que le drap conside´re´ est un
drap brownien.
Une autre manie`re de tester si l’indice de stabilite´ est significativement diffe´rent de
la valeur 2 associe´e au cas gaussien est de conside´rer la fonction de vraisemblance pro-
file´e pour α et de baser la construction d’un intervalle de confiance pour le parame`tre
d’inte´reˆt sur la statistique du rapport de vraisemblance. Les re´sultats de cette me´thode
sont pre´sente´s dans la Figure 3.13. On constate que l’intervalle de confiance pour α trouve´,
[1.782 , 1.984] , ne couvre a` nouveau pas la valeur α = 2 .
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Figure 3.13. Logarithme du rapport de vraisemblance profile´e pour α . La ligne hori-
zontale correspond a` la valeur −qχ21(0.95)/2 . Par conse´quent les segments verticaux
fournissent un intervalle a` 95% pour le parame`tre α : [1.782 , 1.984] .
Une dernie`re illustration de ce fait est donne´ par la Figure 3.14. A gauche, les er-
reurs sont standardise´es a` l’aide de la variance de krigeage fournie par (1.3). A droite,
les erreurs sont standardise´es a` l’aide de la formule donne´e par (3.13). Les traits bleus
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repre´sentent dans les deux cas les droites d’e´quation y = x . Leurs extre´mite´s sont donne´es
par les quantiles a` 0.1% et leurs syme´triques d’un loi normale standard et d’une loi stable
standard. Pour le cas stable, on constate que la droite s’ajuste bien aux re´sidus stan-
dardise´s, meˆme les plus e´loigne´s, qu’elle couvre l’ensemble de l’e´chantillon et qu’elle est
meˆme conservatrice a` gauche. Pour le cas normal, il est un peu surprenant que les re´sidus
de pre´diction standardise´s ne soient pas du tout aligne´s avec le trait bleu qui repre´sente
la droite d’e´quation y = x . Ceci peut en partie s’expliquer par le fait que la variance
de krigeage donne´e par (1.3), malgre´ son appellation, ne repre´sente pas vraiment une
estimation de la variance de pre´diction, mais plus un indice de configuration des donne´es
comme le souligne Srivastava (1986).
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Figure 3.14. Diagrammes des quantiles associe´s aux re´sidus. A gauche, le cas normal ;
a` droite, le cas stable. A gauche, les erreurs sont standardise´es a` l’aide de la variance
de krigeage fournie par (1.3). A droite, les erreurs sont standardise´es a` l’aide de
la formule donne´e par (3.13). Les traits bleus repre´sentent dans les deux cas les
droites d’e´quation y = x . Leurs extre´mite´s sont donne´es par les quantiles a` 0.1%
et leurs syme´triques d’un loi normale standard et d’une loi stable standard. Dans
le graphique de gauche, le trait noir correspond a` un ajustement d’une re´gression
line´aire des re´sidus standardise´s en fonction des quantiles d’une loi normale standard.
Ses extre´mite´s sont donne´es par le quantile a` 10−6 et son syme´trique d’une loi
normale standard.
Mis a` part ce proble`me d’e´chelle, les re´sidus de pre´diction standardise´s s’alignent
tout de meˆme relativement bien. En te´moigne le trait noir repre´sentant un ajustement
d’une re´gression line´aire des re´sidus de pre´diction standardise´s en fonction des quantiles
d’une loi normale standard. Ses extre´mite´s sont donne´es par le quantile a` 10−6 et son
syme´trique d’une loi normal standard. Et c’est la` le proble`me. Non seulement, le trait
noir ne couvre pas l’entier de l’e´chantillon, mais, en plus, les erreurs standardise´es se
trouvent en-dessous du trait a` gauche et au-dessus a` droite, signifiant que les queues de
la distribution empirique des erreurs standardise´es sont plus lourdes que celles d’une loi
normale. Cressie (1993, p.255) qui obtient e´trangement un meilleur ajustement affirme
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qu’il convient d’e´diter les trois valeurs qui correspondent aux re´sidus de pre´diction stan-
dardise´s les plus e´loigne´s a` droite car elle pre´sente des valeurs anormales relativement
a` leurs voisines. Il se propose de les e´diter de sorte que les re´sidus de pre´diction stan-
dardise´s associe´s se retrouvent apre`s e´dition sur la droite d’e´quation y = x . Ceci n’est
pas force´ment souhaitable et ne suffit pas a` re´pondre a` toutes les imperfections de cette
mode´lisation gaussienne des re´sidus. L’e´dition a posteriori des donne´es est un exercice
pe´rilleux, spe´cialement si on entend effectuer de l’infe´rence par la suite. La mode´lisation
par un drap stable semble donc, dans cet exemple, tout a` fait a` propos.
Conclusion
Les lignes qui suivent ont une saveur toute particulie`re puisqu’elles sont sense´es mettre
un terme a` ce travail et, par conse´quent, a` une pe´riode de ma vie. En les e´crivant, les sen-
timents de l’accomplissement et de la frustration se me´langent, heureusement de manie`re
ine´quitable. Tout d’abord, la satisfaction ; celle d’eˆtre passe´ au travers d’une expe´rience
riche a` de nombreux niveaux et surtout intellectuellement stimulante. Satisfaction encore,
en pensant aux nouveaux de´fis que je vais pouvoir relever, en rapport ou non avec ce
travail. Une le´ge`re amertume ensuite ; celle lie´e a` l’ide´e de clore ces recherches au moment
ou` ma perception des phe´nome`nes e´tudie´s est la plus e´mousse´e. Je souhaite ci-dessous
revenir sur les diffe´rentes parties de ce travail et synthe´tiser le travail effectue´. Je souhaite
e´galement e´noncer les pistes qu’il m’aurait apparu sense´ de poursuivre a` partir du point
atteint.
Dans le Chapitre 1, j’ai de´montre´ que je posse´dais une bonne connaissance de la
me´thodologie classique de la ge´ostatistique. Cela peut paraˆıtre re´ducteur, tant il est vrai
qu’une pre´sentation exhaustive ne´cessiterait un ouvrage complet. Cependant, il faut plutoˆt
y voir un e´tat de l’art qui s’est ave´re´ ne´cessaire pour entreprendre la suite de ce travail.
Le Chapitre 2 peut se diviser en trois parties. La premie`re dans laquelle une nouvelle
mode´lisation est propose´e. Celle-ci est motive´e par la pre´sence plus fre´quente que rare
de contamination dans les jeux de donne´es. Alors que la mode´lisation a` erreurs additives
apparaˆıt plus comme alibi ne´cessaire a` l’e´laboration de nouveaux outils ge´ostatistiques,
la mode´lisation a` erreurs substitutives traduit plus clairement la perception qu’ont les
scientifiques d’une contamination et permet d’y re´pondre de manie`re ade´quate. Cette
proposition fait partie des innovations de ce travail. La deuxie`me partie correspond a`
la pre´sentation de l’estimateur de krigeage the´orique associe´ au mode`le. Par krigeage, il
est entendu estimateur optimal au sens des moindres carre´s. Ses proprie´te´s de base ont
e´te´ e´nonce´es dans ce chapitre. Il exhibe une grande flexibilite´ et peut tout a` fait eˆtre
applique´ a` des jeux de donne´es propres. Dans ce cas, il se confond avec l’estimateur du
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krigeage ordinaire. La dernie`re partie de ce chapitre correspond a` la mise sur pied d’une
approximation de l’estimateur, comple`tement automatise´e et calculable en un temps rai-
sonnable. Cet estimateur comble un vide dans le sens ou` il permet de traiter des donne´es
de´pendantes qui pre´sentent des valeurs aberrantes. Si une e´limination se´lective a priori
peut encore se justifier pour un e´chantillon inde´pendant, elle est beaucoup plus criticable
en pre´sence de de´pendance, qui plus est spatiale. L’automatisation permet e´galement des
applications dans la surveillance de phe´nome`nes naturels comme l’illustre l’application.
Des simulations ont e´galement e´te´ pre´sente´es pour e´tayer ses bonnes performances. Mise a`
part l’optimisation du code propose´ (dans R), je pense qu’un sujet inte´ressant pour pour-
suivre dans le sujet serait l’e´laboration d’un test formel pour la se´paration des donne´es en
deux classes, les contamine´es et les autres. Ceci n’est probablement pas simple, puisqu’un
tel test devrait se baser sur la distribution d’extreˆmes d’un e´chantillon de statistiques
de´pendantes. Qui plus est, la caracte´risation de cette de´pendance n’apparaˆıt pas comme
triviale. Si au de´part, l’ide´e de cette nouvelle mode´lisation peut paraˆıtre farfelue ou de
l’ordre du de´tail, la me´thodologie qui en de´coule et qui a e´te´ propose´e tout au long de ce
chapitre devrait, je pense, permettre de reconside´rer ce jugement. Son inte´reˆt, dans le mi-
lieu acade´mique peut malheureusement eˆtre de´valorise´e en raison des difficulte´s a` de´river
de manie`re the´orique les caracte´ristiques de l’estimateur associe´. Ce point peut a` mon avis
aise´ment eˆtre contrebalance´ par l’engouement que pourrait rencontre´ la me´thodologie dans
les applications concre`tes.
Le Chapitre 3 constitue la seconde partie de mon travail. Elle a e´te´ motive´e par la
ne´cessite´ de proposer une mode´lisation qui permette de rendre l’he´te´roge´ne´ite´ que peut
pre´senter une surface. Un exemple d’une telle surface est donne´e par celle constitue´e des
re´sidus obtenus apre`s un ajustement ge´ostatistique robuste, comme celui pre´sente´ dans le
chapitre pre´ce´dent. Ce chapitre peut a` son tour eˆtre divise´. Dans un premier temps, j’ai
pre´cise´ l’origine des distributions stables et brosse´ un panorama relativement exhaustif
du traitement statistique de telles distributions. J’ai e´galement pre´sente´ la de´finition d’un
drap stable. Dans un second temps, j’ai mis sur pied une me´thodologie d’estimation des
parame`tres d’un tel drap. Se basant sur les proprie´te´s du drap, la me´thode e´labore´e est
innovatrice de par la parame´trisation retenue et la programmation de toute la partie
optimisation. Ceci a e´te´ effectue´ dans le language C et peut eˆtre charge´ dans le logiciel
R. La me´thode d’estimation ne connaˆıt, a` ma connaissance, pas de concurrence parmi
les outils a` disposition dans ce logiciel ; le seul concurrent envisageable effectuant de
l’inte´gration directe sans se soucier des contraintes temporelles. Autrement dit, la me´thode
propose´e ne serait pas envisageable avec les seuls outils a` disposition. Des simulations
comparent l’estimateur propose´ a` un autre estimateur qui lui est beaucoup plus direct au
niveau des calculs. Les re´sultats semblent toutefois indiquer que l’utilisation d’un temps
de calcul supple´mentaire raisonnable peut tout de meˆme s’ave´rer inte´ressant en terme
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de la qualite´ de l’estimation obtenue. Finalement, une application est pre´sente´e. Pour
conclure les remarques concernant ce chapitre, il faut faire preuve d’honneˆtete´ et accorder
le fait qu’un drap stable ne s’applique pas aussi facilement qu’espe´re´. Ses deux principaux
de´fauts sont les suivants. Tout d’abord, l’importance attribue´e the´oriquement aux deux
axes de la base canonique de R2 est une caracte´ristique qui se retrouve difficilement dans
la nature. Deuxie`mement, le fait que ce processus soit un mouvement et non un champs
stochastique rend encore l’application plus difficile, qui plus est en ge´ostatistique. Ces
constatations me permettent du coup de proposer assez logiquement une piste possible
pour continuer ces recherches. Compliquer la mode´lisation pour obtenir un drap stable
fractionnaire. Pour ce faire, il convient d’appliquer a` un drap stable un filtre a` l’aide
d’une fonction noyau. D’une part, cela permet de gommer les effets inde´sirables associe´s
aux axes. D’autre part, cela permet d’introduire de la de´pendance spatiale, a` longue
e´tendue meˆme. Le sujet est de´ja` e´tudie´, mais beaucoup reste a` faire, en particulier dans
l’estimation des parame`tres. Fre´quemment, le seul parame`tre estime´ e´tant celui associe´ a`
la fonction noyau, directement lie´ a` la de´pendance. Quant aux applications, elles existent,
c’est certain, tant dans le traitement de donne´es ge´ologiques que dans l’imagerie spatiale.
Ceci e´tant dit, il ne reste plus qu’a` mettre le ve´ritable point final a` ce travail et je
m’exe´cute aussitoˆt.
116 Chapitre 3: Drap stable
Bibliographie
Adler, R. J. (1981). The Geometry of Random Fields. John Wiley & Sons.
Adler, R. J., Monrad, D., Scissors, R. H., and Wilson, R. (1983). Representations, decom-
positions and sample function continuity of random fields with independent increments.
Stochastic Processes and their Applications, 15, 3–30.
Besag, J. (1974). Spatial interaction and the statistical analysis of lattice systems. Journal
of the Royal Statistical Society. Series B. Methodological, 36, 192–236.
Cerioli, A. and Riani, M. (1999). The ordering of spatial data and the detection of multiple
outliers. Journal of Computational and Graphical Statistics, 8, 239–258.
Chambers, J. M., Mallows, C. L., and Stuck, B. W. (1976). A method for simulating
stable random variables. Journal of the American Statistical Association, 71, 340–344.
Cleveland, W. S. (1979). Robust locally weighted regression and smoothing scatterplots.
Journal of the American Statistical Association, 74, 829–836.
Cox, D. R. and Reid, N. (2004). A note on pseudolikelihood constructed from marginal
densities. Biometrika, 91, 729–737.
Cressie, N. (1986). Kriging nonstationary data. Journal of the American Statistical
Association, 81, 625–634.
Cressie, N. (1989). Ergodicity for time series and spatial processes. Journal of Statistical
Computation and Simulation, 32, 61–63.
Cressie, N. (1990). The origins of kriging. Mathematical Geology, 22, 239–252.
Cressie, N. and Hawkins, D. M. (1980a). Robust estimation of the variogram. I. Journal
of the International Association for Mathematical Geology, 12, 115–125.
117
118 BIBLIOGRAPHIE
Cressie, N. A. C. (1985). Fitting variogram models by weighted least squares. Journal of
the International Association for Mathematical Geology, 17, 563–586.
Cressie, N. A. C. (1993). Statistics for Spatial Data. John Wiley & Sons Inc., New York,
revised reprint.
Cressie, N. A. C. and Hawkins, D. M. (1980b). Robust estimation of the variogram. I.
Journal of the International Association for Mathematical Geology, 12, 115–125.
Dalang, R. C. (2003). Level sets and excursions of the Brownian sheet. In : Topics in
spatial stochastic processes (Martina Franca, 2001), volume 1802 of Lecture Notes in
Math., 167–208. Springer, Berlin.
Dalang, R. C. and Khoshnevisan, D. (2004). Recurrent lines in two-parameter isotropic
stable Le´vy sheets. Stochastic Processes and their Applications, 114, 81–107.
Dalang, R. C. and Walsh, J. B. (1992). The sharp Markov property of Le´vy sheets. The
Annals of Probability, 20, 591–626.
DuMouchel, W. H. (1973). On the asymptotic normality of the maximum-likelihood
estimate when sampling from a stable distribution. The Annals of Statistics, 1, 948–
957.
Fama, E. F. and Roll, R. (1971). Parameter estimates for symmetric stable distributions
(Ref : V63 p817-36). Journal of the American Statistical Association, 66, 331–338.
Fang, K. T., Kotz, S., and Ng, K. W. (1990). Symmetric multivariate and related distri-
butions, volume 36 of Monographs on Statistics and Applied Probability. Chapman and
Hall Ltd., London.
Feller, W. (1971). An introduction to probability theory and its applications. Vol. II.
Second edition. John Wiley & Sons Inc., New York.
Fournier, B. and Furrer, R. (2005a). Automatic mapping in the presence of substitutive
errors : A robust kriging approach. Applied GIS, 1(2), doi :10.2104/ag050012.
Fournier, B. and Furrer, R. (2005b). Automatic mapping in the presence of substitutive
errors : A robust kriging approach. Office for Official Publications of the European
Communities, Luxembourg, EUR, 21595 EN, .
Genton, M. G. (1998a). Highly robust variogram estimation. Mathematical Geology, 30,
213–221.
Genton, M. G. (1998b). Variogram fitting by generalized least squares using an explicit
formula for the covariance structure. Mathematical Geology, 30, 323–345.
BIBLIOGRAPHIE 119
Genton, M. G. (2000). The correlation structure of Matheron’s classical variogram esti-
mator under elliptically contoured distributions. Mathematical Geology, 32, 127–137.
Genton, M. G. (2001). Robustness problems in the analysis of spatial data. In : Spatial
statistics : methodological aspects and applications, volume 159 of Lecture Notes in
Statist., 21–37. Springer, New York.
Hampel, F. R. (1971). A general qualitative definition of robustness. Ann. Math. Statist.,
42, 1887–1896.
Hawkins, D. M. and Cressie, N. (1980). Robust kriging—a proposal. Journal of the
International Association for Mathematical Geology, 16, 3–18.
Heagerty, P. J. and Lele, S. R. (1998). A composite likelihood approach to binary spatial
data. Journal of the American Statistical Association, 93, 1099–1111.
Huber, P. J. (1981). Robust Statistics. John Wiley & Sons Inc., New York.
Kogon, S. M. and Williams, D. B. (1998). Characteristic function based estimation of
stable distribution parameters. In : A practical guide to heavy tails : statistical tech-
niques and applications, 311–335. Birkhauser Boston Inc., Cambridge, MA, USA.
Koutrouvelis, I. A. (1980). Regression-type estimation of the parameters of stable laws.
Journal of the American Statistical Association, 75, 918–928.
Koutrouvelis, I. A. (1981). An iterative procedure for the estimation of the parameters of
stable laws. Communications in Statistics. B. Simulation and Computation, 10, 17–28.
Kuk, A. Y. and Nott, D. J. (2000). A pairwise likelihood approach to analysing correlated
binary data. Statistics & Probability Letters, 47, 329–335.
Le´vy, P. (1924). The´orie des erreurs. La loi de Gauss et les lois exceptionnelles. Bulletin
de la Socie´te´ Mathe´matique de France, 52, 49–85.
Mate´rn, B. (1986). Spatial Variation. Springer-Verlag, Berlin, second edition.
Matheron, G. (1962). Traite´ de ge´ostatistique applique´e, tome 1. Me´moires du Bureau de
Recherches Ge´ologiques et Minie`res, 24, .
McCulloch, J. H. (1986). Simple consistent estimators of stable distribution parameters.
Communications in Statistics. B. Simulation and Computation, 15, 1109–1136.
Mercer, W. and Hall, A. (1911). The experimental error of fields trials. Journal of
Agricultural Science (Cambridge), 4, 107–132.
120 BIBLIOGRAPHIE
Mittnik, S., Rachev, S. T., Doganoglu, T., and Chenyao, D. (1999). Maximum likelihood
estimation of stable Paretian models. Mathematical and Computer Modelling, 29, 275–
293.
Muirhead, R. J. (1982). Aspects of multivariate statistical theory. John Wiley & Sons
Inc., New York.
Nolan, J. P. (1998). Parameterizations and modes of stable distributions. Statistics &
Probability Letters, 38, 187–195.
Nolan, J. P. (2001). Maximum likelihood estimation and diagnostics for stable distribu-
tions. In : Le´vy processes, 379–400. Birkha¨user Boston, Boston, MA.
Nott, D. J. and Ryde´n, T. (1999). Pairwise likelihood methods for inference in image
models. Biometrika, 86, 661–676.
Painter, S. (1995). Random fractal models of heterogeneity : The Le´vy-stable approach.
Mathematical Geology, 27, 813–830.
Press, S. J. (1972). Estimation in univariate and multivariate stable distributions. Journal
of the American Statistical Association, 67, 842–846.
Rousseeuw, P. J. and Croux, C. (1993). Alternatives to the median absolute deviation.
Journal of the American Statistical Association, 88, 1273–1283.
Schabenberger, O. and Gotway, C. A. (2005). Statistical methods for spatial data analysis.
Texts in Statistical Science Series. Chapman & Hall/CRC, Boca Raton, FL.
Srivastava, R. M. (1986). Philip and Watson – quo vadunt ? Mathematical Geology, 18,
141–146.
Tukey, J. W. (1960). A survey of sampling from contaminated distributions. In : Contri-
butions to probability and statistics, 448–485. Stanford Univ. Press, Stanford, Calif.
Yamazato, M. (1978). Unimodality of infinitely divisible distribution functions of class L.
The Annals of Probability, 6, 523–531.
Zimmerman, D. L. and Zimmerman, M. B. (1991). A comparison of spatial semivariogram
estimators and corresponding ordinary kriging predictors. Technometrics, 33, 77–91.
Zolotarev, V. M. (1986). One-dimensional stable distributions, volume 65 of Translations
of Mathematical Monographs. American Mathematical Society, Providence, RI.
Curriculum Vitae
Baptiste Fournier
Contact
Baptiste Fournier
Avenue du Temple 5
1012 Lausanne
baptiste.fournier@a3.epfl.ch
Date de naissance : 12 novembre 1976
Origine : Nendaz
Nationalite´ : Suisse
Education
Depuis septembre 2002 Etudiant–doctorant et assistant au sein de la chaire de
statistique applique´e de l’EPFL
1996–2002 Etudes de mathe´matiques a` l’Institut de Mathe´matiques
de l’EPFL : obtention du diploˆme d’Inge´nieur
mathe´maticien diploˆme´ EPFL. Travail de diploˆme ef-
fectue´ au Centre National de Recherche Atmosphe´rique,
Colorado, USA.
1991–1996 Obtention d’une Maturite´ cantonale, Type C au Lyce´e-
Colle`ge des Creusets, Sion.
Expe´riences professionnelles
Depuis 2005 Remplacement du Prof. S. Morgenthaler pour des
cours de statistique pour e´tudiant en inge´nierie et en
mathe´matique.
2004 Participation au Concours International d’Interpolation
Spatiale (SIC’04).
2003 Organisateur de la 13e`me Confe´rence Europe´enne des
Jeunes Statisticiens (EYSM’03) a` Ovronnaz, Suisse.
Depuis 2002 Assistant pour diffe´rents cours de statistique applique´e
a` l’EPFL.
2001 Conseil et analyse statistique pour l’entreprise METEO-
RISK, Sion.
Autre activite´ professionnelle
Brevet fe´de´ral de guide de haute montagne (UIAGM)
121
122 Curriculum Vitae
