Introduction
In a lot of machines, such as centrifuges, transportation equipment, dozers, melting pots, etc., the mass of the system is time-varying. Most of these machines are applied in the process industry and work under special conditions (high temperature, corrosion, high pressure). Very often the built-in material is not steel but copper, aluminium or its alloys, ceramic material, plastic, etc. Experimental investigation of elastic properties for a significant number of materials applied in contemporary mechanical and civil engineering give the nonlinear strain-stress relation with the order which is of integer or noninteger type (see for example [1] - [4] ). The question is how these elastic properties of the materials affect the motion of the system. Some investigations have already been done. For example, in papers [5] and [6] the bending of a beam made of nonlinear material is considered. Haslach investigated the post-buckling behavior of the column made of wood [7] and also of the beam made of polymers with nonlinear elastic properties [8] . The vibrations of a composite material beam [9] and of the piano hammer made of a wooden beam, which is coated with several layers of compressed wool felts [10] , were also analyzed. In paper [11] , vibrations in the vehicle under influence of the suspension and the tires are considered. The open celled polyurethane foam automotive seat cushions [12] - [13] are described as nonlinear vibration models. The nonlinear vibrations of the micro-oscillators [14] , micro-filters [15] , micro-actuators [16] , etc., affected by nonlinearity of the restitution force are treated. Finally, in all of the mentioned problems it is evident that the existence of the nonlinear elastic property has an influence on motion, especially on the vibration of a system with constant parameters.
In this paper the influence of the nonlinear elastic force on the vibration of the parameter variable system is investigated. Namely, the interaction between the nonlinear elastic property and the parameter variation on the vibration of the one-degree-of-freedom oscillator is considered. In general, the mathematical model of a truly (pure) nonlinear oscillator with time variable parameter is described as
where α is the order of nonlinearity, c
is the time variable function, A 0 is the initial amplitude. Let us assume that the parameter variation is slow and is a function of the slow time τ = εt where ε << 1 is a small parameter. The order of nonlinearity α is obtained experimentally and is in general a positive rational number : α ∈ Q + . The investigations are most often directed toward the linear oscillator (α = 1), which represents a special case of (1) (2) . The most often applied are the method of multiple scales [17] , method of averaging [18] , method of variable amplitude and phase [19] , method of harmonic balance [20] , etc. The aforementioned methods are applied for solving the special problem of vibrations of oscillators with variable mass (see for example [21] - [26] ) which are applied in techniques and engineering. Yuste [27] was the first to consider the oscillator with time-variable parameter, but also with a strong nonlinear term of the third order 
the asymptotic analytical solution of (3) is assumed in the form of a Jacobi elliptic function with time variable amplitude and phase. The approximate solution of (3) is considered in the form of the cosine trigonometric function by Cveticanin [23] . The approximate solution is assumed with time variable amplitude and phase, but also time variable frequency. Comparing the approximate solution based on the Jacobi elliptic function (see [27] ) with the solution based on the trigonometric function (see [23] ) for (3), it is evident that the first result is better. The accuracy of solution depends on how well (4) approximates to (3) .
Based on the aforementioned method, in this paper, a procedure for solving of the truly nonlinear oscillator with time-variable parameter is developed. Assuming that (1) approximates to the differential equation with constant parameterẍ + c 2 1 (0)x |x| α−1 = 0 (5) with high accuracy, the solution of (5) is determined. In the paper [28] the exact solution in the form of A-teb function [29] - [31] of the differential equation (5) is determined. To introduce the perturbation to this solution is very complex and very inconvenient for further application for engineers. It is the reason, that in this paper the approximate cosine solution for (5) is used as the basic one for solving the differential equation (1)
where A and θ are arbitrary constants which depend on the initial conditions and ω 0 is the frequency of vibration. It is important to mention that the exact value of the frequency i.e. period of vibration for (5) can be calculated analytically. Namely, the first integral for (5) with initial conditions (1) iṡ
After some transformation of (7) and integration, the exact period, i.e., frequency of vibration for (5) is obtained as (see [32] )
with
where Γ is the gamma function [33] . The frequency (8) is substituted into (6) and the solution approximately satisfies the differential equation (5), i.e.,
The solution (6) with the exact frequency of vibration (8) has the advantage that the period of vibration is constant during the whole working interval. Based on the solution in the first period the prediction of the motion for any period of vibration is possible. It is due to the fact that the motion during all of the periods of vibration is equal. Then,
and there is no error accumulation during the whole working period. Analyzing the relation (8) it is evident that the angular frequency of vibration depends on the order of nonlinearity α, but also on the initial amplitude A and the coefficient of nonlinearity c 2 1 (0). This paper is divided into four Sections. After the Introduction, in Section 2 the solution procedure for (1) based on (6) with (8) 
Solution procedure
Let us assume the trial solution of (1)and its first time derivative in the form of the generating solution (6) and its first time derivative, but with time-variable amplitude A(t), phase θ(t) and frequency ω(A, τ ) ≡ ω(A(t), τ )
The calculated first time derivative of (11) iṡ
Comparing (12) and (14) it isȦ (t) cos ψ(t) − A(t)θ(t) sin ψ(t) = 0 (15) Substituting (11) and the time derivative of (12) into (1) we obtain
where A ≡ A(t), θ ≡ θ(t), ψ ≡ ψ(t) and according to (8) 
Using the relation (10), the sum of the last two terms on the left side of the equation (16) is approximately zero, −Aω 2 cos ψ + c
and
After some modification of (15) and (19) , the differential equation (1) is rewritten into two first order differential equations
Our task is to determine the functions A(t) and θ(t) which satisfy the equations (20) and (21). To obtain the exact analytical solutions A(t) and θ(t) is not an easy task. It is at this point that the averaging over the period of vibration is introduced.
Averaging procedure
Using the periodical property of the trigonometric functions sinψ and cosψ, the averaging of the differential equations of motion (20) and (21) After integration, the obtained averaged differential equations of motion arė
The averaged equations (24) and (25) can be rewritten aṡ
Integrating the differential equations (26) and using the initial amplitude A 0 , initial frequency ω 0 and initial phase angle θ(0), we obtain the averaged amplitude
i.e.,
(28) and phase angle
Substituting (28) and (29) into (11) the averaged approximate solution is
Analyzing the relations (28) and (29) it is obvious that both, the amplitude and frequency of vibration, depend on the time-variable coefficient and on the order of nonlinearity. The averaged amplitude is the product of the initial amplitude A 0 and of a time variable function : if c 2 1 (τ ) is an increasing function, the amplitude decreases and the amplitude increases if the function c 2 1 (τ ) decreases in time. According to the assumption (12) and the solution (30), the approximate velocity of vibration iṡ
It can be seen that the velocity of vibration increases by increasing the function c 
Example
Let us consider an example where the parameter variation is a linear time function, i.e., c 1 = (1 + εt) and the order of nonlinearity is α = 5/3. Mathematical model of the oscillator is
and the initial conditions are assumed as
Using the aforementioned solution procedure, the approximate analytical solution is
where the amplitude variation is
The approximate velocity of vibration function of the oscillator (32) is due to (31)
The differential equation (32) is also solved numerically, by applying the Runge-Kutta solution procedure.
Three various values of the small parameter ε are introduced into calculation. The time considered for the oscillators is ε In Fig.1 .a, we plotted the x − t diagrams obtained numerically and analytically according to (37) and also the amplitude envelope curves
(39) It can be seen that the envelope curves are on the top of the numeric solution. The amplitude and the period of vibration decrease in time. Comparing the analytical and numerical results, it is obvious that the difference between them is negligible even for a long time period (2ε −1 ). In 
with amplitude A = ±(1 + 0.01t) 
In Fig.2 we plot the x − t andẋ − t diagrams obtained numerically and analytically and also the envelope curve A − t. The considered time is 1/ε = 100. The curves are in good agreement in spite of long time motion. Remark : The mathematical model (32) corresponds to a mass variable system where the reactive force is zero. The mass slowly decreases in time and is given as m(τ ) = (1 + εt) −2 . In cases when the relative velocity of mass variation is zero, the reactive force is also zero.
Conclusion
The following is concluded : 1. The vibration of the truly (pure) nonlinear oscillator with slow-time variable parameter is nonstationary, i.e., with time variable amplitude and phase. The correction of the initial amplitude is due to parameter variation and with the order which corresponds to the nonlinearity of the system. The same is valid for the phase variation.
2. The method suggested in the paper, which is based on the exact frequency of vibration of the corresponding oscillator with constant parameter gives very accurate results in comparison with the numerical solutions obtained by solving the truly (pure) nonlinear differential equation with slow-time variable parameter. The asymptotic solution is valid for the long time period.
