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We propose a platform to realize nodal topological superconductors in a superconducting monolayer
of MoX2 (X=S, Se, Te) using an in-plane magnetic field. The bulk nodal points appear where the
spin splitting due to spin-orbit coupling vanishes near the ±K valleys of the Brillouin zone, and are
six or twelve per valley in total. In the nodal topological superconducting phase, the nodal points are
connected by flat bands of zero-energy Andreev edge states. These flat bands, which are protected
by chiral symmetry, are present for all lattice-termination boundaries except zigzag.
I. INTRODUCTION
Fully gapped topological superconductors (TSCs), char-
acterized by a global topological invariant in the Brillouin
zone, have been the subject of intense investigation in
recent years. They provide a platform for the creation
of the Majorana quasiparticle [1–3], which has promising
applications in quantum information [4–6]. Nodal super-
conductors, i.e., superconductors with nodal points or
lines at the Fermi surface where the bulk gap vanishes,
can also display nontrivial topological properties, becom-
ing nodal TSCs [7–9]. Their topological invariants are
only defined locally in the Brillouin zone, giving rise to
flat bands or arcs of surface states in the nontrivial phase
[10–12].
Intrinsic nodal TSCs are predicted to exist in unconven-
tional superconductors, such as high-temperature d-wave
superconductors [13], the heavy fermion systems [14–16],
noncentrosymmetric superconductors [17, 18], and Weyl
superconductors [19]. However, intrinsic unconventional
pairing is complex and ambiguous, and is furthermore not
robust to disorder, making intrinsic nodal TSCs challeng-
ing experimentally. It is therefore desirable to engineer
nodal TSCs using simpler components [20–22], such as
conventional s-wave spin-singlet superconductors, similar
to efforts in realizing fully gapped TSCs using proximity-
induced s-wave pairing [23, 24].
Two-dimensional monolayers of transition metal
dichalcogenides (TMDs) [25] offer an opportunity to en-
gineer nodal TSCs. Recent experiments show that sev-
eral monolayer TMDs, such as MoS2, MoSe2, MoTe2,
WS2, and NbSe2, become superconducting [26–34], with
a critical temperature, e.g., as large as 10 K observed in
MoS2 [28]. These superconductors possess an extremely
high critical in-plane magnetic field, several times larger
than the Pauli limit, due to a special type of Ising spin-
orbit coupling (SOC) [28, 30, 35, 36]. The Ising SOC
results from the heavy atoms and the absence of inversion
symmetry, and acts as an effective Zeeman term per-
pendicular to the TMD plane, with opposite orientation
at opposite momenta, pinning electron spins to the out-
of-plane direction [37, 38]. Previous work predicts that
hole-doped monolayer NbSe2 with s-wave superconductiv-
ity near Γ becomes a nodal TSC in an in-plane magnetic
field [39]. In their proposal, the bulk nodal points appear
along Γ−M lines where the Ising SOC vanishes because
of the in-plane mirror symmetry Mx : x→ −x. However,
the potential of TMD materials such as MoS2, MoSe2,
MoTe2, and WS2, which are superconducting at electron
doping near the K valleys, to become nodal TSC, is cur-
rently not known. Note that Mx does not guarantee the
vanishing of SOC near the K valleys.
In this paper, we show that s-wave superconducting
monolayers of molybdenum dichalcogenides (MoX2, X=S,
Se, Te) become nodal TSCs in the presence of an in-plane
magnetic field. In this previously unknown topological
phase, the bulk nodal points appear near the K valleys at
special momenta where the SOC splitting vanishes. We
find two regimes in the nodal topological phase, with six
or twelve nodal points appearing near each valley respec-
tively. In the nodal topological phase, nodal points are
connected by zero-energy Andreev flat band edge states,
which are protected by a chiral symmetry originating
from mirror symmetry in the MoX2 plane, and present
for all edges except zigzag. Finally, we discuss possible
experimental verification of the nodal topological phase.
II. MODEL
A monolayer MX2 (MoS2, MoSe2, MoTe2, or WS2)
consists of a triangular lattice of M atoms sandwiched
between two layers of X atoms, each also forming a trian-
gular lattice. The top and bottom X atoms project onto
the same position in the layer of M atoms, such that when
viewed from above, the monolayer has the hexagonal lat-
tice structure shown in Fig. 1(a), with primitive lattice
vectors a1 and a2. In the normal state, the monolayer
MX2 has a direct band gap at the ±K points. Near
the ηK (η = ±) points, the point group is C3h, and the
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2effective Hamiltonian of the lowest conduction band up
to the third order in momentum k = (kx, ky) is
Hηe (k) =
k2
2m∗
+ [λη +A1k
2η +A2(k
3
x − 3kxk2y)]σz, (1)
in the basis [cηk↑, cηk↓], with cηks the annihilation op-
erator for an electron in valley η at momentum k with
spin s =↑, ↓. We obtain this effective Hamiltonian from
the k · p Hamiltonian near the ±K valleys in Ref. 46 by
the Lo¨wdin partition method [47, 48]. Here, the x (y)-
axis points along the zigzag (armchair) direction as in
Fig. 1(a), m∗ denotes the effective mass, λ and A1,2 are
SOC strengths, and σx,y,z are the Pauli matrices in spin
space. Material parameters are provided as Supplemental
Material [49].
Including superconductivity with s-wave pairing and an
in-plane magnetic field, the Bogoliubov-de Gennes (BdG)
Hamiltonian in the basis [cηk↑, cηk↓, c
†
−η−k↑, c
†
−η−k↓] is
HηBdG(k) = (
k2
2m∗
− µ)τz + [λη +A1k2η +A2(k3x − 3kx
× k2y)]σz + Vxσxτz + Vyσy + ∆σyτy, (2)
where µ, τx,y,z, ∆, and Vx,y are the chemical potential,
Pauli matrices in particle-hole space, the superconducting
gap, and the Zeeman energy terms due to the magnetic
field, respectively.
The BdG Hamiltonian HηBdG(k) has a particle-hole
symmetry (PHS) PHηBdG(k)P−1 = −H−ηBdG(−k) where
P = τxK, with K being the complex conjugation operator.
Although time-reversal symmetry (TRS) T = iσyK is
broken by the magnetic field, HηBdG(k) respects an effec-
tive TRS T˜ HηBdG(k)T˜ −1 = H−ηBdG(−k) where T˜ = MxyT ,
with Mxy = −iσzτz the mirror symmetry in the mono-
layer plane. Therefore, HηBdG(k) has the chiral symmetry
CHηBdG(k)C−1 = −HηBdG(k) with C = PT˜ = σxτy. As a
result, HηBdG(k) is in class BDI, which is trivial in two
dimensions for gapped systems [50, 51], but can be non-
trivial for nodal systems. We reduce the dimension to
one by fixing two orthogonal directions k‖ and k⊥ in mo-
mentum space, and considering each HηBdG(k⊥,k‖) at a
fixed k‖ separately [11]. Although P and T˜ are in general
not symmetries of the one-dimensional (1D) Hamiltonian
HηBdG(k⊥,k‖) at a fixed k‖ [52], because they flip the sign
of both k‖ and k⊥ [53]; C is a symmetry for any choice
of k‖. Therefore the 1D Hamiltonians H
η
BdG(k⊥,k‖) at
a fixed k‖ belong to class AIII [54], and are thus charac-
terized by an integer topological invariant: the winding
number [50].
III. BULK NODAL POINTS
We begin investigating the topological phases of
HηBdG(k) by finding the gap-closing conditions, which
determine the bulk nodal points. Due to chiral symmetry,
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FIG. 1. (a) Top view of monolayer MX2 lattice structure with
primitive lattice vectors a1 and a2. (b) Phase diagram of the
gap-closing condition as a function of µ and
√
V 2x −∆2. Nodal
points appear in regions where the gap closes, colored yellow
(regime I) and green (regime II), with the phase boundaries
given by µ = µ1,2 ±
√
V 2x −∆2. III represents the boundary
between regimes I and II. (c) Sketch of nodal points near K
valley. The chirality of nodal points with +(?) is 1(−1), and
diamond denotes two overlapping nodal points of opposite
chirality. Nodal point projections on the ky-axis determine
topologically nontrivial phases with nonzero winding number
(solid green lines).
HηBdG(k) can be brought to a block off-diagonal form
[11, 55], with the upper off-diagonal element
Aη(k) = −( k
2
2m∗
− µ) + [λη +A1k2η +A2(k3x − 3kxk2y)]σz
− Vxσx + Vyσy + i∆σz. (3)
The gap-closing condition det[Aη(k)] = 0 gives rise to
two requirements:
λη +A1k
2η +A2(k
3
x − 3kxk2y) = 0, (4a)
µ±
√
V 2x + V
2
y −∆2 =
k2
2m∗
. (4b)
The first is the vanishing of spin splitting due to SOC
[see Eq. (1)], and the second is the magnetic field closing
the bulk gap at the Fermi circle without SOC. These two
conditions arise because closing the gap with the magnetic
field brings together bands that are coupled by SOC. The
bands thus repulse, except at points in momentum space
where the SOC vanishes and the gap closes. Such points
manifest as crossings between the spin-split conduction
bands in the normal-state dispersion, which are present
near ±K valleys in monolayer MoX2 (X=S, Se, Te) but
not WS2, due to the relative strengths of SOC contribu-
tions from the d orbitals on the transition metal atoms
3and the p orbitals on the chalcogen atoms [56–58]. There-
fore, the requirement (4a) is not met in WS2, and we focus
on MoX2 in the following. The gap-closing requirements
(4) are independent of the in-plane magnetic field orienta-
tion, so we set Vy = 0 in the following. Solving Eq. (4a)
limits k to kc1 ≤ k ≤ kc2 with kc1,c2 = k0 ± k20/(2A0),
k0 =
√−λ/A1, and A0 = A1/A2 [49]. Figure 1(b) shows
a phase diagram of the gap-closing conditions as a func-
tion of µ and
√
V 2x −∆2. The four phase boundaries
µ = µ1,2 ±
√
V 2x −∆2 with µ1,2 = k2c1,c2/(2m∗) divide
the diagram into regimes, with nodal points and therefore
possible nontrivial phases in the colored regions (I and
II).
IV. TOPOLOGICAL PHASES
In the gapless regimes of the phase diagram, Fig. 1(c)
sketches the nodal points near the K valley along with
their chirality w(ki). The chirality of the nodal point at
ki = (ki⊥, k
i
‖) is the winding number around it, and is
±1 [11, 18, 55]. The nodal point chirality relates to the
winding number W of the 1D Hamiltonian at a fixed k‖
through W (k‖) =
∑
ki‖<k‖
w(ki), which means that we
can obtain W (k‖) by counting the nodal point projections
onto the k‖-axis and keeping track of their chirality. For
the zigzag direction k‖ = kxxˆ, the nodal point projections
cancel exactly, because the nodal points come in pairs
with opposite chirality at each kx, and hence W (kx) = 0
always. For any other direction, the nodal points do not
cancel, and nontrivial phases thus exist for all directions
k‖ other than zigzag. We show the projections of the
nodal points on the armchair direction k‖ = kyyˆ, and the
corresponding segments of the ky-axis where W (ky) 6= 0
(solid green lines). In regime I, there are two momentum
circles (4b) near the K valley, with six nodal points each
for a total of twelve. The nodal points divide the ky-axis
into thirteen segments, with six segments topologically
nontrivial. In regime II, there is only one momentum
circle with six nodal points, such that the ky-axis sep-
arates into seven parts, with three nontrivial. At the
boundary between regimes I and II (marked as III in the
figure), pairs of nodal points of opposite chirality overlap
on one momentum circle, such that only the other circle
contributes to the winding number W , similar to regime
II. The nodal points near the −K valley are symmetric to
the ones near K in kx [see also Fig. 4(a)]. The preceding
analysis applies equally to all three MoX2 monolayers. In
the following, we explore further details of the topological
phases, focusing on nodal point projections on the arm-
chair direction. Although we show examples for specific
materials, we have verified that the physics is qualitatively
the same for all three [49].
To complement the analysis of nodal point projections,
Figs. 2(a) and 2(b) show computed phase diagrams of the
winding number as a function of ky and
√
V 2x −∆2 at
two chemical potentials, µ1 < µ < (µ1 + µ2)/2 in (a) and
µ < µ1 in (b), respectively, representative of regimes I and
II of Fig. 1. The phase diagrams are even in ky, and the
winding number is ±2 due to equal contributions from the
±K valleys. The phase boundaries in Fig. 1(b) determine
the range of the nontrivial regions in
√
V 2x −∆2, while
the maximum extent along ky is bounded from above by
|ky| ≤ k0, independent of µ and
√
V 2x −∆2 [49]. Sweep-
ing over
√
V 2x −∆2 in (a), the phase diagram transitions
from regime I to II indicated by the vertical dashed line,
such that the number of topologically nontrivial segments
along ky changes from six to three (also counting −ky).
In contrast, (b) is exclusively in regime II.
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FIG. 2. Topological phase diagrams for the armchair direction
k‖ = kyyˆ of monolayer MoSe2. The winding number as a
function of ky and
√
V 2x −∆2 with (a) µ1 < µ < (µ1 + µ2)/2
and (b) µ < µ1, in regimes I and II of Fig. 1. The phase
diagrams for (µ1 + µ2)/2 < µ < µ2 and µ > µ2 are similar to
(a) and (b), respectively, but with opposite winding numbers.
(c)-(d) The corresponding topological excitation gap Egap to
(a) and (b) separately. Data is obtained using the continuum
model (2), and a is the lattice constant of the MX2 lattice.
V. EXCITATION GAP AND EDGE STATES
Topologically nontrivial phases are protected by the
topological excitation gap, which we define as Egap(k‖) =
minn,k⊥ |En(k‖,k⊥)|, where En(k) is the spectrum of
HηBdG(k), with n a band index. Figures 2(c) and 2(d)
show maps of the topological excitation gap corresponding
to the phase diagrams (a) and (b), respectively. In the
nontrivial phase, we see that Egap . 0.1∆ for MoSe2,
and similarly find Egap . 0.04∆ for MoS2, and Egap .
0.2∆ for MoTe2 [49]. Here, we emphasize that ∆ may
represent intrinsic superconductivity, which means that
no proximity effect is required, and interface effects that
tend to reduce the gap further are thus absent.
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FIG. 3. (a) Density of states at the armchair edge as a func-
tion of ky for monolayer MoS2, with parameters in regime I of
Fig. 1(b). Flat bands of zero-energy Andreev edge states where
the winding number is nonzero between nodal point projec-
tions. (b) Decay length of the edge states in the topologically
nontrivial phase. The nontrivial phases are marked by the
shaded regions with the nonzero winding numbers in the insets.
Data is obtained using an 11-orbital tight-binding model with
µ = 1.8337 eV,
√
V 2x −∆2 = 1.5 meV, and ∆ = 0.8 meV, see
Supplementary Material.
In a topologically nontrivial phase, edge states man-
ifest at a monolayer lattice termination boundary. We
investigate the edge states at an armchair edge by cal-
culating the local density of states at the boundary,
ρ(E, xB , ky) = − 1piTr[ImG(E, xB , ky)], with E the en-
ergy, xB the coordinate of the armchair edge, and G the
surface Green’s function [59]. Figure 3(a) shows the local
density of states obtained using parameters from regime
I of Fig. 1(b), i.e. with 12 nodal points per valley. At
zero energy, there are six sections of Andreev flat bands
connecting nodal points, which exactly match the topo-
logically nontrivial phases with nonzero winding number,
marked by the vertical dotted lines, and the shaded re-
gions in Fig. 3(b). In Fig. 3(b), we also present the decay
length of the topologically nontrivial edge states, and see
that it is of the order 1µm here.
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FIG. 4. (a) Schematic of the hexagonal first Brillouin zone
of the monolayer lattice, with nodal points around the high
symmetric points ±K. For arbitrary edge cuts, we deform the
Brillouin zone into a rectangle, illustrated by the dash-dotted
lines and the k‖ and k⊥ axes, and project the nodal points
onto k‖. Flat bands of Andreev bound states exist for k‖
where the winding number is nonzero (bold colored lines). For
a generic edge cut, each nodal point generally projects onto a
distinct k‖, such that the winding number may take various
values, e.g. ±1 (green) or ±2 (purple) in the sketch. (b) Phase
diagram of the winding number for an edge with φ ≈ 1.2◦.
The phase diagram is rich with the winding number ±1, ±2,
±3, or ±4. Data is obtained from an 11-orbital tight-binding
model for MoS2 with µ = 1.8390 eV and ∆ = 0.8 meV, see
Supplementary Material.
VI. ARBITRARY EDGE DIRECTIONS
Although we have so far focused on an armchair edge,
topologically nontrivial regimes exist for all lattice termi-
nation edges except zigzag. Using tight-binding models to
simulate the MX2 lattice [Fig. 1(a)] with Kwant [60], we
characterize a lattice termination edge with a superlattice
vector T at the angle φ relative to the armchair direc-
tion [49]. To investigate topological phases, we deform the
hexagonal first Brillouin zone into the rectangle spanned
by primitive reciprocal vectors kˆ‖ and kˆ⊥, which are par-
allel and, respectively, transverse to T [61], and project
the nodal points onto the k‖-axis [Fig. 4(a)]. As before,
flat bands exist in segments of the k‖-axis where the wind-
ing number is nonzero. Unlike an armchair edge, the
nodal points near ±K generally do not project pairwise
5onto the same k‖ at a generic boundary, and the winding
number can take other values than ±2, e.g., ±1 (green
lines). Figure 4(b) is an example of a phase diagram
for an edge direction with φ ≈ 1.2◦, and shows that the
winding number can be ±1, ±3, and even ±4. For generic
lattice terminations other than armchair, nodal topologi-
cal phases are thus not only present, but also manifest in
rich phase diagrams with large winding numbers.
TABLE I. Chemical potentials µ1,2 in meV for MoS2, MoSe2,
and MoTe2 [see also Fig. 1(b)], obtained from the continuum
model.
MoS2 MoSe2 MoTe2
µ1 32.6 126.7 136.1
µ2 34.5 143.0 184.5
VII. SUMMARY AND DISCUSSION
We have shown that a superconducting monolayer
MoX2 (X=S, Se, Te) can become a nodal TSC in the
presence of an in-plane magnetic field. The bulk nodal
points occur at special momenta near ±K valleys in the
Brillouin zone where the spin splitting due to SOC van-
ishes, and can be 6 or 12 in each valley. For all lattice
termination edges except zigzag, the edge projections of
the nodal points are connected by flat bands of zero-energy
Andreev edge states. These flat bands are protected by
chiral symmetry. Our conclusions are based on a study
of both continuum and atomic tight-binding models.
Finally, we address experimental feasibility. It is pos-
sible to produce high-quality monolayer MoX2 crystals
with low impurity densities, and sizes in the tens of mi-
crons or even millimeters [62–65]. Such large samples
may guarantee that the topological Andreev edge states
at opposing edges are well separated. In addition, recent
experiments show that thin films even down to monolay-
ers of MoX2 become superconducting in the conduction
band at carrier densities & 6 × 1013 cm−2 [26, 28, 29],
which translates to a minimum chemical potential µ0 for
superconductivity of 153 meV (MoS2), 120 meV (MoSe2),
and 117 meV (MoTe2). The mismatch of µ0 and µ1,2
in MoS2 implies that intrinsic superconductivity is not
suitable to realize the nodal topological phase in MoS2,
but this can potentially be overcome using the proximity
effect. In addition, a recent experiment indicates pos-
sible intrinsic unconventional pairing in MoS2 at very
large doping [66]. For monolayer MoSe2 and MoTe2, µ0
is close to µ1,2 in Fig. 1(b) [see Table I], and therefore
these two materials are promising candidates for realizing
nodal TSCs. For experimental detection, aside from tun-
neling measurements, the character of bulk nodal points
could be probed using quasiparticle interference or local
pair-breaking measurements [15, 16, 67]. Because the flat
bands manifest as a zero-energy density of states peak
in the nontrivial parts of the phase diagram Fig. 1(b), it
is possible to discern them from other edge states [68],
which generally don’t stick to zero energy, by tuning the
magnetic field and/or chemical potential. If the chiral
symmetry is broken, the flat bands may split from zero
energy. Two possible causes are a perpendicular electric
field due to asymmetric electrostatic gating, and an out-
of-plane Zeeman field. The electric field can be avoided
by chemical doping [26, 28] and it is possible to align
the magnetic field along the in-plane direction to a preci-
sion of . 0.02◦, such that the out-of-plane projection is
negligible [30].
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7I. SUPPLEMENTARY MATERIAL
A. Vanishing of spin splitting due to spin-orbit coupling in continuum model for monolayer MoX2
The condition for vanishing of spin splitting due to spin-orbit coupling (SOC) in the continuum model is given by
Eq. (4a) of the main text:
λη +A1k
2η +A2(k
3
x − 3kxk2y) = 0. (5)
With η = 1, we perform an analytic derivation near K valley. By defining k0 =
√−λ/A1 and A0 = A1/A2, Eq. (5)
becomes
k3x +A0k
2
x − 3kxk2y +A0(k2y − k20) = 0, (6)
which is a cubic equation in kx for a fixed ky. By considering that |ky| and k0 are much smaller than |A0|, this equation
has three real solutions approximately, kx1,x2 =
4k2y−k20
2A0
±
√
k20 − k2y and kx3 = −A0 for |ky| ≤ k0 whereas only one
real solution approximately, kx = −A0 for |ky| > k0. Note that the solution kx = −A0 is unphysically large in the
continuum model, and we therefore reject it. As a result, the cubic equation has two physical solutions kx1,x2 only
when |ky| ≤ k0, and no solutions otherwise. This gives rise to an upper limit of |ky| in the topologically nontrivial
phase for armchair direction.
The magnitude of the momentum where the spin splitting due to SOC vanishes is calculated by k2 = k2x1,x2 + k
2
y ≈
±
√
k20−k2y
A0
[4(k20 − k2y)− 3k20] + k20. Due to |ky| ≤ k0, we have the maximum of k, kc2 =
√
k20 − k30/A0 ≈ k0 − k20/(2A0)
and the minimum of k, kc1 =
√
k20 + k
3
0/A0 ≈ k0 + k20/(2A0).
Note that the results near −K valley can be easily obtained by replacing kx by −kx.
TABLE II. Material parameters for the continuum model of the monolayer MoX2 family [see Eq. (1) of the main text]. They
are obtained from k · p Hamiltonians near ±K valleys in Ref. 46 (MoS2 and MoSe2) and in Ref. 58 (MoTe2) by the Lo¨wdin
partition method [47, 48]. Here, a is the lattice constant of the monolayer lattice.
a [A˚] m∗/m0 λ [meV] A1/a2 [meV] A2/a3 [meV]
MoS2 3.18 0.47 -1.5 36 -4.88
MoSe2 3.32 0.60 -10.6 45.5 -6.23
MoTe2 3.516 0.62 18 -56.33 15.13
B. Tight-binding Hamiltonians for monolayer MoX2
In this section, we introduce the crystal structure symmetries of the monolayer MoX2 lattice, and the monolayer
tight-binding Hamiltonians that we have adopted in our analysis. The monolayer MoX2 crystal consists of a two-
dimensional triangular lattice of Mo atoms, sandwiched between two equidistant layers of X atoms XA above and XB
below, each also forming a triangular lattice, such that the XA and XB atoms project onto the same position in the
layer of Mo atoms [see Fig. 1(a) of the main text]. The primitive Bravais lattice vectors are
a1 = axˆ, a2 = a(
1
2
xˆ+
√
3
2
yˆ). (7)
The Mo atoms lie in the xy-plane, with the planes of XA and XB atoms above and below at distances ±d/2, such that
d is the separation between the two planes of X atoms. The monolayer has threefold rotational symmetry, a mirror
symmetry in the yz-plane Myz : x→ −x, and the xy mirror symmetry Mxy : z → −z.
1. The three-orbital model
In Ref. [56] a simple tight-binding model was proposed to reproduce the low-energy spectrum near the ±K point
where only d0 ≡ dz2 , dxy, and dx2−y2 orbitals of the Mo atom are considered due to them having the largest contribution
8to the electronic band. The detailed structure of the spinless three-orbital Hamiltonian H0 in the basis (d0, dxy, dx2−y2)
in Bloch form reads
H0 =
h0 h1 h2h∗1 h11 h12
h∗2 h
∗
12 h22
 , (8)
with the following matrix elements for nearest-neighbor hopping:
h0 = 2t0(2 cos ξ cos γ + cos 2ξ) + ε1 − µ
h1 = 2it1(sin 2ξ + sin ξ cos γ)− 2
√
3t2 sin ξ sin γ,
h2 = 2i
√
3t1 cos ξ sin γ + 2t2(cos 2ξ − cos ξ cos γ), (9)
h11 = t11(cos ξ cos γ + 2 cos 2ξ) + 3t22 cos ξ cos γ + ε2 − µ,
h22 = 3t11 cos ξ cos γ + t22(cos ξ cos γ + 2 cos 2ξ) + ε2 − µ,
h12 =
√
3(t22 − t11) sin ξ sin γ + 4it12 sin ξ(cos ξ − cos γ),
where ξ = kxa/2 and γ =
√
3kya/2.
Due to the heavy Mo atoms, there is a large SOC of strength λ, such that the spinful Hamiltonian reads
H1 = σ0 ⊗H0 + λ
2
σz ⊗ Lz (10)
with σ the Pauli matrices acting on the spin degree of freedom, and (Lz)kl = 2iε1kl, the matrix elements of Lz in the
basis (d0, dxy, dx2−y2), with  the Levi-Civita symbol. The starting tight-binding parameters are displayed in Table III,
obtained from the nearest-neighbor model in Ref. [56]. In addition we consider a chemical potential µ tuned into the
lowest conduction band.
TABLE III. Tight-binding parameters for the family of MoX2 materials in eV from a generalized-gradient approximation fit of
first-principle data [56].
ε1 ε2 t0 t1 t2 t11 t12 t22 λ
MoS2 1.046 2.104 −0.184 0.401 0.507 0.218 0.338 0.057 0.073
MoSe2 0.919 2.065 −0.188 0.317 0.456 0.211 0.290 0.130 0.091
MoTe2 0.605 1.972 −0.169 0.228 0.390 0.390 0.207 0.239 0.107
As observed in Ref. [56] from first-principle calculations, the MoX2 materials have crossings between the spin-split
conduction bands near ±K valleys. As mentioned in the main text, these crossings are crucial to realize topological
nodal superconductivity, because the spin splitting due to SOC vanishes at the crossing points. Unfortunately, the
three-orbital model in Eq. (10) (even if extended to next-nearest hopping) does not reproduce the expected spin-orbit
crossings of the conductance bands. This is due to the model not properly including the effect of p orbitals from the
X atoms. Extended models with a larger basis containing orbitals from X atoms correctly reproduce the crossings
present in the first-principle data [46].
To solve this problem, we extend here the three-orbital model to include the effects of px and py orbitals near
the ±K points by renormalizing the tight-binding parameters to include virtual hoppings to these orbitals. Since
we are interested only in physics near the ±K points, where the physics is largely dominated by d0, we neglect the
renormalization of the other orbitals. Thus, the hopping integrals between d0 orbitals are renormalized by virtual
hoppings on the px,y orbitals from the X atoms.
The wave functions for the spinless px and py orbitals read
px = − 1√
2
(|1, 1〉 − |1,−1〉), py = i√
2
(|1, 1〉+ |1,−1〉), (11)
in terms of the orbital angular momentum eigenstates. Therefore
〈py|L · S|px〉 = 〈py|
[1
2
(L+S− + L−S+) + LzSz
]|px〉, (12)
with L and S the vectors of orbital and spin angular momentum operators, respectively, and O± = Ox ± iOy,
O ∈ {L, S}. We keep only the energetically most important contribution due to the spin-conserving term
〈py|LzSz|px〉 = i
2
σz. (13)
9The spin-flip terms are energetically more expensive, involving transitions to higher energy states, and may be neglected
to a first order approximation [40].
The tight-binding equations for the jth unit cell of MoX2 read:
(E − εp)cx,j =
∑
k
tx0(nk)gk − i
2
σzcy,j (14)
(E − εp)cy,j =
∑
k
ty0(nk)gk +
i
2
σzcx,j (15)
(E − εd)gj =
∑
k
[t0x(nk)cx,k + t0y(nk)cy,k], (16)
with the sums running over all cells k available through nearest-neighbor hopping. We denote with cx/y,k the amplitude
of an electron in orbital px or py in cell k, and gk the amplitude of an electron in the d0 orbital in cell k. The onsite
energy for being in the px/y or d0 orbitals is εp and, respectively, εd. The nearest-neighbor hopping from orbital β to
α from the current cell j to nearby cell k is denoted by tαβ(nk), with orbitals α, β ∈ {0 ≡ d0, x ≡ px, y ≡ py}. The
unit vector nk points in the hopping direction along the bond.
We solve the equations at energy E close to the conduction band minimum at ±K. Eliminating the equations
involving the p orbitals, we obtain the renormalization of the hopping integrals between d0 orbitals:
(E − εd)gj =
∑
kl
{[
t0x(nk)tx0(nl) + t0y(nk)ty0(nl)
]
(17a)
− iσz
2(E − εp)
[
t0x(nk)ty0(nl)− t0y(nk)tx0(nl)
]}
F (E)gl,
F (E) =
[
E − εp − 1
4(E − εp)
]−1
. (17b)
The first term in Eq. (17a) is just a tuning of the existing parameters in the model. Most importantly, the second
term in Eq. (17a) complements the three-orbital model with a spin-obit term which is qualitatively different from the
current model. The structure of the new term recalls the Kane-Mele spin-orbit term in graphene [41]. In graphene,
such a spin-orbit term is produced for next-nearest neighbor hopping between pz orbitals due to virtual transitions to
nearest neighbor pz orbitals.
The hopping terms t0x and t0y depend on Vpdσ, the LCAO (linear combination of atomic orbitals) two-center
integrals for σ bonds. They are determined for the lattice orientation in Fig. 1(a) of the main text by the direction
cosines (l,m, 0), with the aid of Koster-Slater tables [42]:
t0x = − l
2
Vpdσ t0y = −m
2
Vpdσ. (18)
Therefore the spin-orbit interaction contribution due to virtual hopping on p orbitals may be abbreviated from Eq. (17a)
to:
iνijβsoσz, (19)
with νij = ±1, depending whether the hopping between two Mo atoms passes the closest X atom to the right or,
respectively, to the left. The amplitude for the interaction at the conduction band bottom εc reads:
βso =
√
3
16
F (εc)
(εc − εp)(εc − εd) . (20)
Going back to momentum space, we find the final Bloch Hamiltonian:
H = H1 + 2βso[sin(2ξ)− 2 sin(ξ) cos(γ)]σz ⊗ Ld0 + Vxσx ⊗ I3 + Vyσy ⊗ I3, (21)
where we have also included Zeeman energy terms Vx and Vy due to an in-plane magnetic field, with I3 the 3 × 3
identity. The orbital momentum matrix Ld0 = diag(1, 0, 0) ensures that only the hopping term between d0 orbitals is
renormalized by virtual hopping to px and py orbitals of X atoms. In fact virtual hoppings will also contribute to
renormalize all d orbitals. Since we are interested in the low-energy physics at ±K points close to the bottom of
conduction band, we neglect further effects.
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The result (20) for the coupling strength overestimates the strength of spin-orbit interaction required to obtain
the observed conduction-band spin-orbit splitting. Instead we perform an additional fit to obtain βso. The lowest
conduction bands in the tight-binding model are fitted at ±K to the continuum model in the main text. The value
extracted from the fits and used in our simulations for MoS2 is βso ≈ 0.35 meV, which reproduces the crossings of
the spin-split lowest conduction band. Similarly, the coupling for MoSe2 and MoTe2 are approximately 2.04 meV and,
respectively, −3.46 meV.
2. The 11-orbital model
To further verify our conclusions, we adopt the ab initio tight-binding Hamiltonian for MoX2 developed by Fang et al.
in Ref. 46. In this tight-binding model, the lowest conduction and topmost valence bands are in good agreement with
the band structure obtained from first-principles calculations over the entire Brillouin zone. Unlike the three-orbital
model, which only includes electron orbitals on the transition metal (Mo) atom, this tight-binding model includes
orbitals on both the transition metal and chalcogen (X) atoms. Therefore, the model captures the real three-layer
structure of the MoX2 unit cell, making it possible to investigate effects that rely on the position of individual atoms,
such as the orbital effects of a magnetic field. Furthermore, spin-orbit interaction is naturally included in this model
by means of atomic SOC, which reproduces the expected crossings of the spin-split lowest conduction band.
The spinless tight-binding model includes five d orbitals on the Mo atom and six p orbitals on the X atoms per
primitive unit cell. In Ref. 46, the basis of tight-binding orbitals is chosen to embody the mirror symmetry Mxy by
forming linear combinations of the p orbitals from XA and XB atoms that are eigenstates of Mxy, effectively treating
stacked XA and XB as a single composite atom. To recover a basis that reflects the three-layer structure of the MoX2,
we disentangle this symmetric basis into its constituent atomic orbitals with a unitary transformation, and use the
atomic tight-binding basis
ψ = [dxz, dyz, dz2 , dxy, dx2−y2 ,
pAz , p
A
x , p
A
y , p
B
z , p
B
x , p
B
y ]
T
= [ψM , ψXA , ψXB ]
T ,
(22)
where in the last line we have grouped the orbitals into vectors by atom.
The tight-binding Hamiltonian includes diagonal atomic onsite terms, and hoppings between various neighboring
atoms. In terms of the atomic blocks (22), the spinless Bloch Hamiltonian is given by
H0(k) =
HMoMo H†XAMo H†XBMoHXAMo HXAXA H†XBXA
HXBMo HXBXA HXBXB
 . (23)
On the diagonal are blocks that consist of onsite terms hα and intralayer hoppings between nearest neighbor atoms of
the same type. These blocks are given by
Hαα(k) = hα +
∑
j∈{1,2,3}
[
T (j)αα e
−ik·δj + h.c.
]
, (24)
where α ∈ {Mo,XA,XB}. Here, T (j)αβ is the matrix of hopping amplitudes from atom β to atom α along δj (see Table
IV). Off the diagonal, hoppings from Mo atoms to nearest neighbor and next-nearest neighbor X atoms contribute
terms of the form
HαMo(k) =
∑
j∈{4,5,6,7}
T
(j)
αMoe
ik·δj , (25)
with α ∈ {XA,XB}. Finally, interlayer hoppings between X atoms are given by
HXBXA(k) = T
(0)
XBXA
+∑
j∈{1,2,3}
[
T
(j)
XBXA
e−ik·δj+
(
T
(j)
XAXB
)†
eik·δj
]
.
(26)
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TABLE IV. Hopping vectors δj = α1a1 + α2a2 in the tight-binding Hamiltonian, with the lattice vectors given in (7). Adapted
from Ref. 46.
δ1 δ2 δ3 δ4 δ5 δ6 δ7 δ8 δ9
α1 1 0 −1 1/3 −1/3 2/3 2/3 2/3 −4/3
α2 0 1 1 −1 2/3 −1/3 −4/3 2/3 2/3
All the matrices hα and T
(j)
βγ for MoS2 are provided as supplementary material to the manuscript. Note that
tight-binding parameters for MoSe2 are also available in Ref. 46, but not for MoTe2.
Spin-orbit coupling is incorporated in the tight-binding model by adding the atomic spin-orbit interaction terms
λαL · S, with λα the strength of spin-orbit interaction for atom α ∈ {Mo,XA,XB}. Although the lowest conduction
band at ±K is dominated by the d orbitals of Mo atoms, the contribution of X atoms to SOC is necessary to produce
the crossings between the lowest spin-split conduction band at ±K (see Fig. 1), which are essential to realize nodal
topological superconductivity. Including spin, the Bloch Hamiltonian in the basis [ψ↑Mo, ψ
↑
XA
, ψ↑XB , ψ
↓
Mo, ψ
↓
XA
, ψ↓XB ]
T in
the presence of an in-plane magnetic field is given by
H(k) = σ0 ⊗H0(k) +HSOI + Vxσx ⊗ I11 + Vyσy ⊗ I11, (27)
with IN the N × N identity matrix. The spin-orbit interaction matrix HSOI has the block structure hαβ with
α, β ∈ {Mo,XA,XB}, and nonzero blocks only for α = β. Furthermore, hXAXA = hXBXB since the atoms are identical.
For SOC on the X atoms, the nonzero matrix elements of hXαXα with α = A,B are
〈pαx↓|HSOI|pαz ↑〉 = −λXα/2, 〈pαy ↓|HSOI|pαz ↑〉 = −iλXα/2, 〈pαy ↑|HSOI|pαx↑〉 = iλXα/2,
〈pαz ↓|HSOI|pαx↑〉 = λXα/2, 〈pαz ↓|HSOI|pαy ↑〉 = iλXα/2, 〈pαy ↓|HSOI|pαx↓〉 = −iλXα/2,
along with their Hermitian conjugates. Similarly, the nonzero spin-orbit matrix elements of hMoMo for the Mo atom are
〈dyz↑|HSOI|dxz↑〉 = iλMo/2, 〈dz2↓|HSOI|dxz↑〉 =
√
3λMo/2, 〈dxy↓|HSOI|dxz↑〉 = −iλMo/2,
〈dx2−y2↓|HSOI|dxz↑〉 = −λMo/2, 〈dz2↓|HSOI|dyz↑〉 = i
√
3λMo/2, 〈dxy↓|HSOI|dyz↑〉 = −λMo/2,
〈dx2−y2↓|HSOI|dyz↑〉 = iλMo/2, 〈dxz↓|HSOI|dz2↑〉 = −
√
3λMo/2, 〈dyz↓|HSOI|dz2↑〉 = −i
√
3λMo/2,
〈dx2−y2↑|HSOI|dxy↑〉 = −iλMo, 〈dxz↓|HSOI|dxy↑〉 = iλMo/2, 〈dyz↓|HSOI|dxy↑〉 = λMo/2,
〈dxz↓|HSOI|dx2−y2↑〉 = λMo/2, 〈dyz↓|HSOI|dx2−y2↑〉 = −iλMo/2, 〈dyz↓|HSOI|dxz↓〉 = −iλMo/2,
〈dx2−y2↓|HSOI|dxy↓〉 = iλMo.
The strength of the atomic SOC is λXA = λXB = 0.0556 eV for X = S, 0.2470 eV for X = Se, and λMo = 0.0836 eV
[46].
The physics of nodal topological superconductivity in monolayer MoX2 materials is governed by the low-energy
dispersion of the spin-split lowest conduction band around the high symmetry points ±K. The 11-orbital tight-binding
model captures the orbital character and symmetry of the monolayer bands and reproduces the main features of band
structure over the entire Brillouin zone. However, at the small energy scales close to the the conduction band minimum
at K, there are deviations in the 11-orbital model from the first-principles calculations. This is because the model
is optimized to reflect the band structure over the entire Brillouin zone, but not to accurately capture nuances in
the low-energy dispersion of individual bands near high-symmetry points, for which k · p Hamiltonians are generally
more suitable. Unlike the 11-orbital model, the three-orbital model and the continuum model in the main part of
this manuscript are both optimized to capture the relevant low-energy physics. As a result, there are quantitative
differences in the low-energy dispersion of the spin-split conduction band between the 11-orbital model and the other
two models, such as conduction band crossings that occur further away from the high-symmetry points K. This
difference is intrinsic to the design of the 11-orbital model [46], and that despite the quantitative differences, all results
obtained with the 11-orbital model are in qualitative agreement with the continuum and three-orbital models.
C. Tight-binding models for nodal topological superconductivity in MoX2
We model a superconducting monolayer MoX2 at the mean-field level with the Bogoliubov-de Gennes (BdG)
Hamiltonian
HBdG(k) =
[
H(k)− µI2N −i∆σy ⊗ IN
i∆σy ⊗ IN −H∗(−k) + µI2N
]
, (28)
12
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FIG. 1. Band structure of the normal-state spin-split lowest conduction band in monolayer MoS2 near the ±K valleys along the
line ky = 0. The bands are split by spin-orbit interaction, but cross at finite kx at points in momentum space where the spin
splitting due to SOC vanishes, at energies indicated by the horizontal dotted lines. The bottom panels show a zoom in on the
crossings in each valley. Such conduction band crossings near ±K are present in the MoX2 family of materials.
with µ the chemical potential, ∆ the s-wave pairing, and where the normal-state Hamiltonian H(k) refers to either
the three-orbital model (21) or the 11-orbital model (27), for which N = 3 and N = 11, respectively. In this work, we
only consider values of µ that lie in the conduction band.
The BdG Hamiltonian Eq. (28) has the intrinsic particle-hole symmetry
P = τx ⊗ I2NK, PHBdG(k)P−1 = −HBdG(−k), (29)
such that P2 = 1, where K is the complex conjugation operator and τx,y,z are Pauli matrices that act in particle-
hole space. In the absence of magnetic fields, the BdG Hamiltonian furthermore has time-reversal symmetry
T HBdG(k)T −1 = HBdG(−k), with T = iτ0σy ⊗ INK. Although a nonzero in-plane magnetic field breaks both T and
the mirror symmetry Mxy individually, the BdG Hamiltonian nevertheless remains symmetric to their product, and
we can therefore define the effective time-reversal operator T˜ that leaves the BdG Hamiltonian invariant, namely
T˜ = MxyT , T˜ HBdG(k)T˜ −1 = HBdG(−k), (30)
such that T˜ 2 = 1. Combining P and T˜ , we therefore find that the BdG Hamiltonian Eq. (28) has the chiral symmetry
C = T˜ P, CHBdG(k)C−1 = −HBdG(k), C2 = 1. (31)
Since T˜ 2 = P2 = 1, the BdG Hamiltonian (28) describes a superconductor in class BDI, which in two-dimensions is
a topologically trivial class. Nevertheless, topologically protected flat bands of Andreev bound states may exist at the
edges of such systems [11]. To demonstrate this, we separate k = (k‖,k⊥) into two orthogonal projections, parallel k‖
and perpendicular k⊥ to a monolayer edge, respectively. For example, an armchair edge of MoX2 is parallel to the y
direction and perpendicular to x, such that k‖ = kyyˆ and k⊥ = kxxˆ. Instead of applying the symmetry classification
to the full two-dimensional BdG Hamiltonian HBdG(k), we reduce the dimension to one by treating k‖ as a parameter,
and consider each one-dimensional Hamiltonian HBdG(k) = H
k‖
BdG(k⊥) at a fixed k‖ separately. Now, P and T˜ are in
general not symmetries of the one-dimensional Hamiltonian H
k‖
BdG(k⊥) at a fixed k‖, because they flip the sign of both
k‖ and k⊥. Indeed, we generally find that no one-dimensional particle-hole P1D or time-reversal T1D type symmetries
that satisfy P1DHk‖BdG(k⊥)P−11D = −H
k‖
BdG(−k⊥) or T1DH
k‖
BdG(k⊥)T −11D = H
k‖
BdG(−k⊥) exist in the tight-binding BdG
models, even after performing a systematic search for such symmetries [52]. The reason is that for the one-dimensional
symmetries P1D and T1D to exist, there should be an extra unitary symmetry V‖ commuting with the Hamiltonian that
maps k‖ → −k‖. We could then construct a 1D symmetry P1D or T1D with the product of V‖ and the corresponding
2D symmetry. However, for generic (k⊥,k‖), we find that no such symmetry V‖ exists, and hence P1D and T1D are
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generally non-existent. Regardless, the chiral symmetry (31) is valid for any choice of directions in the Brillouin zone
since C always leaves the momentum unchanged, i.e. CHk‖BdG(k⊥)C−1 = −H
k‖
BdG(k⊥). We therefore conclude that the
one-dimensional Hamiltonians H
k‖
BdG(k⊥) at a fixed k‖ belong to symmetry class AIII.
The topological number relevant for one-dimensional systems in class AIII is the winding number [11, 50], which at
the parallel momentum k‖ is given by
W (k‖) =
1
2pii
∫
BZ
dz(k⊥)
z(k⊥)
. (32)
The integration is performed for a fixed value of k‖ over the one-dimensional Brillouin zone along the direction of k⊥,
which is a closed loop. Here, z(k⊥) = det {A(k⊥)} / |det {A(k⊥)}| with
U†CHBdG(k)UC =
[
0 A(k)
A†(k) 0
]
, (33)
and UC the unitary matrix that diagonalizes C, U†CCUC = τz ⊗ I2N . The winding number is quantized to W (k‖) ∈ Z,
and changes only when the integration path over k⊥ intersects a nodal point [11, 55], where the system is gapless
such that det[A(k)] = 0. When W (k‖) is nonzero, zero-energy states exist at the edge of the monolayer at the parallel
momentum k‖. Since W (k‖) only changes at values of k‖ where the integration path over k⊥ crosses a nodal point,
W (k‖) is generally nonzero in finite intervals of k‖, forming flat bands of Andreev bound states in the dispersion that
are localized at the monolayer edge.
D. Phase diagrams for MoX2 monolayers and comparison with tight-binding calculations
In Fig. 2 (i) and (ii), we show examples of (a, b) topological phase diagrams and (c, d) maps of the corresponding
topological excitation gap for superconducting monolayers of MoTe2 and MoS2, respectively, obtained using the
continuum k · p Hamiltonian. Analogous data for monolayer MoSe2 is shown in Fig. 2 of the main text. We see that
the phase diagrams of all three MoX2 materials are qualitatively similar, but with some quantitative differences, for
instance a much larger excitation gap in MoTe2 than in MoS2. This is because the continuum Hamiltonians for all
three materials are identical in form and have the same symmetries, see Eq. (1) of the main text. Crucially, despite
the differences in material parameters between the three types of monolayer, they all exhibit crossings between the
spin-split conduction band where the SOC vanishes, as illustrated in Fig. 1, which makes the realization of the nodal
topological phase possible. The sign of the winding number for MoTe2 in (i) is opposite to that of MoS2 in (ii) because
spin-polarization of the conduction bands is inverted [see Table II]. Figures 2 (iii) and (iv) show analogous results
for MoS2 obtained using (iii) the three-orbital tight-binding model, and (iv) the 11-orbital tight-binding model. The
three-orbital tight-binding model agrees well with the continuum model, but there are more prominent quantitative
differences with the 11-orbital model, because the latter is not optimized to accurately describe the low-energy physics
near the K valleys [46]. Nonetheless, all three models are in qualitative agreement.
Figure 3 shows the local density of states at an armchair edge of a superconducting monolayer MoS2 using parameters
within regime II of Fig. 1(b) of the main text, obtained from the (i) 11-orbital tight-binding model, and the (ii)
three-orbital tight-binding model. We see flat bands of zero-energy Andreev bound states that are localized at the
edge manifest in regions where the winding number W (ky) is nonzero. In the parameter regime II we consider here,
there are 6 nodal points near each inequivalent K valley. The projections of the nodal points onto the armchair edge
partition the one-dimensional Brillouin zone of the armchair edge into 7 segments, with the flat bands appearing in
segments where the winding number is nonzero. Despite quantitative differences between the two models, the figures
are in qualitative agreement.
We conclude this section with a brief comparison of the two tight-binding models. Both models agree with our
analysis of the nodal topological phase based on the continuum Hamiltonian in the main text. Since it contains fewer
basis orbitals per unit cell, the three-orbital model is less cumbersome to work with than the 11-orbital model. This
also makes the three-orbital model more suitable for performing large-scale simulations of finite systems with multiple
unit cells, as the size of the Hamiltonian will scale better than using the 11-orbital model. In addition, the three-orbital
model is more accurate than the 11-orbital model near the high symmetry points ±K which are most relevant in our
study, since the 11-orbital model is designed to approximate the band structure in the entire Brillouin zone instead of
only near ±K. However, the three-orbital model only includes orbitals on the M atoms but not the X atoms, while
the 11-orbital model includes orbitals on all the atoms in the monolayer unit cell. This makes the 11-orbital model
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(iii) MoS2 3-orbital tight-binding model.
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(iv) MoS2 11-orbital tight-binding model.
FIG. 2. Topological phase diagrams and excitation gaps along the armchair direction k‖ = kyyˆ for (i) MoTe2 from the continuum
k · p model, and (ii-iv) MoS2, comparing the k · p and three- and 11-orbital tight-binding models. In all cases, panels (a)
and (b) show the winding number W computed using Eq. (32) as a function of ky and
√
V 2x −∆2 for (a) µ < µ1 and (b)
µ1 < µ < (µ1 + µ2)/2, representative of regimes I and II of Fig. 1(b) of the main text. For (µ1 + µ2)/2 < µ < µ2 and µ > µ2,
the phase diagrams are similar to (a) and (b) respectively, but with opposite winding numbers. In all cases, panels (c) and (d)
show the topological excitation gap Egap corresponding to (a) and (b) separately.
better suited than the three-orbital model to simulate effects that depend on the three dimensional structure of the
monolayer, such as the orbital effects of a magnetic field. Similarly, atomic SOC terms are sufficient to reproduce
the crossings in the conduction band necessary for the nodal topological phase within the 11-orbital model. In the
three-orbital model however, it is necessary to supplement the SOC on the M atom with an extra term due to virtual
hoppings to orbitals on the X atoms, as shown in Section I B 1.
E. Topological phases for arbitrary edge cuts
The presence of zero-energy flat bands for ribbons with different edge orientation can be predicted due to bulk-edge
correspondence from the knowledge of the bulk topological invariant. The usual way to probe the topological phase
diagram is to write effective Hamiltonians for specific edge orientation. Zero-energy states exist whenever the effective
edge Hamiltonian has a non-trivial winding number. This procedure is cumbersome since it requires redefining for
each edge a different Hamiltonian, which depending of the edge orientation, might be represented by an unwieldy large
matrix.
An alternative method developed in Ref. [61], allows us to keep the bulk Hamiltonian unchanged, but instead
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FIG. 3. (a) Local density of states and (b) decay length of the nontrivial edge states at an armchair edge of a monolayer MoS2
obtained using the (i) 11-orbital tight-binding model, and (ii) the three-orbital tight-binding model. In both cases ∆ = 0.8
meV, with other parameters in regime II of of Fig. 1(b) of the main text. When the winding number is nonzero, flat bands of
zero-energy Andreev edge states connecting the edge projections of the nodal points appear at the armchair edge. The nontrivial
phases are marked by the shaded regions in (b) with the nonzero winding numbers in the insets. We have µ = 1.830 eV and
Vx = 3.105 meV in (i), and µ = 1.709 eV, Vx = 1.131 meV in (ii).
vary an effective Brillouin zone. As described in the main text, we assume that the lattice termination edge forms a
one-dimensional superlattice, with a translation period given by the superlattice vector
T = ma1 + na2, (34)
which is parallel to the lattice termination edge. Here, m and n are coprime integers, and the Bravais lattice vectors
are given in (7).
Along the edge, parallel to T , we define the conserved momentum k‖, with values in the 1D Brillouin zone of size
∆k‖ = 2pi/|T |, namely
k‖ ∈ ∆k‖ = pi
a
[− 1√
m2 + n2 +mn
,
1√
m2 + n2 +mn
). (35)
The momentum span ∆k⊥ in the direction perpendicular to the edge is constrained such that the area of Brillouin
zone is conserved,
k⊥ ∈ ∆k⊥ = 2pi√
3a
[−
√
m2 + n2 +mn,
√
m2 + n2 +mn), (36)
with the momentum k⊥ perpendicular to the edge. For a given lattice termination boundary characterized by T , the
winding number at the momentum k‖ in the 1D Brillouin zone (35) follows from Eq. (32) by integrating over all k⊥
in (36). Note that (36) is exactly one period in reciprocal space, and the integral over k⊥ to compute the winding
number is therefore over a closed loop.
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F. Orbital effect of the in-plane magnetic field
In this section, we discuss the orbital effects of the in-plane magnetic field on the nodal topological superconducting
phase in the monolayer MoX2. For simplicity, we assume a magnetic field B = Bxˆ along x only. To preserve
translational invariance in the monolayer plane, we pick the vector potential A = −Bzyˆ.
Including the orbital effect of the magnetic field does not alter the symmetry classification of the BdG Hamiltonian
(28). To demonstrate this, we include the magnetic field in the normal state continuum model with the kinetic
momentum substitution ky → ~ky + eA = ky − eBz, with e the unit charge. Since Mxy : z → −z and T : k→ −k, we
see that the new kinetic momentum transforms identically under the product MxyT with and without the orbital
effects of the magnetic field. Thus, the normal-state Hamiltonian with orbital effects included remains invariant to the
generalized time-reversal symmetry T˜ = MxyT , and the BdG Hamiltonian therefore also to the chiral symmetry C.
We have verified this numerically by including the orbital effects of the magnetic field in the 11-orbital tight-binding
model, with a Peierls substitution for the hopping matrices T
(j)
αβ → T (j)αβ exp (−i e~
∫
A · dr) [43–45]. We find negligible
quantitative differences in our numerical results with and without the orbital effects included and no qualitative
differences, and therefore neglect the orbital effects in our calculations. This is reasonable, because the magnetic length
lB =
√
~/eB with ~ the reduced Planck’s constant is in the nanometers even up to extremely large fields . 100 T, and
thus always much larger than the separation d ≈ 3 A˚ between the top and bottom layers of X atoms in the monolayer.
