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Abstract
The Dickson Algebra on q-variables is the algebra of invariants of the action of the mod-2
general linear group on a polynomial algebra in q-variables. We study the structure of certain
ideals in this algebra as a module over the Steenrod Algebra A, and develop methods to de-
termine which elements are hit by Steenrod operations. This allows us to display a very small
set of A-generators for these ideals and show that the set is minimal in some cases. c© 2001
Elsevier Science B.V. All rights reserved.
MSC: primary 55S10; secondary 55S12
1. Introduction
Let Pq be the graded polynomial algebra Z=2[x1; : : : ; xq], with the degree of each xi
being 1. This algebra arises as the cohomology of a product of q copies of in:nite-
dimensional real projective space, written H∗(RP × · · · × RP), and in several other
contexts. LetA be the mod 2 Steenrod algebra. Then Pq is a module overA. The action
of an individual Sqi on any polynomial in Pq is easily calculated by the elementary
properties of Steenrod operations. So we might claim to “know” the action of A on
Pq.
However, for many, if not most, applications, one needs a more “global” knowledge
of the A-module structure of Pq (or other A-submodules M of Pq). One of the :rst
bits of information about the module structure of M that one asks for is a set of
generators. This is more naturally expressed as the A-indecomposables M= @AM , also
known as Ext0(M; Z=2).
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An early, outstanding, theorem of this type is the computation of Thom [14] in
determining the cobordism ring. We state this in a form that introduces our setting.
The symmetric group q acts on the set {x1; : : : ; xq} by permutation, and this action
extends to Pq. The invariants of this action form the sub-algebra Sq⊂Pq of sym-
metric functions. This is a graded polynomial algebra Z=2[1; : : : ; q], with |i| = i.
Since the action of the Steenrod algebra commutes with the action of q there is
an induced action on Sq. The A module structure of Sq = H∗(BOq) is not well un-
derstood at all, but Thom was interested in the ideal Iq in Sq generated by q. He
proved that in dimensions up to 2q; Iq is a free A-module and found a basis for
Iq= @AIq.
For M=Pq theA-indecomposables are only known for q ≤ 3 (see [8] for q=3). Lack
of global information for larger q has led many authors to study the decomposables
@APq. There are a number of results showing that certain elements are in or not in
@APq ([11–13,16]).
Let Vq be the graded vector space over Z=2 with basis {x1; : : : ; xq}, i.e., the subspace
of elements of degree 1 in Pq. Then GL(q; Z=2) acts on Vq and this action extends to
an action on Pq. The invariants of Pq under the action of GL(q; Z=2) form a graded
polynomial algebra Dq=Z=2[Q0; : : : ; Qq], known as the Dickson algebra on q variables
[4]. The grading is given by |Qi|= 2q − 2i. Since the action of GL(q; Z=2) commutes
with the action of the Steenrod algebra, Dq inherits the structure of an A-module from
Pq. Interest in Dq increased when Madsen [9] proved that Dq is isomorphic to the dual
of the Dyer–Lashof algebra R of homology operations.
In this paper we study both the A-indecomposables and the A-decomposables of
certain ideals in Dq.
In [6] Hung and Peterson determined Dq= @ADq for q ≤ 4, using very complicated
computations for q=3 and q=4. In [7] they also conjectured that the ideal generated
by Qq−10 is contained in @ADq. A proof of this conjecture is given in Corollary 4.8 and
in Theorem 5.7 we obtain a basis for D5= @AD5.
Given q, and r ≥ 0, de:ne the A-module Drq to be the ideal in Dq generated by Qr0.
We want to determine Drq= @AD
r
q for reasons that will be explained below. For q ≤ 3,
we have a complete determination. One of our main theorems shows that for all q, if
Q[I ] = Qi00 : : : Q
iq−1
q does not have i0 = a small number of values, then Q[I ] ∈ @ADrq.
Another of our main theorems shows that only a certain small number of such Q[I ]
are needed to generate Drq= @AD
r
q. We know that not all of these are needed, but have
yet to determine a precise basis for Drq= @AD
r
q for all q and r.
Let X be an H-space. De:ne A2P(X ) to be theA-annihilated primitives in H∗(X ;Z=2)
and denote by A2P(X )[q] those of length q. The result of Madsen [9] shows that
Dq= @ADq is dual to A2P(QS0)[q]. Since ⊕qA2P(QS0)[q] is the 0-line of the unstable
Adams spectral sequence converging to ∗(QS0) ∼= S∗(S0), knowledge of Dq= @ADq
gives knowledge in homotopy theory. In Section 6 we show that Drq= @AD
r
q is similarly
related to A2P(QSr)[q] and hence to the 0-line of the E2-term of the unstable Adams
spectral sequence converging to ∗(QSr) ∼= S∗(Sr). This was the original motivation
for studying Drq= @AD
r
q.
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2. Statements of main results
This section contains de:nitions and the statements of the main theorems. The proofs
will be found in later sections.
Let Dq be the Dickson algebra on q variables, and denote the polynomial generators
by Qq;i. or if q is :xed, by Qi. Set Qq;i =0 for i¡ 0 and Qq;q=1. Let Drq be the ideal
in Dq generated by Qr0. Given an element in Dq, we say it is r-decomposable if it is
in @ADrq and r-decomposable over Ap if it is in @ApD
r
q.
We next need some number-theoretic functions. Let n be an integer. We say that
2j ∈ n if 2j appears in the dyadic expansion of n. Let  (n) be the exponent of the
highest power of 2 dividing n, and set 2 (0) = 0. Then de:ne xq(n) = n + 2 (n−(q−2))
if n = q − 2, and xq(q − 2) = q − 2. This function x will play a central role in our
results. De:ne xkq(n)= xq(x
k−1
q (n)). De:ne "(k) to be the smallest j with 2
j not in the
dyadic expansion of k (the :rst gap). Curiously x1(n)=n+2"(n) :lls in the gaps in the
dyadic expansion of n, and x2(n) = n+ 2 (n) :lls in the gaps in the ones complement
of n.
De:ne h(I) =
∑q−1
j=1 ij, and "(I) =min{"(ik); "(
∑q−1
j=1 ij); k ¿ 0}, and "(Q[I ]) = "(I).
We call "(I) the gap-degree of I .
Our :rst theorem states which powers of Q0 occur in A-indecomposables.
Theorem 2.1. Let I=(i0; i1; : : : ; iq−1) be a q-tuple of non-negative integers; and Q[I ]=
Qi00 : : : Q
iq−1
q−1. If i0 = x‘q(r); for some non-negative integer ‘ then Q[I ] is r-decomposable.
Furthermore; if "(I) = s; then Q[I ] is in @Aq+s−1Drq.
If r ≤ q − 2 then the set {xjq(r) | j ≥ 0} is :nite, its largest element being q − 2.
Hence, the case r = 0 gives the conjecture of Hung and Peterson mentioned in the
introduction.
An important tool is the :ltration of Dq given by the gap-degree.
Let 'sDrq be the subspace generated by all monomials of gap degree less than or
equal to s.
Lemma 2.2. For each non-negative integer s; 'sDrq; the subspace of D
r
q of elements
of gap-degree ≤ s is an A-submodule of Drq.
We now turn our attention to the indecomposables in Drq.
For any q-tuple of non-negative integers J = (j0; : : : ; jq−1) and any non-negative
integer r, we construct an element [r; j0 : : : ; jq−1] = Q[i0; : : : ; iq−1] = Q[I ] of Drq as
follows: Let i0 = x
j0
q (r) and for k ¿ 0 let ik = x
jk
q−k(
∑k−1
‘=0 i‘)−
∑k−1
‘=0 i‘.
We call the q-tuple J the reduced form of I . Not every monomial in Drq has a
reduced form, but we call those that do reducible.
Theorem 2.3. Every class of r-indecomposables in Drq contains a reducible monomial.
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In Theorem 5.5 and Corollary 5.6, we give more details on which reducible mono-
mials are indecomposable. We also give a basis Z=2⊗A Dq for q ≤ 5.
Let R[q] be the subspace of the Dyer–Lashof Algebra R spanned by monomials of
length q. Then the duality between Dq and R[q] gives the following result.
Corollary 2.4. Each A-annihilated primitive in R[q] has leading term the dual of a
reducible.
We also give an “unstable” version of the isomorphism between Drq= @AD
r
q and
(A2P(QSr)[q])∗. This has the following consequence.
Theorem 2.5. Let ‘; s¿ 0. Then A2P()‘S2s)[q] = A2P()‘+1S2s+1)[q].
The proof of Lemma 2.2 is in Section 3, and that of Theorem 2.1 in Section 4. The
proof of Theorem 2.3 is in Section 5. The proof of Theorem 2.5 is in Section 6.
3. Gap degree
We start this section with some lemmas about the Steenrod algebra and its action
on the Dickson Algebra, and conclude with a proof of Lemma 2.2.
The :rst lemma is probably well known, or at least it should be. It has really
nothing to do with the Dickson Algebra, just with the action of the Steenrod Algebra
on a product.
Lemma 3.1. For any u; v in Drq
(Sq2
j
u)v= u(,Sq2
j
v) +AjDrq:
Proof. For any u; v we have u·,(Sq(v)) ∼= Sq(u·,(Sq)(v)) modulo the image of A. But
Sq(u·,(Sq)(v))=Sq(u)·Sq(,(Sq))v=Sq(u)·v. Restricting to degree 2j+deg(u)+deg(v)
gives the result.
Next, we need a description of the action of A on the generators of Dq. The most
convenient one for our purposes appears in [5].
Lemma 3.2.
SqiQq;j =


Qq;k if i = 2j − 2k ; j¡ k;
Qq;rQq; t if i = 2q − 2t + 2j − 2r ; r ≤ j ≤ t;
Q2q; j if i = 2
q − 2j;
0 otherwise:
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Note that this easily implies that Drq is an A-submodule of Dq.
Lemma 3.3. In degrees less than |Qi|+2q+1; we have ,Sq(Qi)=Qi+Qi−1+QiQq−1+
Qi−1Qq−1 + Q2i−1.
Proof. Since the formula is a simple computation for q ≤ 2, we proceed by induction.
Assume the lemma for q − 1. By Lemma 3.4 we have the formula up to terms with
increased exponent of Q0.
Start with i¿ 1. We must show that ,Sq(Qi) contains no term of the form Q0x. For
dimensional reasons x must be Qj for some j ≤ q. Now let n= |QjQ0| − |Qi|= 2q −
2j + 2i − 1. Since n ≤ 2q we must have j ≥ i. Now since i¿ 1, we must have n odd,
so Sqn = Sq1Sqn−1 and hence ,Sqn = ,Sqn−1Sq1, which is 0 on Qi if i¿ 1.
If i= 1, then n is still odd, so the only term we get is the one we want. Now look
at i = 0. Here we get listed terms if j = 0 or j = q − 1, so we need to show that
the others don’t occur. So we have n= 2q − 2j, where 0¡j¡q− 1. Now Sqn is in
the left ideal generated by @Aj, and @AjQ0 = 0 unless j ≥ q − 1. But we have already
considered this case.
The next lemma is an essential ingredient in what follows. It allows induction on q
by relating the A-action on Dq with that on Dq−1. The proof can be found in [1].
Lemma 3.4. The map 3rq : D
r
q → Drq+1=Dr+1q+1 de8ned on monomials by 3rq(I) = (r; i0 −
r; i1; i2; : : : ; iq − 1) induces an isomorphism of A-modules; via the doubling map in A;
i.e.; 3(Sqn(x))= Sq2n3(x). Note that in Drq+1=D
r+1
q+1 the action of Sq
1 is always 0. The
inverse of 3rq; which we denote by 4
r
q+1; takes (i0; i1; : : : ; iq) to (i0 + i1; i2; : : : ; iq).
We also need a lemma which keeps track of the exponent of Qq−1. As above let
h(I) =
∑q−1
j=0 ij.
Lemma 3.5. Sq2
i+q−1
Q[I ] = ( h2i )Q[I ]Q
2i
q−1+ terms with smaller power of Qq−1.
Proof. The proof of this lemma is by induction on q and uses Lemma 3.4. For q=1,
the formula becomes Sq2
i
Qi00 = (
i0
2i )Q
i0
0 Q
2i
0 , which is the standard formula for the action
of the Steenrod Algebra on the powers of a one-dimensional class. So suppose that the
lemma is true for q− 1. Let 3rq : Drq → Drq+1=Dr+1q+1 be the isomorphism, and let 4q be
an inverse to 3rq. Let I = (i0; i1; : : : ; iq−1). Then 4(I) = (i0 + i1; i2; : : : ; iq−1) = J . Note
that h(I) = h(J ). Hence, we have
Sq2
i+q−1
Q[I ] = 3i0q−1(Sq
2i+(q−1)−1Q[J ]) = 3i0q−1
((
h
2i
)
Q[J ]Q2
i
q−2 + other terms
)
=
(
h
2i
)
Q[I ]Q2
i
q−1 + other terms:
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The next lemma is related to the previous one, and it gives an easy way of reducing
the problem.
Lemma 3.6. Suppose "(I) = s; and j ∈ {1; : : : ; q} is the smallest index for which
"(ij) = s; and either j¿ 1 or i0 ≥ r + 2s. If j¿ 1 then "(ij−1)¿s so in either case
ij−1 ¿ 2s. Let K =(i0; : : : ; ij−1− 2s; ij +2s; : : : ; iq−1). Then Sq2s+j−1QK =Q[I ]+
∑
QK‘ ;
where each K‘ has either smaller gap-degree than I; or has the same gap-degree; but
the smallest index at which it occurs is less.
Proof. See [6].
In order to use induction on q via Lemma 3.4 we need to know how Steenrod
operations may increase the exponent of Q0 in certain cases.
Let Pq;a be the set of all polynomials in Dq with exponent of Q0 equal to a. We
have the following lemma.
Lemma 3.7. Let V = Vq;a = Qa0Q1 : : : Qq−1 in Dq. Then with congruence modPq;a:
1. Sq2
j
V ∼= 0 if 2¡j¡q; Sq1V = Q0Q−11 V; Sq2V ∼= 0; and Sq4V ∼= Q20Q−11 Q−12 V
2. Sq2
q
V ∼= Q20Q−11 V
3. Sq2
j
(QjV ) ∼= 0 if 1¡j¡q; Sq1(Q0V ) = Q20Q−11 V; and Sq2(Q1V ) = Q20Q−11 V .
4. Sq2
j
(Q1QjV ) ∼= 0 if 1¡j¡q; and Sq2(Q21V ) = Q20V .
Proof. The statements for Sq1; Sq2, and Sq4 in (1) and (3) are straightforward calcu-
lations. We prove (1) by induction on j. We have already noted it for j ≤ 2.
Since Sq2
j
Qi = 0 if j ≤ i − 2, we can ignore Qi, with i¿ j + 1. Then to start the
induction
Sq8Vq = Sq8(QaQ1Q2Q3Q4)
=Qa0Q1Q2Q
2
3 + Sq
1(Qa0Q1Q2)Sq
7(Q3)Q4 + Sq4(Qa0Q1Q2)(Sq
4Q3)Q4
∼=Qa+20 Q2Q4 + Qa+20 Q2Q4 = 0:
Proceeding inductively we see:
Sq2
j
Vq = Sq2
j
(Qa0Q1 : : : Qj+1)
=
j∑
‘=0
Sq2
‘
(Qa0Q1 : : : Qj−1)(Sq
2j−2‘Qj)Qj+1
∼= (Sq1(Qa0Q1 : : : Qj−1)(Sq2
j−1Qj) + Sq4(Qa0Q1 : : : Qj−1)(Sq
2j−4Qj))Qj+1
= 0:
The proof of the second formula depends on the parity of a. Note that modP only
the parity of the exponent of Q0 matters, since Sq2
q
is the smallest square which is
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non zero on Q20. We start with a odd, and compute
Sq2
q
(Q0 : : : Qq−1) =
q∑
‘=0
(Sq2
q−2‘Q0)Sq2
‘
(Q1 : : : Qq−1)
∼= Sq2q−1Q0Sq1(Q1 : : : Qq−1) + Sq2q−4Q0Sq4(Q1 : : : Qq−1)
+Q0Sq2
q
(Q1 : : : Qq−1)
=Q0Sq2
q
(Q1 : : : Qq−1)
So it remains to prove for a even. So use a= 0
Let Uq = Q2Q3 : : : Qq−1. Then
Sq2
q
(Q1Uq) =
q−1∑
‘=1
Q1Q‘Sq2
‘
Uq +
q−1∑
‘=1
Q0Q‘Sq2
‘−1Uq + Q1Sq2
q
Uq
=
q−1∑
‘=2
Q‘Sq2
‘
(Q1U2) + Q21Sq
2Uq + Q1Q2q−1Uq + Q1Sq
2qUq
∼=Q20Uq + Q1Sq2
q
Uq;
where the last congruence follows from part (1). So it remains to show that Sq2
q
Uq ∼=
0modP.
The degree of Sq2
q
Uq is (q − 2)2q + 4, and there can be no terms in that degree
with exponent of Q0 ¿ 0. Any such exponent would of course have to be even. If
it were 2 then the remainder would have degree (q − 4)2q + 6. But the element of
smallest degree in Dq with degree congruent to 6 is mod 2q is Q1Q3Q4 : : : Qq−1 which
has degree (q− 3)2q + 6. Higher powers of Q0 only make the disparity greater.
To prove (3) just compute using part (1): If j¿ 1 then
Sq2
j
(QjVq) = Q2j Q
−1
j+1Vq + Q
2
j−1Q
−1
j Vq
Part (4) is proved similarly.
We now want to make explicit the duality between Dq and the Dyer–LashoM algebra
R[q].
Since we have already used Qi for polynomial generators of Dq, we use Qi or
Qi for the Dyer–LashoM operations. We will use the lower indexed operations, i.e.
Qi(x) = Qi+|x|(x). Then QI = Qi1 ;:::;in = Qi1 : : :Qin is admissible if i1 ≤ · · · ≤ in.
The Nishida relations give R the structure of an Aop-module, and we denote the
elements of Aop by Sqt∗. Explicitly, the formula is
Sqr∗Qs(x) =
∑
j
(
s+ |x| − r
r − 2j
)
Qs−r+2jSqj∗(x):
The following lemma is from [2] but the proof comes from [3].
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Lemma 3.8. Let I = (i0; : : : ; iq−1); and K = (k1; : : : ; kq). Let  be the map on q-tuples
of integers satisfying the following formula: if  (I) =K; then kj =
∑j−1
‘=0 i‘. Then the
correspondence x → Q (x) is a bijection from the basis of monomials for Dq to a
basis for R[k] such that 〈x;Q (x)〉= 1; and if 〈y;Q (x)〉= 0 then  (y) ≤  (x).
We can write the monomials of gap degree s explicitly as Q[I ], where I = (a02s +
q− 2; a12s − 1; : : : ; aq−12s − 1), with at least one of the ai’s being odd.
To complete the proof of Lemma 2.2 we include an argument due to Williams [15],
which is an application of the results in [10].
From Lemma 3.8 we obtain the :ltration F on R dual to ' by setting F‘ =F‘R to
be the subspace with basis the set of admissibles QI , with I =(i1; : : : ; in) where each ij
satis:es ij=2‘mj+n−j−1, for some integers m1; : : : ; mn. Note that R=F0⊃F1⊃F2 : : : :
Theorem 3.9. (a) F‘ is closed under the action of the Steenrod Algebra given by the
Nishida relations.
(b) If Sqr∗ is non-zero on an element of F‘R then r = 2
‘a for some integer a.
Proof. We prove this by induction on n. For n=1 the Nishida relation gives Sqr∗Qs[1]=
( s−rr )Qs−r[1]. So suppose that s=2
‘m1− 1. Let s− r=2j(2b+1)− 1. So r=2‘m1−
2j(2b + 1) and ( s−rr ) =
(
2j(2b+1)−1
2‘m1−2j(2b+1)
)
, which is 0 if j¡‘. Now if j ≥ ‘ we have
r = 2‘a, as desired.
Now let I = (i1; : : : ; in) be of the desired form, write i= i1, and J = (i2; : : : ; in). The
degree of QJ [1] = 2‘c− (n− 1). Inductively the only Sqk ’s which are non-zero on QJ
are of the form k = 2‘b, and SqkDJ lies in F‘. Then we compute
SqrQI = SqrQiQj =
∑
j
(
i + z − r
r − 2j
)
Qi−r−2jSqj∗(QJ );
where z is the degree of QJ .
We need to show that
(
i+z−r
r−2j
)
is zero if i− r− 2j is not of the form 2‘c+(n− 2).
So suppose that i − r − 2j = 2kd + (n − 2), where d is odd. Calculating mod 2‘ we
have the following congruences: j ≡ 0 by induction, and i ≡ n − 2 so r ≡ −2kd. So
the binomial coeNcient is
(
2c−1+2kd
2‘e−2kd
)
which is zero if k ¡‘, and as before, if k ≥ ‘,
r has the desired form.
4. Proof of Theorem 2.1
We are now ready to begin the proof of Theorem 2.1. The proof is by induction
on gap-degree, but with some twists. Fix I = (i0; : : : ; iq−1) for the remainder of this
section, and as before we set iq = h=
∑q−1
‘=0 i‘. By hypotheses x
a
q(r)¡i0 ¡x
a+1
q (r). If
Q[I ] is t-decomposable, it is k-decomposable for all integers k ¿ t, so it is suNcient
to prove that r ¡ i0 ¡xq(r) implies that Q[I ] is r-decomposable.
We deal only with the case r ¿q− 2 until the end of this section.
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Lemma 4.1. If Q[I ] is r-indecomposable; r ¡ i0 ¡xq(r); and "(Q[I ]) = s then
1. I = (q− 2;−1; : : : ;−1) + 2s(k0; : : : ; kq−1) and r = (k0 − 1)2s.
2. k0 is odd.
Proof. If Q[I ] were to be r-indecomposable, then Lemma 3.6 implies that "(i1) = s,
since otherwise this term (possibly plus smaller terms) is in the image of @A. Moreover,
if i0 ¿r + 2s then Lemma 3.6 again gives that Q[I ] is congruent mod the image of
@A to smaller terms. So an A-generator will have i0 ≤ r + 2s. In other words, r ≥
i0 − 2s = q − 2 + a02s − 2s = q − 2 + (a0 − 1)2s. But if r ¿q − 2 + (a0 − 1)2s, then
xq(r) ≤ q− 2 + a02s = i0. So r = q− 2 + (a0 − 1)2s = i0 − 2s. This shows 1.
If a0 were even, then a0 − 1 would be odd and i0 would be equal to xq(r). Note
that the operations from Lemma 3.6 are all contained in As+q−1.
We continue with an easy lemma which gives the result for gap-degree 0.
Lemma 4.2. If "(I) = 0 then Q[I ] is r-decomposable. Let k be the smallest integer
1 ≤ k ≤ q such that ik is even. Then Q[I ] ∈ @Ak−1Drq. Furthermore if i1 is odd; then
Q[I ] is in @Ak−1Di0q .
Proof. Let k be the smallest integer 1 ≤ k ≤ q such that ik is even. We proceed by
induction on k. If k=1, then Q[I ]=Sq1(Q−10 Q1Q[I ]), since i0 ¿r. Now if k ¡q, then
ik−1 is odd, and hence positive and Sq2
k−1
(Q[I ]Q−1k−1Qk) = Q[I ]+ terms with smaller
k. If k = q, then iq−1 must be odd, and hence non-zero. All the i‘, ‘¿ 0, must be
odd, and since "(I) = 0; h must be even. Therefore, Sq2
q−1
(Q[I ]Q−1q−1) + Q[I ]+ terms
with smaller k by Lemma 3.5.
To see the last statement of the lemma let i1 be odd. If k=2, then Sq2(Q−11 Q2Q[I ])=
Q[I ]+ ( i12 )Q
2
0Q
−3
1 Q2Q[I ], and the second term, if non-zero is in the image of Sq
1. For
k ¿ 2 note that to change the exponent of Q1 from odd to even requires a change of
degree congruent to 2 modulo 4. If k ¿ 2 the only way this could happen is by also
increasing the power of Q0 by an odd multiple of 2. Such a term is in the image of
Sq1.
The basic idea of the rest of the proof is to use the same methods as in the proof of
Lemma 4.2 for terms of higher :ltration. The major diNculty is that Sq2
s
((Q−2
s
0 Q
2s
1 )Q[I ])
may contain terms with exponent of Q0 equal to r, and hence not satisfying r ¡ i0 ¡xq(r).
In addition Lemma 4.2 cannot serve as a basis for the induction, since Lemma 4.6 will
not apply. So we continue by proving Theorem 2.1 for terms of gap-
degree 1.
Lemma 4.3. To show that any Q[I ] of gap-degree 1 with r ¡ i0 ¡xq(r) is in @AqDrq
it is su>cient to show it for I satisfying the following conditions:
1. i0 = q+ 4; and r = q+ 2.
2. ij = 4aj + 2bj + 1; 1 ≤ j ≤ q− 1 where the b′js are either 0 or 1
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3. If bj = 1 and j¡q− 1 then bj+1 = 1:
4. If bj = 0 and j¿ 1 then aj−1 = 0.
5. h(I) ∼= 3mod 4; and hence b1 = 0 or ij = 1 for 1 ≤ j¡q− 1.
Proof. Since @AqQ40 = 0 only the congruence class of i0 mod 4 matters. From Lemma
4.1 we must have r= q− 2+ 4c for some integer c, so we take c=1 and get the :rst
statement. The second is just a restatement that the gap-degree of Q[I ] is one. Parts 3
and 4 follow from Lemma 3.6. The last statement also follows from the same lemma
if iq−1 ¿ 2, since by Lemma 3.5 Sq2
q
(Q−2q−1Q[I ]) = Q[I ]+ other terms having either
gap-degree 0 or exponent of Qq−1 having gap-degree 1. The :nal statement of part 5
is to take care of the case where iq−1 =1, and so cannot have 2 subtracted from it.
The next step is to prove the theorem for terms of gap-degree 1. We start with an
explicit formula for the case I = (r + 2; 1; 1; : : : ; 1), with r = q+ 2.
Lemma 4.4. Let Vq = Qr0Q1 : : : Qq−1; where r = q+ 2. Then
Qr+20 Q1Q2 : : : Qq−1 =
q−1∑
i=0
i odd
Sq2
i
(QiQ1Vq) + Sq2
q
(Q1Vq): (1)
Proof. The proof is by induction on q using Lemma 3.4. Let 4rq : D
r
q → Drq−1 be
the projection onto Drq=D
r+1
q followed by the inverse of 3
r
q−1. We have 4
r
q(Vq) =
Q0Vq−1.
Let Rq−1 =
∑q−2
i=0
i even
Sq2
i
(QiVq−1) + Sq2
q−1
Vq−1. Then applying 4rq to formula (1)
gives Rq−1 = 0, and hence that condition is necessary. But by Lemma 3.7 (part 4) it
is also suNcient, since no unwanted terms with powers of Q0 greater than r + 2 will
occur.
Now 4r+1q−14
r
q(Rq) = Q
4
0Rq−2, so to complete the proof we need to learn something
about the kernel of 4q−14q.
It appears best to proceed one step at a time. So let
Sq =
q−1∑
j=1
j odd
Sq2
j
(QjVq) + Sq2
q
Vq + VqQ2q−1:
Then 4(Rq) = Q20Sq−1, and 4(Sq−1) = Q
2
0Rq−2. We want to show that Sq and Rq are
zero for all q.
Now R1 = 0, and S1 = 0 by direct computation. Inductively assume that Rq−1 = 0
and Sq−1 = 0. Now 4(Rq) = Q20Sq−1 = 0 and 4(Sq) = Q
2
0Rq−1 = 0, so it is suNcient
to show that Rq and Sq contain no terms with higher power of Q0 than Vq. But this
follows immediately from Lemma 3.7.
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The formula above will be important enough to warrant its own terminology. De:ne
the operator @q : Dq → Dq by
@q(x) =
q−1∑
i=0
i odd
Sq2
i
(Qix) + Sq2
q
x:
From Lemma 4.4 a simple computation gives the corollary.
Corollary 4.5. If q is odd and I = (q+ 4; 1; : : : ; 1; 3) then
Q[I ] = @q(VqQ2q−1) + Sq
2q−1 (VqQ2q−2 + VqQ
3
q−1):
To complete the proof of Theorem 2.1 we will use Lemma 3.1 and the @ formula.
First note the following two formulae which are easy consequences of Lemmas 3.2
and 3.7.
1: Q1Vq = Sq2
q−1
(Q1VqQ−1q−1) = Sq
2q−1Sq2
q−2
(Q1VqQ−1q−2)
= Sq2
q−1
Sq2
q−2
: : : Sq2(Vq):
2: Q1QiVq = Sq2
i−1
(Q1VqQ−1i−1Q
2
i ) = Sq
2i−1Sq2
i−2
(Q1VqQ−1i−2Q
2
i )
= Sq2
i−1
Sq2
i−2
: : : Sq2(VqQ2i ):
So we now decompose W = Q[I ]. De:ne B so that W = Q20VqB, and with the above
notation B= Q[0; a1; : : : ; aq−1]4Q[0; 0; b2; : : : ; bq−1]2.
Then
@(Q1VqB)∼=W +
q−1∑
i=0
i odd
Q1QiVq(,Sq2
i
B) + Q1Vq(,Sq2
q
B)
∼=W +
q−1∑
i=0
i odd
VqQ2i ,(Sq
2) : : : ,(Sq2
i
)B+ Vq,(Sq2) : : : ,(Sq2
q
)B:
Now, the only way that ,Sq2 = Sq2 can be non-zero on a square of monomials in the
Qi’s is for it to take a Q21 to a Q
2
0, so each of terms must have an exponent of Q0 of
at least r + 2.
Next, note that the monomial W does not occur in the sum. The only way for
this to happen is if ,Sq2 : : : ,Sq2
i
B=Q20Q
−2
i B+other terms. If i¡q, this requires that
b2=· · ·=bi−1=0, and bi=1. But since i must be odd this requires that h(W ) ∼= 1 mod 4,
which violates the conditions above. For i= q the same thing applies, but since all the
bj’s are 0 we have aj = 0 for j¡q − 1, and Corollary 4.5 applies if q is odd. If q
is even, then iq−1 must be 1 mod 4, and B = Q4q−1, which will go to zero under the
repeated squares.
Now each of the terms has gap-degree 1, has h congruent to 2mod 4, and has
exponent of Q1 congruent to 1mod 4. So it is decomposable over Aq by a repeated
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application of Lemma 3.6, and we have proved Theorem 2.1 for the submodule '1Drq
of elements of gap-degree 1.
To complete the proof of Theorem 2.1 we need to consider s¿ 1, i.e., we need a
way of obtaining a relation for s from the relation for s − 1. To do this we de:ne a
function eq : D
q−2
q → Dq given by eq(x) = x2Q2−q0 Q1 : : : Qq−1.
Lemma 4.6. For q ≥ 2; and x ∈ Drq
Sq2keq(x) = eq(Sqkx) + O;
where O has gap-degree 0 and if k is even; O ∈ @AqDrq.
Proof. Let N be a large integer, and let Yq;N = Q2
N
0 Q
2−q
0 Q1 : : : Qq−1. Then
Sq2k(eq(x))Q2
N
0 = Sq
2k(eq(x)Q2
N
0 ) = Sq
2k(x2Yq;N )
= eq(Sqkx) +
k−1∑
i=1
(Sqix)2Sq2(k−i)(Yq;N ):
Now the gap-degree of Yq;N is 1, so each term in the sum must have gap-degree at
most 1. In fact, the gap-degree is zero, by Lemma 4.7 below. Now since only even
squares are used, the parity of the exponent of Q0 does not change, and hence each
of the terms in the sum must have at least one even exponent for a Qi; i¿ 0 which
is even. (Either h remains odd, and to have gap-degree 0 one of the exponents must
be even, or h becomes even, which means an odd number has been added to h, and
hence an odd number added to one of the exponents, which then becomes even.) Since
the exponent of Q1 in eq(x) is odd, the only even square that can convert it to even
without increasing the exponent of Q0 is Sq2k with k odd. In either case Lemma 4.2
applies.
Lemma 4.7. Let '0⊂Dq be the A-submodule of elements of gap-degree 0. Let Yq;n
be as above. Then the total square on Yq;n is given by
Sq(Yq;n) = Yq;n
( q∑
i=0
Q2
n
i
)
mod'0:
Proof. The proof is by induction on n and q. Let nq be the smallest integer n ≥ 1
such that 2n +2− q ≥ 0. We :rst do the induction on n. So assume the lemma is true
for Yn;nq , and let n¿nq. Then mod'0 we have
Sq(Yq;n) = Sq(Yq;n−1Q2
n−1
0 ) = Sq(Yq;n−1)Sq(Q
2r−1
0 )
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= Yq;n−1
( q∑
i=0
Q2
r−1
i
) (
Q0
( q∑
i=0
Qi
))2n−1
= Yq;n
( q∑
i=0
Q2
r−1
i
)2
= Yq;n
( q∑
i=0
Q2
r
i
)
:
The next step is the basis step for the induction on n, i.e., for Yq;nq . This is done by
induction on q. So consider Yq;nq ; q ≥ 3. Since nq is either nq−1 or nq−1 + 1, the
lemma is true by induction for Yq−1; nq . Now the A-isomorphism 3
2nq+q−2
q−1 : D
2nq+q−2
q−1 →
D
2nq+q−2
q =D
2nq+q−2+1
q takes Qi to Qi+1 and Yq−1; nq to Yq;nq . Hence, we get
Sq(Yq;nq) ∼= Yq;nq
( q∑
i=1
Q2
rq
i
)
mod (Q2
rq+2−q+1
0 ) ∪ '0:
Now we need to determine the terms with higher power of Q0. Note that we have not
yet used '0. It will come in here.
Let i0 be the exponent of Q0 in Yq;nq .
We show that no two-power squares on Yq;nq can yield terms which have both an
increase in the power of Q0 and gap degree 1.
Suppose that QJ is such a term in Sq2
t
Yq;nq . Then j0 ¿i0, and j‘ − 1 ≥ 0 for
‘¿ 0. Note that if the gap degree of Qkern1ptJ is to be non-zero, j‘ must be positive
and odd, and hence B = QJ =Yq;nq has even, non-negative exponents. Since t ¿ 0 we
must have j0 − i0 ≥ 2 and hence t ¿q. So the degree of B needs to be a two
power larger than 2q, and hence congruent to 0mod 2q. But the B of smallest degree
congruent to 0mod 2q is Q40Q
2
1Q
2
2 : : : Q
2
q−2, which has degree (2q − 1)2q, which is
certainly not a two power unless q = 1. But we can get the best possible two power
by adding a multiple of 2q−1 = |Qq−1|, and hence we get that t ≥ nq + q + 1. But
|Yq;nq | = 2nq(2q − 1) + q = 2nq+q − 2n + q which is less than 2nq+q+1. Hence, all two
power squares which could increase the exponent of Q0 and give terms of gap degree
1 are actually 0.
Then by the induction assumption the only two power square which is non-zero
mod'0 is Sqnq+q−1. The Adem relations them imply that the only possible non-zero
(mod'0) squares are Sq2
nq+q−2i ; 0 ≤ i ≤ nq + q, since
Sq2
nq+q−2i ∼= Sq2i Sq2i+1 : : : Sq2nq+q−1 modAnq+q−2:
The induction hypothesis gives
Sq2
nq+q−2nq−j Yq;nq = Q
nq
j Yq;nq for 1 ≤ j ≤ q− 1:
For j = 0 we have
Sq2
nq+q−2nq Yq;nq = Sq
2nq Sq2
nq+q−2nq+1Yq;nq = Sq
2nq (Q2
nq
1 Yq;nq)
=Q2
nq
0 Yq;nq :
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For larger j the squares are all zero. So we have the inductive step for the induction
on q, and the basis step for the induction on n. There only remains the basis step for
the induction on q, i.e., q= 2, and nq = 1. Here we have
Sq(Q20Q1) = Sq(Q0)
2Sq(Q1) = (Q0 + Q0Q1 + Q20)
2(Q1 + Q0 + Q21)
=Q20Q1 + Q
3
0 + Q
2
0Q
2
1 + Q
2
0Q
3
1 + Q
3
0Q
2
1 + Q
2
0Q
4
1 + Q
4
0Q1 + Q
5
0 + Q
4
0Q
2
1
∼=Q20Q1 + Q20Q31 + Q40Q1 mod'0
=Q20Q1(1 + Q
2
1 + Q
2
0);
as desired.
Proof (of Theorem 2:1)
We proceed by induction on the gap-degree s. We have already completed the proof
for s ≤ 1. Let s¿ 1, and inductively assume the theorem for smaller gap-degree. If
Q[I ] ∈ 'sDrq then I = (q − 2;−1; : : : ;−1) + 2s(k0; k1; : : : ; kq−1) = e(I ′), where e((q −
2;−1; : : : ;−1) + 2s−1(k0; k1; : : : ; kq−1). By induction Q[I ′] is in @Aq+s−1 and so by
Lemma 4.6 Q[I ] = e(Q[I ′]) is in @Aq+sDrq.
For r ¡q−2 the proof of Theorem 2.1 goes through as written. But for r=q−2 the
theorem, while still true, is vacuous, since xq(q− 2)= x(0)+ q− 2= q− 2. Fortunately
we have the following, which is as good as possible.
Corollary 4.8. If r = q− 2 and i0 ¿r then Q[I ] is decomposable.
Proof. Let s= "(I). Choose an integer N ¿s+ q such that 2N + r ¡ 2N + i0 ¡ 2N+1,
and let QJ = Q[I ]Q2
N
0 . Now xq(2
N + r) = 2N+1 + r, so QJ is (2N + r)-decomposable,
and in fact in the image of @As+q−1. But this is zero on Q2
N
0 , so we can factor it out,
and get a decomposition of Q[I ].
5. The indecomposables
We start this section with a proof of Theorem 2.3, and then give criteria for de-
ciding which reducible elements are actually A-generators for Drq. We continue with
a complete determination of the A-generators of Drq for q ≤ 3, and conclude with a
description of a basis for Z=2⊗A Dq for q ≤ 5.
Recall from Section 2 that for any q-tuple J =(j0; : : : ; jq−1) of non-negative integers
and any non-negative integer r we constructed an element Q[I ] ∈ Drq by setting i0 =
x j0q (r), and ik = x
jk
q−k
(∑k−1
‘=0 i‘
)
−∑k−1‘=0 i‘.
We call the associated q-tuple J the reduced form of I , and write either J =
[r; j0; : : : ; jq−1] or J = [j0; : : : ; jq−1], if the value of r is clear. As above, note that
not every monomial has a reduced form, and those that do are called reducible.
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Theorem 2.3 says that every class of indecomposables in Drq contains a reducible
monomial. We would like to say that there is a unique reducible in each equivalence
class, but there is only computational evidence for this statement at present.
Proof of Theorem 2.3. The proof will be by induction on q, using the isomorphism
3 : Drq → Dq+1=Dr+1q+1.
Filter Drq by the submodules D
x‘q(r)
q . We wish to compute Z=2 ⊗A Drq = H0(Drq) by
examining the spectral sequence associated to the :ltration. We are only concerned
with H0, i.e., the bottom row. Now the bottom row of the E1 term is
⊕‘ H0(Dx
‘
q(r)
q =D
x‘+1q (r)
q ):
Theorem 2.1 implies that H0(D
x‘q(r)
q =D
x‘+1q (r)
q ) is isomorphic to H0(D
x‘q(r)
q =D
x‘q(r)+1
q ). The
diagram
0 → Dxq(r)q → Drq → Drq=Dxq(r)q → 0
↓ ↓ ↓
0 → Dr+1q → Drq → Drq=Dr+1q → 0
commutes and has exact rows, so the diagram
H0(D
xq(r)
q ) → H0(Drq) → H0(Drq=Dxq(r)q ) → 0
↓ ↓ ↓
H0(Dr+1q ) → H0(Drq) → H0(Drq=Dr+1q ) → 0
commutes and has exact rows. Since the middle vertical arrow is an isomorphism,
the right vertical arrow must be surjective. To see that it is injective, suppose x ∈
Drq is indecomposable modD
x(r)
q (with the exponent of Q0 in x being r), and x is
decomposable modDr+1q . Then there is a y ∈ Dr+1q with x + y ∈ @ADrq. This would
make y r-indecomposable, and the only way that this can happen is if r + 1 = xq(r).
So the bottom row of the spectral sequence is ⊕‘H0(Dx
‘
q(r)
q =D
x‘q(r)+1
q ), which by
Lemma 3.4 is isomorphic to ⊕‘H0(Dx
‘
q(r)
q−1 ).
Now for q=1 the indecomposables are the reducibles, so we can proceed inductively.
3 on D
x‘q(r)
q−1 is given by the formula 3(i0; : : : ; iq−2) = (x
‘
q(r); i0 − x‘q(r); i1; : : : ; iq−2) and
hence sends the reducible [x‘q(r); j0; : : : ; jq−2] to [r; ‘; j0; : : : ; jq−2].
Corollary 5.1. If [r; j0; : : : ; jq−1] is indecomposable in Drq; then [r; 0; j0; : : : ; jq−1] is
indecomposable in Drq+1.
We now proceed to determine which reducible monomials are A-generators. The
:rst step is a technical lemma which relates the entries in I to those in the reduced
form.
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Lemma 5.2. Let I be reducible with reduced form of J . For any k ≥ 0 let s=i0+· · · ik
and  q−k(s) = a. If jk+1 ≤ a; then ik+1 = 2jk+1 − 1. If jk+1 ¿a; then "(ik+1) = a.
Proof. Since  q−k(s)=a, we have s−(q−k−2) ∼= 0mod (2a), or s−(q−(k−1)−2) ∼=
1mod (2a). So  q−k−1(s) = 0, and xq−(k+1)(s) = s+ 1, and x‘q−(k+1)(s) = s+ 2
‘ − 1, if
‘ ≤ a. If ‘ is larger than a, then no iterate of xq−k+1 will add a 2a, and so 2a will be
missing from ik+1.
The following is immediate.
Corollary 5.3. If the reduced form of I is J with j1 ≤ j2 · · · ≤ jq−1; then the
gap-degree of Q[I ] is the minimum of j1 and  q(i0).
We would like to determine which reducible monomials are actually A-generators.
We can only do this “up to a factor of two” as will be made clear below. We will
see that the decomposability of a reducible in Drq depends on j0; j1, and the projection
3 to Dq−1.
De:ne a function Mq(j; r) as follows: Let i=x
j
q(r). If r= i−2 q(i)+1 then Mq(j; r)=
 q(i). Otherwise let Mq(j; r) be the minimum of  q(i)− 1 and [log2(i − r)] + 1. Note
that Mq(j; r) ≥ j.
Theorem 5.4. Let I=Q[i0; : : : ; iq−1] be a reducible monomial in Drq with reduced form
J=[r; j0; : : : ; jq−1] and gap-degree s. If j1 ¡M (j0; r) then Q[I ] is r-decomposable over
Aq+s.
Proof. First note that r cannot be smaller than i0 − (2 q(i0) − 1) since xj0q (r) = i0.
It will be convenient to break the proof up into three cases, based on the size of
i0 − r.
1. i0 − r = 2 q(i0) − 1.
2. 2 q(i0)−1 − 1¡i0 − r ¡ 2 q(i0) − 1.
3. i0 − r ≤ 2 q(i0)−1 − 1.
The key fact that we need is that if "(Q[I ])="(i1)=s and i0 ¿ 2s then Sq2
s
(Q−2
s
0 Q
2s
1 Q[I ])=
Q[I ]+ terms of gap-degree smaller than s.
Case 1: Since i0 − r = 2 q(i0) − 1, i0 − r ≥ 2j0 − 1, and  q(i0) ≥ j0 we must have
 q(i0) = j0 and hence i0 − r = 1 + 2 + · · ·+ 2j0−1 and  q(r) = 0. So M = j0.
If j1 ≤ j0−1 then by Lemma 5.2 i1=2j1−1, and the gap-degree of Q[I ] is j1. Then
QI =Sq2
j1Q−2
j1
0 Q
2j1
1 Q[I ]+ terms with smaller gap-degree, and by Lemma 3.6 these are
in the image of @Aq+j1−1.
Case 2: In this case M =  q(i0) − 1, so j1 ≤  q(i0) − 2, and "(Q[I ]) = "(i1) = j1.
Then the same argument as in Case 1 applies.
Case 3: In this case M=[log2(i0−r)]+1. Since r-decomposability implies r′-decom-
posability for all r′ ¡r, it is suNcient to show that Q[I ] is r-decomposable for the
largest r for any given M , i.e, r=i0−2 q(r)−a, for each integer a greater than 1. But i0−r
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being a power of 2 requires that j0=1. Since e([r; 1; j1; : : : ; jq−1])=Q
i0−(q−2)
0 [r
′; 1; j1+
1; : : : ; jq−1 +1], where r′= i0−2 q(r)−a+1, Lemma 4.6 it is suNcient to show decompo-
sability when j1=1, and hence i0=r+2. If M=1 then Lemma 4.2 applies, so we only
need to continue if  q(i0) ≥ 3. Starting with i0 =8+(q−2) and r=6+(q−2)=q+4
an inductive argument similar to the proof of Lemma 4.4 shows that [q+4; 1; 1; : : : ; 1]
is in @Aq+1D
q+4
q . Then the argument is completed as in the proof of Theorem 2.1.
Note that this implies that any reducible [r; j0; : : : ; jq−1] which is indecomposable
must have non-decreasing terms, i.e. j‘ ≤ j‘+1 for all ‘.
It is unfortunately not true that every reducible with j1 ≥ M is indecomposable. In
one of the three cases from Theorem 5.4 we need to increase j1 by 1.
Theorem 5.5. If [x j0q (r); j1; : : : ; jq−1] is indecomposable in D
x
j0
q (r)
q−1 ; j1 ≥ M (j0; r); and
either case 1 or case 3 from Theorem 5:4 holds; or j1 ≥ M (j0; r) + 1; then Q[I ] is
r-indecomposable.
Proof. By induction on q. It is true for q= 1 vacuously. (It is also true for q= 2 by
the computations we have done before.)
Assume for the remainder of this proof that 3(Q[I ]) is indecomposable. Then Q[I ]
must be i0-indecomposable. We need to show that it is r-indecomposable.
The key fact in this proof is that any relation would require that Q[I ] be hit
from a Q[I ′], with i′0 ¡i0. So if "(i1) = "(Q[I ]) = s, and r ¿ i0 − 2s, then Q[I ] is
r-indecomposable, since there are no such terms in Drq.
Case 1: We have i0− r=2 q(i0)−1, and hence M = q(i0). If j1 ≥ M then "(i1)=M ,
and so Q[I ] is r-indecomposable by the key fact above.
Case 2: In this case M =  q(i0)− 1, and so j1 ≥  q(i0) and "(Q[I ])=  q(i0), and the
key fact again applies.
Case 3: Here we have i0− r ¡ 2 q(i0)−1− 1 so that M = [log2(i0− r)] + 1. Then for
each r with 2 q(i0)−a−1−1¡i0− r ≤ 2 q(i0)−a−1, with a ≥ 1, we have M =  q(i0)−a,
and so it is suNcient to prove that Q[I ] is i0 − 2 q(i0)−a + 1 indecomposable for each
a. Now "(Q[I ]) =M ¿i0 − r so the key fact above again applies.
The bound M +1 in case 2 cannot be sharpened in general. For example when q=4
we have that [4 + 16k; 1; 1; 1; 1] = Q[16k + 6; 1; 1; 1] is 16k + 4-indecomposable, but
[16k + 12; 1; 1; 1; 1] = Q[16k + 14; 1; 1; 1] is 16k + 12-decomposable over A5.
For q= 2; 3 we can do better.
Corollary 5.6. For q = 2 and q = 3 Theorem 5:5 can be improved; to state simply
that if the projection to Dq−1 is indecomposable and j1 ≥ M (j0; r); then Q[I ] is
r-indecomposable.
Proof. We just need to verify in case 2. We have M = q(i0)−1, and so it is suNcient
to show for r= i0−2 q(i0)+2. For q=2 we must have r even, and j0 =  q(i0)−1= j1.
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Denote j1 by a. Then the monomial is Q[r + 2a − 2; 2a−1 − 1], and r = 2a+2k + 2
for some k. Then Q[I ] has gap-degree a − 1 and is Sq2a−1Q[r + 2a−1 − 2; 2a − 1] +
Q[r + 2a−1 − 2; 2a + 2a−2 − 1]+ terms of gap degree less than a− 2 which are clearly
r-decomposable. Now Q[r + 2a−1 − 2; 2a + 2a−2 − 1] can only be hit by Sq2a−2Q[r +
2a−2 − 2; 2a + 2a−1 − 1], and so we can continue until we get to Q[r; 2a+2 − 4] =
Q[2a+2k + 2; 2a+2 − 4]. This gives h(I) = (k + 1)2a+2 − 2. The only missing ones in
the dyadic expansion of h(I) are in positions 0, 1, and a + 2. By Lemma 3.5, the
only Sq’s which could hit it are Sq1, Sq2, and Sq2
a+2
. But the last has too large a
degree, the Sq2 has already been used to obtain it, and it is not in the image of Sq1
on Dr2.
The case q = 3 can be handled more easily if we work in the dual. In general this
is more diNcult because quite explicit formulas are needed. However, in this case we
have an explicit formula.
For q = 3 as above we need to show that Q[I ] = [r; j0; j1; j2] is r-indecomposable
for r = i0 − 2 q(i0) + 2, j0 = j1 = a =  q(i0) − 1, and j2 ≥ a. As in the proof of
Theorem 2.1, it is suNcient to show it when j2 = j1. So we are left with showing
that Q[k2a+2 + 3 + 2a+1 − 2; 2a − 1; 2a − 1] is r = k2a+2 + 3-decomposable. Using
the results of Section 6, Theorem 6.1, this is equivalent to :nding an A-annihilated
primitive za in R[q] with leading term QK , with K =(2a+1−2; 2a+1 +2a−3; 2a+2−4),
acting on the generator Cr of degree r = 2a+2 + 3. The element za =
∑a−1
‘=1 QK‘ with
K‘ = (2‘ − 2; 7 · 2a−1 − 2‘−1 − 3; 2a+2 − 4) is in A2P(QSr) [3].
Results for r=0. The results above hold for values of r ≤ q− 2, but one needs to be
careful about the descriptions, or the reduced form of a reducible will not be unique
since x‘q(q − 2) = q − 2 for all ‘ ≥ 0. All that is needed is to require that if some
ik =q−2−k, then jk must be the smallest integer giving ik . Then one simply stabilizes
as in the proof of Corollary 4.8.
To illustrate the real power of the techniques we have developed, we determine a
basis of Z=2⊗A D5. This goes beyond what was known, and is a simpler computation
than that in [6] for q ≤ 4. Since the computation is inductive, we need also bases for
Z=2⊗A Dq, for q¡ 5. So we collect it all into the following theorem.
Theorem 5.7. A minimal set of A-generators for D5 is given by
1. [0; 0; 0; 0; d]; 1 ≤ d.
2. [0; 0; 1; c; d]; 1 ≤ c ≤ d.
3. [0; 2; b; c; d]; 2 ≤ b ≤ c ≤ d.
4. [1; 1; b; c; d]; 1 ≤ b ≤ c ≤ d.
5. [2; a; b; c; d]; 2 ≤ a ≤ b ≤ c ≤ d.
The 8rst three items with the leading zero removed give the reduced form of a basis
for Z=2⊗A D4; the 8rst two with two leading zeros removed for Z=2⊗A D3; and the
8rst with either 3 or 4 leading zeros removed give bases for Z=2⊗AD2 and Z=2⊗AD1;
respectively.
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Furthermore; the unreduced form and degrees of the elements above are given as
follows:
1. [0; 0; 0; 0; d] = Q[0; 0; 0; 0; 2d − 1]; degree 2d+4 − 16.
2. [0; 0; 1; c; d] = Q[0; 0; 1; 2c − 1; 2d+1 − 2c − 1]; degree 2d+5 + 2c+3 − 12
3. [0; 2; b; c; d]=Q[0; 2; 2b− 1; 2c+1− 2b− 1; 2d− 1]; degree −8+2b+2 +3 · 2c+4 +2d+4
if c = d;
[0; 2; b; c; d] = Q[0; 2; 2b − 1; 2c+1 − 2b − 1; 2d+1 − 2c+1 − 1]; degree − 8 + 2b+2 +
2c+4 + 2d+5 if c¡d.
4. [1; 1; b; c; d] =Q[1; 1; 2b− 1; 2c+1− 2b− 1; 2d− 1]; degree −7+2b+2 + 2c+6 if c=d;
Q[1; 1; 2b−1; 2c+1−2b−1; 2d+1−2c+1−1]; degree −7+2b+2+2c+4+2d+5 if c¡d;
5. [2; a; b; c; d] = Q[3; 2a − 1; 2b+1 − 2a − 1; 2c+1 − 2b+1 − 1;+2d+1 − 2c+1 − 1], degree
−5 + 21+a + 23+b + 24+c + 25+d; if a ≤ b¡c¡d;
Q[3; 2a−1; 2b+1−2a−1; 2c+1−2b+1−1; 2c−1]; degree −5+21+a+23+b+2c+6; if a ≤
b¡c = d
Q[3; 2a−1; 2b+1−2a−1; 2b−1; 2d+2−3·2b−1]; degree −5+21+a+25+b+26+d; if a ≤
b= c ≤ d
Proof. The computation of the unreduced form and degrees are straightforward from
the de:nitions. We need to show which reducibles are actually A-generators.
For q = 1 we have [0;d] = Q2
d−1
0 , which are the A-generators, and for q = 2 we
have x2(0) = 0, so the only indecomposables have i0 = j0 = 0, and so are just those
from q= 1. For q= 3 things get slightly more interesting. The reducibles that need to
be checked are [0; j0; j1; j2], with j0 ¿ 0. But x3(0)= 1, which is q− 2 when q=3, so
we only can have j0 = 1.
Now approximate r = 0 by r = 2N for some large N . Then we have i0 = 2N + 1,
i1 = 2j1 − 1, and i2 = 2j2+1 − 2j1 − 1. We compute M3(2N ; 1). First  3(2N + 1) = N , so
M3(2N ; 1) = [log2[1] + 1] = 1. We have case 3, need only j1 ≥ 1 and the projection to
D2 to be indecomposable. The projection is [2N +1; j1; j2] giving x
j1
2 (2
N +1)=2N +2j1 .
Now  2(2N +2
j
1)= j1, so case 1 applies and M2 = j1. Thus, we have all the reducibles
[0; 1; j1; j2] are indecomposable as long as 1 ≤ j1 ≤ j2.
For q= 4 we have to work a little harder. In addition to the reducibles with j0 = 0
coming from q = 3, we only have j0 = 1, or i0 = 2 = q − 2. We can determine the
other exponents by i1 = 2j1 − 1, i2 = 2j2+1 − 2j1 − 1. Finally, i3 = 2j3 − 1 if j3 = j2,
and 2j3+1 − 2j2+1 − 1 otherwise. Now M4(1; 2N + 2) = 1 + log2(2) = 2, and we have
case 3, and so j1 ≥ 2. Projecting to q = 3, we have M3 = j1 from case 1, so j2 ≥ j1.
Similarly, j3 ≥ j2, so we have that the reducibles [0; 1; j1; j2; j3] are indecomposable if
2 ≤ j1 ≤ j2 ≤ j3. This agrees with the computations done by Hung and Peterson [6],
although they chose diMerent representatives for the indecomposables.
Having completed the inductive step, we are ready to proceed to q=5, and the last
two items in the theorem.
Let Q[I ] have reduced form J=[0; j0; j1; j2; j3; j4]. We proceed as above, suppressing
the 2N . Since x5(0)=1 and x5(1)=3=q−2, we must have only j0 =1 or 2. If j0 =1,
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then since x4(1) = 2, we can only have j1 = 1. So we need to look at [0; 1; 1; b; c; d].
As above M5(0; 1) = 1, so we get that j1 = 1. Then M4(1; 1) = 1 from case 1, so we
need b ≥ 1. The remainder of the computation is the same as for q= 4.
If j0 = 2, we have i0 = 2N + 3, and  5(i0) =N , so M5(2N ; 2) = [log2(3)] + 1= 2. So
we are in case 3, and a ≥ 2. Continuing as before completes the proof of the theorem.
To show that these terms actually form a basis, we need to show independence.
Looking at the dimensions modulo 16, we see that the only possibilities for two
reducibles to be in the same dimension are in case 5, and here there are at most
two in a dimension. The pairs are [2; a; b; b; d] and [2; a; b; d; d]. The pair of smallest
dimension is [2; 2; 2; 2; 5] and [2; 2; 4; 5; 5], which is in degree 2179. The unreduced
forms of these are (3; 3; 27; 31; 31) and (3; 3; 3; 3; 115).
To prove that the two reducibles sharing a dimension are independent, we construct
the A-annihilated primitives that they correspond to. [2; a; b; b; d] dualizes to QK , where
K = (3; 2a + 2; 2b+1 + 1; 3 · 2b; 2d+2 − 1). The A-annihilated term is ∑b+1i=a+1 QKi where
Ki = (3; 2a + 2; 2i + 1; 2b+2 − 2i−1; 2d+2 − 1. Similarly [2; a; b; d; d] corresponds to the
A-annihilated term
∑d+1
i=b+2 Ki, with Ki = (3; 2
a + 2; 2b+1 + 1; 2i ; 2d+2 − 2i−1 − 1).
6. Application to the Adams spectral sequence
Let r ¿ 0. Recall that H∗(QSr) is a polynomial ring on iterated Dyer–Lashof op-
erations applied to Cr ∈ Hr(QSr). We will use Dyer–Lashof operations Qi with lower
index notation as in Lemma 3.8.
Theorem 6.1. The A-module of primitives of length q in H∗(QSr); denoted by PH∗
(QSr)[q]; is isomorphic to (r(Drq))
∗; where (Drq) is the ideal generated by Q
r
0 in Dq.
Proof. Let K = (k1; : : : ; kq) be a sequence of integers with 0 ≤ k1; : : : ;≤ kq, and
QK = Qk0 : : :Qkq(Cr) ∈ PH∗(QSr). Let E(K) = I = (i0; i1; : : : ; iq−1) be de:ned by i0 =
r + k1; i1 = k2 − k1; : : : ; iq−1 = kq − kq−1. This de:nes an element Q[I ] in Drq: E is
related to the inverse of  in Lemma 3.8. It is easy to check that this is a one to one
correspondence, preserving dimension. The methods of Madsen [9] then show that this
gives an isomorphism over the Steenrod Algebra.
Corollary 6.2. A2P(QS0)[q] ∼= r(Drq= @ADrq)∗.
We also wish to look at the “:nite” version of this theorem and corollary, i.e., what
happens to )‘S‘+r with r ¿ 0 and ‘¿ 0.
Theorem 6.3. Given q; ‘; and r there exists an ideal I‘⊂Drq such that Drq=I‘ has
an additive basis consisting of Q[I ] with h(I)¡‘ + r; i0 ≥ r. This ideal shows how
to write Q[I ] with h(I) ≥ ‘ + r in terms of those with h(I)¡‘ + r.
Furthermore; PH∗()‘S‘+r)[q] ∼= (r(Drq=I‘))∗ as a module over A.
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Proof. Recall that PH∗()‘S‘+r)[q] is given by QK with K as in Theorem 6.1 with the
additional condition that kq ¡‘. Note that h(E(K))= r+ kq. Thus the isomorphism of
Theorem 6.1 gives the result.
Corollary 6.4. A2P()‘S‘+r)[q] ∼= (Z=2⊗A (r(Drq)=I‘)))∗:
We are now ready to prove the following theorem, which is the main result of this
section.
Theorem 6.5. A2P()‘S2s)[q] = A2P()‘+1S2s+1)[q] if ‘¿ 0 and s¿ 0.
Proof. The map A2P()‘S2s) → A2P()‘+1S2s+1) is a monomorphism. To show it is
an epimorphism, we show that the dual map Z=2 ⊗A Drq=I‘+1 → Z=2 ⊗A Drq=I‘ is a
monomorphism, where r = 2s − l. Let Q[I ] ∈ Drq with h(I) = ‘ + r = 2s. We must
show that Q[I ] is a sum of terms with lower height modulo @A (lower height terms). If
iq−1 ¿ 0 then Sq2
q−1
(Qi00 : : : Q
iq−1−1
q−1 ) =Q[I ]+ lower height terms as h(I) = 2s which is
even. If iq−1 = iq−2 = · · ·= ij+1 =0, but ij ¿ 0, then Sq2q−2j (QI00 : : : Qij−1j )= I+ terms of
lower height + terms of the same height with i′u ¿ 0, and u¿j. Now use induction.
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