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Abstract
Automatic text simplification is capable of
rendering texts comprehensible and acces-
sible to persons with difficulties in reading
and processing written language. In this pa-
per, we report on the development of a rule-
based automatic text simplification system
for German. We show that the complexity
of the output of our system is comparable
to that of simplifications produced by a hu-
man.
1 Introduction
Simplified language aims to make texts compre-
hensible and accessible to persons with difficulties
in reading and processing written language.1 It
is aimed not just at cognitively impaired persons
but also at functionally illiterate and deaf persons,
persons suffering from dementia and other neurode-
generative diseases, and immigrants.
Simplified language is characterized by reduced
lexical and syntactic complexity, the addition of
explanations for difficult words, and a clearly struc-
tured layout. Text in simplified language is usu-
ally obtained by simplifying a text written in stan-
dard language. By definition, simplification should
not alter the meaning and informative value of
a standard-language text (Coster and Kauchak,
2011a); this is what distinguishes it from other
text-to-text generation tasks such as text compres-
sion.
Automatic text simplification, the process of au-
tomatically producing a simplified text, has only
recently become an established research topic. It
offers the potential of both increasing readability
and comprehensibility for humans and improving
1Related terms are plain language, simple language, or
easy-to-read language. The term simplified language is used
throughout this paper to emphasize the fact that the underlying
concept is by no means standardized, as will become obvious
in Section 2.1.
processability for machines. As an example of
the latter, text simplification as a preprocessing
step can increase performance of natural language
processing tasks such as parsing, machine transla-
tion, information retrieval, and text summarization
(Chandrasekar et al., 1996).
Automatic text simplification systems have been
developed for languages such as English, Swedish,
and Portuguese. While tools exist for detecting
complex structures in German texts,2 to the best of
our knowledge, no system exists for automatically
simplifying these structures. On a more general
level, Matausch and Nietzio (2012) state that “plain
language is still underrepresented in the German
speaking area and needs further development”.
In this paper, we report on the development of
a rule-based automatic text simplification system
for German. Our approach builds on simplification
rules extracted from guidelines for simplified Ger-
man. We show that the complexity of the output of
our system is comparable to that of simplifications
produced by a human.
The remainder of this paper is structured as fol-
lows: Section 2 discusses the guidelines we used
as a basis for our German simplification system
(Section 2.1) as well as previous approaches to
automatic text simplification for languages other
than German (Section 2.2). Section 3 introduces
our simplification system, discussing the resources
used (Section 3.1) and simplification method ap-
plied (Section 3.2) as well as presenting an evalua-
tion (Section 3.3) and discussing the results thereof
(Section 3.4).
2 Simplified German
2.1 Guidelines
Guidelines specifying the character set, vocabu-
lary, linguistic structures, and layout permitted for
2An example is the LanguageTool (https://www.
languagetool.org/de/leichte-sprache/).
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simplified language are essential for systematically
simplifying a standard-language text. For simpli-
fied German, four well-known guidelines exist:
the guidelines by Inclusion Europe (2009),Netzw-
erk Leichte Sprache (2009), the BITV 2.0 rule set
(Bundesministerium der Justiz und fu¨r Verbraucher-
schutz, 2011), and the guidelines by Maaß (2015).
Simplified language is still a young phenomenon,
with profound research on the concept, its target
groups, and guidelines still ongoing. No standard-
ized version of simplified German exists. Accord-
ingly, the four guidelines introduced above do not
always agree on the best way to simplify complex
language. The guidelines by Maaß (2015) provide
the most coherent, linguistically motivated recom-
mendations for transforming standard German into
simplified German. We therefore based our work
on these guidelines, well aware that some of our
simplification rules might need adjustment at a later
stage as more research is carried out in the respec-
tive area.
The guidelines by Maaß (2015) are divided into
five categories according to the level of language
they concern: character level, word level, sentence
level, text level, and layout.
2.1.1 Character level
The character set of simplified German contains
the letters of the German alphabet, an extension of
the Latin alphabet with umlaut vowels (a¨, o¨, u¨). In
addition, digits and the special characters . ? ! ” “
: · are permitted. Other special characters such as
the paragraph symbol (§) or dollar sign ($) are not
allowed. The comma is not part of the inventory of
simplified German according to Maaß (2015), as
subordinate clauses and enumerations, which are
typically introduced by or contain commas, should
not be used. Numbers should be written as digits
rather than words, with the exception of the indef-
inite article ein (‘a’), which is to be written as a
word to prevent ambiguity with the cardinal num-
ber 1. Since compounds are productive in German,
Maaß (2015) proposes the use of a typographical
device called Mediopunkt (‘center dot’) to visu-
ally segment compounds, e.g., Unfall·versicherung
(‘accident insurance’). Other guidelines suggest us-
ing hyphens in compounds; however, this requires
capitalization of the compound segments and can
lead to non-standard spelling.
2.1.2 Word level
Simplified language may contain only simple,
short, and well-known words. Technical terms, for-
eign words, and abbreviations should be avoided,
though common acronyms such as CD may be used.
In cases where a difficult word is unavoidable, the
word should be explained in simple terms. So far,
no vocabulary list for simplified German exists.
2.1.3 Sentence level
Each sentence in simplified language should only
contain one piece of information. Therefore, co-
ordinate and subordinate clauses should be trans-
formed into independent main clauses. Main
clauses should preferably contain subject-verb-
object (SVO) word order, active voice, and present
or past perfect tense. Negations, nominal style, and
metaphors should be avoided. Rare morphological
forms may be unknown to inexperienced readers,
so genitive case, subjunctive mood, and past simple
tenses need to be eliminated.
2.1.4 Text level
In simplified language, consistency is given pref-
erence over style: word repetition and linear syn-
tactic structures are encouraged, even though this
conflicts with stylistic conventions common in stan-
dard language. Synonyms and third-person pro-
nouns should be replaced with their antecedent
noun phrases. Indirect speech is to be rephrased
as direct speech. Additionally, a text may be en-
hanced with examples and explanations. Pictures,
charts, and graphics should only be used if they are
meaningful and appropriate for the target reader-
ship.
2.1.5 Typography and layout
Simplified German is always displayed one sen-
tence per line. If a sentence takes up more than
one line, it should be segmented at syntactic phrase
boundaries. Text should be set in a large sans-serif
font type and structure emphasized by means of
headlines and indentations.
2.2 Automatic text simplification
Automatic text simplification can be performed us-
ing rule-based or corpus-based (mostly statistical)
approaches. Rule-based automatic text simplifi-
cation systems have been developed, e.g., for En-
glish, Swedish, French, Spanish, and Portuguese.
These systems perform, among other tasks, lexical
simplification (Kandula et al., 2010; Paetzold and
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Specia, 2015), explanation generation (Watanabe
et al., 2010), and syntactic simplification such as
splitting long coordinate and subordinate phrases,
rephrasing appositives and relative clauses (Aluı´sio
and Gasperin, 2010), resolving third-person pro-
nouns (Siddharthan, 2006), changing passive to
active voice, and rearranging irregular word order
(Rennes and Jo¨nsson, 2015).
Corpus-based approaches have taken, e.g., the
form of simplification via statistical machine trans-
lation (SMT) in the past (Coster and Kauchak,
2011a; Coster and Kauchak, 2011b; Specia, 2010;
Stymne et al., 2013). Klaper et al. (2013) created a
parallel German/Simple German corpus containing
70,000 tokens for use in SMT. However, they did
not train an SMT system.
3 Rule-based simplification for German
We decided to follow a rule-based approach to text
simplification for a number of reasons. Most impor-
tantly, statistical approaches require large amounts
of data, something that is not available for simpli-
fied German to date. The parallel corpus by Klaper
et al. (2013) mentioned in Section 2.2 cannot be
expected to be sufficiently large to train an SMT
system that works reasonably well. Secondly, if
text simplification is used as an assistive technol-
ogy, it is essential that it produces accurate results.
Meaningless paraphrasings produced by an SMT
system or other statistical methods can be even
more confusing than the original (non-simplified)
text (Shardlow, 2014). Finally, the guidelines by
Maaß (2015) suggest simplification steps that can
only be achieved through syntactic transformation
rules. Statistical approaches are not well equipped
to handle simplifications that require syntactic re-
ordering, morphological transformations, and inser-
tions due to lack of explicit linguistic knowledge
(Siddharthan, 2014).
3.1 Resources
Our system makes use of a number of external re-
sources for German. For example, it is based on
the output of syntactic parsing of the source text.
We employ the hybrid dependency parser ParZu
(Sennrich et al., 2009), which performs sentence
segmentation and tokenization. For compound seg-
mentation, we use the tool Gertwol, which returns
all possible segmentations of a word and provides
further morphological analysis (Haapalainen and
Majorin, 1995). For selecting the best segmenta-
tion, we implemented the algorithm suggested by
Volk (1999), which ranks compound candidates ac-
cording to their internal complexity of composition
and derivation boundaries.
To retrieve abbreviations and their correspond-
ing full forms, we extracted a list of 405 abbrevi-
ations and 278 acronyms from Wikipedia.3 For
verb conjugation, we rely on a web service that
provides conjugation tables for most German verbs
in all tenses and modes.4 Nominals are inflected
using CanooNet, an online dictionary that con-
tains more than 250,000 manually checked Ger-
man word entries.5 Short definitions of difficult
words are extracted from Hurraki, a Wiki-style en-
cyclopaedia for simplified German consisting of
more than 2,400 articles.6
3.2 Method
We implemented a subset of the rules described in
Section 2.1 to perform automated simplification on
the character, word, sentence, and text level and to
adjust the layout of the output. The architecture
of our system is shown in Figure 1. Following
preprocessing and syntactic parsing of the source
text (cf. Section 3.1), the simplification rules are
applied sentence by sentence.
3.2.1 Character- and word-level rules
Prior to the parsing step, parentheses and their en-
closed contents are removed from the source text,
and abbreviations are expanded to their full forms.
Both steps simplify the text and improve parsing
performance. Following the parsing step, numbers
written as words and special characters are replaced
by digits and appropriate word substitutions using
manually created dictionaries. All nouns longer
than five characters that are not proper names are
examined as to whether they are compounds; if
this is the case, they are split using the Mediopunkt
(cf. Section 2.1.1). Sample character- and word-
level transformations are shown in Example 1.
(1) German
Prof. Mu¨ller kauft sich den siebten Band (den
letzten) seiner Lieblingskrimireihe fu¨r 8$ 50¢
inkl. MwSt.
3https://de.wikipedia.org/wiki/Portal:
Abku¨rzungen/Gebra¨uchliche Abku¨rzungen
4http://www.verbformen.de/
5http://www.canoo.net/
6http://hurraki.de/
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Figure 1: Architecture of rule-based text simplifi-
cation system.
‘Prof. Mu¨ller buys the seventh volume (the
last one) of his favorite crime novel series for
8$ 50¢, incl. VAT.’
Simplified German
Professor Mu¨ller kauft sich den 7. Band von
seiner Lieblings·krimi·reihe fu¨r 8 Dollar 50
Cent inklusive Mehrwert·steuer.
‘Professor Mu¨ller buys the 7th volume of his
favorite crime novel series for 8 dollars 50
cents, including value-added tax.’7
3.2.2 Sentence-level rules
On the sentence level, a series of syntactic simplifi-
cation rules are executed. These rules split and/or
rephrase the sentences. Syntactic simplification is
applied recursively. The individual simplification
rules are either executed once per iteration or are
triggered by “keywords” (words or special charac-
ters), as described in what follows.
Syntactic simplification begins by looking for
semicolons and dashes and splitting sentences at
7Note that different from the English acronym ’VAT‘, theGerman abbreviation ’MwSt.‘ is always expanded to its fullform ’Mehrwertsteuer‘ in reading or speaking.
these characters. Sentences are also split after
colons if the segment after the colon is a complete
sentence and not just an enumeration.
Appositions are replaced by sentences in which
the noun phrase referred to by the apposition forms
the subject (X) and the apposition itself becomes
the predicative noun (Y), yielding an X is Y struc-
ture (cf. Example 2).
(2) German
Der Artikel wurde von Dr. Meier, dem Leiter
der Universita¨tsklinik, verfasst.
‘The article was written by Dr Meier, head of
the university hospital.’
Simplified German
Doktor Meier hat den Artikel verfasst.
Meier ist der Leiter von der
Universita¨ts·klinik.
‘Doctor Meier has written the article.
Meier is head of the university hospital.’
Rules for rephrasing subordinate clauses all have
a similar structure: If a subordinate conjunction is
found, the sentence is split at the conjunction and
both resulting segments are edited and rephrased
to form independent sentences. Suitable connec-
tives that express the rhetorical relation are added
to preserve the original meaning, and the correct
word order is restored. For instance, sentences con-
taining causal clauses, e.g., with weil (‘because’)
or da (‘since’), are split into two main clauses, and
the latter clause is complemented with the connec-
tive deshalb or denn (‘thus’) to maintain the causal
relation (cf. Example 3).
(3) German
Weil der Gastgeber noch nicht da ist, mu¨ssen
die Ga¨ste warten.
‘Since the host is not there yet, the guests
have to wait.’
Simplified German
Der Gastgeber ist noch nicht da.
Deshalb mu¨ssen die Ga¨ste warten.
‘The host is not there yet.
Therefore, the guests have to wait.’
Concessive clauses with subjunctions like ob-
wohl (‘although’) are rephrased using the connec-
tive trotzdem (‘however’) (cf. Example 4). Con-
secutive clauses starting with sodass (‘so that’)
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are rephrased using deshalb (‘therefore’), possi-
bly shifting the meaning slightly but essentially re-
taining the information. We found acceptable con-
nectives for rephrasing temporal clauses in nach-
dem (‘after’), bevor (‘before’), seit (‘since’), and
wa¨hrend (‘while’), yet we could not find a suit-
able solution for the conjunction als (‘when/as’).
Final clauses are rephrased using the modal verb
wollen (‘want’) and the connective deshalb (‘there-
fore’). Since the subject is not mentioned overtly
in German final clauses containing um zu (‘in order
to’), it has to be retrieved from the main clause
(cf. Example 5).
There is no general way of simplifying rela-
tive clauses, so we focused on sentential relative
clauses, which do not refer to the preceding noun
but to the whole sentence or clause. Such sentences
can be split at the pronominal adverb, which is then
replaced by its cataphoric adverb (cf. Example 4).
(4) German
Obwohl er seine Rechnungen immer
pu¨nktlich bezahlte, bekam er eine Mahnung,
woru¨ber er sich sehr a¨rgerte.
‘Although he always paid his bills on time, he
received a reminder, which really bothered
him.’
Simplified German
Er hat seine Rechnungen immer pu¨nktlich
bezahlt.
Trotzdem hat er eine Mahnung bekommen.
Daru¨ber hat er sich sehr gea¨rgert.
‘He has always paid his bills on time.
However, he has received a reminder.
This has really bothered him.8
(5) German
Um den Text versta¨ndlicher zu machen,
verwenden wir nur einfache Wo¨rter.
‘To make the text easier to understand, we
only use simple words.’
Simplified German
Wir wollen den Text versta¨ndlicher machen.
Deshalb verwenden wir nur einfache Wo¨rter.
‘We want to make the text easier to
understand.
Therefore, we only use simple words.’
Coordinate clauses are split at coordinating con-
junctions (e.g. und (‘and’), oder (‘or’), aber (‘but’),
8Note that present perfect tense fulfills a slightly different
function in German than it does in English.
dennoch (‘however’)). If the second resulting
clause is elliptic, the missing subject or predicate is
retrieved from the previous clause and the subject
shortened, i.e., adjectives, genitive attributes, and
prepositional phrases are removed. We allowed for
sentences to start with und (‘and’) and oder (‘or’)
to emphasize that they are linked to the previous
sentence.
(6) German
Der junge Beamte an der Grenze u¨berpru¨ft
die Reisepa¨sse und kontrolliert das Gepa¨ck
der Flugga¨ste.
‘The young officer at the border checks the
passports and examines the passengers’
luggage.’
Simplified German
Der junge Beamte an der Grenze u¨berpru¨ft
die Reise·pa¨sse.
Und der Beamte kontrolliert das Gepa¨ck von
den Flug·ga¨sten.
‘The young officer at the border checks the
passports.
And the officer examines the luggage of the
passengers.’
If a passive construction is detected, our sys-
tem retrieves the grammatical agent indicated by
a prepositional phrase starting with von (‘by’), the
object (the subject of the passive phrase), and the
action verb (past participle) and generates a sen-
tence in active voice. If the agent is not mentioned,
we use the impersonal pronoun man (‘one’) as sub-
ject in the active-voice sentence (cf. Example 7).
Although impersonal language should be avoided,
we decided to accept the pronoun man when resolv-
ing passive constructions without explicit agent, as
it is likely to be less difficult than the original pas-
sive construction. To rephrase genitive attributes,
the entire attribute is transformed into dative case
and complemented with the preposition von (‘of’)
(cf. Example 6).
(7) German
Der Dieb wurde von der Polizei gefasst. Er
wurde in Handschellen abgefu¨hrt.
‘The thief was arrested by the police.
He was taken away in handcuffs.’
Simplified German
Die Polizei hat den Dieb gefasst.
Man hat ihn in Hand·schellen abgefu¨hrt.
‘The police has arrested the thief.
One/they have taken him away in handcuffs.’
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If the sentence is in simple past, the tense is
changed to past perfect. The auxiliary verb sein
(‘be’) or haben (‘have’) is conjugated accordingly;
the past participle is simply added at the end of
the sentence (cf. Example 7). This works well,
since the sentence is already highly simplified and
shortened at this point. Auxiliary and modal verbs
remain in past simple tense because they are well-
known forms and their past perfect use is often
deemed unnatural (Maaß, 2015).
3.2.3 Text-level and layout rules
Simplified language requires explanations for dif-
ficult words. We regard as difficult vocabulary
acronyms (derived from Wikipedia) and words
that are explained in the Hurraki online dictionary
(cf. Section 3.1). Acronyms are explained after
their first occurrence in the text but are not ex-
panded like abbreviations, to avoid long and dif-
ficult words. For non-trivial words with a Hur-
raki entry, the short Hurraki definition is retrieved
and inserted into the text. Some Hurraki explana-
tions do not conform to the guidelines of Maaß
(2015); we refrained from modifying them. To
mark added explanations automatically and make
the text more readable, explanations are indented
(cf. Example 8). When printing the final simpli-
fied text, all sentences resulting from one original
sentence are grouped together in a paragraph to
emphasize which information belongs together.
(8) German
Andreas Meyer ist der Chef der SBB.
‘Andreas Meyer is the director of SBB.’
Simplified German
Andreas Meyer ist der Chef der SBB.9
‘Andreas Meyer is the director of SBB.’
SBB ist die Abku¨rzung fu¨r
Schweizerische Bundesbahnen.
Chef ist ein schwieriges Wort.
Hurraki erkla¨rt es so:
Ein Chef ist im Betrieb der Vorgesetzte
oder Verantwortliche.
‘SBB is the abbreviation for Swiss
Federal Railways.
Director is a difficult word.
Hurraki explains it as follows:
A director is the supervisor or
responsible person in a company.’
9Since the parser does not recognize der SBB as a genitive
attribute, it is not modified.
3.3 Evaluation
A common way of evaluating simplified texts is
to apply readability metrics. Readability metrics
typically assess one or multiple surface features
such as word or sentence length. Well-known ex-
amples are the Flesch Reading Ease Score (Flesch,
1948) and the La¨sbarhetsindex (‘readability index’,
LIX) (Bjo¨rnsson, 1968). Flesch Reading Ease mea-
sures word length in syllables and sentence length
in words and delivers a score on a scale from 0 to
100, with higher scores indicating better readability.
Flesch is frequently used to assess writings of stu-
dents in U.S. grade schools. LIX computes the sum
of the average sentence length and the ratio of long
words (i.e., words with more than six letters). Like
Flesch, the resulting score ranges between 0 and
100; however, with LIX, higher scores correlate
with lower readability.
Metrics like Flesch and LIX are generally un-
derstood to cover only a part of what constitutes
the readability of a text (Chall, 1958). Heimann
Mu¨hlenbock (2013) developed the more sophisti-
cated SVIT model for assessing the readability of
Swedish texts. Since the model is partly language-
specific, we could not rely on it for evaluating the
simplifications produced by our system. Address-
ing “the current problem in the text simplification
community that there are no common standards
and evaluation methodologies which would enable
fair comparison of different ATS [automatic text
simplification; the authors] systems” was the aim
of a workshop at the Language Resources and Eval-
uation Conference.10
We evaluated the output of our system both quan-
titatively, by computing its LIX score (well aware
of the shortcomings of this score), and qualitatively,
by comparing it to a simplification produced by a
person who had undergone the six-month Leicht
Lesen (‘easy-read’) training offered for German by
the capito network.11
3.3.1 Data
The evaluation text is a short article on the arrival of
the Swiss team at the Special Olympics in Korea. It
consists of 135 words in six sentences and features
many aspects of standard language: long, difficult,
and foreign words, exclamation marks, dashes and
colons, appositions, long and elliptic sentences, co-
ordinate clauses, one participle construction, final
10http://qats2016.github.io/index.html
11http://www.capito.eu/de/Leicht_Lesen/
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LIX score Description Text type
<25 very easy children’s literature
25-30 easy young adults’ literature
30-40 standard fiction and daily news
40-50 fairly difficult informative texts, non-fiction
50-60 difficult specialist texts
>60 very difficult scientific texts
Table 1: Description of LIX scale (table from
(Heimann Mu¨hlenbock, 2013, p. 32).
clause, and sentential relative clause, passive con-
structions, genitives, and past simple forms. The
text was chosen on the basis that it contains many
complex structures. It had not been used to develop
the system.
3.3.2 Quantitative evaluation
The human-simplified text contains 152 words in
16 sentences, the text resulting from our simplifi-
cation consists of 146 words in 14 sentences (with
added Hurraki explanations: 217 words in 24 sen-
tences). The original (standard-language) version
of the evaluation text has a LIX score of 53, which
corresponds to the level of difficulty of special-
ist texts according to the classification shown in
Table 1 (Heimann Mu¨hlenbock, 2013). The LIX
score of the human simplification is 35,12 assigning
a “standard level” of difficulty to the text, similar
to fictional and daily news texts. The simplification
generated by our system has a LIX score of 41,
which identifies it as a “fairly difficult” text. Conse-
quently, our system reduced the complexity of the
evaluation text from “difficult” to “fairly difficult”,
while the human simplification was able to further
reduce it to a “standard” level of difficulty.
3.3.3 Qualitative evaluation
Upon manual inspection of the differences between
the human and the automatic simplification, we
observed that the guidelines adhered to in the hu-
man simplification slightly differ from the ones
we based the simplification rules of our system
upon. For example, the human simplification con-
tains commas and does not feature the Mediopunkt.
Moreover, coordinate clauses with und (‘and’) are
not split, explanations are not marked by indenta-
tions, and long simplified sentences are displayed
on several lines.
12Recall that a lower LIX score points towards higher read-
ability.
The biggest difference between the human and
the automatic simplification is in lexical complex-
ity. In the human simplification, many difficult
words and expressions are replaced by simpler al-
ternatives. For example, in the human simplifica-
tion, the idiomatic expression (jemanden) unter die
Fittiche nehmen (‘to take (somebody) under the
wings’) is replaced with sich ku¨mmern (‘to take
care of’).
Our system segmented long words like Medita-
tions·techniken (‘meditation techniques’) with the
Mediopunkt and added Hurraki explanations for the
words Botschaft (‘embassy’) and Chef (‘boss’). Es-
pecially the explanation for Botschaft seems help-
ful; the human simplification does not explain this
word. The human simplification introduces a new
term Schweizersportler (‘Swiss athletes’), which
is not only long and possibly hard to read but also
an incorrect compound word (correct: Schweizer
Sportler).
For both simplifications, an exclamation mark
was removed and sentences were split at dash signs
and colons. An apposition was rephrased in a simi-
lar fashion in both texts. A final clause, sentential
relative clause, and coordinative clauses were split
in both simplifications, except for two und (‘and’)
sentences in the human simplification, which were
split only visually through line breaks. Since we
had not implemented rules for rephrasing participle
constructions, an occurrence of such a construc-
tion in the evaluation text remained unchanged by
our system, while it was rephrased in the human
simplification text.
In both the human and the automatic simplifica-
tion, passive constructions and genitive attributes
are resolved, although our system naturally returns
more literal rephrasings. In one sentence, the de-
pendency parser returned incorrect output, as a
result of which a prepositional phrase could not
be identified as agent. Apart from that, passive
constructions were resolved correctly, even elliptic
passive sentences. Genitive attributes were also
rephrased correctly, with the exception of one case
in which the wrong lemma was assigned by the
parser, resulting in an incorrect dative form. In
both simplifications, the past simple forms were
changed to past perfect, with the exception of one
sentence in the automatic simplification, where the
predicate was not identified correctly by the parser.
While our system simply prints each output sen-
tence on a new line, the human simplification text
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splits long sentences at syntactic borders and dis-
plays them on several lines to improve readability.
3.4 Discussion
Our system still produces incorrect or unsimplified
output for some sentences. For example, several
subordinate clauses are not simplified because we
have not found a general way of rephrasing them,
e.g. conditional clauses, relative clauses, or clauses
starting with dass (‘that’). Furthermore, verbs with
separable prefixes such as ankommen (‘arrive’) are
not handled well, sometimes because the parser
fails to identify the correct lemma, e.g., produces
the lemma kommen (‘come’) instead of ankommen
(‘arrive’), and sometimes because our system does
not incorporate a full-fledged grammar.
Moreover, our system provides limited support
for reducing lexical complexity. However, even
though it does not rephrase difficult vocabulary as
readily as a human simplifier would, visual com-
pound segmentation and the addition of explana-
tions still aid in improving readability on the lexical
level.
Overall, when applied to the evaluation text, our
simplification system produced a readable simpli-
fied text. Especially on the syntactic level, the
output of our system is comparable in complexity
to the human simplification.
4 Conclusion and outlook
In this paper, we have reported on the development
of a rule-based text simplification system for Ger-
man. The rules underlying our system are based on
linguistically motivated guidelines for transform-
ing standard German into simplified German. Our
system applies rules that perform simplification on
the character, word, sentence, and text level and
adjust the layout of the output.
We evaluated our system both quantitatively and
qualitatively. With regard to quantitative assess-
ment, our system was capable of reducing the com-
plexity of the evaluation text from “difficult” to
“fairly difficult” as measured by the LIX readability
metric. The qualitative evaluation showed that our
system does not reduce difficult vocabulary as read-
ily as a human simplifier would; however, because
compounds are segmented visually and explana-
tions are added, readability is still increased at the
lexical level. The syntactic complexity of the text
output by our system was comparable to that of the
human simplification.
In further developing our system, we intend to
put more emphasis on lexical simplification, as
even a text with short and simple sentences can
be hard to read for inexperienced readers if it fea-
tures high lexical density and contains difficult
words. Apart from that, we are going to extend the
syntactic simplification component in our system.
As more resources for simplified German become
available, we will be able to include synonym re-
placement, more elaborate explanation generation,
and picture extraction in our system.
An automatic simplification system can only
ever be as good as the rules it is built upon. In
this sense, further theoretical research on simpli-
fied language is needed. In particular, the (poten-
tially diverging) needs of the different target groups
should be studied to greater detail. Preliminary ef-
forts in linking the concept of simplified language
to different levels of the Common European Frame-
work of Reference for Languages (CEFR) are un-
derway. For example, the capito network proposed
three gradations of simplified language correspond-
ing to the CEFR levels A1, A2, and B1.13 Once
these gradations become more formalized, it will
be possible to implement them into automatic text
simplification systems. As a result, these systems
will be capable of producing different degrees of
simplifications.
In further pursuing this work, collaboration with
target readers will be most valuable for both de-
signing rules and evaluating the system.
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