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SUMMARY
Basic propensity score methodology is designed to balance multivariate pre-treatment covari-
ates when comparing one active treatment with one control treatment. Practical settings often
involve comparing more than two treatments, where more complicated contrasts than the ba-
sic treatment-control one, (1,−1), are relevant. Here, we propose the use of contrast-specific
propensity scores (CSPS). CSPS allow the creation of treatment groups of units that are balanced
with respect to bifurcations of the specified contrasts and the multivariate space spanned by them.
Some key words: Causal inference; Covariate balance; Multiple treatments.
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1. INTRODUCTION
Studies with multiple treatments, whether due to multi-valued treatments (e.g., doses of a drug)
or many factors (e.g., several types of drugs), are common. A contrast among T treatments is a
vector of T coefficients that sum to zero. With two treatments, there is only one contrast, con-
ventionally written as (1,−1), but with more than two treatments, there are multiple contrasts.
Contrasts have long been used in experimental studies (see Snedecor & Cochran, 1967; Rosen-
thal et al., 2000; Wu & Hamada, 2011). Generally, a contrast-specific propensity score results
from a bifurcation, that is, a partition of treatments into two groups.
When T = 2, Rosenbaum & Rubin (1983) proposed the use of the propensity score to bal-
ance multivariate covariates, and it is now widely used. The propensity score is the conditional
probability of assignment to treatment versus control, given pre-treatment covariates. Some ex-
tensions of the propensity score to studies with multiple treatments have been suggested. The
“generalized propensity score” proposed by Imbens (2000) is primarily applicable to methods
using inverse probability weighting estimation (Horvitz & Thompson, 1952). The multidimen-
sional propensity score proposed by Lechner (2001) and the propensity function proposed by
Imai & van Dyk (2004) differ from what we propose.
A contrast-specific propensity score is the conditional probability of assignment to a bifurca-
tion of treatment groups, for example, the treatment groups having positive coefficients versus
having negative ones in that contrast, given pre-treatment covariates. We propose the use of
contrast-specific propensity scores (CSPS) to create treatment groups with balanced covariate
distributions in the multidimensional space spanned by bifurcations of contrasts.
32. CONTRASTS AMONG TREATMENTS
A T component vector λ = (λ1, . . . , λT ) is a contrast if
∑T
t=1 λt = 0. The sign of contrast
λ is sgn(λ) = (sgn(λ1), . . . , sgn(λT )), with sgn(λt) = λt/ |λt| if λt 6= 0 and sgn(λt) = 0 if
λt = 0. Two contrasts λ1 and λ2 are orthogonal if
∑T
t=1 λ1t · λ2t = 0.
Let λ+ = (λ+
1
, . . . , λ+T ) and λ
− = (λ−
1
, . . . , λ−T ) denote the nonnegative and nonposi-
tive components of λ respectively, i.e., λ+t = max {λt, 0} and λ
−
t = min {λt, 0}. The sgn
function bifurcates contrast λ into {sgn(λ+), sgn(λ−)}. For example, it bifurcates contrast
(1/2, 1/2,−1) into {(1, 1, 0), (0, 0,−1)}.
The sgn function bifurcates a contrast using the zero-boundary for all T components. Non-
zero boundaries can be appropriate, depending on the goal of investigation. Generally, let
f(λ) = (f(λ1), . . . , f(λT )) be the function for bifurcation, with f(λt) = λt/ |λt| if λt < ℓt or
λt > ut and f(λt) = 0 otherwise, where ℓt and ut are the lower and upper boundaries for com-
ponent t. Bifurcation function f bifurcates contrast λ into {f((λ)+), f((λ)−)}. For example,
for the linear contrast with four groups, (−3,−1,+1,+3), the bifurcation function f with the
lower boundary (−1,−1,−1,−1) and upper boundary (1, 1, 1, 1) bifurcates the contrast into
{(−1, 0, 0, 0), (0, 0, 0, 1)}.
Example 1. (One active treatment with two control conditions) For one active treatment
with two controls, the contrast (1,−1/2,−1/2) compares the active treatment to the aver-
age of the two controls, and the contrast (0, 1,−1) compares the two controls. Contrasts
(1,−1/2,−1/2) and (0, 1,−1) are orthogonal. For instance, LaLonde (1986) was interested
in the contrast of one experimental treatment, a job training programme, and the average of two
controls, using the non-experimental groups from the Panel Study of Income Dynamics and from
the Current Population Survey.
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Example 2. (Multiple factors each with two levels) Table 1 displays the case of three facto-
rial treatments, each with two levels denoted by 0 and 1. The contrasts λj , j = 1, 2, 3, define the
three main effects, the contrasts λj , j = 4, 5, 6, define the three two-way interaction effects, and
the contrast λ7 defines the three-way interaction effect (see, e.g., Snedecor & Cochran, 1967).
The contrast λ8 compares the combination of factors A and B versus the main effect of factor A;
the contrast λ9 compares the combination of factors A and B versus the main effect of factor B;
the contrast λ10 compares the effect of factors A and B both at level “1” versus when they are
both at level “0”. For example, in a recent study, Kaplan et al. (2019) considered the contrasts
(−1, 1, 0, 0) and (0, 0,−1, 1).
Table 1. Three factorial treatments, each with two levels
Treatments Indexings 1 2 3 4 5 6 7 8
Factors
A 0 0 0 0 1 1 1 1
B 0 1 0 1 0 1 0 1
C 0 0 1 1 0 0 1 1
Contrasts
λ1 -1 -1 -1 -1 1 1 1 1
λ2 -1 1 -1 1 -1 1 -1 1
λ3 -1 -1 1 1 -1 -1 1 1
λ4 1 -1 1 -1 -1 1 -1 1
λ5 1 -1 -1 1 1 -1 -1 1
λ6 1 1 -1 -1 -1 -1 1 1
λ7 -1 1 1 -1 1 -1 -1 1
λ8 0 0 0 0 -1 1 -1 1
λ9 0 -1 0 -1 0 1 0 1
λ10 -1 0 -1 0 0 1 0 1
3. CONTRAST SPECIFIC PROPENSITY SCORES USING THE SGN BIFURCATION
3.1. Basic notation
Consider a study with N units, indexed by i ∈ {1, . . . , N}. The outcome variable Y is mea-
sured on each unit after its treatment exposure. Associated with treatment t is the potential out-
come Yi(t), the value of Y when the unit i is exposed to treatment t, which implicitly assumes
the stable unit treatment value assumption (SUTVA) (Rubin, 1980), within the “Rubin Causal
5Model” (Rubin, 1974) — often called the “potential outcomes approach to causal inference”
(Imbens & Rubin, 2015). The λ contrast of potential outcomes for unit i is
∑T
t=1 λtYi(t). Each
unit i is associated with covariates Xi, Xi = (Xi1, . . . ,XiK) ∈ R
K , that are measured prior to
treatment exposure, and which ideally are balanced across treatment groups.
3.2. Contrast specific propensity scores using the sgn bifurcation
CSPS are designed to create treatment groups with balanced multivariate covariate distri-
butions in the subspace spanned by bifurcations of contrasts among multiple treatments. Let
wit be the indicator for whether unit i is assigned to treatment t. Specifically, wit = 1 if
Wi = t and 0 otherwise, whereWi = t indicates that unit i receives treatment t, t ∈ {1, . . . , T}.
Let Di be the indicator that whether wit corresponds to a positive, zero or negative λt, i.e.,
Di =
∑T
t=1 sgn(λt) · wit. Based on Di, CSPS are the conditional probability of assignment to
the treatment groups with positive coefficients versus negative coefficients of contrast λ, given
pre-treatment covariates Xi,
c(Xi) = pr(Di = 1 | Xi, |Di| = 1). (1)
Let the conditional probability of assignment to treatment t, given covariates Xi, be pt(Xi) =
pr(Wi = t|Xi). In Example 1, CSPS for the contrast (1,−1/2,−1/2) is p1(Xi); In Example 2,
CSPS for the contrast λ1 is
∑
8
t=4 pt(Xi), which equals pr(A = 1 | Xi).
3.3. Unconfoundedness
The assignment with respect to the sgn bifurcation of contrast λ is unconfounded, given co-
variatesXi, ifDi ⊥ Yi(1), . . . , Yi(T ) | Xi. The condition is weaker than the strong unconfound-
edness condition Wi ⊥ Yi(1), . . . , Yi(T ) | Xi, stated in Imbens & Rubin (2015).
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3.4. Balancing Properties
As with the basic propensity score, the key advantage of CSPS is their balancing property.
Property 1. Balance on c(Xi) of the bifurcation of contrast λ balances the bifurcation of that
contrast, i.e., Di ⊥ Xi | (c(Xi), |Di| = 1), and therefore the subspace spanned by the bifurca-
tion of contrast λ.
An immediate implication is that balancing on pt(Xi) balances the subspace spanned by
sgn bifurcations of contrast λt = 1, λt′ = −1/(T − 1), t
′ 6= t, t′ = 1, . . . , T . For J contrasts,
let cj(Xi) be the CSPS of the contrast λj and Dij the indicators with respect to contrast λj ,
j = 1, . . . , J . We find,
Property 2. Balance on cj(Xi), or any one-to-one function of cj(Xi), j = 1, . . . , J , bal-
ances the bifurcations of contrasts λj, j = 1, . . . , J . That is, (Dij ; j = 1, . . . , J) ⊥ Xi |
(cj(Xi), |Dij | = 1; j = 1, . . . , J), and therefore balances the subspace spanned by these bifur-
cations of contrasts λ1, . . . ,λJ .
Because T − 1 linearly independent vectors span the full space, we have that balance on CSPS
of contrasts with T − 1 linearly independent sign vectors, e.g., sgn bifurcations of orthogonal
contrasts, balances all linear contrasts among T treatments, and all bifurcations among T treat-
ments.
Property 2 has an interesting implication in practice. The J CSPS, once created, could be
treated as covariates using a usual propensity score analysis, which creates a chain of balance.
That is, balance on the propensity scores with the J CSPS used as covariates balances the J CSPS,
and hence by Property 2, balances the subspace spanned by these bifurcations of the J contrasts,
and therefore, any linear combination of these bifurcated contrasts.
74. ILLUSTRATIONS
The algorithm in Supplementary materials provides an illustrative routine for creating balance
on CSPS of J contrasts and as well as for assessing balance for the contrasts and their linear
combinations. We refer to this routine as “the Algorithm”.
4.1. An artificial example
Table 2 displays an artificial dataset with 24 units, three treatments and three covariates. We
implement the Algorithm using two contrasts λ1 = (1/2, 1/2,−1) and λ2 = (1,−1, 0). We
show the balance results for a third contrast λ3 = λ1 − 1/2λ2 = (0, 1,−1), which is a linear
combination of λ1 and λ2. We briefly discuss the balance results and an alternative scenario
where only the bifurcation of λ2 is used for balancing.
Table 2. A simple artificial example showing that balance on c1, c2 balances λ3
(Xi1, Xi2, Xi3) Wi Di1 Di2 c1 c2 Di3 Balance on c1, c2 Covariate differences
Propensity score Subclass labels Di3 = 1 Di3 = −1
(1,1,1)
1 1 1
1
3
1
2
0
1
5
1 (1, 1, 1) (1, 1, 1)
2 1 -1 1
3 -1 0 -1
3 -1 0 -1
3 -1 0 -1
3 -1 0 -1
(1,0,1)
1 1 1
2
3
3
4
0
1
3
2 (1, 0, 1) (1, 0, 1)
1 1 1 0
1 1 1 0
2 1 -1 1
3 -1 0 -1
3 -1 0 -1
(0,1,1)
1 1 1
5
6
2
5
0
3
4
3 (0, 1, 1) (0, 1, 1)
1 1 1 0
2 1 -1 1
2 1 -1 1
2 1 -1 1
3 -1 0 -1
(0,0,0)
1 1 1
2
3
1
2
0
1
2
4 (0, 0, 0) (0, 0, 0)
1 1 1 0
2 1 -1 1
2 1 -1 1
3 -1 0 -1
3 -1 0 -1
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The left panel of the table shows the treatment group indicators with respect to the two
contrasts λ1 and λ2. After c1 and c2 are created, they are treated as covariates and a usual
propensity score analysis is used to estimate the probability of Di3 = 1 versus Di3 = −1 given
(c1(Xi), c2(Xi)). The right panel shows the estimated propensity scores and the subclass la-
bels created by this algorithm. Clearly, within each subclass, the difference in means between
treatment groups with respect to contrast λ3 is exactly balanced because balancing on (c1, c2)
balances the subspace spanned by these bifurcations of the two contrasts λ1 and λ2.
In contrast, balancing on the CSPS of bifurcations does not balance the subspace that is or-
thogonal to these bifurcations. To illustrate this, we balance on c2 and evaluate the balance per-
formance with respect to contrast λ1. In the subclass with c2 = 1/2, the covariate means for
treatment groups with Di1 = 1 and Di1 = −1 are (1/3, 1/3, 1/3) and (2/3, 2/3, 2/3) respec-
tively, which shows that the covariate difference between treatment groups is not (0, 0, 0) at the
same level of c2.
4.2. Simulation studies
In §4.1, we were able to stratify the units into subclasses such that each subclass has
only one level of (c1, c2), but this is usually not the case when there are many values of
(c1, c2). We now consider such a case with T = 3 and N = 800 units and covariates Xik ∼
Norm(0, 1), k = 1, 2, 3. The assignment mechanism is a multinomial logistic model, with
pr(Wi = t | Xi) = exp(β
′
tXi)/
∑
3
ℓ=1 exp(β
′
ℓXi); We consider two treatment assignment mech-
anisms: Mechanism I has β1 = β2 = β3 = (0, 0, 0), i.e., a complete randomization, and Mecha-
nism II has β1 = (0, 0, 0),β2 = (0.75, 0.25, 0.5),β3 = (0.25, 0.75, 0.5). We consider four con-
trasts: λ1 = (1/3, 2/3,−1), λ2 = (1,−1, 0), λ3 = (1, 0,−1), λ4 = (0, 1,−1). We implement
the Algorithm, balancing on the sgn bifurcation CSPS of λ1 and λ2.
9Table 3. The mean difference in covariates before and after balancing
Contrast Experiment I Experiment II
Before balancing After balancing Before balancing After balancing
X1 X2 X3 X1 X2 X3 X1 X2 X3 X1 X2 X3
λ1 0.00 0.01 0.02 0.00 0.00 0.00 0.11 -0.79 -0.21 0.04 -0.08 0.00
λ2 -0.01 -0.01 0.00 0.00 0.00 0.00 -0.46 -0.23 -0.46 -0.06 0.01 -0.05
λ3 -0.01 -0.01 0.00 0.00 0.00 0.00 -0.46 -0.23 -0.46 -0.06 0.01 -0.05
λ4 0.01 0.01 0.01 0.00 0.00 0.00 0.57 -0.54 0.24 0.08 -0.07 0.03
We repeat the simulations 100 times and report the results in Table 3. For Experiment I, a
completely randomized experiment, a small reduction is observed after balancing showing that
the estimated CSPS can reduce the random imbalance. We find that, for Experiment II, after
implementing the Algorithm with simple subclassification, the differences in covariate means
are substantially diminished, to less than 0.1 on average.
5. DISCUSSION
CSPS methodology focuses on creating treatment groups with balanced covariates in design.
Once balanced groups are created, treatment effects can be robustly estimated. For example,
recent work suggests that weighting estimators are generally worse than imputation based esti-
mators (e.g. Gutman & Rubin, 2013, 2017), advice which can be traced back to Rubin (1973).
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SUPPLEMENTARY MATERIAL
Supplementary material includes the proofs for Property 1 and 2, the details of the Algorithm.
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