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order and give an optimal upper bound for its order.
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1. Introduction
Throughout this note, k stands for a field that is not algebraically closed. By a k-algebra we mean a commutative ring
containing k as a subring. For any k-algebra A, we denote by Max(A) the maximal spectrum of A, and by Maxk(A) the subset
of Max(A) consisting of all maximal ideals with residue field k. Under the assumption Maxk(A) = Max(A), we prove that
each element of the Picard group of A is of finite order and give an optimal, in the sense made precise below, upper bound
for its order.
For basic properties of the Picard group of an arbitrary commutative ring R, we refer to [1, Chap. III, Sect. 7]. An R-module
L is said to be invertible if for some R-module L′, the R-modules L ⊗R L′ and R are isomorphic. An R-module is invertible if
and only if it is finitely generated and projective of rank 1. The Picard group Pic(R) of R is the set of isomorphism classes of
invertible R-modules with group operation induced by the tensor product. If L is an invertible R-module, then its class in
Pic(R) is denoted by [L]. The identity element of Pic(R) is 1 = [R]. Any homomorphism ϕ : R → R′ of commutative rings
induces a homomorphism ϕ∗ : Pic(R)→ Pic(R′) of the Picard groups, ϕ∗([L]) = [L⊗R R′].
Certain numerical invariants associated with k will be useful. Let N(k) denote the set of all nonconstant polynomials in
k[T ] with no root in k, and let D(k) := {deg P | P ∈ N(k)}. The set D(k) is nonempty since the field k is not algebraically
closed. We define d(k) to be the greatest common divisor of the integers in D(k). Next, we introduce for each nonnegative
integer n, an invariant dn(k). Let Nn(k) denote the set of all homogeneous polynomials H in k[T0, . . . , Tn] satisfying
{(x0, . . . , xn) ∈ kn+1 | H(x0, . . . , xn) = 0} = {(0, . . . , 0)},
and let Dn(k) := {degH | H ∈ Nn(k)}. The set Dn(k) is nonempty (cf. Proposition 1.1) and we define dn(k) to be the greatest
common divisor of the integers in Dn(k).
Proposition 1.1. If d is in D(k), then dn is in Dn(k) for every nonnegative integer n. The invariants dn(k) satisfy: d0(k) = 1,
d1(k) = d(k), dn(k) divides dn+1(k), and dn(k) divides d(k)n. In particular, d(k) ⩽ dn(k) ⩽ d(k)n for n ⩾ 1.
We now record the behavior of the invariants dn(k) for some special fields.
Example 1.2. The assertions below follow from elementary facts of theory of fields and Proposition 1.1.
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(i) If d(k) = 1, then dn(k) = 1 for every n ⩾ 0. If k is a number field, then d(k) = 1.
(ii) If k is a real closed field, then d(k) = 2, and the polynomial T 20 +· · ·+T 2n is in Nn(k). Consequently, dn(k) = 2 for every
n ⩾ 1.
(iii) The field k is called a p-field, for a prime number p, if every finite extension of k has degree over kwhich is a power of
p. There exist p-fields for every prime number p. For example, any real closed field is a 2-field. If k is a p-field, then d(k)
is a power of p, and hence dn(k) is a positive power of p for every n ⩾ 1.
There is a close connection between dn(k) and the Picard group of k-algebras.
Theorem 1.3. For any k-algebra A with Maxk(A) = Max(A), each element of the Picard group Pic(A) is of finite order. If L is
an invertible A-module generated by n+ 1 elements, then the order of [L] in Pic(A) divides dn(k).
For any kwith d(k) = 1 we obtain a particularly simple formulation. Indeed, then dn(k) = 1 for every n ⩾ 0, and hence
Theorem 1.3 implies
Corollary 1.4. If d(k) = 1, then for any k-algebra A withMaxk(A) = Max(A), the Picard group Pic(A) is trivial.
In connection with Theorem 1.3, let us recall the following consequence of the Forster–Swan theorem [3, p. 108]: If R is
a Noetherian ring of dimension n, then every invertible R-module is generated by at most n+ 1 elements.
Any k-algebra A, which is a Noetherian ring, can be turned into one satisfying the assumption of Theorem 1.3. Indeed,
let S(A) denote the complement in A of the union of all maximal ideals in Maxk(A). The set S(A) is multiplicatively closed,
and the localization S(A)−1A satisfies Maxk(S(A)−1A) = Max(S(A)−1A). The last equality can be proved as follows. Each
maximal ideal in Max(S(A)−1A) is the extension p(S(A)−1A) of some prime ideal p of A with p ∩ S(A) = ∅. Let a0, . . . , an
be generators of p, and let H be a homogeneous polynomial in Nn(k). The element H(a0, . . . , an) belongs to p, and hence it
also belongs to some ideal m in Maxk(A). We have H(a0 + m, . . . , an + m) = 0 in A/m = k, which implies that ai is in m
for 0 ⩽ i ⩽ n. Therefore p = m, and the ideal p(S(A)−1A is in Maxk(S(A)−1)A, as required. According to Theorem 1.3, each
element of Pic(S(A)−1A) is of finite order (of course, Pic(A)may contain elements of infinite order even when A is a finitely
generated k-algebra). Moreover, the ring S(A)−1A is Noetherian and dim S(A)−1A ⩽ dim A.
In Theorem 1.3 the upper bound for the order of [L] in Pic(A) cannot be improved without additional assumptions on
A or L. To demonstrate this assertion, we consider some special k-algebras. For each integer d, let Ωn(d) be the subset
of k(T0, . . . , Tn) consisting of all rational functions F/G, where F is a homogeneous polynomial in k[T0, . . . , Tn], G is in
Nn(k), and deg F = d + degG. By convention, the zero polynomial is of degree c for any integer c. Thus Ωn := Ωn(0) is a
k-subalgebra of k(T0, . . . , Tn), whileΩn(d) is anΩn-submodule of k(T0, . . . , Tn).
Theorem 1.5. The k-algebraΩn and theΩn-modulesΩn(d) for d in Z have the following properties:
(a) Maxk(Ωn) = Max(Ωn),
(b) Ωn is a Noetherian ring of dimension n,
(c) The localization ofΩn at each maximal ideal is a regular local ring of dimension n,
(d) Ωn(d) is an invertibleΩn-module and [Ωn(d)] = [Ωn(1)]d in Pic(Ωn),
(e) The Picard group Pic(Ωn) is finite cyclic of order dn(k), generated by [Ωn(1)].
It follows from the definition that the Ωn-module Ωn(1) is generated by n + 1 elements T0, . . . , Tn, and according to
Theorem 1.5, the element [Ωn(1)] is of maximal possible order dn(k) in Pic(Ωn). The ring Ωn also has another interesting
property.
Theorem 1.6. Let A be a k-algebra withMaxk(A) = Max(A), and let L be an invertible A-module generated by n+ 1 elements.
Then there exists a homomorphism ψ : Ωn → A of k-algebras such that the induced homomorphism ψ∗ : Pic(Ωn) → Pic(A)
satisfies ψ∗([Ωn(1)]) = [L].
All results announced above are proved in the next section.
2. Proofs and other results
We begin with elementary algebra.
Proof of Proposition 1.1. Let d be in D(k), and let a0+ a1T +· · ·+ adT d be a polynomial in N(k)with ad ≠ 0. To prove that
dn is in Dn(k) we construct a homogeneous polynomial Mn in Nn(k) of degree dn. The construction is recursive. We define
M0(T0) := T0 and
M1(T0, T1) := a0T d1 + a1T0T d−11 + · · · + adT d0 .
Suppose that for some n ⩾ 0 a homogeneous polynomial Mn in Nn(k) of degree dn has already been constructed. Then the
polynomial
Mn+1(T0, . . . , Tn, Tn+1) = M1(Mn(T0, . . . , Tn), T dnn+1)
is homogeneous of degree dn+1 and belongs to Nn+1(k).
2466 W. Kucharz, K. Rusek / Journal of Pure and Applied Algebra 215 (2011) 2464–2468
It follows that for each nonnegative integer n, the set Dn(k) is nonempty, the invariant dn(k) is well defined, and dn(k)
divides d(k)n. If H is in Nn(k) and n ⩾ 1, then P(T ) := H(T , 1, . . . , 1) is in N(k) and deg P = degH , and hence d(k) divides
dn(k). In particular, d1(k) = d(k). If F is in Nn+1(k), then G(T0, . . . , Tn) = F(T0, . . . , Tn, 0) is in Nn(k) and degG = deg F ,
and hence dn(k) divides dn+1(k). The equality d0(k) = 1 is obvious. The inequalities d(k) ⩽ dn(k) ⩽ d(k)n follow
immediately. 
For the sake of completeness we collect some well known facts concerning algebras over an arbitrary field K . Let
B = K [T0, . . . , Tn] be the K -algebra of polynomials, and let H be a nonconstant homogeneous polynomial in B. For
each integer d, let B(d)(H) be the subset of K(T0, . . . , Tn) consisting of all rational functions of the form F/Hk, where F is
a homogeneous polynomial in B with deg F = d + k degH , k ⩾ 0. Thus B(H) := B(0)(H) is a K -subalgebra of K(T0, . . . , Tn),
while B(d)(H)is a B(H)-submodule of K(T0, . . . , Tn). These objects are closely related to projective n-space PnK := Proj(B). The
principal open subset of PnK determined by H is denoted by D+(H). Thus D+(H) consists of all elements of P
n
K which do not
contain H . We write O for the structure sheaf on PnK and consider the invertible sheaves O(d) on P
n
K .
Lemma 2.1. With notation as above, the K-algebra B(H) and the B(H)-modules B(d)(H) for d in Z have the following properties:
(i) B(H) is a finitely generated K-algebra,
(ii) The schemes Spec(B(H)) and D+(H) are canonically isomorphic over K ,
(iii) The localization of B(H) at each maximal ideal is a regular local ring of dimension n,
(iv) B(H) = O(D+(H)) and B(d)(H) = O(d)(D+(H)),
(v) B(d)(H) is an invertible B(H)-module and [B(d)(H)] = [B(1)(H)]d in Pic(B(H)),
(vi) The Picard group Pic(B(H)) is finite cyclic, generated by [B(1)(H)],
(vii) If H is the product H = H1 · · ·Hp of irreducible homogeneous polynomials in B, then the order of the group Pic(B(H)) is the
greatest common divisor of the integers degH1, . . . , degHp.
Proof. Property (i) is satisfied since B(H) is generated as a K -algebra by all elements of the formM/H , whereM is amonomial
in B of degree degH . Property (ii) follows from the definition of PnK (cf. [5, Proposition 2.3.38]), and (iii) holds since P
n
K is
a regular scheme. Property (iv) is included in the definition of O and O(d) (cf. [5, Propositions 2.3.38, 5.1.17]).
Let us consider now property (v). Since B(H) = O(D+(H)), if L is an invertible sheaf on D+(H), then L(D+(H)) is
an invertible B(H)-module. The B(H)-module B(d)(H) = O(d)(D+(H)) is invertible for it corresponds to the invertible sheaf
O(d)|D+(H) on D+(H). We have [O(d)] = [O(1)]d in the Picard group Pic(PnK ) of PnK , and hence (v) follows.
Below we identify B(d)(H) with O(d)|D+(H), and Pic(B(H)) with the Picard group Pic(D+(H)) of D+(H). Let H =
H1 · · ·Hp, whereH1, . . . ,Hp are irreducible homogeneous polynomials in B of degree d1, . . . , dp, respectively. The restriction
homomorphism Pic(PnK ) → Pic(D+(H)) is surjective and its kernel is generated by [O(d1)] = [O(1)]d1 , . . . , [O(dp)] =
[O(1)]dp . This assertion implies both (vi) and (vii) since Pic(PnK ) is an infinite cyclic group generated by [O(1)]. The
assertion can be justified as follows. We identify Pic(PnK ) and Pic(D+(H)) with the class groups of Weil divisors Cl(P
n
K ) and
Cl(D+(H)), respectively (cf. [5, Corollary 7.1.19, Proposition 7.2.16]). According to [2, p. 21, Proposition 1.8], the restriction
homomorphism Cl(PnK )→ Cl(D+(H)) is surjective and its kernel is generated by the classes of the irreducible components
V+(H1), . . . , V+(Hp) of PnK \D+(H), where V+(Hi) = PnK \D(Hi) for 1 ⩽ i ⩽ p. The assertion follows sinceO(di) is isomorphic
to the invertible sheaf on PnK associated with V+(Hi). 
As usual, given a commutative ring R and an element u of R, we write Ru for the localization of R with respect to the
multiplicatively closed subset {1, u, u2, . . . }. Similarly, for anyR-moduleM , we letMu denote the corresponding localization.
Lemma 2.2. With notation as in Lemma 2.1, ifΦ = G/Hr is a nonzero element of the ring B(H), then
(B(H))Φ = B(GH) and (B(d)(H))Φ = B(d)(GH) for all d in Z,
where the localizations (B(H))Φ and (B(d)(H))Φ are regarded as subsets of K(T0, . . . , Tn).
Proof. If F/Hk is in B(d)(H), then for each nonnegative integer l, we have
(F/Hk)/Φ l = (FGkHrl+l)/(GH)k+l,
and hence (B(d)(H))Φ ⊆ B(d)(GH). On the other hand, if E/(GH)i is in B(d)(GH), then E/(GH)i = (E/H ir+i)/Φ i, which implies
B(d)(GH) ⊆ (B(d)(H))Φ . Thus we have proved (B(d)(H))Φ = B(d)(GH). Setting d = 0, we get (B(H))Φ = B(GH). 
We next describe MaxK (B(H)) for B(H) as in Lemma 2.1. This will be useful only in the proof of Theorem 1.6. Any point
x = (x0 : . . . : xn) in projective space P(K n+1) := K n+1/K ∗ for which H(x0, . . . , xn) ≠ 0 determines a homomorphism
ϕx : B(H) → K of K -algebras,
ϕx(F/Hk) = F(x0, . . . , xn)/(H(x0, . . . , xn))k for F/Hk in B(H).
Obviously, kerϕx is a maximal ideal in MaxK (B(H)).
Below, given a scheme X over K , we denote by X(K) the set of its K -rational points.
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Lemma 2.3. Each maximal ideal in MaxK (B(H)) is of the form kerϕx for some point x = (x0 : . . . : xn) in P(K n+1) with
H(x0, . . . , xn) ≠ 0.
Proof. The ring B(H) is a subring of BH , where the localization BH is regarded as a subset of K(T0, . . . , Tn). Let θ : D+(H)→
Spec(B(H)) be the canonical isomorphism of schemes over K , θ(p) = (pBH)∩B(H) for p inD+(H). For each point x = (x0 : . . . :
xn) inP(K n+1)withH(x0, . . . , xn) ≠ 0, the ideal px of B generated by xiTj−xjTi for 0 ⩽ i ⩽ n, 0 ⩽ j ⩽ n belongs to (D+(H))(K),
and any element of (D+(H))(K) is of this form for some x (cf. for example [5, Lemmas 2.3.36 and 2.3.43, Corollary 2.3.44]).
Consequently, any element of (Spec(B(H)))(K) = MaxK (B(H)) is of the form θ(px). By construction, θ(px) ⊆ kerϕx, and hence
θ(px) = kerϕx, the ideal θ(px) being maximal. 
After this digression we return to the ground field k. For each nonconstant homogeneous polynomial H in B =
k[T0, . . . , Tn]we consider the k-algebra B(H).
Lemma 2.4. There exist irreducible homogeneous polynomials H1, . . . ,Hp in Nn(k) such that the greatest common divisor of
degH1, . . . , degHp is dn(k). If H = H1 · · ·Hp, then H is in Nn(k), and the Picard group Pic(B(H)) is cyclic of order dn(k), generated
by [B(1)(H)].
Proof. The existence of H1, . . . ,Hp follows from the definition of dn(k). According to Lemma 2.1(vii), H = H1 · · ·Hp has the
required property. 
If X = Spec(A), where A is a k-algebra with Maxk(A) = Max(A), then X(k) = Max(A), and hence the only open subset of
X containing X(k) is X itself. For any homogeneous polynomial H in Nn(k), we have Pnk(k) ⊆ D+(H).
Proposition 2.5. Let A be a k-algebra with Maxk(A) = Max(A), and let L be an invertible A-module generated by n + 1
elements. For any homogeneous polynomial H in Nn(k), there exists a homomorphism ϕ : B(H) → A of k-algebras such that
ϕ∗([B(1)(H)]) = [L] in Pic(A).
Proof. Let X = Spec(A) and let L =L be the invertible sheaf on X associated with L. Then L is generated by n + 1 global
sections, and hence L ∼= f ∗O(1) for some morphism f : X → Pnk over k. Let H be a homogeneous polynomial in Nn(k).
Since f (X(k)) ⊆ Pnk(k) ⊆ D+(H), the set X(k) is contained in the open subset f −1(D+(H)) of X , and hence f −1(D+(H)) = X .
Consequently, f (X) ⊆ D+(H) andL ∼= f ∗(O(1)|D+(H)). Since the schemes D+(H) and Spec(B(H)) are isomorphic over k, the
morphism f : X → D+(H) corresponds to a k-algebra homomorphism ϕ : B(H) → A, and O(1)|D+(H) corresponds to B(1)(H)
(cf. Lemma 2.1). Hence ϕ∗([B(1)(H)]) = [L], as required. 
Proof of Theorem 1.3. Let L be an invertible A-module generated by n+ 1 elements. According to Lemma 2.4, there exists
a homogeneous polynomialH inNn(k) such that the element [B(1)(H)] in Pic(B(H)) is of order dn(k). Hence, by Proposition 2.5,
[L]dn(k) = 1 in Pic(A), which implies that the order of [L] in Pic(A) divides dn(k). 
Remark 2.6. Theorem 1.3 can be proved by purely algebraic means, without mentioning schemes, projective spaces and
invertible sheaves. However, the method used above leads also quickly to the proof of Theorem 1.5.
For any nonconstant homogeneous polynomial H in B = k[T0, . . . , Tn], we denote by S(H) the multiplicatively closed
subset of the ring B(H) consisting of all rational functions in k(T0, . . . , Tn) of the form G/H l, where G is in Nn(k) and
degG = l degH , l ⩾ 1. The localizations S−1(H)B(H) and S−1(H)B(d)(H) for d in Zwill be regarded as subsets of k(T0, . . . , Tn).
Lemma 2.7. If H belongs to Nn(k), then
S−1(H)B(H) = Ωn and S−1(H)B(d)(H) = Ωn(d) for d in Z.
Proof. If F/Hk is in B(d)(H), and G/H l is in S(H), then (F/Hk)/(G/H l) = (FH l)/(GHk) is in Ωn(d), and hence S−1(H)B(d)(H) ⊆
Ωn(d). On the other hand, if i = degH , and F/G is inΩn(d) with deg F = d + j, j = degG, then F/G = (FGi−1/H j)/(Gi/H j)
is in S−1(H)B(d)(H), which impliesΩn(d) ⊆ S−1(H)B(d)(H). Thus S−1(H)B(d)(H) = Ωn(d). Setting d = 0, we get S−1(H)B(H) = Ωn. 
Next we record two facts concerning localizations of modules over an arbitrary commutative ring. The first one is well
known (cf. [4, Corollary 2.17]).
Lemma 2.8. Let S be a multiplicatively closed subset of a commutative ring R. Let P be a finitely generated projective R-module.
If S−1P is a free S−1R-module of rank n, then there exists an element u in S such that Pu is a free Ru-module of rank n.
Lemma 2.8 is used only in the proof of the second fact.
Lemma 2.9. Let S be a multiplicatively closed subset of a commutative ring R. For any invertible R-module L, there exists
an element u in S such that the order of [Lu] in Pic(Ru) is equal to the order of [S−1L] in Pic(S−1R).
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Proof. For any element z in S, the ring S−1R can be regarded as a localization of the ring Rz . Ifλ : Rz → S−1R is the localization
homomorphism, then λ∗([Lz]) = [Lz ⊗Rz S−1R] = [S−1L], and hence the order of [S−1L] in Pic(S−1R) is less than or equal to
the order of [Lz] in Pic(Rz).
The proof is complete if [S−1L] is of infinite order. Suppose then that [S−1L] is of finite order d in Pic(S−1R). Denoting by
L⊗d the d-fold tensor product L⊗ · · · ⊗ L, we get [S−1(L⊗d)] = [S−1L]d = 1 in Pic(S−1R). In other words, S−1(L⊗d) is a free
S−1R-module of rank 1. Since for any element r in R, we have [(L⊗d)r ] = [Lr ]d in Pic(Rr), it suffices to find an element u in S
for which (L⊗d)u is a free Ru-module of rank 1. The existence of u follows from Lemma 2.8, the R-module L⊗d being finitely
generated and projective. 
Proof of Theorem 1.5. Let B = k[T0, . . . , Tn], and letH be an element ofNn(k). By Lemma2.7,Ωn is a localization of a finitely
generated k-algebra B(H), and henceΩn is a Noetherian ring.
We now describe the maximal ideals of Ωn. Any point x = (x0 : . . . : xn) in P(kn+1) determines a homomorphism
ψx : Ωn → k of k-algebras,
ψx(F/G) = F(x0, . . . , xn)/G(x0, . . . , xn) for F/G inΩn.
Obviously, kerψx is a maximal ideal in Maxk(Ωn). We assert that each maximal ideal m of Ωn is of the form kerψx for
some point x in P(kn+1). Let us choose generators of m of the form P0/P, . . . , Pc/P , where P , P0, . . . , Pc are homogeneous
polynomials of the same degree in B with P in Nn(k). The system of polynomial equations P0 = 0, . . . , Pc = 0 must have
a solution (x0, . . . , xn) in kn \ {0}. Indeed, otherwise, for any polynomial Q in Nc(k), the element Q (P0/P, . . . , Pc/P) of m
would be invertible in the ringΩn. Setting x = (x0 : . . . : xn), we get m ⊆ kerψx, and hence m = kerψx, as asserted.
For any point x in P(kn+1), we regard the localization ofΩn at the maximal ideal kerψx as a subset of k(T0, . . . , Tn). This
localization is equal to the subring consisting of all rational functions U/V , where U and V are homogeneous polynomials
in Bwith degU = deg V and V (x0, . . . , xn) ≠ 0, and hence is a regular local ring of dimension n.
The facts proved above imply that properties (a)–(c) are satisfied.
In view of Lemma 2.7, if λ : B(H) → S−1(H)B(H) = Ωn is the localization homomorphism, the induced homomorphism
λ∗ : Pic(B(H)) → Pic(Ωn) satisfies the equality λ∗([B(d)(H)]) = [Ωn(d)] for all d in Z, and hence property (d) follows
from Lemma 2.1(v). The localization of B(H) at each maximal ideal is a regular local ring (cf. Lemma 2.1(iii)), and hence
a unique factorization domain. The last fact implies that the homomorphism λ∗ is surjective (cf. [1, Chap. III, Proposition
7.17]). Consequently, according to Lemma 2.1(vi), the group Pic(Ωn) is finite cyclic, generated by [Ωn(1)].
In order to prove property (e) it remains to show that [Ωn(1)] is of order dn(k) in Pic(Ωn). We can choose H to be
the product H = H1 · · ·Hp, where H1, . . . ,Hp are irreducible polynomials in Nn(k), and the greatest common divisor
of degH1, . . . , degHp is dn(k). According to Lemma 2.4, the element [B(1)(H)] is of order dn(k) in Pic(B(H)). In view of
Lemmas 2.7 and 2.9, there exists an element Φ in S(H) such that the order of [(B(1)(H))Φ] in Pic((B(H))Φ) is equal to the
order of [Ωn(1)] in Pic(Ωn). Writing Φ as Φ = G/Hr , by Lemma 2.2, we have (B(1)(H))Φ = B(1)(GH) and (B(H))Φ = B(GH).
Applying again Lemma 2.4, we obtain that [B(1)(GH)] is of order dn(k) in Pic(B(GH)). Consequently, [Ωn(1)] is of order dn(k)
in Pic(Ωn), as required. 
Proof of Theorem 1.6. Let B = k[T0, . . . , Tn], and let H be an element of Nn(k). By Proposition 2.5, there exists
a homomorphism ϕ : B(H) → A of k-algebras such that
ϕ∗([B(1)(H)]) = [L] in Pic(A).
We assert that for each elementΦ in S(H), the image ϕ(Φ) is an invertible element of the ring A. Suppose to the contrary
that ϕ(Φ) is not invertible. Then ϕ(Φ) belongs to amaximal ideal inMaxk(A) = Max(A), and henceΦ belongs to amaximal
ideal in Maxk(B(H)). This, however, is impossible in view of Lemma 2.3 sinceΦ is of the formΦ = G/Hr for some G in Nn(k).
We obtain a contradiction, which proves the assertion.
It follows from the assertion that ϕ admits a factorization ψ ◦ λ = ϕ, where λ : B(H) → S−1(H)B(H) is the localization
homomorphism and ψ : S−1(H)B(H) → A is a homomorphism of k-algebras. By Lemma 2.7, we have S−1(H)B(H) = Ωn and
S−1(H)B(1)(H) = Ωn(1), and hence λ∗([B(1)(H)]) = [Ωn(1)] in Pic(Ωn). Since ψ∗ ◦ λ∗ = ϕ∗, we obtain ψ∗([Ωn(1)]) =
ϕ∗([B(1)(H)]) = [L], as required. 
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