It is 15:00 on Friday in Nairobi. Do you know where your enumerators are?? Good quality data is paramount for applied economic research. If the data underlying economic analyses are distorted, the corresponding conclusions and inferences may be false or incomplete. We demonstrate how Benford's Law can be used to test for data abnormalities including enumerator and respondent distortions. We conduct a detailed analysis of one dataset from rural Paraguay, as well as a broader comparison of seven datasets commonly used by development economists. Using the Paraguay data, we find that Benford's Law is a useful tool with which to evaluate and test the integrity of survey data. Using seven datasets, we then compare those collected under the supervision of academic researchers and those collected by government statistical offices and present evidence regarding relative data quality.
Introduction
In developing countries, much of the social and economic data are collected by surveys. Horror stories are common in which, halfway through the data analysis process somebody discovers that one (or more) enumerator is answering the survey himself rather than actually interviewing households. Also prevalent are stories in which, after spending a large sum of money to buy a data set, a researcher realizes that the information of interest to him seems inaccurate or contains large measurement errors. Since information contained in survey data often plays a key role in policy decisions, it is important to have a basis for identifying the quality of the reported data.
In data obtained from economic surveys, questions usually arise pertaining to: i) the quality of the enumerators (what if an enumerator completes the survey questionnaire while enjoying coffee at Starbucks?) and ii) the quality of the responses from those interviewed (what if the questionnaire is poorly designed and elicits answers from respondents that are inconsistent with the objectives of the question?). If either the error of omission or commission occurs, it would be useful to identify them early in the research process. Therefore, a basis upon which one could recognize survey data irregularities, manipulated outcomes, and abnormal digit and number occurrences, would be a valuable tool for researchers designing and using survey data. In this paper, we demonstrate the use of Benford's first significant digit (FSD) law as one such possibility.
In discussing the many sources of errors in survey data, Deming (2006) notes that "respondent bias and questionnaire construction are outstanding problems toward which statistical research must be directed."
1 Deaton (2005) discusses sources of error in both survey and national-accounts data and elaborates reasons why the two may not be in accord. He concludes that survey data rather than national-accounts data are necessary to analyze whether economic growth reaches the poor. At the same time, he calls for a "deeper study of the effects of nonsampling errors." Failure to recognize these data issues can lead to faulty inferences in the analysis stage. Philipson & Malani (1999) posit that economists tend to pay more attention to the consumption of data rather than the production of data. This is evidenced by the large literature on how to deal with measurement error and the relatively small literature on how to prevent it. Philipson & Malani (1999) show how a system of random monitoring with monetary payoffs to enumerators giving errorless answers may be used to improve data collection. They work with a situation in which the data (given by doctors) can be directly verified (by the hospital). When data are not directly verifiable Benford's Law may be an alternative form of verification.
To illustrate the use of Benford's FSD law to evaluate enumerator and respondent performance, we carry out a detailed analysis on surveys from rural Paraguayan households. Using this data we find that some enumerators and questions yield higher quality responses than others. We also compare data on crops which are more important for a household's income (with importance defined in multiple ways) with data on less important crops. We find that the former are fairly well in accord with Benford's law, while the latter are much more inconsistent with Benford's law. This suggests that Benford's FSD law holds when crop quantities are more salient and so farmers are able to provide their answers with more accuracy.
In addition, we conduct a less detailed analysis on seven household surveys across the globe which have been used extensively by research economists. Using this data we also compare the quality of data collected by government statistical bureaus with that collected by academic economists.
The paper is organized as follows: Section 2 describes Benford's law; Section 3 discusses the Paraguayan data used in this paper and applies Benford's law to both the 2002 and 1999 rounds of data; Section 4 expands the analysis to compare data sets from around the globe; Section 5 discusses the implications of our results for theory and practice; and Section 6 summarizes the implications of the first-digit phenomenon in survey work.
Benford's Law
Benford's law characterizes the distribution of first significant digits (FSD) observed in large sets of data.
2 In 1881 Simon Newcomb observed that numbers with a first digit of 1 were observed more often than those starting with 2, 3, and so on. Newcomb was able to calculate the probability of a number having a particular nonzero first digit and published this in an article in The American Journal of Mathematics. Benford, unaware of Newcomb's article, made the same observation and published an article in The Proceedings of the American Philosophical Society in 1938. This FSD phenomenon was christened as Benford's Law.
Newcomb observed the probability of a number having a particular nonzero first digit as roughly
where d = 1, 2, . . . , 9. This formula suggests that the quantities expressed in base 10 will be uniformly distributed on a logarithmic scale. Using Newcomb's formula, the probability that the first digit of a number is 1 is about thirty percent (P (1) = log 10 (1 + 1 1 ) = log 10 (2) ≈ .30) while the probability the first digit is 9 is 4.6 percent as shown in Table 1 . Thus, first significant digits typically follow a logarithmic and non-uniform distribution now identified as Benford's law.
Hill (1998) extended Newcomb's equation (1) to include digit combinations.
For example, the probability that a number starts with the three digits 314 is log 10 (1 + (314) −1 ). Hill & Schürger (2005) further extended this analysis to properties of the 'least significant digit' (i.e., the final non-zero digit) which can also be used to detect fraud. An interesting principle regarding Benford's law is that it seems to be scale and base invariant (Raimi 1976) . Thus, multiplying data in accord with Benford's law by any positive scalar should lead to data which is also in accord with Benford's law.
Like the surprising golden ratio (Livio 2002) , theories abound as to the basis of the first-digit phenomenon. Benford believed this so-called 'law' to be a general law of nature related to the logarithmic character of natural phenomena. Given Benford's conjecture, the following questions arise: i) how general is this phenomenon? and ii) what is the basis for a non-uniform FSD distribution?
As for the first question, although there are exceptions, the monotonically decreasing FSD distribution has been demonstrated to hold in data sets that include the populations of towns, budgetary data of corporations, and the half-lives of radioactive atoms. In response to the second question, there have been many attempts over the years to explain the logarithmic formula and to provide a theoretical basis for the observed phenomenon. Given that only some data sets follow the law, Hill (1995) provided a statistical derivation of the law in the form of a Central Limit Theorem for significant digits: "If distributions are selected at random and random samples are taken from each of these distributions, the significant first digits of the combined sample will converge to the logarithmic (Benford) distribution." 3 For overviews of the history and a sampling of the empirical and theoretical results, the reader is directed to Raimi (1976) , Diaconis (1977) , Schatte (1988) , Hill (1995) , Rodriguez (2004) , Hill & Schürger (2005) and Berger & Hill (2006) .
Since there appear to be many occurrences of Benford's law in real-life data, our objective is to exhibit data sets that may be expected to obey Benford's law and evaluate the behavioral basis of departures. Some of the others who have used Benford's law to check the validity of purported scientific data in the social sciences include Varian (1972 ), Carslaw (1988 , Nigrini (1996 Nigrini ( , 1999 , Durtschi et al. (2004) , Geyer & Williamson (2004 ), de Marchi & Hamilton (2006 and Giles (2006) .
Paraguayan Survey Data
To illustrate the usefulness of Benford's law, we use survey data from rural Paraguay. We find that some survey questions elicit more errors than others. Figure 1 shows how the data on annual income compares with Benford's law. The data in Table 2 indicates how aggregated data on total income, agricultural income, theft experienced, and gifts given compare with Benford's Law. From a review of the table, it appears the data conforms to Benford's Law. In addition to merely visually reviewing the data, it is possible to use a statistic to measure the extent to which data conforms with Benford's Law. How to best evaluate the empirical data is no small problem. The χ 2 goodness-of-fit test is the test most commonly used when comparing actual data with discrete expected outcomes such as Benford's Law. The χ 2 statistic is calculated as χ 2 = 9 i=1
with 8 degrees of freedom where E i is the observed frequency in each bin in the empirical data and B i is the frequency expected by Benford. Unfortunately, χ 2 tests have enormous power for large samples and so even quite small deviations from Benford's law will be statistically significant. Thus, the χ 2 test will be more likely to reject that the data is distributed according to Benford's law for larger samples than for smaller samples. If E i and B i are the frequencies in each bin while e i and b i are the proportions, then
. One can clearly see how the statistic is directly related to sample size. Giles (2006) suggested using Kuiper's modified Kolmogorov-Smirnov goodnessof-fit test (V N ) instead because it may be less sensitive to sample size and also recognizes the circularity of the data. Stephens (1970) . However, both the original and modified Kuiper tests were designed for use with continuous distributions, so the critical values given by Stephens (1970) We have conducted our own power tests and find that the Kuiper test also exhibits increasing power with an increase in the number of observations. If the data is distributed as the absolute value of a normal with a mean of 0 and standard deviation of 1, then the power of the 99% significance test (the probability of rejecting the null hypothesis that the data is distributed according to Benford) with 300 observations is only 82%. With 500 observations the power increases to over 97%. If, instead of being normally distributed, the data is distributed as is the crop production data in 2002 in Paraguay, then the power of the 99% significance test with 300 observations decreases to 22%. With 1000 observations the power increases to over 97%. This evidence suggests that low power will not be a problem for data sets with over 1000 observations.
It becomes more problematic to compare the quality of data sets of different sizes when tests find the data are not in accord with Benford's law. Both the χ 2 and V * N statistics tend to increase with both the number of observations and the distance between the data and Benford.
5 For this reason we continue to include the correlation between the data and Benford as another measure of compatibility with Benford's law. Additionally, as suggested by Leemis et al. (2000) , we calculate a statistic called m = max i=1,2,...,9 {|b i − e i |}. This statistic is also less sensitive to sample size.
6 Morrow (2006) shows that there are general properties under which we should expect Benford's law (and scale invariance) to hold, however he also shows that the suitability of tests found in the literature is dependent on underlying distributional assumptions.
All of these statistics are given in Table 3 . Note that the relative FSD frequencies found in the data are highly correlated with Benford's distribution and we cannot, on the basis of the χ 2 and V * N goodness-of-fit tests, reject the hypothesis that the aggregated Paraguayan survey data follows the Benford distribution at the 95% significance level.
Enumerated Data
In addition to testing the aggregated data, we also test the data for which the enumerator directly recorded the answer as stated by the farmer. The farmer was asked how much of each crop was harvested by his household in the past year. The quantities produced of all possible crops were compiled as shown in Appendix A in Figure A -1. 7 In Table 4 we find that quantities with an FSD of 5 are much more common than suggested by Benford's Law. Accordingly, the goodness-of-fit tests reported in Table 5 suggest a rejection of the hypothesis that the data on quantities produced was generated by 6 Note that higher values of the Kuiper V * N test, the χ 2 test, and the m statistic imply the empirical data is less similar to Benford's distribution, while higher values of the correlation imply the data is more similar to Benford's distribution.
7 If a household produces 150 kilos of corn and 420 kilos of cassava that will count as FSDs of 1 and 4, not 5. Benford's distribution.
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We might worry that one of the three enumerators was not completing surveys properly, thus explaining why the quantity data does not conform with Benford's law. Moving in this direction, we divide the data on quantities produced by each of the three enumerators who worked on the survey. In addition, the Principal Investigator (P.I.) sat in on interviews with a different enumerator every day, alternating between the three. There was no specific type of household the P.I. tended to visit more often. We analyze whether or not the distribution of FSD changes based on the identity of the enumerator and the presence of the P.I. during the interview. Results suggest that bias remains, although we cannot reject that the results given by the first enumerator and from surveys at which the P.I. was present are in accord with Benford's law. (This is somewhat reassuring for the P.I.'s ego.)
As these data are not falsified, the relative frequency departures are probably due to the fact that the farmers were not always sure exactly how much of a crop they had harvested and so tended to choose 'nice' round numbers, e.g. a farmer is more likely to claim a harvest of 500 kilos of corn than 422 kilos. From the results in Table 5 , we can reject at the 99% level the hypothesis that the production data were generated in accord with Benford's law. One could argue that the overabundance of observations starting with 5 is not due to guesstimation but rather to the fact that farmers' plots are similar sizes and thus generate crop production of similar amounts. If this were the case, we would expect that there should also be relatively many observations beginning with 4 and 6 as well. However, Figure A -1 in Appendix A shows that this is not the case -the abundance of 5's is at the expense of 4's and 6's. This illustrates how Benford's law can be used to distinguish problems in survey data arising because of an enumerator from those arising because of an ill-phrased question. For researchers who design surveys and collect data, this situation can be identified early in the survey collection process to help avoid major difficulties in subsequent econometric analysis.
Other Variables
In Appendix A, Table A-2, we perform the same exercise on a few variables also obtained directly from the respondents which seem likely to follow Benford's law. From the results in Table 6 , we cannot reject that the data on the number of animals owned, and hectares of land owned or used come from Benford's distribution using the V * N test. The animals-owned variables include separately the quantities owned of each animal species. If households are able to report the assets they own more accurately than the quantities of crops harvested, measures of wealth for rural households in developing countries may be more accurate than measures of income. For research in which either wealth or income can be used, this may suggest a preference for the former.
We reject the hypothesis that donations to church are in accord with Benford's Law. This may be because respondents are not sure how much they donated to church or because respondents are reluctant to answer honestly. From an economic standpoint it is important to know the main cause of the departures from Benford's distribution.
In Figures 1, A-1 , and A-2 we compare histograms of the actual distri- butions for total income, production quantities, and the number of animals owned. They all appear quite similar to Benford's distribution. The distribution for production quantities does not look as dissimilar to Benford's distribution as the χ 2 goodness-of-fit test suggested because the histograms disguise the fact that there were over 1000 observations on production quantities.
Benford's Law Applied to 1999 Paraguay Data
The Paraguay data comes from a panel data survey collected in 1991, 1994, 1999, and 2002 . Although neither of the authors worked on data collection in the previous rounds, we do have access to those data sets. In 2002 only three enumerators worked on the survey, while in 1999 ten enumerators worked on the survey. Having so many enumerators with only one supervisor might increase the probability of enumerators making up answers because of less supervision during surveys. We test if this is the case.
We have seen that the number of animals owned recorded in 2002 fit Benford's distribution well. We can test whether the same is true of the 1999 data. Table A-3 gives a detailed analysis of animals-owned data by enumerator in both rounds of the surveys. Table 7 contains a more succinct analysis. Using the 2002 data we cannot reject that the distribution of the responses from any of the enumerators differed from the Benford distribution, but the data from 1999 is more ambiguous -some enumerators seem to do a good job using the Benford benchmark while others' data are not consistent with Benford's distribution.
We have learned from analyzing the 2002 data on quantities of crops produced that it is subject to much respondent error. As a basis of comparison, we analyzed the 1999 data. Table A-4 provides details regarding how the enumerators in 1999 and 2002 fared in terms of the answers recorded for quantities of crops produced, and Table 7 contains a more succinct analysis. Note that the production-quantities data in 2002 looks more suspect than the data in 1999. This result is surprising at first, given the previous result that the animals-owned data was better in 2002, but the contradiction can be explained.
Enumerators in 1999 recorded fewer crop-production quantities per household. In 1999 households were recorded as producing an average of 4.7 different crops which rose to 7.3 in 2002. This could be due to an increase in diversification in the three years from 1999 to 2002. The likelier case is that, in 2002, enumerators were encouraged to be quite comprehensive and collect data on all crops produced, not just the most important ones.
9 Respondents may not be sure about the exact quantity produced of crops which are less important to their livelihood (Groves 1989 ). This emphasizes the need for caution in using Benford's Law. Although quantities of crops produced may be reported less accurately for less important products, ignoring them altogether will not increase the accuracy of measures of total income. This also leads to a bias in the sense that the income of more diversified farmers will contain more error than the income of relatively less diversified farmers.
An alternative explanation is that, by asking farmers for a more comprehensive list of crops planted, they lost patience with us and stopped answering the questions with as much thought. This could also lead to the lower quality crop production data in 2002. We test this hypothesis by comparing data on 'important' crops to that on 'non-important' crops. This is shown in Table  8 using three definitions of importance. First, we compare total quantities harvested of crops, which were sold by the household, with those grown for home consumption. Next, we compare crops whose harvests were worth more to the household than 500,000 Guaranies in 2002 (342,500 Guaranies or more in 1999 accounting for inflation, a bit less than $100) with those which were worth less. Lastly, we compare the four most valuable crops (in terms of the value of total output) for each household with any additional, less valuable, crops.
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Looking at Table 8 we see that 'important' crops, no matter how defined, are always more in accord with Benford's law than those defined as 'less important'. These results are quite striking given the evidence that these tests usually become more conservative as sample size increases. There are usually more observations for 'non-important' crops than important ones, no matter how defined, in 2002 than in 1999. On the other hand, there were usually more 'important' crops enumerated in 1999 because the 1999 sample includes 298 households whereas the 2002 sample only includes 223. This suggests that the enumerators in 2002 included more of households' secondary crops. As such, the inclusion of these less important crops, rather than respondent fatigue, seems to be why the 2002 crop data appears to be of lower quality than the 1999 crop data.
4 Comparing High-Profile Data Sets
In this section we analyze the quality of seven data sets which have been used frequently in academic publications. See Appendix B for a list of the many papers published using these data sets. In the process, we compare the quality of data collected by government statistical bureaus with that collected by development economists. In recent years, it has become more popular for researchers to supervise their own data collection, but nothing is known about the relative quality of these homegrown data sets. A priori one could argue why either should be of higher quality.
We look at two data sets collected under the supervision of academic economists and five data sets collected under the supervision of government agencies. We have no prior beliefs about which type of data set should be of higher quality. One could argue that data collected under the supervision of academics should be of higher quality because the supervisor has a greater personal interest in the quality of the data and will thus monitor the enumerators more closely. These data sets also tend to be smaller, which may increase the potential for monitoring. On the other hand, data collected under the supervision of government agencies and the World Bank may be of higher quality because they are professional survey administrators and may have more experience and knowledge about surveying techniques. In addition, those in charge are often from the country in which they are gathering data and so may be less likely to have misunderstandings in the field.
In this study, the data sets collected by academic researchers seem to be more free of distortions than those collected by the government. As these data sets have been used in a multitude of academic papers and have been used to make policy prescriptions, the importance of data issues should be kept in mind.
The first of the two data sets collected by academic economists and discussed here is the Paraguayan data discussed thus far. The 2002 round of data was collected under the supervision of one of the authors when she was a graduate student at UC Berkeley and includes 223 households. The 1999 round of data was collected under the supervision of a professor who was then a graduate student at UW Madison and includes 298 households. The second data set we will analyze was collected in Ghana from 1996-1998 under the supervision of Chris Udry (a professor at Yale) and Markus Goldstein (then a graduate student at UC Berkeley). The data set includes information on 294 households.
The data collected by government statistical bureaus with the help of international organizations contain many more observations. The five data sets we examine are: We have chosen to look at two variables which are likely to be in accord with Benford's law and are comparable across surveys, the quantities of crops harvested and the number of animals owned. We expect these data to be in accord with Benford's law for two reasons, the first being that they concern, arguably, naturally occurring phenomena. Although farmers plant seeds, nature conditions the output, and although farmers sell and buy animals, they reproduce at their own pace. Secondly, both variables are combinations of distributions. Observations of crops produced are the combination of distributions for all the crops that households could produce while the animals-owned variable combines the distributions for all the types of animals households could own. Table 9 shows the results for crop production quantities in the seven different surveys. We see that the χ 2 statistic rises with sample size, a disadvantage we noted previously. On the other hand, the V * N test is less affected by sample size. We find that the data sets collected by academic researchers contain data that is much more in accord with Benford's Law than the government-collected data sets, even when making comparisons with the smaller government data sets (all rounds of the Pakistan data and the data from Peru in 1991).
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Within the data collected by the government and international organizations, the Progresa data from Mexico and the IFPRI data from Pakistan seem to be the least in accord with Benford's law. When looking at the correlation and the m statistic, measures which are less affected by sample size, the Mexico and Pakistan data are the only ones with correlations below .90 and m statistics above 0.10. Although the χ 2 and V * N test statistics are related to sample size, we can compare the data from Mexico with that from Vietnam, Peru in 1985, and Bangladesh. The test statistics for the data from Mexico are much higher than those in the other three data sets. The test statistics for the Pakistan data are more similar to those of the other smaller data sets. Table 10 shows each survey's results for the number of each type of animal owned. Comparing the quality of data on crop production (a component of income) with that on animals owned (a component of wealth), neither seems to be clearly better in all of the data sets. 
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The results for the animals-owned data also indicate that the data collected by academics seem to be more in accord with Benford's law than that collected by government agencies. Again, the correlations are lowest for the Pakistan data, and the m statistics are highest for the data from Pakistan and Mexico. We still find that, in terms of tests, the data from Mexico compares poorly with that from Vietnam and Peru while the data from Pakistan compares poorly with that from Bangladesh and Peru.
Note that the November 1997 round of data from Mexico appears to be of much higher quality than the other rounds. (Data on crop production was not collected in this round, so we cannot make the similar comparison in the previous Table 9 .) This is interesting because the first round of the Mexican Progresa data has a different survey name (Encaseh for determining household eligibility vs Encel for program evaluation). It is not clear why the difference between the two surveys should be so large.
Male vs Female Respondents
Four of the surveys identify which household member responded to the questionnaire. If women are in charge of livestock while men are in charge of crop production, one might think that women can answer questions about livestock more accurately than men, while men can answer questions about crop production more accurately than women. In Tables 11 and 12 we test this idea. The Bangladesh, Peru, and Vietnam data indicate the respondent's identity. For the 2002 Paraguay data, some surveys were conducted with multiple family members so there are surveys answered by males, females, and both.
The test results are always much higher (worse) for males than females, but that may be because of the higher sample size of male respondents. The correlations and m statistics, which do not depend on sample size, are quite similar for males and females. These results suggest that there is not a large difference in the overall quality of information given by male versus female respondents. Additionally, males and females do not seem to perform differently in answering questions related to crops versus livestock. We might interpret these results as showing that survey supervisors can get reasonable quality data from both male and female household members, although this ignores the fact that households endogenously chose which household member would answer the survey questions. 
Enumerators' Opinions
Some surveys ask the enumerator to judge the quality of information given by the respondent. Using Benford's Law, we can see how well enumerators identified low-quality data. The survey from Bangladesh asked enumerators to judge both the accuracy of the respondents' answers as well as the seriousness and attentiveness of the respondent. Possible answers were: excellent, good, fair, not so bad, and very bad. In Table 13 we compare those surveys which were judged to be fair, not so bad, or very bad in terms of either accuracy or attentiveness (or both) with those that were good or excellent in both categories. As there are many more 'good' observations than 'bad', the test statistics for the good data are higher. More suggestively, the correlation with Benford is also higher in the 'bad' data while the m statistic is lower. If anything, the bad data seems to be better than the good data. Although this analysis is only applied to one data set, it suggests that enumerator evaluations of the respondents' data should be taken with a grain of salt. 
Implications for Theory and Practice
These results suggest that measurement error is a problem in many datacollection exercises. When respondents are asked for answers of which they are unsure they tend to estimate and round to 'nice' numbers. In addition, at least in this study, larger data sets collected by government statistical offices seem to be of lower than data collected by academic researchers. The Progresa data in Mexico and the IFPRI data from Pakistan are particularly inconsistent with Benford's law. These are issues which should not be ignored. Although sophisticated econometric techniques are available to deal with measurement error once it is identified, we should be much more careful and serious about both enumerator quality and designing questionnaires that elicit data with minimal respondent errors. One might argue that the government-collected data sets still compare quite favorably with the academic-collected data sets due to their larger sample sizes. Having data sets which are an order of magnitude larger but contain more measurement error may still allow for more power than smaller data sets with less error. This would be true if the errors were pure white noise, but one might expect that this is not the case. We have shown evidence that suggests data errors increase for more-diversified farmers. If certain questions are more prone to errors than others, then we will find that surveys for households which are more active in those areas will contain more errors, which can cause serious problems in estimation and inference.
We have also shown that there are certain questions which are more or less susceptible to response errors. Questions for which people tend to be unsure of the answer or which people may have an incentive to answer dishonestly, such as donations to church, are more susceptible to errors. The desire to produce data which minimizes these irregularities can and should influence data collection methodology.
Although the exact questions which lead to departures from Benford's FSD distribution may be different in each country and situation, Benford's law provides a simple means of testing for such irregularities in data. Researchers can quickly test whether the variable that is of most interest to their research follows Benford's law or exhibits errors in the pre-testing stage of the survey. Glewwe & Dang (2005) show how having computers available for data-input and mistake-finding at the district level, so that mistakes can be found more quickly and households reinterviewed sooner, can improve data quality. These computers could easily be programmed to include a Benford's law component, able to test for the quality of different questions and different enumerators.
One should remember that these errors are most easily tested for in data directly from the respondent. For example, as we saw above, Benford's law suggests that the data on crop quantities produced is irregular but we cannot reject that total income (the sum of all quantities produced multiplied by their prices plus other sources of income) follows Benford's law. This is because we calculated total income as a linear combination of many variables. It has been suggested that combining variables may lead them to better approximate Benford's distribution even when the underlying individual variables do not follow Benford's law (Raimi 1976 ).
These results demonstrate why one should not consider only Benford's Law when evaluating enumerators or data sets. For example, while the data collected in 1999 on crop quantities produced are much more in accord with Benford's law than that collected in 2002, the evidence suggests that this is not because the enumerators were better in 1999. The enumerators in 1999 seem to have only collected data on the most important crops, for which there was less respondent error, while the enumerators in 2002 collected data on many more crops, but for which there was more respondent error. Hence, while Benford's law suggests that the 1999 data contains less measurement error, other evidence suggests that this is because the 1999 data includes fewer crops. This is a warning against using Benford's law in isolation when judging the quality of a data set.
Conclusions
We have demonstrated how Benford's Law can be used to detect data abnormalities arising both from questions that are difficult to answer and from enumerator errors. While econometricians and applied economists spend much energy correcting for measurement error in pre-existing data sets, they should also try to avoid it by detecting these problems early in the datacollection process.
There remains much room for future research on topics related to survey design and enumerator contracts. Can researchers articulate which types of questions and situations will lead to more accurate answers in general? For example, the following situations may affect error: use of interpreters, presence of non-family members during the interview, participation of more than one family member in the interview, and participation of female rather than male household members.
Furthermore, while Philipson & Malani (1999) show how random enumerator audits with prizes for accurate reporting can be used to decrease errors when direct data verification is possible, a contract has not yet been designed for data tests such as Benford's law which may be more prone to both Type I and Type II errors. These are important steps that should be taken to increase the quality of data production in addition to that of data consumption.
Finally, Scott & Fasli (2001) note that even in Benford's original paper only half of the data sets provide a reasonably close fit with Benford's law. Consequently, it seems possible that a family of data-based FSD distributions may be more compatible with observed data sets. To this end we explore the use of information-theoretic methods in another paper to develop such a family of alternative Benford-like distributions (Grendar et al. 2006) . The relevant exchange rate is approximately 4,800 Guaranies to the dollar. 
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