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Climate analysts use Coupled Model Intercomparison Project Phase 5 (CMIP5) simulations to make sense of models performance in predicting extreme events such as heavy
precipitation. Similarly, weather analysts use numerical weather prediction models (NWP)
to simulate weather conditions either by perturbing initial conditions or by changing multiple input parameterization schemes, e.g., cumulus and microphysics schemes. These
simulations are used in operational weather forecasting and for studying the role of parameterization schemes in synoptic weather events like storms. This work addresses the need
for visualizing the differences in both CMIP5 and NWP model output.
This work proposes three glyph designs used for communicating CMIP5 model error.
It also describes Ensemble Visual eXplorer tool that provides multiple ways of visualizing NWP model output and the related input parameter space. The proposed interactive
dendrogram provides an effective way to relate multiple input parameterization schemes
with spatial characteristics of model uncertainty features. The glyphs that were designed to

communicate CMIP5 model error are extended to encode both parameterization schemes
and graduated uncertainty, to provide related insights at specifc locations such as storm
center and the areas surrounding it. The work analyzes different ways of using glyphs to
represent parametric uncertainty using visual variables such as color and size, in conjunction with Gestalt visual properties. It demonstrates the use of visual analytics in resolving
some of the issues such as visual scalability. As part of this dissertation, we evaluated
three glyph designs using average precipitation rate predicted by CMIP5 simulations, and
Ensemble Visual eXplorer tool using WRF 1999 March 4th, North American storm track
dataset.

Key words: geo-visualization, model uncertainty visualization, model error visualization,
glyph based visualization, visual interaction techniques, tool design, exploratory data analysis, input parameter sensitivity, climate data, weather data
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CHAPTER I
INTRODUCTION

In 1904, Vilhelm Bjerknes applied physical laws to the problem of predicting the atmosphere [7]. These laws or equations evolved into sophisticated models that are used
to simulate weather conditions for different ranges of time. As shown in Figure 1.1, the
output from these models is used to improve the forecast skill of a weather forecast or a
forecaster. The forecast skill score is a standard metric used to measure the success of
predictions by a forecaster. A major break through occurred in 1950 with the introduction of computing machines to solve the equations used in predicting weather. Charney et
al. [11] ran a successful forecast on ENIAC developed by the Moore School of Electrical
Engineering at the University of Pensylvania. During the same time, John Von Newmann
founded Institute for Advanced Study in Princeton, New Jersey that can perform the same
forecast with in a short range of time [81].
The skill score associated with a forecast is linked to the accuracy of these numerical weather prediction models. The accuracy of Numerical Weather Prediction (NWP)
models is limited by the accuracy of input weather conditions, resolution of the model
and parameterization schemes that approximate small process across multiple layers in the
atmosphere.
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Figure 1.1
Record of S1 score (Teweles and Wobus 1954) [85] for 36-h predictions of geopotential
height at 500 mb. The S1 score is roughly a measure of normalized rms vector error of
geopotential height gradient. The area of verifcation is North America and adjacent
waters. To calibrate the S1 score in terms of practical skill, a forecast with a score of 20 is
virtually perfect, and one with a score of 70 is worthless, e.g.,
skill(percent) = 2(70 − S1) [81].

2

Accuracy of NWP increased over the years but not by several orders of magnitude as
computer power did. By most measures, skill has more than doubled in the last 33 years.
This disparity between computer power and skill comes from the nature of the problem as
we understand it. For example, the model resolution is closely related to skill. An order of
magnitude increase in computer power will permit only a doubling of resolution. According to Frederick G. Shuman [81], “doubling the resolution of a forecast only improves the
skill of forecast by about 15% , and even then only if the other charactersitics of the model
are suitably enhanced”.

1.1

Error and Uncertainty in Modelling

According to the American Institute of Aeronautics and Astronautics (AIAA) guidelines [1], uncertainty is defned as “a potential defciency in any phase or activity of the
modeling process that is due to the lack of knowledge.” In simplistic terms, we can say
that it is a non-deterministic component of the physical model that arises from either lack
of knowledge, or a set of assumptions made in simplifying the model. The primary sources
of uncertainties in physical models are: 1.) Model discrepancies, 2.) Input uncertainties
due to uncertain parameters, 3.) Numerical errors and uncertainties, and 4.) Measurement
errors and uncertainties in the case of atmospheric models.
Model discrepancies are the result of a few sub components in a model that are of
small scale compared to the underlying numerical grid laid out to solve equations. These
sub components are either highly complex or part of models that are derived out of partial
3

knowledge. Some of the examples are Aerosol-induced cloud formation or turbulence in
weather, and the effect of production of greenhouse gases dependent on projected growth
of countries that increase the uncertainty in climate models. This kind of uncertainty is
application-dependent and requires additional knowledge about the problem. Input uncertainties arise as a result of input conditions like parameters, initial conditions, boundary
conditions that exhibit uncertainty which has to be determined and propagated through
model. Numerical errors are caused due to approximations and approximation of values,
while measurement errors arise due to impreciseness in collecting data from instruments
and across space and time.
There are two types of uncertainties prominently noted in literature, Aleatoric and Epistemic (systematic) [82]. Aleatoric are uncertainties that cannot be diminished by adding experimental knowledge, while Epistemic is the kind of uncertainty that arises due to model
discrepancies. Epistemic uncertainty is biased, while Alearotic uncertainty is unbiased and
is often defned by a probabilistic framework.
Models are used for predicting the future state of variables. There are different classes
of mathematical models. Dynamical models are modeled based on the physical behavior
of a system using differential equations under some assumptions. These models are often
used to predict the temporal variability of a system. Empirical models assume statistical relationship instead of physical relationship, but both still assume some relationship between
the variables. Empirical modeling is based on the observed relations between experimental data. They do not embed physical parameters in their equations. Statistical models are
modeled to predict outcomes with probability distributions [97]. These can also include
4

some of the physical parameters in their equations. Linear regression is one such statistical model. They present a good amount of information for the user to make an informed
decision.
All three classes of models were used to predict and forecast trends of weather conditions. They differ signifcantly in how they were modeled and in terms of presenting
enough information for the user to make an informed decision.

1.2

The Role of Visualization

Figure 1.2
Langren’s 1644 graph of determinations of the distance, in longitude, from Toledo to
Rome. The correct distance is 160 30’. Source:Tufte(1997, p. 15) [90, 102].

The work reported in this disseration uses visualization as a methodology to present
better insights of spatial uncertainty with regards to dynamic model parameterization schemes.
The use of visualization as a tool to resolve spatial uncertainty dates back to 1644. According to Michael Friendly [102], the frst statistical graph was developed by a Flemish
atronomer, Michael Florent van Langren[1600-1675], in 1644 to overcome a problem of
5

navigation and exploration at sea. As shown in Figure 1.2, the 1D line graph plots the
longitudinal locations of Toledo and Rome as reported by various astronomers as indicated
by their initials. The arrow in the picture was later included to point to the correct location.
This graph is a great symbol for this dissertation as it represents the uncertainty pattern and
the bias in the reported spatial locations along the logitudinal scale.

Figure 1.3
This picture 1999 North American East Coast storm track dataset simulated using a WRF
model, with 30 km grid spacing, studied in this dissertation.

1.3

Research Statement

The objective of this research is to develop a visual exploratory tool called ‘Ensemble Visual eXplorer’, to enhance further understanding of input parameterization schemes.
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The visual exploratory process helps weather scientists formulate their hypothesis on input
parameterization schemes involved in simulating weather events. The tools embed visualization techniques that present abstract patterns of uncertainty features, with reference to
multiple WRF input parameterization schemes. We assume that the framework behind this
Ensemble Visual eXplorer tool used for exploring similarities among multiple simulations
can extend to other domains such as physics, fnance, policy-making, etc.

Figure 1.4
An aerial view of food-damaged homes in Hammond, Louisiana on August 2016 due to
heavy precipitation [101].

1.4

Motivation
The motivation for this work emerged out of collaborations with meteorologists, who

are looking to further improve their understanding of parameterization schemes involved in
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simulating a 1999 North American storm track, as shown in Figure 1.3. The understanding
of parameterization schemes in storm simulations helps weather forecasters to reduce the
uncertainty attributed by multiple input parametric simulations, thereby increasing the skill
score of a forecast. This process helps meteorologist make better prediction of storms,
which can affect life and human activity that are of invaluable cost.
Weather is a fundamental aspect of human existence and evolution on planet Earth.
Any effort that improves understanding of weather phenomena creates an enormous impact
for everyone living on planet Earth. The picture in Figure 1.4 shows an aerial view of
residential houses submerged in water due to heavy precipitation during, August 2016
foodings in Hammond, Louisiana.
According to Jeffrey K. Lazo et al. [40], “Interannual aggregate dollar variation in U.S.
economic activity that is attributable to weather variability could be 3.4% or $485 billion
of the 2008 gross domestic product.” This study sheds some light on the impact of weather
variability on economic activity related to multiple application domains. The focus on
subgrid scale physical process and requirements of weather forecasting tool differ from
one application domain to the other. The subgrid scale physical process differ in terms of
model resolution and the atmospheric layer. For example, the aviation industry requires
short range ensemble forecasts for 0-2 days at less than 10Km resolution for detecting
storms, turbulence, and icing. In contrast, the forestry department uses WRF tool to help
predict forest fres based on temperature and wind at sea level. In agriculture, farmers have
to depend on weather prediction systems to decide appropriate time for farming activities,
such as planting seeds, irrigating, making hay, or applying insecticides or fertilizers. Public
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utility companies need to monitor weather conditions to equip and formulate the need for
electricity and gas demand. Emergency managers monitor weather conditions to prepare
themselves for extreme events.

1.5

Contributions

The following contributions arise out of this dissertation:

• We discuss the design choice of visual variables involved in constructing three glyphs
used for communicating absolute model error to evaluate CMIP5 models performance.
• We demonstrate the use of visual analytics using an interactive dendrogram, that
addresses issues related to parameter-sensitive analysis, and simultaneously address
issues related to the visual scalability of numerical weather prediction models.
• We extend the three glyph designs to help meteorologists gain insight on uncertainty
which is identifed as the measure of spread of values, along with parameterization
schemes that contribute to that uncertainty.

1.6

Organization
Chapter 2 and 3, discusses the background and systematic literature review related to

our work. Chapter 4 presents three glyphs designed to address visual representation issues
in communicating CMIP5 model error. Chapter 5 is based on providing insights related
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to input parameter space analysis using a specifc case study related to 1999 North American East Coast weather storm simulations. We will further carry on with our proposal to
evaluate the datasets, to evaluate the effectiveness of the Ensemble Visual eXplorer tool in
presenting abstract patterns of simulated storm data.
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CHAPTER II
BACKGROUND

2.1

Evolution of Visualization
Visualization is a methodology used for extracting and making sense of data patterns.

It is a combination of data mining, and human factors. Data mining involves extracting
insights or intelligence from data, which can be of different types and sizes. Visualization
effectively integrates data intelligence with human capabilities.
The visualization feld is broadly divided into the felds of information visualization
and scientifc visualization. The purpose of information visualization is to communicate
information to users, whereas the purpose of scientifc visualization is to present insights to
domain experts to stimulate their thought process in making better decisions. The choices
behind building visualization tools are based on the context of the data, and the domain
expertise of the audience. As shown in Figure 2.1, data visualization problems can be
classifed into three categories, based on a recently popular, coined term called the “3V”s,
which stands for velocity, volume, and variety of the data [75]. Effective, focused visualizations are built by looking at the problem from the perspective of the 3V’s context.
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Figure 2.1
Three types of problems related to big data visualization [75].
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2.1.1

Goals of Visualization

The goal of visualization is to support the mental process of gaining insight into data,
by mapping data with appropriate visual representations. Visualization is a process of
generating abstract patterns or images that can provide insight into data that is otherwise
diffcult to look at using mental processes. It helps a human’s visual and cognitive process
to focus on patterns, rather than generating those patterns. The goals of visualization range
from visual thinking to visual communication. As shown in Figure 2.2, visualization starts
with an exploration stage, and moves to a confrmation stage, and then shifts to a synthesis
stage, before transitioning to the fnal presentation stage.

Figure 2.2
Different stages involved in visualization [17].
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2.1.2

Exploratory Data Analysis Tools

John Tukey defned Exploratory Data Analysis (EDA) as, “[P]rocedures for analyzing data, techniques for interpreting the results of such procedures, ways of planning the
gathering of data to make its analysis easier, more precise or more accurate, and all the
machinery and results of (mathematical) statistics which apply to analyzing data” [91, 92].
The goal of EDA is to support the process of scientifc inquiry using visual process. This
process was initially proposed as a statistical technique to generate initial hypotheses by
looking into data using graphs. This procedure evolved from the idea that fnding a question is more important than fnding an answer.

2.1.3

Visual Analytics

Visual analytics is a paradigm that keeps the human in the visualization process, to gain
insight into data. It is defned as, “the science of analytical reasoning facilitated by interactive visual interfaces” [14, 86]. The ability to generate and store massive amounts of data is
increasing rapidly, compared to human’s ability to analyze it. So, visual analytics emerged
from the growing need to amplify human cognitive abilities to analyze growing volumes
of dynamic and heterogeneous data. This area evolved from the union of visualization,
statistical analysis, and data mining techniques, and is strongly integrated with the human
ability to analyze, reason and make decisions. The goal of visual analytics is to support an
analyst gaining insights into data sets, by developing appropriate interactive visual interfaces that are driven by analytical reasoning processes. It is an iterative process, where an
analyst is required in the decision-making loop for generating appropriate inquiries.
14

All three processes, visualization, EDA, and visual analytics, are similar regarding using the visual process to gain insight into data, and are dissimilar regarding how they use
the visual process to accomplish goals. For example, EDA emerged as a statistical technique that uses the visual process to conduct both exploratory and confrmatory process
of scientifc inquiry, while visualization is a huge feld that ranges from presenting information to stimulating visual thinking. EDA is the part of visualization that uses statistical
thinking while conducting scientifc inquiry. Visual analytics and EDA are similar regarding how they emerged for addressing the issue of visual scalability. EDA came into existence when it was becoming non-trivial to conduct scientifc inquiry into the vast amounts
of data that were being generated at that time. Similarly, visual analytics came into existence as it became increasingly diffcult to analyze and gain insight into large volumes of
heterogeneous data using visualization techniques.
We are investigating visual representation techniques and exploratory tools, used for
providing visual insights of ensemble uncertainty, with respect to input parameterization
schemes that contribute to model uncertainty. Our work involves an understanding of
numerical weather modeling, statistical methods that quantify ensemble uncertainty, and
visualization techniques that represent spatial characteristics of ensemble uncertainty. As
part of our investigation, we performed a systematic literature review in the feld of ensemble visualization, to report, analyze, and relate our work with previous contributions.
The contributions made as part of this work are multifaceted. They can be explained
as visual representations that provide insight into particular weather phenomena, or can be
understood as exploratory software tools that help weather scientist explore weather pat15

terns to form their hypothesis. There are no new statistical or mathematical contributions
made as part of this work, but we list them in the background section, as they drive the
visual representations used for making sense of different types of weather data.

2.2

Mutivariate Statistics

We use the mtcars dataset that comes with the basic R software installation to explain
the multivariate statistics used in this dissertation. This dataset was initially used by Henderson and Velleman [26], to predict gasoline mileage for 1973-74 automobiles. They
extracted this dataset from the US 1974 Motor Trend magazine. This dataset comprises
multiple quantitative variables related to 32 cars. The table below lists the variables for the
32 cars. We did not include engine type and transmission type variables into our analysis,
as they are categorical.
Table 2.1
Car Variables
Variable Name
mpg
cyl
disp
hp
drat
wt
qsec
vs
am
gear
carb

Variable Description
Miles per gallon
Number of cylinders
Displacement in cubic inches
Gross horsepower
Rear axle ratio
Weight of the car
Acceleration measured in quarter mile time
Engine type : fat engine=1 or rotatory engine=0
Transmission type : automatic transmission=1 or manual=0
Number of gears in the car
Number of carburetors
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The unsupervised cluster analysis and principal component analysis (PCA) methods are
multidimensional and multivariate techniques, used as exploratory statistical techniques,
rather than as a means to confrm hypothesis. They provide analysts with cues on the
patterns in data, which allow the analysts to form their initial hypothesis. They can be used
as multi-dimensional reduction techniques, which can be both quantitative and subjective
in nature. For example, cluster analysis requires the analyst to determine the number of
cluster groups required to analyze the dataset, while PCA requires the analyst to determine
the number of principal components used to describe the dataset, which can be quantitative
and subjective. Both techniques are also used for detecting outliers.
Principal component analysis depends on the correlation of data, while clustering techniques depend on classifying observations, based on a dissimilarity measure. PCA is primarily used as a noise reduction technique, as well as an unsupervised dimension reduction
technique, while clustering is used as an unsupervised learning task.

2.2.1

PCA and KPCA Analysis

The standard principal component analysis, often referred to as empirical orthogonal
function (EOF), is a linear analysis technique, used to transform set of d number of dimensions into a set of D linear, uncorrelated dimensions, where D << d. In other words,
“Is there another basis, which is a linear combination of the original basis, that best expresses our data set?”. Representing our original data set X in a matrix form with m X n
dimensions, where m rows represents number of data points, and n represents the number
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of dimensions. Assume that Y is our new coordinate system, which represents X using
principal components P . The principal component matrix P is used to transform X into Y

P X = Y.

(2.1)

PCA is performed using either the correlation or the covariance of the matrix. The
correlation is a measure of the linear relationship between the variables x and y. It can
be computed using the covariance and the standard deviation of x and y. The correlation
measure (rxy ) is calculated using the equation 2.2, and is bounded within the [-1,1] interval.
A correlation value of −1 can be interpreted as a strong linear relationship between x and
y, but the slope is negative, which says that x and y are inversely related. A correlation
value of +1 can be interpreted as a strong positive linear relationship between x and y and
a correlation value of zero indicates no linear relationship between x and y, although it
could also mean that x and y have a curvilinear relationship.

rxy =

cov(x, y)
sx ∗ sy

(2.2)

The covariance of two variables x and y can be computed using the following equations:
n

cov(x, y) =

1 X
[(xi − x)(yi − y)]
n − 1 i=1

v
u
u
sx = t
v
u
u
sy = t

(2.3)

n

1 X
[(xi − x)2 ]
n − 1 i=1

(2.4)

n

1 X
[(yi − y)2 ]
n − 1 i=1
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(2.5)

Figure 2.3
A heat map of a symmetric correlation matrix, computed using equations 2.2 and 2.3, for
the cars datasets.
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Figure 2.3 shows the correlation matrix of the cars dataset. The plot was clustered
into the fve groups G1, G2, G3, G4, G5, G6 , based on the single linkage algorithm. We
will discuss more about clustering and linkage algorithms in section 2.3.2. Each group is
labeled on both sides of the symmetric plot. The single car, Ferrari Dino in group G5 acts as
an outlier as it got clustered alone in group G5. The cars in group G1 are weakly correlated
with the cars in groups G2, G3, G4, G6 and have strong negative correlation with the
Ferrari Dino car in group G5. The cars in group G2 are strongly negatively correlated with
the cars in group G3 and are weakly correlated with the cars in G4, G5, G6 . The cars
in group, G3 are strongly negatively correlated with the cars in group G6, and are weakly
correlated with the cars in groups G4, G5 . The cars in groups G4, G5, G6 are weakly
correlated with each other.
We use an eigen decomposition of matrices to fnd eigen values λ = λ1 , λ2 , ..., λn ,
and eigen vectors (V)= v1 , v2 , ....vn using the following equation :
P V = λV.

(2.6)

The main aim of this analysis is to represent the dataset with fewer principal components that are linear combinations of correlated variables in the original dataset X. The
order of principal components explains the variance in the dataset in decreasing order, the
frst principal component explains the majority of variance in the dataset, followed by second principal component, etc. In other words, if 95% of the variance is explained by the
frst principal component, then it approximately resembles the mean of the data. Each
eigen value (λi ) is a measure of the variance associated with its principal component vi .
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2.2.1.1

Truncation criteria

The basic way of choosing the number of principal components (M) or the cutoff eigen
value Rm is to look at the variance explained by each principal component. The variance
explained by each principal component is computed by dividing eigen value (λi ) with sum
of all eigen values. Accoring to Joliffe 2002 [34], the cut off eigen value Rm can be in the
range of 70% to 90% [99].

Rm =

λm
(100%)
Σλm

(2.7)

Figure 2.4
The scree plot showing eigen values plotted on vertical axis in relation to their factor
number on horizontal axis.

The drawback associated with the above method is that it is dependent on the number
of data items m. For datasets a with large number of data points, this may not be an
effective measure, as it takes more number of principal components to explain 70% to 90%
of variance with respect to increase in the number of data points. In order to overcome this,
we can use a scree graph which plots the eigen values in decreasing order on vertical axis
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with respect to their factor number on the horizontal axis. As shown in Figure 2.4, the frst
eigen value exhibits majority of the variance and starts to fat off from the second eigen
value. An analyst is expected to separate the cutoff point M, where the slope decreases
sharply. The drawback associated with this process is that it is subjective in nature and
requires analysts to determine the cutoff eigen value. This may not be the ideal measure
for objectively choosing the number of principal components that can explain the majority
of the variance in the dataset.
In order to overcome the subjective nature of scree graph, another option in use is North
et al.’s [58] rule of thumb, to determine the cutoff criteria which is based on change value.
The eigen values are ordered, and a change value is computed for each eigen value. The
eigen value or the index of eigen value at which there is no change is considered to be a cut
off value. According to North et al. [58], “the rule is simply that if the sampling error of
1

a particular eigenvalue λ[δλ ∼ λ( n2 ) 2 ] is comparable to or larger than the spacing between
λ and a neighboring eigen value, then the sampling errors for the Empirical Orthogonal
Function (EOF) associated with λ will be comparable to the size of the neighboring EOF.
The interpretation is that if a group of true eigenvalues lie within one or two δλ of each
other, then they form an ‘effective degenerate multiplet,’ and sample eigenvectors are a
random mixture of the true eigenvectors.” Figure 2.5, plots the frst and second principal
components of the cars dataset on x and y axis, respectively.
The drawback of PCA is that it does not recognize nonlinear features. The kernel PCA
(kpca) solves this problem by projecting the data points from d input dimensions to n
higher dimensions to classify nonlinear features.
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Figure 2.5
The frst two major principal components computed for the cars datasets are projected on
2D plane. The frst principal component (x) is plotted on horizontal axis while the second
major principal component (y) is projected on vertical axis.
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According to VC (Vapnik-Chervonenkis) theory [94], if D dimensions are not linearly
separated in d dimensions where D << d, then they can be separated in n dimensions
where n >> d, as the high dimensional feature space provides a greater classifcation
power.

2.2.2

Cluster Analysis

Cluster analysis is an unsupervised classifcation technique that clusters m number of
observations into either (m − 1) number of hierarchical groups or user defned number of
groups based on the level of similarity between the characteristics of observations. The
similarity level between observations is computed quantitatively using any of the distance
measures such as Euclidean, Manhattan, etc. There are multiple linkage algorithms such as
single linkage, complete linkage, etc., that differ in their criteria for clustering m observations using the computed distance matrix. According to graph theory, a distance measure
is considered as a distance metric if it satisfes the below-specifed criteria,

• If the matrix D that holds pairwise distances between observations is symmetric in
nature,
• If all the diagonal elements of distance matrix D are entries of zero,
• If all non-diagonal matrix entries are positive,
• If every entry in the distance matrix satisfes triangle inequality (i.e) for any observations i and j, dij <= dik + dkj for all k, where k  1 to m.
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2.2.2.1

Distance Measures

One of the most commonly used distance measures is the Euclidean distance [19],
which measures the sum of squared differences between two vectors x and y, of equal size
n, using the following equation,
dij

v
u n
uX
= t (xk − yk )2 .

(2.8)

k=1

The above euclidean distance equation assigns equal weight to all the variables, which
may be not be ideal if there are huge differences in variances among multiple variables.To
circumvent this, a more generalized equation that takes weights < w1 , w2 , .., wn > into
account is formulated as shown below,
v
u n
uX
wk (xk − yk )2 .
dij = t

(2.9)

k=1

There is no single clear distance measure that works for all datasets, every distance measure
is formulated based on differences in characteristics of the datasets and objectives of the
tasks at hand such as identifying outliers. The Chebyshev distance [2] is calculated as
the maximum of absolute differences between two vectors x and y, using the following
equation 2.10,
dij = maxnk=1 |xk − yk |.

(2.10)

The Manhattan distance [16] is calculated as the sum of absolute differences, so that outliers receive less weight than they would if the Euclidean method. The manhattan distance
between two vectors x and y is calculated using the following equation 2.11,

dij =

n
X

|xk − yk |.

k=1
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(2.11)

The Minkowski measure generalizes the above distance measure equations using the
following equation 2.12, where the r norm, the rth root of the sum of the rth powers of
differences of the components.
dij

n
X
=
(wk |xk − yk |r )1/r ,

where r >= 1.

(2.12)

k=1

If r = 1, it reduces to city block or manhattan distance measure, or if r = 2, it reduces to
Euclidean distance measure, or if r = 2 and wk =

2.2.2.2

1
,
sk,k

it reduces to Karl Pearson distance.

Linkage Algorithms

We classify clustering techniques into hierarchical or non-hierarchical, based on the
criteria used to group observations. Most of the hierarchical clustering techniques use the
distance matrix D computed using any of the above distance measures to cluster m observations. As discussed earlier, distance measures are used to compute the similarity between
a pair of observations. There are different variants of hierarchical (bottom up vs. top down)
and non-hierarchical (partition based algorithms like k-Means) linkage algorithms.
The hierarchical linkage algorithms clusters m number of observations into (m − 1)
hierarchical cluster groups. If the hierarchical linkage algorithms work based on splitting a
cluster starting with one cluster group to m cluster groups, then they are considered divisive
methods. On the other hand, the hierarchical linkage algorithms work based on merging
cluster groups in bottom-up manner starting with m cluster groups to one cluster group.
These are considered agglomerative methods. The linkage algorithms that follow divisive
methods are impractical, as they have to look at 2mg−1 ways to split a cluster with mg data
points, whereas agglomerative algorithms have to check m.(m − 1)/2 possible ways for
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merging two cluster groups at each stage, where m represents number of data points in the
dataset.
Agglomerative linkage algorithms The process starts with each of m observations
starting as m groups, and at each stage, it joins two groups based on a merge criteria used
to join groups. Agglomerative linkage algorithms follow the same process, but differ in
terms of merge criteria used for merging cluster groups. The process of clustering halts
after all points are grouped into a single cluster. The process generates a hierarchical binary tree with m number of nodes (each representing an observation) and (m − 1) number
of hierarchical groups referred to as a dendrogram. The branch length of each node or
observation determines its dissimilarity with other observations or groups. The disadvantage with this approach is that an observation assigned to a hierarchical cluster group at
an iterative point cannot be reassigned to another group in future iterations even if it fts
better with the other group. However, the advantage is that it provides an analyst enough
information to choose the number of groups based on dissimilar information provided by
the height of cluster nodes in the dendrogram.
The agglomerative linkage algorithms vary in merge criteria for classifying observations in an hierarchical order. The single linkage method merges any two groups G1, G2
based on the minimum distance between observations in those corresponding two groups
G1, G2 as formulated using the following equation [99],

dG1,G2 =

min (di,j ).

iG1,jG2
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(2.13)

Figure 2.6
The left two pictures demonstrate the clustering process using single linkage algorithm.
The right two pictures demonstrate the clustering process using average linkage algorithm.
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Similarly, the complete linkage method merges any two groups G1, G2 based on the
maximum distance between observations in those corresponding two groups G1, G2 as
formulated in the following equation [99],
dG1,G2 =

max (di,j ).

iG1,jG2

(2.14)

With the average linkage method, any two groups G1, G2 with m1 and m2 observations respectively, are merged based on the average distance of one observation in group
G1 to m2 observations in group G2. Both single and complete linkage methods are based
on single paired distances, whereas the average linkage method is based on a central location measure. It is computed using the following equation [99],
m1 m2

dG1,G2

1 XX
=
(di,j ).
m1m2 i=1 j=1

(2.15)

Figure 2.6 demonstrates the difference between Single and Average linkage methods
for 24th and 25th stage of cluster analysis. The similarity between cars were computed
using Euclidean distance measure and were clustered using both Single linkage method and
Average linkage method. Figure 2.6 shows that during 24th stage of cluster analysis, Single
linkage method merges groups G1 and G2, while the Average linkage method merges
groups G1 and G6.
The Ward’s minimum variance method computed using equation 2.16 [99], works
based on merging any two groups G1, G2 for which, the sum of within group variances
is minimum for input matrix X. This method is based on the sum of squared distances between points and centroid of their respective cluster groups computed at every stage. The
four linkage algorithms discussed in this section work on the same principle of merging
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two groups iteratively until there is one single group. But, they differ in terms of merge
criteria used for joining any two groups.

Figure 2.7
Plot of differences in merge heights among linkage algorithms for 31 cluster stages
involved in clustering 32 cars.

Figure 2.7 shows the differences in merge height of four linkage algorithms for clustering 32 cars into single group in 31 stages. The Euclidean distance measure is used for
computing the dissimilarity matrix D. The difference between the four linkage algorithms
in terms of merge height can be attributed to the merge criteria used to join two groups at
any single stage.
W =

mg
G X
X

k(Xi − X g )k2

(2.16)

g=1 i=1

Non-hierarchical Partition based on K-Means The K-Means clustering techniques
divides m observations into user defned k number of groups. The technique starts by pick30

ing random k number of points called centers or user defned set of points as centers. For
each iteration, it groups all observations into k clusters based on closest distance between
each observation point and the centers. The centers of each k- cluster groups are redefned
by average its observations in previous iteration. This technique runs iteratively either for
user defned number of iterations or until it converges.
Advantage and disadvantage with K-Means: The K-means technique requires user
to defne number of groups which signifcantly acts against its advantage compared with
hierarchical clustering algorithms. Every time the technique starts and stops, it is not
guaranteed to produce same results for big datasets. Computationally, it runs faster than
hierarchical based techniques. The observations are fexible enough to move from one
group to another based on proximity to the centers, which acts as an advantage compared
to hierarchical clustering algorithms [99].

2.2.2.3

Evaluation of Cluster Analysis

As we discussed earlier, the hierarchical linkage algorithms classify the observations
by computing the distance matrix using any of the above distance measures, followed by
clustering the observations using linkage algorithms. It is important to objectively understand the effeciency of the cluster analysis. The Silhouette coeffcient [76] is often used to
measure the effeciency of cluster analysis. It is measured in terms of separation between
groups, and cohesion of observations within a group. Silhoutte width, s(i) is calculated for
each observation in the cluster analysis as follows,

s(i) =

b(i) − a(i)
,
max(a(i), b(i))
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(2.17)

where a(i) reperesents the average dissimilarity of i to all other objects of A. d(i, C)
refers to average dissimilarity of i to all objects of C where C represents set of all clusters
excluding A. The smallest of these numbers is represented by the following equation,

b(i) = minimum.
C6=A

(2.18)

Figure 2.8
The silhoutte coeffcient calculated for 4 different cuts of dendrogram computed using 3
distance measures and 4 linkage methods for the cars dataset.

The mean silhouette coeffcient falls within the range of [-1,1]. A silhouette coeffcient
that is close to 1 indicates that observations are clustered well and a silhouette coeffcient
close to -1 indicates that observations are not properly clustered into groups. The cars
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dataset was analyzed using 3 distance methods and 4 linkage algorithms resulting in 12
dendrograms. As shown in Figure 2.8, the silhouette coeffcient is computed for each dendrogram cut of 2, 3, 4, and 5 cluster groups. The wide differences in silhouette coeffcient
can be attributed to linkage algorithms followed by distance methods. Among linkage
algorithms, the Average merge criteria, Complete merge criteria, and Ward’s minimum
variance criteria are better at classifying cars in comparison to single merge criteria. The
graph shows that the green bar is slightly higher than red followed by blue bars for different cuts of dendrograms, indicating that Manhattan distance measure performed slightly
better than Euclidean distance measure followed by the Chebyshev distance measure. The
cars are well classifed into groups when the Average merge criteria is used for clustering
observations, and Manhattan distance measure is used for computing similarity between
observations. The mean silhouette coeffcient reported in Figure 2.8, gives us an indication
of the performance of distance measure and linkage algorithm for a given k number of
cluster groups in the analysis. This may not be an effcient way to make sense of the right
number of groups in the cluster analysis. A graphical aid such as a dendrogram can be
helpful for the analyst to make sense of distance between hierarchical cluster groups and
its members. We will discuss graphical aids in the next section.

2.2.2.4

Visual analysis using Dendrogram

The heat map is often used to provide insights on pairwise distances between observation, but it may not be the best choice for providing insights on dissimilarity extent between
observations.
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Figure 2.9
The dendrogram cut with 3 cluster groups of cars computed using the Average merge
criteria and the Manhattan distance measure.
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A dendrogram is a hierarchical tree diagram that illustrates the dissimilarity between
multiple observations. It provides better insight on merging of clusters at different stages
than compared to a heat map. As shown in Figure 2.9, the dendrogram computed using the
Averge merge criteria and the Manhattan distance measure encodes the similarity between
cars along the vertical axis. The graph shows the way in which the clusters were formed,
either by joining two individual observations, or pairing an individual observation with an
existing cluster. It shows that cars within each group possess similar characteristics, and
are different from characteristics of other groups.
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CHAPTER III
LITERATURE REVIEW

3.1

Literature Review
As we discussed earlier in the contribution section of Chapter 1, the work involved

in this dissertation primarily focuses on the visual quantifcation of uncertainty, and visual
insights on the relation between parameterization schemes and the uncertainty attributed
by them. In this section, we will review the previous work related to our contributions. We
start this section by listing the procedural steps used for reviewing the previous literature
related to our work.
We performed this systematic literature review based on the guidelines specifed by S
Laramee [38, 39]. As part of their work, they proposed guidelines for reviewing literature
that is specifc to the visualization feld. A literature review plan was developed based
on the problems that we plan to investigate in this dissertation. As part of the search
process, we compiled a list of keywords and a list of journals specifc to our review plan.
The procedure and the time required for a literature review process, changes depending
on the purpose, the direction of research questions, and the evolutionary nature of the
literature review process. The purpose of literature review can entail surveying existing
contributions proposed for solving a particular problem, or it can encompass an empirical
study to investigate perceptual aspects of visual variables used in visual representation of
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the data, or to explore visualization techniques used for developing exploratory tools used
in domains like the weather and climate. The purpose can entirely be only to conduct
a rigorous survey of contributions related to a particular topic. Identifying the purpose
of the literature review is the most important for building a roadmap for the process. In
our case, we are conducting the literature review to list and analyze previous visualization
contributions related to quantifying uncertainty, and its relation to the parameterization
schemes used for modeling the physics in numerical weather prediction models. There
are two research questions, one deals with providing insights on model uncertainty using
visual representation techniques, and the other deals with providing insights on the relation
between parameterization schemes contributing to the model uncertainty. The following
steps are used as a roadmap to direct the literature review process in this dissertation :
• Identifying conference proceedings and journals related to visualization to carry out
the search process.
• Identifying common words related to our work.
• Understanding the semantics of the identifed words and clustering them into individual groups to form search phrases or keywords.
• List the number of publications for each of the identifed keywords across the identifed list of search locations.
• The keywords are fltered based on the number of publications identifed across
search locations. If the number of publications from a search are above a threshold number, we will remove that keyword from our list.
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• We read abstracts related to the compiled titles and further fltered based on relevance
to our work.
• For each paper title, we looked into its references and citations and included papers
related to our work that were not previously on the list.
• We also went through recent literature review papers and included necessary publications to our list.

Figure 3.1
The number of articles retrieved from search locations for each keyword in the list.

A search process is initiated with a set of prospective search locations identifed using
the guidelines specifed in the above paragraph. The identifed prospective search locations are IEEE Transactions on Visualization and Computer Graphics, Computer Graph38

ics Forum, Visualization and Data analysis, and Computers and Geosciences. Based on
our proposed contributions, a set of words were identifed and grouped into three groups
as follows, Group1 (Ensemble, WRF, Multivariate, Parametric), Group2 (Visualization,
Visual Analytics), and Group3 (Uncertainty, Geo Visualization, Data quality). Based on
the guidelines listed in our roadmap, we selected words from each group to form search
phrases like ((Ensemble) AND (Visualization)). Figure 3.1 shows the number of articles
retrieved from fve different publications for a few relevant search phrases. We eliminated
search phrases, as the majority of the articles retrieved using the eliminated search phrases
did not match with the visualization contributions.
Based on the retrieved titles, we classifed articles into two categories based on their
contributions. As listed in Tables 3.1 and 3.2, one category relates to survey and evaluation
of articles that provide documentation and analysis of the existing literature. The other category of articles relate to contributions shaped towards tools and techniques that provide
better visual insights of model uncertainty. We further classify these tools and techniques,
based on the underlying technique used to present the data features. These tools and techniques, were built to address specifc needs of tasks that vary with features across multiple
dimensions and domains. The survey papers listed in the following Tables 3.1 and 3.2,
provide a categorization of uncertainty from different perspectives. These survey papers
provide a breadth of understanding about uncertainty visualization. The articles in Tables
3.1 and 3.2, were ordered based on the publication year as it provides a snapshot of the evolution of contributions related to parameter space, and uncertainty visualization. We start
our discussion with the characteristics and different categories of uncertainty visualization.
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Table 3.1
Recent survey papers related to multivariate visualization techniques, uncertainty
visualization, parameter space visualization and geospatial uncertainty.
S.No

Date

Author

1

2015

MacEachren, Alan M

2

2014

Bonneau,
Georges-Pierre. et al.

3

2014

Kinkeldey, Christoph.
et al.

4

2014

5

2014

6

2013

J. Kehrer. et al.

7

2012

Lipsa, Dan R.. et al.

8

2012

Potter, Kristi. et al.

9

2009

Wilson, Andrew T. et
al.

10

2007

Torre Zuk. et al.

Publication Title

Obermaier, Harald. et
al.
Sedlmair, Michael. et
al.
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Visual Analytics and Uncertainty:
Its Not About the Data [47]
Overview and state-of-the-art of
uncertainty visualization [8]
How to assess visual
communication of uncertainty? A
systematic review of geospatial
uncertainty visualisation user
studies [37]
Future challenges for ensemble
visualization [59]
Visual parameter space analysis: A
conceptual framework [79]
Visualization and Visual Analysis
of Multifaceted Scientifc Data: A
Survey [36]
Visualization for the Physical
Sciences [42]
From quantifcation to
visualization: A taxonomy of
uncertainty visualization
approaches [70]
Toward visual analysis of ensemble
data sets [100]
Visualization of Uncertainty and
Reasoning [104]

Table 3.2
Recent survey papers related to multivariate visualization techniques, uncertainty
visualization, parameter space visualization and geospatial uncertainty.
S.No

Date

Author

11

2006

Henning Griethe. et al.

12

2005

Alan M. MacEachren.
et al.

13

2005

Thomson, Judi. et al.

14

2003

Tomislav Hengl

15

2003

Chris R. Johnson. et al.

16

1997

Alex Pang. et al.

17

1992

Alan M. MacEachren

Publication Title
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The Visualization of Uncertain
Data: Methods and Problems [21]
Visualizing Geospatial Information
Uncertainty: What We Know and
What We Need to Know [49]
A typology for visualizing
uncertainty [88]
Visualisation of Uncertainty using
the HSI Colour Model:
Computations with Colours [25]
A Next Step: Visualizing Errors
and Uncertainty [33]
Approaches to Uncertainty
Visualization [60]
Visualizing Uncertain Information
[46]

We will then, position our research questions related to input parameter space analysis and
ensemble uncertainty within the broader area of uncertainty visualization.
The survey papers document and provide a high level analysis of the visualization contributions. The analysis in these survey papers provide a higher level of details depending
on the year of publication and the direction of questions investigated by the authors. In few
cases, the analysis of these contributions led to conceptualizing frameworks like the visual
parameter space analysis framework [79]. It is important to understand and distinguish
terms like visualization technique and visualization framework to make sense of visualization literature. The term visualization technique is often used to address contributions that
help analysts perform low level tasks. It is used synonymously for contributions that map
visual variables like point, line, color etc, to help analysts detect features. On the other
end a visual framework provides an abstract design for developing tools that help analysts
accomplish higher-level goals like exploring patterns related to higher dimensional data.
Kinkeldey et al. [37], analyzed articles pertaining to user studies that are related to
geospatial uncertainty visualization techniques. Their work differed with previous literature reviews from the standpoint that they did not focus on the impact, or the risks associated with the user’s decision making based on the visualization techniques used for
analyzing spatial uncertainty features. The effects of user’s decision making with respect
to uncertainty, is documented as one of the seven challenges listed in Alan Mac Eachren’s
[49] survey article on uncertainty visualization. Sedlmair et al. [79] surveyed articles related to visual parameter space, where the focus is on providing visual insights with respect
to parameters that contribute to the model variation. This paper is frst of its kind to list
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contributions in visual parameter space from multiple domains. Potter et al. [69], discussed
about implicit visualization techniques such as boxplots used for visualizing 1D and 2D
datasets, by documenting previous contributions related to boxplot and its variants. We
discuss input parameter space visualization followed by uncertainty visualization in more
detail in Section 3.2.2. Input parameter space visualization is a relatively new sub feld that
emerged out of extensive literature covered by ensemble visualization, which is a subset of
uncertainty visualization. We will discuss about uncertainty visualization, ensemble visualization, and input parameter space visualization in more detail in the following sections.

Figure 3.2
Conditions of Information Uncertainty. 3 components of information (space, time, and
attribute) paired with 9 uncertainty types (accuracy/error, precision, completeness,
consistency, lineage, currency/timing, credibility, subjectivity, and interrelatedness) [88].
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3.2

Uncertainty Visualization

The history of GIS uncertainty visualization originated around 1991, when a specialist
meeting generated a technical report about research agenda on Spatial data transfer standards (SDTS) [5]. The meeting discussed the need for visualization techniques that address
model error and error propagation. Alan Mac Eachren opined that, “Good science requires
statements of accuracy by which the reliability of results can be understood and communicated”. It is crucial for analysts to discern and communicate uncertainty. The identifcation
of uncertainty phenomena is fundamental for attempting to visualize it. There has been a
good amount of research pursued for cataloging the broad range of uncertainty. As shown
in the table in Figure 3.2 [88], Thompson et al., proposed a typology of uncertainty and
matched it with 3 components of information, spatial, attribute and temporal. Brodlie’s
work distinguished between uncertainty visualization and visualization of uncertainty.

Figure 3.3
This visualization pipeline shows measurement uncertainty, derived uncertainty, and
visualization uncertainty. [60]
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The generic uncertainty visualization pipeline proposed by Alex Pang et al. [60] gives
us a way to differentiate and relate different kinds of uncertainty that fnally blends into the
overall data analysis. The frst stage of the pipeline deals with the uncertainty that originates during the data acquisition stage. The second stage deals with derived uncertainty,
where the uncertainty is attributed by the use of statistical techniques that are used for
quantify uncertainty. The third and fnal stage deals with visualization uncertainty, where
the uncertainty is attributed by the use of multiple visualization techniques.

Figure 3.4
UVis3 (‘Uncertainty Visualisation cube’) for categorisation of uncertainty signifcation in
visualizations [37].

Kinkeldey and Mac Eachren [37] surveyed empirical studies related to communicating
uncertainty in geovisualization and classifed them based on the Uvis3 cube, shown in
in Figure 3.4. Their evaluation is based on user’s perception of visual variables used in
representing uncertainty in geovisualization techniques. As shown in Figure 3.4, there
are three kinds of classifcation, intrinsic/extrinsic, coincident/adjacent and static/dynamic.
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Intrinsic/extrinsic classifcation is based on whether uncertainty is represented directly or
indirectly. In other words, “is the representation of uncertainty explicit or implicit or are
the variables used for representing uncertainty visually integrable or separable?”. The other
classifcation coincident/adjacent is based on whether data and uncertainty are presented by
overlapping one layer over the other, or are they presented side by side. The static/dynamic
classifcation is based on whether uncertainty is represented using static map contrary to an
animated map with or without using dynamic controls. We will discuss these classifcations
to analyze our proposed techniques in the dissertation.

Figure 3.5
Two apple member volumes with different attribute value distributions: (a - d) visualized
with size controlling visibility, color identifying a glyph’s parent member, and size
representing attribute values; (e - h) visualized with opacity controlling visibility, shape
identifying a glyph’s parent member, and color representing attribute values. [63]

3.2.1

Ensemble Visualization

According to Phadke et al. [63], an ensemble is “a collection of datasets representing independent runs of the simulation, each with slightly different initial parameters or
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execution condition”. Ensembles are generated in multiple domains like mathematics,
geosciences, physics etc. There are two classes of ensemble visualization techniques, one
relates to providing high-level insights on the variation attributed by multiple ensemble
members, and the other is based on visualization techniques that help quantify uncertainty
attributed by an individual ensemble member. We will initially discuss the visualization
techniques that help quantify uncertainty attributed by individual ensemble members, and
then discuss visualization techniques that provide high-level insights on the variation attributed by multiple ensemble members.
Thomas Viard et al. [95] conducted an empirical study on representations of geospatial uncertainty, where spatial data and its uncertainty were considered as two variables
rather than uncertainty emanating from multiple ensemble members. They classifed ensemble visualization techniques into adjacent and coincidental approaches, based on how
uncertainty is represented. In order to quantify uncertainty attributed by single ensemble member, as shown in Figure 3.5, Phadke et al. [63] proposed coincidental techniques
such as pairwise sequential animation, and screen door tinting methods, where multiple
3D ensemble members represented using change in glyph size and color are overlapped in
a single window. Alabi et al. [3] proposed an adjacent approach such as Ensemble surface
slicing, where slices of 3D ensemble members are presented side by side.
There are several ways of classifying ensemble visualization, but Harald Obermaier et
al. [59] classifed both Ensemble-Vis [72] and Noodles frameworks [78], into feature based
and location-based visualizations. Feature-based visualization is used to extract features
from ensemble members, like extracting iso-contour features from all ensemble members
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for a given value, as demonstrated by the Noodles framework [78], and Weaver [73], while
location-based, is used to compare ensemble properties at a fxed location as demonstrated
by the Ensemble-Vis [72] framework. Their work involves visualizing vector ensemble
simulations of computational fuid dynamics (CFD) [31].

Figure 3.6
The user interface of Noodles. The main display area is boxed in red, the second data
control area is in blue, the third uncertainty visualization control area is in green, and the
fourth data-transect plot area is in pink [78].

Chen et al. [12] proposed a multidimensional projection technique, based on geometrical and distributional differences, to explore the instrinsic structure of ensemble data.
Their work is built on the assumption that there is little difference between multivariate
and multidimensional data. Liu et al. [45] proposed a coherent multidimensional scaling
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algorithm, that uses correlated small multiples to examine the similarities of Stock market data, census demographic data and climate simulation data. Pfaffelmoser et al. [62]
proposed a novel clustering algorithm to present both positive and inverse correlation structures in uncertain spatial scalar felds. They introduced a color mapping scheme, allowing
an interactive perception of absolute correlation strengths in various spatial directions.
There is a body of work [68] using probabilistic measures to predict ensemble uncertainty. While these probabilistic measures use parametric statistics to help predict the
likelihood of an event at a particular place, they do not shed light on information of parameters that are used in simulating the events. Poethkow et al. [66] developed two quantities,
isocontour density and the level crossing probability feld, to address the positional uncertainty of isocontours. Poethkow et al. [68] recomputed the level crossing probabilities, using correlations, to reveal a more localized spatial distribution of the uncertain isosurface.
They extended their work computing level crossing probabilities by using correlations to
reveal a more localized spatial distribution of the uncertain isosurface. Liu et al. [44] proposed a technique for modeling per-voxel distributions of data, using GMMs and a volume
raycaster that uses the technique to show uncertainty. Poethkow et al. [67] used KDE and
empirical distributions to compute feature probabilities, that work with all data distributions. Athawale et al. [4] proposed an isosurface based edge-crossing probability approach
to detect uncertainty that is characterized using a probability density function. They used
their approach to analyze temperature ensembles across the Gulf of Mexico coastline.
Nagaraj et al. [56] proposed a measure, based on gradients, to compare multiple ensemble members. They used it to understand multiple simulations of storm path. Zaharescu et
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al. [103] proposed a scale-space representation technique, based on spectral decomposition
with a heat diffusion kernel, to make sense of uncertainty attributed by 2D scalar functions
for 2D manifolds. Pfaffelmoser et al. [61] proposed a color diffusion model for visualizing
absolute and relative derivative uncertainty, and a glyph-based approach for the uncertainty
in gradient orientation. Mihai et al. [52] used gradient based measures to understand the
stability of critical points in uncertain scalar felds. They classifed critical points and their
occurrence using derived confdence intervals for the gradient, and the determinant and
trace of the Hessian matrix in scalar ensembles.
Cox et al. [15] proposed an alternative representation of the error cone used to display the possibility of hurricane tracks. Whitaker et al. [98] developed box contours to
characterize quantiles using iso-contour features. Mirzargar [53] used a data depth method
to derive the rank and percentile statistics to present a general summary of 2D and 3D
curves. Kothur et al. proposed a visual analytical approach to make sense of the similarity
of time-series between ensembles, using a ‘windowed cross-correlation’. Liu Le at al. [43]
proposed a time-specifc representation of storm paths by interpolating ensemble at specifc
times. The time-specifc representation of a storm path’s ensembles helps users understand
the likelihood of a hurricane event for a specifc time and location. Hao et al. [22] developed an approach using 3D shape comparison, cluster tree visualization, and glyph-based
visualization to analyze quark-gluon plasma (QGP) formation in the Relativistic Heavy
Ion Collider (RHIC) at Brookhaven National Laboratory. Hollt et al. [27, 28] designed an
interactive visual analytics system, using a GPU pipeline, to explore simulations of Ocean
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height feld data. They used it for predicting eddies that affect the placement and operation
of offshore structures, such as oil rigs in the Gulf of Mexico.

Figure 3.7
SimilarityExplorer is composed of a set of flters (a), similarity views (b, c, d) and data
views (e, f). The similarity views are b) a matrix view for showing pairwise similarity, c)
a projection view for showing multi-way similarity, and d) small multiples view for
showing region-wise spatiotemporal similarity. The data views are e) a parallel
coordinates view for showing multi-model distribution of each variable, and f) a time
series for showing temporal distribution of any pair of models [65].

Nocke et al. [57] identifed the need for developing a library of interactive visualization techniques, to resolve the needs of analyzing climate simulations. They worked on
integrating their library with SimEnvVis, a front-end user interface for the simulation environment. Potter et al. [71] extended their work on ensemble visualization techniques,
by integrating techniques proposed in Ensemble-vis with Climate data and analysis tool
(CDAT), a tool used widely for analyzing climate data. As shown in Figure 3.7, Poco et
al. [65] proposed SimilarityExplorer, a tool that facilitates interactive exploration of mul51

tifaceted data, like similarity among climate models, and variables for different regions
and time, with the help of coordinated views. The tools developed for climate data helps
climate analysts to compare regions, as opposed to understanding similarity, with spatial
locations of greater resolution. Climate analysts average the data over a certain number of
years, whereas weather data is observed for hours to 2 or 3 days. It helps climate scientists
understand how, where, and when the models are similar. Chad Steed et al. [83] proposed
a web-based analytics tool, that democratizes visual analytics to deal with the challenges
posed by the large-scale data visualization of climate data.

Figure 3.8
Sampling a model. Here, 3 different samples are generated by running the model with 3
different input settings [79].

3.2.2

Visual Parameter Space Analysis Framework

Simulations are used in multiple domains to forecast future conditions. These simulations are often run with an input dataset, and parameters that determine the simulated
output. In order to verify and validate these simulations, analysts are required to understand
the simulated output with respect to input parameter conditions. Sedlmair et al. [79] con52

ceptualized visual parameter space analysis framework based on Munzner’s nested model
[55], by analyzing 112 articles across multiple domains related to parameter space analysis. They defne parameter space analysis (PSA) as “systematic variation of model input
parameters, generating outputs for each combination of parameters, and investigating the
relation between parameter settings and corresponding outputs.” Based on the conceptualized framework, parameters can be classifed into control, environmental and model
parameters. The classifcation of parameters is based on their role and usage while running
the simulation model. As shown in Figure 3.8, the model uses 3 different input settings
that act as control parameters, along with the 2D unsegmented image, to produce 3 different outputs that are clearly segmented. In this case, both input and output are complex
objects. If both input and output are real numbers, we can map input to output using the
equation f : Rm − > Rn , where m denotes a set of input conditions, and n denotes a set
of outputs. The set of input parameters can either be multidimensional/multivariate, or a
complex object. The set of output is multivariate/multidimensional, or a complex object.
Sedlmair et al.’s analysis includes a data fow model that is independent of the application domain. They categorized tasks into six categories that are common to data belonging
to input parameter space visualization. As shown in Figure 3.9, the article proposes four
navigation strategies commonly used for analyzing the six categories of tasks mentioned
below. It is very important to mention these following tasks listed in their article [79], that
are related to this dissertation:
• Optimization: Find the best parameter combination given some objectives.
• Partitioning: How many different types of model behaviors are possible?
• Fitting: Where in the input parameter space would actual measured data occur?
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• Outliers: What outputs are special?
• Uncertainty: How reliable is the output?
• Sensitivity: What ranges/variations of outputs to expect with changes of input?

Figure 3.9
Examples for different navigation strategies: (a) Local-to-global: The user can
interactively manipulate the size of the cutting window (input parameters), which is then
updating the overlaid stress feld heatmap (output). Courtesy of Coffey et al. [13]. (b)
Global-to-local: The view at the top-right and the view at the bottom show overviews of
all simulated explosions (outputs), using representative thumbnail images. Upon selecting
one specifc explosion, its animation can be inspected in the top-mid view. The circular
parallel-coordinate plots on the left show the respective input parameter settings.
Courtesy of Bruckner and Moller [89]. (c) Steering: The user can interactively place sand
sacks (input parameters) while a fooding simulation is running (output). Courtesy of
Waser et al. [96]. This Figure is adapted from Sedlmair et al. [79].

The dynamic interactions can be classifed based on the level of interactions, task taxonomies, etc. Noodles [78], Ensemble-viz [72] and Weaver [73] used a single large window paradigm, while this work used both a small multiples paradigm, and a single window
paradigm, to explore spatial characteristics of model uncertainty. It is also important to
look into human factors studies that address the limitations of visualizing uncertainty information on a map [18, 50, 20]. We used qualitative and quantitative colors, generated by the
Color Brewer tool [24], to represent both qualitative data like parameterization schemes,
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and quantitative data such as ensemble members and their corresponding uncertainty. As
we discussed earlier, the exploratory data analysis, carried out with a single large display,
as compared to small multiples, present different challenges [93]. The use and evaluation
of human-computer interaction techniques in Geo visualization have been discussed by
Marsha et al. [51].
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CHAPTER IV
COMMUNICATING CMIP5 MODEL ERROR USING GLYPHS

4.1

Problem
In this chapter, we use glyph-based visualization techniques for communicating spatial

characteristics of model error. We discuss these glyph based visual representations with
respect to CMIP5 climate simulations. Climate analysts develop and use CMIP5 simulations for predicting climatic variables, such as global temperature, precipitation rate, air
pollution, etc., at multiple locations. As part of assessing CMIP5 model error across multiple regions, it is of climate analyst’s interest to quantify and comprehend the extent of
disagreement or the error between CMIP5 models and ground-based observations. The
terms “accuracy” and “error” are used interchangeably through the rest of this chapter, and
are defned as the absolute difference between the average precipitation rate predicted by
CMIP5 simulations, and the ground-based observation recorded for each individual location. The scope of this work can be extended to domains that are in need of visualizing
uncertainty, which is slightly different from the term error. The word “uncertainty” is
quantitatively calculated as the absolute difference between predicted values and their consensus, often represented using central tendency measures such as the mean or median.
The current ensemble visualization techniques and tools were designed to provide better visual insights of model uncertainty. The visual representational techniques used for
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visualizing ensemble uncertainty were developed based on data features and tasks that are
domain specifc. These visual tasks are dependent on data characteristics, like whether the
data is spatial or non-spatial, 3D or 2D, continuous or discrete, scalar or vector, the dimensionality, and the size of the data. These techniques range from using point-based glyph
representations, for communicating the stability of critical points at specifc grid locations,
to extracting 3D iso-surfaces for visualizing uncertainty in data characterized by probability distribution functions. The feature-based visualization techniques such as iso-contours
extract features from all ensemble members, whereas location-based techniques such as
graduated glyphs are used for comprehending the uncertainty attributed by model values
for individual locations. The feature-based techniques are domain-specifc, as they rely on
underlying data features and tasks related to a higher-dimensional order. The point-based
uncertainty visual representations, such as glyphs, deal with lower dimensionality, and are
easily portable across multiple domains that are in need of comprehending uncertainty or
error.
Glyphs are signs or symbols used to encode the meaning of a particular concept or
scenario. Visual semiotics is the study of signs, and presents theoretical frameworks for
designing glyphs. Borgo et al. [9] defned semiotics as “the study of semiosis and is an
inquiry into the conditions which are necessary in order for representations of objects to
function as signs”. They offer an effcient way to encode model error and uncertainty.
Sanyal et al. [77] conducted an empirical study on using glyphs to represent sample errors.
The study found participants signifcantly underperformed in detecting and counting uncertainty features, when error bars were used instead of representing uncertainty features
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with glyph size and color. Mac Eachren et al. [50] conducted an empirical study on the
use of visual metaphors and variables used for representing uncertainty. Phadke et al. [63]
used glyph size to encode attributes of 3D ensembles. There is a need for understanding
the interaction between visual variables such as size, color, shape and the technique used
for encoding model error using glyphs. As Kinkeldey et al. [37] points out, there are two
relational techniques, coincidental and adjacent, in representing uncertainty. Coincidental
representation refers to overlaying glyphs one over the other, while adjacent representation
refers to presenting insights side by side. In this chapter, we walk through three design
glyphs that encode error attributed by CMIP5 simulations, with respect to ground based
observations at desired grid locations, to help analysts gain an understanding of CMIP5
model accuracy features. The following section describes the data sources and the steps
used for processing the data.

4.2

CMIP5 simulations
We retrieved Bias-corrected statistically downscaled GCM precipitation data from the

archives of the climate analytics group at Santa Clara University. This CMIP5 dataset
contains monthly mean precipitation data from the year 1979 December to 2009 November.
The 58 by 28 grid is spatially bound within the latitude range of (25, 53) degrees, and the
longitude range of (-124, -67.0) degrees, with one degree spacing between locations. We
used 27 models, along with their estimated mean and median. The ground truth data is
retrieved from the Global Precipitation Climatology Project, with 2.5 degree resolution.
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Figure 4.1
Difference between (a) before interpolation, and (b) after bilinear interpolation.

As shown in Figure 4.1, the ground truth data is bilinear interpolated from 2.5 degree
to one degree resolution, to match it with the CMIP5 dataset resolution. The bilinear
interpolation is performed using the Akima library in R. The bilinear interpolation works
by considering the convex linear combination of the precipitation rate values associated
with the grid cells surrounding the location. The precipitation rate at location (x0, y0)
is calculated using precipitation rate values and weights, based on the distance from the
four corners of the rectangular grid cell surrounding the location. The value at location
(x0, y0) surrounded by corners (x1, y1), (x2, y1), (x2, y2), and (x1, y2), where x2 > x1
and y2 > y1, is calculated using the following equations 4.1, 4.2, 4.3, 4.4, and 4.5 in two
steps.
z(x0, y1) = a ∗ z(x1, y1) + (1 − a) ∗ z(x2, y1)

(4.1)

z(x0, y2) = a ∗ z(x1, y2) + (1 − a) ∗ z(x2, y2)

(4.2)

a=
b=

x2 − x1
x0 − x1
y2 − y1
y0 − y1
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(4.3)
(4.4)

z(x0, y0) = b ∗ z(x0, y1) + (1 − b) ∗ z(x0, y2)

(4.5)

The root mean square error (RMSE) for N number of grid cells, with Mx number of
grid points on the x-axis, and My number of grid points on the y-axis, is calculated using
equation 4.6. It quantifes the amount of change in information. G refers to ground truth
grid, and Z refers to the bilinear interpolated values. The RMSE for annual analysis of
ground truth observations is 0.15, which indicates that the information change is negligible.
Since the interpolation error is attributed by ground truth observations, the error either
gets compounded or subtracted across model error values uniformly, without affecting the
glyph representation of the CMIP5 model error pattern. There are negligible impact in
glyphs size, which is used to compare error between multiple locations.
v
u
N
u 1
X
t
RM SE =
(Gi − Zi )2
Mx .My i=1

(4.6)

In the next section, we will walk through design choices behind three proposed glyphs
used for encoding error. We illustrate the effectiveness of these glyphs, in representing
model error, using the annual average precipitation rate predicted by the CMIP5 simulation dataset. As shown in Figure 4.2, we chose four locations, which represent four
different features, to represent error. The frst location, in California, represents a feature
where all models disagree with the ground truth at that particular location. The second
location, in Quebec, represents a feature where a single or few models agree, and the rest
of them disagree, with the ground truth. The third location, in Florida, represents a feature
where a single model disagrees, and rest of them agree, with the ground truth to a certain
extent. The fourth location, in Washington State, represents a feature where the majority of
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models agree, and a few disagree, with the ground truth. In the evaluation section, we will
further discuss the annual and seasonal analysis of precipitation rate predicted by CMIP5
simulations across multiple regions.

Figure 4.2
The four locations represented using markers were chosen, based on the distinct levels of
agreement between the models and the observed groundtruth value.

As discussed earlier in Kinkeldey et al. [37], there are two ways of representing the
above error, implicitly or explicitly. As shown in Figure 4.3, the implicit communication
of model values refers to presenting data distributions for the analyst to cognitively decode
error, while the explicit communication of model values refers to directly communicating
the model error values. There is a cognitive load associated with making sense of model
variation with respect to ground truth. Potter et al. [69] designed a higher-level glyph to
communicate signifcant moments in a data distribution, such as skew and kurtosis, for the
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analyst to make sense of uncertainty, while Sanyal et al. [78] proposed graduated glyphs
for explicitly encoding model uncertainty, to detect outliers.

Figure 4.3
This fgure explains the difference between explicit and implicit representations of model
error with respect to the ground truth for location 1, in California.

We will discuss the graduated glyph proposed by Sanyal et al. [78], and then attempt
to understand the interaction between size and color for representing an error.

4.2.1

Concentric Circles

Sanyal et al. [78] proposed graduated uncertainty glyphs, to represent either a few
or many outliers in weather ensemble datasets, using visual variables like size and color
saturation. The glyph design effectively encodes weather ensemble uncertainty, affording
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detection of outliers preattentively, by sharpening the features. Let us consider that n
number of CMIP5 models were used to predict the precipitation rate at a given location,
and are denoted by (m1 , ..., mn ), with the ground truth value (G). The model error values
(d1 , ..., dn ) are calculated as the absolute difference between model values (m1 , ..., mn ) and
the ground truth value (G). The model error values are then sorted in increasing order, and
are denoted by (D1 , D2 , D3 .......Dn ). The lowest error value at any given location on this
grid is denoted by D1 , and the maximum error value is denoted by Dn , while the maximum
error attributed by all locations on the grid is denoted by Dm , and is precalculated.

Figure 4.4
Rendering of concentric graduated glyphs, in decreasing order of model error, starting
from D29 to D1 for a location in (a) California, and (b) Florida.

As shown in Figure 4.4, the graduated glyph is created by the effect of rendering circles
successively, one over the other, in decreasing order of error values, from Dn to D1 , and
with an increasing level of color saturation, at any given grid location. The radius (ri )
and color saturation (si ) of each successive ith circle, representing model error value Di , is
63

calculated using equations 4.7 and 4.8 respectively. In case of assessing outliers in weather
ensemble uncertainty, the presence of small dense inner core with a fainting periphery of a
wider outer core is identifed with few outliers, and a wider sparse inner with a thin white
outer core is identifed with the presence of many outliers. Similarly as shown in Figure 4.4
(b), in case of assessing disagreement of CMIP5 models with respect to ground truth, the
presence of small dense inner core with wider outer core is identifed with the effect of few
CMIP5 models disagreeing with respect to ground truth, and as shown in Figure 4.4 (a),
the presence of wider inner blue core and small outer white core is identifed as majority
of CMIP5 models disagreeing with ground truth at that location. The variable g, used in
equation 4.7, helps to space the circles. This design facilitates the analyst to pre-attentively
identify the two features by sharpening them. The overall size of the glyph helps analysts
to compare the magnitude of the error with the error in other locations. With all fgures in
this chapter except for Figure 4.11 (c) and (d), we treated locations independently in order
to communicate and compare the error patterns clearly.

g.Di
2Dm
i−1
si =
n
ri =

i = n, .., 2, 1

(4.7)

i = n, .., 2, 1

(4.8)

The sharpening of features to detect the two phenomena pre-attentively comes at the
cost of representing the level of disagreement accurately. It does not allow the analyst to
quantify the level of disagreement objectively. The color channel used to encode the effect
is mapped with the level of error value rather than the error value. Mac Eachren [48] categorized visualization errors into two types, seeing what is not really there (seeing-wrong)
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and not seeing what really is there (not-seeing). These correspond to the Type I and II errors
that we associate with formal hypothesis testing. It is important to understand these visualization errors, which arise out of mapping color with the level of error value rather than
the error value. So we looked into studying visual variables such as size, color, and shape
associated with glyph design, to understand the trade-offs associated with designing visual
representations of different features, associated with quantifying the extent of agreement
between CMIP5 models and the ground truth. As Mac Eachren [50] noted in his empirical
work, color saturation is not a good indicator for representing uncertainty values, so we
used a grayscale color value, in the range of 1 (white) to 0 (black), corresponding to the
highest to lowest disagreement. The use of grayscale creates better contrast, as compared
to using color saturation.

si =

Di − D1
Dn − D1

ri = g.Dm −

g.Dm .(i − 1)
n

i = n, .., 2, 1

i = n, .., 2, 1

(4.9)

(4.10)

As shown in Figure 4.5, we developed three conditions using visual variables, such
as size, color and the interaction between size and color, to represent the four features.
As shown in Figure 4.4, the frst column plots the histogram of model error values. The
second column plots the distribution of error values along Y-axis in decreasing order, and
two color scales are computed using equation 4.8 and 4.9 on the x-axis. The top color scale
computed using equation 4.8 represents the level of the error value, while the bottom color
scale computed using equation 4.9 represents model error values.
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Figure 4.5
The frst column represents the histogram of model error values of all four chosen
locations. The staircase plots in the second column present the sorted model error values
in decreasing order, along with legends on the x-axis representing two different color
conditions where the gray scale is mapped with the level of error value and the model
error values, formulated using equations 4.8 and 4.9. The third column represents the size
condition of concentric circles, where size is mapped with the model error value, and
color value is mapped with the level of error value calculated using equations 4.7 and 4.8.
The fourth column represents the size-color condition of concentric circles, where size
and color values are mapped with error values, calculated using equations 4.7 and 4.9.
The ffth column represents the color condition of concentric circles, where size is
mapped with the level of error value and color is mapped with the error value calculated
using equations 4.10 and 4.9.
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This plot helps us associate model error variation with the color variation using equations 4.8 and 4.9. The third column plots the concentric circles, as proposed by Sanyal et
al. [78], where size is mapped to the error value, and color is mapped to the level of the
error value, calculated using equations 4.7 and 4.8 respectively. This condition uses size to
represent the structure of error, and the color channel is used to sharpen the features. The
fourth column plots the concentric circular glyphs, based on mapping model error value
with size, and the color value calculated using equations 4.6 and 4.9, respectively. This
condition uses both size and color to represent the error variation. It places equal emphasis
on the accurate representation of multiple features that arise out of model disagreement
with the ground truth. The ffth column plots the graduated glyphs, where size is mapped
with the level of error values, and the color value with error value, calculated using equations 4.10 and 4.9 respectively. This condition uses the color channel to represent the error
variation. It is included to understand the role of size and color, when used for encoding
model error attributed by models disagreement with the ground truth.
The above three conditions were studied with respect to four features, identifed with
the four locations in Figure 4.2. The effectiveness of these visual representations is evaluated based on the time taken for identifying the feature and the accuracy in depicting the
feature. The frst row, representing a location in California, depicts a feature where the
majority of the models disagree with ground truth. There is not any signifcant difference
in representing this feature between the size and size-color conditions, but the color condition presents a smooth transition from white to gray in the glyph periphery. The color
condition does not provide enough pre-attentive cues in relating the representation with
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the feature. The second row, representing a location in Quebec, depicts a feature where a
single model agrees, and rest of them disagree with the ground truth. The sharp change
in color at the inner core for the size-color condition helps identify the feature effectively,
in comparison with the size condition, where the feature cannot be identifed. The third
row, representing a location in Florida, depicts a feature where the majority of the models
agree, while a single outlier disagrees with the ground truth. The size condition represents
the feature pre-attentively, compared to the size-color conditions. The outlier feature in the
second condition can be detected by the sharp change in color from the outer periphery
to the inner core. The fourth row, representing a location in Washington State, depicts a
feature where there are few outliers, while rest of the models agree with ground truth, to a
certain extent. The size-color condition is effective at representing this feature accurately,
as it distinguishes between a few outliers and a single outlier feature, in the third row. The
size condition communicates the presence of few outliers, but does not help quantify the
number of outliers. It does not distinguish between a single outlier and a few outliers.
There is no difference in the visual representations of size and color conditions for features
represented in the third and fourth locations. Hence, we can infer that error or uncertainty
features are better represented when both size and color are mapped with error values, using the size-color condition. The size condition proposed by Sanyal et al. [78] is biased
to present outliers, compared to the size-color condition, where the model error value is
mapped with both circle size and color.
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Figure 4.6
Construction of concentric sectors glyph, starting from D29 to D1, for an identifed
location in California.

4.2.2

Concentric Sectors

The concentric circles glyph discussed above uses radii to encode the variation of model
error values. But with an increase in the number of models, there is a need for encoding the
variation in the model error values with a greater level of detail. We know that the length
of the arc is twice the radii of a circle from the equation l = 2r, where l denotes the length
of the circle arc and r denotes radii of the circle. So, instead of mapping circle radii with
model error values, we chose to map it with the length of the arc. A sector is the portion of
a circle enclosed by two radii and intercepted by the length of the arc. Each sector varies by
length of its arc and the angle subtended by the radii. As shown in Figure 4.6, we start with
a sector whose arc length represent a maximum deviation from uncertainty, followed by
decreasing order of error values. The angle of each sector is calculated using equation 4.11,
and arc coordinates are calculated using equation 4.12. The variable a refers to the initial
angle of the sector. The color value is calculated using equation 4.9. The radius represents
the variability of model error values when compared with sizes of other locations on the
map, and is constant for all the sectors in a given concentric sector glyph.
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Figure 4.7
The frst column shows the plots of model error values in decreasing order for four
different locations. The second column plots concentric circlular glyphs, the third column
plots concentric sector glyphs, and the fourth column plots stacked rectangular glyphs for
four locations.
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The interpretation for detecting outliers and the level of disagreement is similar to the
interpretation of above concentric circles. The graduated error is encoded in the clockwise
direction. The change in color value from white to black, in the clockwise direction, represents the structure of the model error values. The drawback associated with this glyph
is that the magnitude of error, at any given grid location, is decoupled from the visual representation of error structure, attributed by the disagreement of models with the ground
truth. As shown in Figure 4.7, the third column plots the concentric sector glyphs for four
locations, identifed based on their unique features, shown in Figure 4.2. This glyph is
visually scalable, in comparison to concentric circular glyphs. However, the analyst might
require more time for learning to recognize features using this glyph, compared with the
concentric circular glyph.

θ = −2π.

π
Di
+ a.
180
Dm

x = g.Dm .cosθ + Cx ,

y = g.Dm .sinθ + Cy .

(4.11)

(4.12)

4.2.3 Stacked Rectangles
The concentric circles and sectors are good at presenting outliers attributed by extreme
value in the distribution, but may not be effective in presenting the tail end of the error
distribution, as they rely on using size as the primary visual variable, combined with the
technique of overlaying one over the other, in a concentric manner. To represent the entire error distribution with equal visual weight to both the upper and tail end of the error
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distribution, we propose using a variant of the bar graph, where the width and grayscale
color value of each bar is mapped to the error value, and are stacked from top to bottom in
decreasing order, starting from (D29 ) to the lowest deviation (D1 ), as shown in Figure 4.8,
for error features associated with the identifed location in California. As shown in Figure
4.7, the fourth column plots the stacked rectangular glyphs for the four locations identifed
with their unique error features. The changing width of the glyph, along with the changing
color value along the Y-axis, from top to bottom, represents the error feature.

Figure 4.8
Construction of Stacked rectangle glyph at different stages, starting from D29 to D1, for
a location in California.

4.3

Evaluation
In the above section, we illustrated the effectiveness of three glyph designs, in rep-

resenting four unique error features identifed at four different locations. In this section,
we discuss the software implementation details and the high level insights gathered using
these visual representations. As shown in Figure 4.9, we developed a GUI widget in R,
using the “gWidgets” package, to help analysts perform the annual, seasonal and monthly
analysis for varying sets of time.
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Figure 4.9
Graphical User interface for performing spatial analysis of annual, seasonal and monthly
analysis for different lengths of time series.
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Figure 4.10
(a) Mean of CMIP5 models for annual analysis, (b) Groundtruth observations for annual
analysis, (c) Noodles graduated circles representation, (d) Concentric Circles
representation, (e) Concentric Sectors representation, and (f) Stacked Rectangular
representation.
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Figure 4.11
(a) Mean of CMIP5 models for summer season analysis, (b) Groundtruth observations for
summer season analysis, (c) Concentric circles of annual analysis with glyph size mapped
to CMIP5 model error magnitude, (d) Concentric circles of summer season analysis with
glyph size mapped to CMIP5 model error magnitude, (e) Concentric circles of annual
analysis with uniform glyph size, and (f) Concentric circles of summer season analysis
with uniform glyph size.
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The interactive interface helps the analyst choose the number of models, and switch between annual, seasonal and monthly analysis. It also helps the analyst to either add glyphs
in locations of interest, or remove glyphs to avoid the cluttering problem. A checkbox option facilitates the user to represent the magnitude of error with glyphs. Except in Figure
4.11 (c) and (d), the glyphs were treated independent of other glyphs, in order to present
the error pattern clearly. The plots in Figure in 4.11 (c) and (d) maps the glyph with error
magnitude, facilitating the analyst to compare error across locations and seasons.

4.3.1

Annual Analysis

The annual analysis of the average precipitation rate for 1980-2009, indicates that the
majority of the models did not predict the precipitation rate accurately in the Pacifc Northwest. As shown in Fig 4.10 (a) and (b), the CMIP5 models predicted high average precipitation rate along the Pacifc Northwest, and along East coast. The models differed with
ground truth observations along the Pacifc Northwest and along the Gulf coast in the
Southeast region. As shown in Figure 4.10 (c), the Noodles version of graduated circles
along the Pacifc Northwest exhibit similar model error patterns, with a wider inner core
indicating that the majority of the models did not predict the average precipitation rate
accurately. The graduated circle in the Midwest indicates the possibility of an outlier.
As shown in Figure 4.10 (d), the concentric circular glyphs plotted along the Pacifc
Northwest did not differ with the Noodles version plotted in Figure 4.10 (c). The visual
representations and the associated interpretation is that the majority of the models along
Pacifc Northwest were not accurately predicting precipitation rate is consistent with the
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glyphs proposed by Noodles as in Figure 4.10 (c). But, the Noodles glyphs plotted in
Midwest, Northeast, Southwest and Florida differed with concentric circles glyphs plotted
in the same locations as shown in Figure 4.10 (d). The visual difference between glyphs
located in Northeast and southwest is signifcant in 4.10 (d) then compared to their visual
differences in Figure 4.10 (c). These observations point to difference in mapping visual
variables with model error values. As discussed earlier, the concentric circles in 4.10 (d)
represent model error accurately by mapping model error with circle size and color value,
whereas the graduated circles proposed by Noodles tool represent a skewed version of
model error to identify outliers.
As shown in Figure 4.10 (e), the visual difference between glyphs plotted in Midwest
and Southwest is well represented using concentric sectors, compared to concentric circles. This difference can be attributed to the difference in mapping model error along the
circumference of the circle rather than the radial dimension. As shown in Figure 4.10 (f),
the stacked rectangles glyph plotted in the Midwest shows that changing slope, and better
visual information on the tail end of the distribution of model error, helps analysts to better
comprehend, when compared to glyphs that rely on overlapping one glyph over the other
concentrically.

4.3.2

Seasonal Analysis

As shown in Figures 4.12 (a), 4.13 (a), 4.14 (a), 4.15 (a), the seasonal analysis of precipitation rate indicates that a high precipitation rate is predicted along the Pacifc Northwest
during the winter season.
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Figure 4.12
(a) Mean of CMIP5 models for the Winter Season, (b) Groundtruth observations for
Winter Season, (c) Noodles graduated circles representation, (d) Concentric Circles
representation, (e) Concentric Sectors representation, and (f) Stacked Rectangular
representation.
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Figure 4.13
(a) Mean of CMIP5 models for the Spring Season, (b) Groundtruth observations for the
Spring Season, (c) Noodles graduated circles representation, (d) Concentric Circles
representation, (e) Concentric Sectors representation, and (f) Stacked Rectangular
representation.
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Figure 4.14
(a) Mean of CMIP5 models for the Summer Season, (b) Groundtruth observations for the
Summer Season, (c) Noodles graduated circles representation, (d) Concentric Circles
representation, (e) Concentric Sectors representation, and (f) Stacked Rectangular
representation.
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Figure 4.15
(a) Mean of CMIP5 models for the Fall Season, (b) Groundtruth observations for the Fall
Season, (c) Noodles graduated circles representation, (d) Concentric Circles
representation, (e) Concentric Sectors representation, and (f) Stacked Rectangular
representation.
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The CMIP5 models predict high precipitation rates along the South Eest Central Florida
during the summer season, and East South Central Florida during fall. During summer, the
models predicted precipitation near Northern Mexico, while there is no precipitation predicted, nor observed, along the Pacifc Northwest. The spatial patterns of CMIP5 models
and observed precipitation rate during winter, spring, and fall resemble annual spatial patterns.
As shown in Figure 4.11 (c), (d) , the larger sized glyphs appear near Northern Mexico
during the summer season, while the larger sized glyphs appear near the Pacifc Northwest
for the annual analysis. This indicates that the magnitude of the CMIP5 model error is
greater in Northern Mexico, compared to the Pacifc Northwest during the summer. This
pattern is not in coherence with the annual analysis, where the glyphs are larger along
the Pacifc Northwest, compared to Northern Mexico. The spatial patterns of model error
magnitude is in line with predicted and observed precipitation rate for annual and summer
analysis. As shown in Figure 4.11 (e), (f), while there is a difference in spatial patterns of
CMIP5 model error magnitude, there are no signifcant differences observed in glyph error
patterns for similar locations for the summer and annual analysis.

4.4

Discussion
The graduated glyphs proposed by Noodles [78] is good at identifying outliers but are

not effcient at communicating the structure of error. This chapter helped us understand the
role of visual variables, such as size and color, used to represent outliers using graduated
glyphs proposed by Noodles. The knowledge gained through this study was helpful in ex82

tending glyph’s design to communicate CMIP5 error effciently. The glyph designs were
effective in communicating accurate CMIP5 error when glyph size and color are mapped
with model error values. The concentric circles designed by overlapping one glyph over the
others were good at identifying outlier and communicating the structure and magnitude of
CMIP5 error accurately. The concentric sectors extended the utility of concentric circles
in communicating CMIP5 error by addressing the scalability issue. The stacked rectangles designed using side-by-side paradigm provided an alternative design for identifying
outliers and communicating the structure and magnitude of CMIP5 error accurately.
We evaluated the glyph designs, with multiple unique CMIP5 error features. One inherent disadvantage with the above glyph designs is that the glyph designs were not good
at communicating whether the identifed outlier is too warm or too cold. There is a need
for evaluating these glyph designs for WRF uncertainty. There is also a scope for a user
study, to understand user’s ability to perceive data using these glyph designs.
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CHAPTER V
WRF INPUT PARAMETER SPACE ANALYSIS

5.1

WRF Input Parameterization Schemes
Meteorologists use numerical weather models for studying long-term changes in global

climate variables, and for predicting the weather for short and medium time frames. The
forecast skill of numerical models is getting better, with the availability of increasing computing power. As a result of this phenomena, it is becoming increasingly diffcult for forecasters to disagree with the model forecast, even when the model forecast is inaccurate.
Bosart et al. [10] suggest that one of the reasons may be due to forecaster’s lack of understanding of how models function. The suggestion leads to a debate that the absence of
real-time, high-quality mesoscale surface analyses is a signifcant roadblock in hampering
forecaster ability to detect, track, diagnose, and predict important mesoscale circulation
features associated with interesting weather patterns. The models simulate weather features based on input parameterization schemes, which play a dominant role in simulating
the physical processes. These physical processes play a crucial role in developing subgrid
scale weather features, such as clouds. As shown in Figure 5.1, the sub-grid scale input parameterization schemes are used to calculate the amount of energy that reaches the earth’s
surface. David Stensrud’s [84] work on parameterization schemes provide an in-depth
understanding of parameterization schemes, such as land surface, vegetation, planetary
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boundary layer and turbulence, convection, microphysics, radiation in clear skies, cloud
cover and radiation in cloudy skies, and orographic drag.

Figure 5.1
Idealized vertical column of model grid cell, with N vertical layers and vertical layer n
highlighted. Soil layers are denoted by black shading. Vertical layers where radiation,
convection, microphysics, planetary boundary layer (PBL), turbulence, orographic drag
(ODrag), and vegetation (and/or bare soil and/or water) parameterizations are likely to
effect the model variables, are indicated. Vertical arrows emphasize that the
parameterizations affect the vertical column only [84].

5.2

Problem
In our case, we are working with collaborators from atmospheric sciences, who are

interested in understanding the role of WRF input parameterization schemes used for simulating the 1999 March 4th storm event. As shown in Figure 5.2, this storm event is
classisfed as an East coast storm, because of the location of its origin in Unites States.
The meteorologists are interested in understanding the role of 5 microphysics schemes, 2
cumulus schemes, and 3 PBL schemes used for simulating this storm event.
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Figure 5.2
This picture shows the WRF 1999 North American East Coast storm track dataset,
simulated using 3 input parameterization schemes, and a WRF model with 32 km grid
spacing, studied in this dissertation.

The fve microphysics schemes are 5 - Ferrier [74], 6 - WSM6 [29], 8 - Thompson [87],
10 - Morrison [54], and 16 - WDM6 [41]. The two cumulus schemes are 1 - Kain Fritsch
[35] and 2 - Betts Miller Janjic [32]. The three PBL schemes are 1 - YSU [30], 2 - MYJ
[32], and 7 - ACM2 [64].
The absolute vorticity, and geo-potential heights at the 500mb level, are variables of interest in understanding the region surrounding the storm center, and its path, respectively.
Vorticity is measure of spin, and absolute vorticity is measured as the sum of earth’s vorticity and relative vorticity. Relative vorticity is based on sheer and curvature of the wind.
Planetary vorticity is based on the rotation of the earth, which is dependent on the latitude
of the location. The elevation of low and high-pressure surfaces, indicated by geopotential
heights, help weather analysts make sense of the storm path.
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5.3

Methodology
Current tools were developed to help weather forecasters understand uncertainty fea-

tures attributed by ensemble members, but there have been no efforts made where the main
focus is to provide visual insights of parameterization schemes, with reference to spatial characteristics of uncertainty. Noodles [78], and Ensemble vis [72], provide insights
on spatial characteristics of model uncertainty, and then relate those to parameterization
schemes. With our proposed methodology, we focus on providing insights on parameterization schemes, and then help meteorologists relate those insights with spatial characteristics of ensemble uncertainty. Our method aligns naturally with simulation process, as input
parameterization schemes play a major role in model variations.

5.3.1

Relating Mean Sea Level Pressure with absolute vorticity at the 500mb level

We divide this analysis process into two phases. As shown in Figure 5.3, the frst phase
deals with identifying storm centers for all ensemble members, using the mean sea level
pressure (MSLP) feld. The storm center is located by identifying the location with the
lowest Mean Sea Level Pressure (MSLP) value. The identifed storm center location is used
for extracting a 31 X 31 spatial grid from the center of the storm for absolute vorticity, as
shown in Figure 5.4, and geopotential heights at the 500mb level feld, as shown in Figure
5.5. In our case, we are specifcally interested in the features surrounding the storm center.
The storms are generally identifed by their comma-shaped structure, which exhibits a nonlinear feature. As shown in Figure 5.6, we propose to classify ensemble members based
on features surrounding the storm center.
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Figure 5.3
Plots of the median of the MSLP variable for each timestep. The black rectangles in each
plot identify the storm center.
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The classifcation will help meteorologists form insights on the role of the input parameterization schemes on the simulations. These insights are then used for making sense of
spatial characteristics surrounding the storm center.

5.3.2

Unsupervised classifcation of ensemble members

The storm features are nonlinear in nature, and Kernel PCA [80] is better at classifying
ensemble members based on nonlinear features. It is a nonparametric method that projects
N dimensions onto d dimensions, where d ≥ N . Suppose, we have an input matrix Xmxn ,
with m(961) observations or spatial locations, and n(30) ensemble members. A kernel
matrix Kmxm is computed for each timestep, using the kernel function K(u, v), where u
and v are two vectors. The kernel function is used to compute the pairwise inner product
of two vectors, u and v in feature space. We used three kernel functions, linear, seconddegree polynomial, and Gaussian with radius (σ), equivalent to 32 km grid spacing, for
identifying features surrounding the storm center. The computed kernel matrix is centered
using equation 5.1.

K = K − (M ∗ K) − (K ∗ M ) + (M ∗ K ∗ M )
M = (1/n) ∗ Jmxm

where J is matrix of all 10 s.

(5.1)
(5.2)

We performed eigen analysis on the kernel function to compute eigen values D, and
eigen vectors V .
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Figure 5.4
The 31 X 31 grid of 500mb absolute vorticity, for all 19 timesteps and 30 ensemble
members.
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Figure 5.5
The 31 X 31 grid of 500mb geopotential heights, for all 19 timesteps and 30 ensemble
members.
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Figure 5.6
The pipeline behind Visual analytical framework used for deriving insights related to
input parameterization schemes (Microphysics (MP), Planetary Boundary Layer (PBL),
and Cumulus (CU)).

We used the linear equation 5.3, the second-degree polynomial equation 5.4, and the
Gaussian kernel functions using equation 5.5, to identify major factors attributing to ensemble features.
K(u, v) = (u.v)d
K(u, v) = (u.v + 1)d

f or d = 1

(5.3)

f or d = 2

(5.4)

K(u, v) = exp(−(||u − v||)2 /2σ 2 )

(5.5)

We used North et al.’s [58] criteria to determine the number of major principal components used for representing ensemble features, by eliminating noise. According to North
et al. [58],
”the rule is simply that if the sampling error of a particular eigenvalue λ[δλ ∼
1
λ( n2 ) 2 ] is comparable to or larger than the spacing between λ and a neighboring eigen value, then the sampling errors for the EOF associated with λ will
be comparable to the size of the neighboring EOF. The interpretation is that if
a group of true eigenvalues lie within one or two δλ of each other, then they
form an ‘effective degenerate multiplet,’ and sample eigenvectors are a random
mixture of the true eigenvectors”.
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The loading matrix Lmxl is computed using the following equation 5.6. We then perform
oblique rotation T of the loading matrix to relax geometric constraints, so that the patterns
are enhanced. The score matrix Snxl is then computed with input matrix X, using equation
5.7.
Lmxl = V ∗ D0.5
SnXl = X T ∗ K ∗ [K T ∗ K]

(5.6)
−1

(5.7)

The score matrix SnXl is computed for each time step, and combined for all the time
steps, yielding the Sn(30)X(timestepsXl) matrix. This matrix refects ensemble features with
reduced noise. We evaluated the distance between major ensemble features using three
common distance measures. There is no single clear distance measure that works for all
datasets. Every distance measure is formulated based on differences in characteristics of
the datasets and objectives of the tasks at hand, such as identifying outliers. The Euclidean
distance (dij ) [19] measures the sum of squared differences between principal components
of two ensemble members, using equation 5.8. The maximum distance (dij ) method, often called Chebyshev distance [2], is calculated as the maximum of absolute differences
between principal components of two ensemble members, using equation 5.9. The Manhattan distance (dij ) [16] is calculated as the sum of absolute differences between principal
components of two ensemble members, using equation 5.10.
v
u n
uX
dij = t (xk − yk )2

(5.8)

k=1

dij = maxnk=1 |xk − yk |
dij =

n
X

|xk − yk |

k=1
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(5.9)
(5.10)

We use hierarchical Agglomerative linkage algorithms to group similar ensemble members. It facilitates grouping of ensemble members in an hierarchical structure, revealing the
relationship between parameterization schemes and the distance at which they group. They
start with each of n observations starting as n groups, and at each stage, it joins two groups
based on a merge criteria used to join groups. The process of clustering halts after all
ensemble members are grouped into a single cluster. The process generates a hierarchical
binary tree with n nodes (each representing an ensemble member) and (n − 1) hierarchical groups, referred to as dendrogram. The branch length of each node, or observation,
determines its dissimilarity with other observations or groups. Agglomerative linkage algorithms, such as complete linkage, wards minimum variance method, single linkage, and
average linkage methods, are calculated using equations 5.11, 5.12, 5.13, and 5.14, respectively. They follow the same process of clustering, but differ in terms of merge criteria
used for merging cluster groups. All the clustering techniques use the above computed
distance matrix, computed to cluster n ensemble members into (n − 1) groups.

dG1,G2 =
W =

max (di,j )

(5.11)

k(Xi − X g )k2

(5.12)

min (di,j )

(5.13)

iG1,jG2

mg
G X
X
g=1 i=1

dG1,G2 =

iG1,jG2

m1 m2

dG1,G2

1 XX
=
(di,j )
m1m2 i=1 j=1

(5.14)

There are three derived parameters, kernel functions, distance methods, and linkage
algorithms, used for classifying ensemble members.
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Figure 5.7
Plot of silhoutte coeffcient means for each parameter combination of 3 Kernel functions
X 3 Distance measures X 4 Linkage algorithms, for different numbers of cluster groups.

It is important to objectively understand the effeciency of the cluster analysis. The
Silhouette coeffcient [76] is often used to measure the effeciency of cluster analysis. It
is measured in terms of separation between groups, and cohesion of observations within
a group. Silhoutte width s(i), is calculated for each observation in the cluster analysis as
follows,
s(i) =

b(i) − a(i)
,
max(a(i), b(i))

(5.15)

where a(i) reperesents the average dissimilarity of i to all other objects of A. d(i, C)
refers to the average dissimilarity of i to all objects of C, where C represents the set of
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all clusters excluding A. The smallest of these numbers is represented by the following
equation,
b(i) = minimum.
C6=A

(5.16)

As shown in Figure 5.7, the silhouette coeffcient is computed for each parameter combination of 3 Kernel functions X 3 Distance measures X 4 Linkage algorithms, for 2 to
5 cluster groups. In this case, a Gaussian kernel, with radius 32, yields higher silhouette
coeffcients, compared to second-degree polynomial and linear kernel function for k cluster groups. In terms of distance method used, Manhattan distance method provides better
classifcation than Euclidean, followed by Chebyshev distance method. There is no noticeable difference between linkage algorithms when Gaussian kernel and Manhattan distance
methods are used for classifcation.

5.4

Interactive dendrogram using small Multiples
The goal in our case is to provide insights on the relation between input parameteriza-

tion schemes, and the spatial characteristics of model uncertainty attributed by them. There
are two ways of providing spatial insights, either through small multiples, or using glyphs.
As shown in Figure 5.8, the analyst can classify ensemble members by interactively dividing the ensemble set into multiple cluster groups. In this case, it is evident that cumulus is
driving the uncertainty, as cluster groups were grouped based on cumulus parameterization
schemes. The height at which cluster groups 1 and 2 divide, with respect to its branches,
indicate the distance of separation between ensemble members simulated using cumulus-1
Kain Fritsch, and cumulus-2 Betts Miller Janjic.
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Figure 5.8
The interactive dendrogram of ensemble members at 1999-03-04 03:00:00 UTC.The
thumbnail view presents a comparison of ensemble members, with respect to the median
of its cluster group. The pairwise comparisons present absolute differences between the
medians of 2 cluster groups.
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The pairwise comparisons of cluster group medians, using the small multiples view
lying underneath the dendrogram view, provides spatial insights on differences between
500mb absolute vorticity features simulated using Kain Fritsch, and Betts Miller Janjic
cumulus schemes. The 500mb geopotential height feld overlaid on top of small multiples,
provides cues on low-pressure areas with respect to the storm center. The contours aid
meteorologists to gain insights on the storm path, with respect to the storm center. The
thumbnails view provides insight on comparisons between each cluster member, and its
corresponding group median.
The small multiples view helps us compare similar features surrounding the storm center. The visual feedback from the interactive classifcation of ensemble members into more
groups helps make sense of the differences between similar features, with greater levels of
detail. For example, as shown in Figure 5.9, the pairwise comparison of the small multiples view provides a greater level of detail on spatial uncertainty near the storm center,
when ensembles are classifed into 4 groups, compared to Figure 5.8, where ensembles
are classifed into two groups. The second row of the small multiples view indicates that
the cluster groups 1 and 2, simulated using the Kain Fritsch cumulus scheme, differ near
the storm center. The third row of the small multiples view indicates that cluster group
3, simulated using the Betts Miller Janjic cumulus scheme, differs with groups 1 and 2,
simulated using the Kain Fritsch cumulus scheme, near the front and at the storm center.
The fourth row shows that the differences between group 4, and groups (1,2), simulated
using the Kain Fritsch cumulus scheme, is greater than the differences with group 3, which
is simulated using the similar Betts Miller Janjic cumulus scheme.
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Figure 5.9
The interactive dendrogram of ensemble members at 1999-03-04 03:00:00 UTC.The
thumbnail view presents the comparison of ensemble members with respect to the median
of its cluster group. The pairwise comparisons present absolute differences between the
medians of 4 cluster groups.
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5.5

Parameter Sensitivity Analysis using Glyphs
The dendrogram view provides cues on differences between ensemble members, and

the pairwise comparison provides cues on both the magnitude and the spatial characteristics of uncertainty. The small multiples view is good at comparing dissimilar features
surrounding the storm center. The disadvantage with small multiple views is that weather
analysts have to make multiple saccades to gain insights on spatial characteristics of uncertainty, and they are not effective for making sense of critical points, such as the storm center. There is a need for understanding uncertainty attributed by parameterization schemes
at desired individual locations, such as storm centers. As mentioned in Sanyal [78] and
Hummel [31], glyphs are good at providing an independent, geolocation-based measure.
We proposed three glyph designs in chapter 4 to communicate model error features,
using Bertin’s [6] visual variables, such as size and color value. In this section, we extend the use of the three proposed glyphs, to present insights on the relation between input
parameterization schemes, and the uncertainty attributed by them. The uncertainty is quantitative, while the input parameterization schemes are categorical in nature. The question
here is, how do we map visual variables such as shape, size, and color with categorical data,
like input parameterization schemes, and quantitative data, like uncertainty, to effectively
encode the relation between them. We use principles of Gestalt theory, such as closure,
continuity, similarity, and proximity to effectively encode the relation between the input
parameterization schemes, and the uncertainty attributed by them.
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Figure 5.10
(a) Concentric circles Glyph, (b) Parameterization schemes, (c) Combination of both
representations (a) and (b), (d) Uncertainty encoded using separate channels.

5.5.1

Concentric circles

As shown in Figure 5.10 (a), the uncertainty is encoded using a concentric circular
glyph, by overlaying one glyph over the other, in decreasing order of uncertainty. Each
glyph size and color value are mapped to a decreasing order of uncertainty. As discussed
earlier in chapter 1, there are two dimensions to a circle, one along the radius, and the
other along the circumference. Since we already use the radius to encode uncertainty, we
propose to map categorical variables, such as input parameterization schemes and cluster
groups associated with ensemble members, to m channels, aligned along the circumference
of the circle. As shown in Figure 5.10 (b), each circle is divided into m sectors. Each sector
is mapped with a color hue, associated with an input parameterization scheme. The input
parameterization schemes and cluster groups are mapped to the Color Brewer Set1 [23]
which is a qualitative color scheme used for representing categorical data.
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Figure 5.11
The Ensemble Visual eXplorer tool GUI pannel, built to interactively map graduated
uncertainty and input parameterization schemes, with two dimensional concentric circles.
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Figure 5.12
Mean of 500mb absolute vorticity in the background, with glyphs showing the relation
between input parameterization schemes along the front, for the 1999 March 4th, 18th
hour event.
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As shown in Figure 5.10 (c), the upper left and right quadrants of the circle represent
the symmetric nature of the color shape, defned by cumulus, and cluster color groups,
indicating that cumulus played a major role in attributing uncertainty at the storm center.
It also presents insights on the order and magnitude of uncertainty attributed by parameterization schemes. The outer red core, with an inner blue core, of the upper half of the
circle indicates that cumulus-1 contributed to the uncertainty at the storm center. The green
and red colors present on the outer core of the PBL sector, indicate that PBL-1 and PBL3 contribute to the uncertainty, in comparison with PBL-2, represented with blue, at the
inner core. As shown in Figure 5.10 (d), we can present this relation between input parameterization schemes and uncertainty better, by allocating a separate channel to represent
quantitative uncertainty.
As shown in Figure 5.11, a GUI panel was developed for analysts to place or remove
glyphs interactively on the map, as shown in Figure 5.12. The GUI panel embeds features
to interactively change the number of cluster groups, an also to change parameterization
scheme ordering. This interactive feature helps analysts look for symmetric patterns of
input parameterization schemes, such cumulus, PBL, and microphysics with cluster groups
across the radial dimensions of the glyph.

5.5.2

Concentric sectors

The concentric sectors glyph is designed to encode uncertainty along the circumference, by overlaying one sector over the other, in decreasing order of ensemble uncertainty.
Each sector size and color value are mapped, with a decreasing uncertainty value.
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Figure 5.13
(a) Concentric sector Glyph, (b) Parameterization schemes, (c) Combination of both
representations (a) and (b), (d) Uncertainty encoded using separate channels.

In this case, we use the radial dimension to encode input parameterization schemes.
The radial dimension is divided into m channels, where each channel is mapped with input
parameterization schemes and cluster groups.
As shown in Figure 5.13 (a), uncertainty is encoded in the clockwise direction, in
decreasing order. Figure 5.13 (b) shows the cluster groups, and three input parameterization schemes, represented along the radial dimension. Figure 5.13 (c) encodes uncertainty
along the circumference, and parameterization schemes along with cluster groups along
the radial dimension. As shown in Figure 5.13 (d), uncertainty can be encoded using a
separate channel, for better insights. The outer two channels along the radial dimension,
representing cluster groups and cumulus groups, match, indicating that cumulus is driving
the uncertainty. The red color along the circumference length indicates that cumulus-1 is
contributing more uncertainty, in comparison with cumulus-2.
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Figure 5.14
(a) Uncertainty Glyph, (b) Cumulus Paramterization schemes and cluster groups, (c)
Combination of both representations (a) and (b), (d) Cumulus Paramterization schemes
and Uncertainty, encoded using two separate channels.

5.5.3

Stacked Rectangles

Stacked Rectangles encodes uncertainty along the vertical axis, by stacking rectangles
in top-down order, mapping with decreasing uncertainty value. We extend this design for
parameter sensitive analysis, by encoding parameterization schemes along the horizontal
axis. The glyph can be divided into two channels, based on the current design, with each
channel representing an input parameterization scheme, or cluster groups, or quantitative
uncertainty. The major disadvantage with this glyph design is that it is not visually scalable
to accommodate more than 2 channels. The Figure 5.14 (a) encodes uncertainty using
size and color, while Figure 5.14 (b) encodes cumulus and cluster groups as two separate
channels, without uncertainty. The Figure 5.14 (c) is a combination of Figures 5.14 (a) and
5.14 (b), encoding uncertainty using rectangle width, and color hue to represent cumulus
and cluster groups, as two separate channel. Figure 5.6 (d) encodes uncertainty value using
color on the left channel, to present a better insight of uncertainty attributed to a single input
parameterization scheme or cluster group.
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5.6

Discussion
The interactive dendrogram combined with small multiples view helps analyst’s clas-

sify ensemble members, simulated using a combination of cumulus, PBL, and microphysics schemes, and uses those initial insights gained from the dendrogram to gain insights on spatial characteristics of ensemble uncertainty. The set of glyphs designed to
communicate CMIP5 model error are extended in this chapter, to provide insights on input
parameterization schemes and the uncertainty attributed by them. The numerical methods used to classify ensemble members play a major role in feeding the insights through
a dendrogram or glyph. Silhouette coeffcient was used to measure the effciency of the
clustering process, in terms of separation and cohesion. With the WRF 1999 Storm track
dataset, the combination of the gaussian kernel with a sigma of 30, along with the Manhattan distance method, and Wards minimum variance linkage algorithm, are able to classify
ensemble members effciently. But this combination of these derived parameters may not
yield a better silhouette coeffcient with similar datasets. In future, there is a need for
providing insights on input parameter space analysis based on the variation attributed by
derived parameters.
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CHAPTER VI
CONCLUSION

In this dissertation, we introduced three glyph designs that communicate CMIP5 model
error, by reducing analyst’s cognitive overload. These glyph designs help analysts perform
multiple visual tasks, such as making sense of the structure of model error and detecting
outliers. There are three sub-contributions that arise out of introducing these glyph designs. The frst relates to excavating the knowledge behind the role of visual variables,
such as size and color value, in representing the model error. The second sub-contribution
is related to studying the differences between coincidental and adjacent techniques. The
concentric circles and concentric sectors are categorized as coincidental representations,
while stacked rectangles are categorized as adjacent representations. We were able to
understand the interaction between representational techniques and visual variables. The
third sub contribution pertains to R packages that were built for R Community users, which
affords the use of the glyphs to assess model error in chosen geographic locations.
These glyphs, when used to assess annual CMIP5 model error of average precipitation
rate, was helpful in asking questions such as, “Why is the disagreement between models
and ground truth greater in the Pacifc Northwest, compared to the disagreement between
models and ground truth along the Southeast Gulf coast?”. The evaluations were able

108

to confrm the hypothesis behind each glyph design. The concentric circles were able to
present accurate information, compared to the Graduated glyphs introduced by the Noodles tool, where the visual task was to assess model uncertainty rather than the model error.
The concentric circles were able to present the information with a better resolution, compared to concentric sectors. The model error was relatively easy to perceive using stacked
rectangles, in comparison to Concentric Circles and Concentric Sectors. We analyzed the
glyphs in terms of performing visual tasks, such as the accurate representation of model
error or uncertainty, and for detecting outliers, with 4 different error patterns.
We then introduced the Ensemble Visual eXplorer tool which helps weather analysts
to assess input parameterization schemes, in relation to the spatial characteristics of uncertainty, attributed by the combination of input parameterization schemes. The interactive
dendrogram helps analysts to interactively group ensemble members into clusters, based
on similarities surrounding the storm center, for Absolute Vorticity at 500mb. The contours plotted based on 500mb geopotential height indicates the direction of the storm. We
evaluated our tool with the WRF 1999 North American East Coast storm track data set.
The evaluations were performed by collaborators Dr. Andrew Mercer and Dr. Jamie Dyer
from the GeoSciences department at Mississippi State University. Their research involves
analyzing numerical weather prediction models, and the parameterization schemes used
for simulating the ensemble members. They evaluated the tool using the interactive dendrograms, and were able to fnd the insight that uncertainty is primarily driven by cumulus
schemes followed by PBL and microphysics schemes. They were then able to use the initial insights related to parameterization schemes to make sense of spatial characteristics of
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uncertainty attributed by clusters of ensemble members. The ability to interactively group
ensemble members into cluster groups helps denormalize uncertainty features. In our case,
when we group ensemble members into four clusters, we were able to fnd that cluster 3,
which was simulated using the cumulus scheme (Kain Fritsch) and PBL schemes (YSU
and ACM2), differed with other clusters near the storm center. This insight made us look
into glyphs that can provide insights related to critical locations, such as the storm center,
and areas surrounding it.
We extended the use of Concentric Circles, Concentric Sectors, and Stacked Rectangles
to accommodate insights related to input parameterization schemes. In this case, we are
assessing models with respect to their consensus, rather than assessing model uncertainty.
The visual task associated in this case was to make sense of input parameterization schemes
along with uncertainty attributed by them. The gestalt visual properties along with the
knowledge gained on using visual variables such size and color value to represent CMIP5
model error helped in extending the three glyphs for analysts to make sense of uncertainty
attributed by input parameterization schemes. All of the above methods are not good at
communicating whether an identifed outlier is too warm or too cold.
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CHAPTER VII
FUTURE WORK

As shown in Figure 7.1, we introduced three glyph designs in Chapter 4 for helping analysts make sense of CMIP5 model error. As said earlier, there is a difference between the
terms “error” and “accuracy”. The model error is quantitatively measured as the absolute
difference between model values and ground truth observation, while the term “accuracy”
or “uncertainty ” refers to the spread of model values, which is quantitatively measured
as the absolute difference between model values and the consensus represented using central tendency measures such as mean or median. The patterns that arise out of calculating model error are different from the patterns that were formed from assessing accuracy.
Hence it would be useful if the glyph designs are evaluated for accuracy, which is used in
forecasting. In future, it would be necessary to evaluate these glyph designs with datasets
that are in need of assessing model accuracy.
There is a scope for a user study that helps us understand the effciency of glyphs when
performing a visual task. The effciency of these glyphs can be measured in terms of
user’s perception of data, and the time taken for accomplishing the visual task. Most of the
current visualization techniques depend on using visual variables to represent data side by
side, rather than overlapping one over the other.
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Figure 7.1
Concentric Circles, Concentric Sectors, and Stacked Rectangles show CMIP5 model error
of average precipitation rate for locations in Florida and Quebec.

By conducting a user study, we can understand the role of these two different categories
of visual representations, by assessing user effciency in performing visual tasks with concentric circles and stacked rectangular glyphs. At this point, we predict that concentric
circles require some amount of learning for users to cognitively make sense of the patterns.
A user assessment between concentric circles and concentric sectors glyph in performing
the visual tasks will help us understand user’s ability to perceive the pattern, across both
the radial and the circumference dimensions.
In Chapter 5, we introduced the Ensemble Visual eXplorer tool, to help analysts make
sense of uncertainty attributed by input parameterization schemes, such as cumulus, PBL,
and microphysics. We were able to evaluate the tool with the WRF 1999 Stormtrack
dataset.
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Figure 7.2
This picture 8 North American storm track datasets simulated using a WRF model, with
30 km grid spacing.
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As shown in Figure 7.2, we would like to assess the tool with storm tracks that originate
all across the United States. These storm tracks are categorized as EastCoast, Colorado,
and Alberta clippers, depending on their location of origin. Our collaborators are interested
in understanding the role of input parameterization schemes in weak and strong storm
events across multiple regions.

Figure 7.3
The fgure shows the uncertainty attributed by input parameterization schemes and derived
parameters, used in assessing models simulated using input parameterization schemes.

The current work deals with making sense of input parameterization schemes, such as
cumulus, PBL, and microphysics, that were used with the WRF model to generate multiple ensemble members. In the process of building the tool, we used kernel PCA to identify non-linear features, distance algorithms to compute the similarity between ensemble
members, and linkage algorithms to group similar ensemble members into clusters. The
combination of 3 kernel methods, 5 distance algorithms, and 6 linkage algorithms generate
90 dendrograms. In our dissertation, we picked the right combination of kernel method
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(Gaussian), distance algorithm (Manhattan), and linkage algorithm (Wards minimum variance method), by using a rand index for the dataset. The rand index measures the separation
and cohesion of the clustering process at different stages of clustering. The combination of
choosing the right kernel method, distance algorithm, and linkage method is based on the
underlying dataset. It would be benefcial for geoscientists to make sense of the variation
in analysis attributed by derived parameters. In future, I would like to develop an interactive widget that helps geoscientists make sense of the variation of WRF parameter space
analysis that is attributed by derived parameters. We term this problem “two-dimensional
parameter space analysis”.
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