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ABSTRACT Cw-ESR distance measurement method is extremely valuable for studying the dynamics-function relationship of
biomolecules. However, extracting distance distributions from experiments has been a highly technique-demanding procedure. It
has never been conclusively identiﬁed, to our knowledge, that the problems involved in the analysis are ill posed and are best
solved using Tikhonov regularization. We treat the problems from a novel point of view. First of all, we identify the equations
involved and uncover that they are actually two linear ﬁrst-kind Fredholm integral equations. They can be combined into one
single linear inverse problem and solved in a Tikhonov regularization procedure. The improvement with our new treatment is
signiﬁcant. Our approach is a direct and reliable mathematical method capable of providing an unambiguous solution to the
ill-posed problem. It need not perform nonlinear least-squares ﬁtting to infer a solution from noise-contaminated data and, accord-
ingly, substantially reduces the computation time and the difﬁculty of analysis. Numerical tests and experimental data of polypro-
line II peptides with variant spin-labeled sites are provided to demonstrate our approach. The high resolution of the distance
distributions obtainable with our new approach enables a detailed insight into the ﬂexibility of dynamic structure and the identi-
ﬁcation of conformational species in solution state.INTRODUCTION
In recent decades, electron spin resonance (ESR) spectros-
copy with the site-directed spin-labeling (SDSL) technique
has been established as a powerful tool that provides new
and valuable insight into the dynamics, function, and struc-
ture of biomolecules (1–3). The key features of SDSL-ESR
for structural biophysics include the following: 1), the nitro-
xide spin probe is very sensitive to the local environment
where it is attached and, therefore, is a useful reporter to
probe the heterogeneity in biological system on a molecular
level; 2), the timescale of spin-label ESR ranges from micro-
to nanoseconds, covering a variety of the important biolog-
ical molecular mechanisms such as the dynamics of protein
in solution; 3), the spectral lineshape displays great sensitivity
to the local environment of the spin label, allowing the extrac-
tion of a lot of dynamic information from experimental
spectra through rigorous theoretical analysis based on the
stochastic Liouville equation (4); and 4), SDSL-ESR provides
long distance measurement in paramagnetic spin pairs
ranging from 0.8 to ~7 nm (2), allowing the studies of struc-
ture and dynamics in soluble and membrane-bound proteins
of arbitrary molecular weight.
Based on these features, SDSL-ESR is generally consid-
ered as a great complement to the classical techniques, e.g.,
nuclear magnetic resonance and x-ray crystallography, in
structural biophysics. Among the variety of ESR techniques,
distance measurement experiments that provide a spectro-
scopic ruler in nanometer range have brought the most
substantial impact to structural biology. There are two types
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pairs: continuous-wave (cw) ESR and pulse ESR. The
measurable interspin distance ranges are approximately
from 0.8 to 2 nm in cw-ESR experiments and 2–7 nm in pulse
ESR experiments, making ESR a valuable tool for studying
the structural conformations of a protein and the arrangement
of protein complexes. It has been proved an essential tech-
nique that provides unique insight into dynamics and biolog-
ical functions of a large protein complex (5–8).
Compared to pulse ESR, which enables long-distance
constraints on protein complex, cw-ESR has several advan-
tages (9–12):
1. The cw-ESR spectrometer is more generally accessible
and less expensive.
2. The cw experimental measurement is much less techni-
cally demanding.
3. The measurement can be performed in solution state at
room or physiological temperature, avoiding undesirable
effects due to variations in physical state at low tempera-
ture, such as from changes in ligand and metal coordina-
tion or in the temperature-dependent conformations (13).
In this study, we report the recent theoretical development
in cw-ESR distance measurement. The general approach
for cw distance measurements is briefly described below.
Two spin labels are introduced either on the same monomer
proteins or on different subunits in a complex assembly of
proteins. Cw-ESR experiments are performed to obtain two
spectra—i.e., spectra with, versus that without, the dipolar
coupling (which could typically, although not necessarily,
be the spectra of doubly- versus singly-labeled molecules).
Hereafter, they are denoted as interacting D(B) versus nonin-
teracting S(B) spectrum. It has been generally demonstrated
doi: 10.1016/j.bpj.2009.05.030
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a convolution equation, D(B) ¼ S(B) 5 M(B), where
M(B) represents the broadening function due to the dipolar
coupling between spins (14). Based on that principle, at least
three methods have been developed to obtain the distance
information in spin-label pairs. In the method of Rabenstein
and Shin (14), the deconvolution problem is solved by
Fourier-transforming the equation into the frequency
domain. This method, therefore, requires extreme care and
experience in determining the cutoff point to avoid the
unwanted substantial noise due to division by zeroes or
values close to zero. This often suffers from the drawback
that one would have to sacrifice and discard the data in the
high frequency domain, which corresponds to the information
in long distance, to avoid deconvolution instability. In the
convolution method of Steinhoff et al. (15), the interspin
distance distributions are presumed to be a Gaussian, and
are determined by fitting simulated cw-ESR powder spectra
to experimental data. In the method of Altenbach and co-
workers (13), they avoid deconvolution instability by using
a combination of convolution and deconvolution procedures
fitting a normalized sum of up to 50 weighted Pake
functions, which represent different interspin distances. The
highest resolution in the distribution function of interspins
is, therefore, limited to the maximum number of the weighted
Pake functions. The greater the number of the weighted Pakes
used, the more ill-posed the problem becomes.
Unfortunately, the realization that the whole procedure
involving the deconvolution of spectra and the determination
of distance distributions in cw-ESR distance measurement is,
fundamentally, an ill-posed problem has never been conclu-
sively identified and well addressed. Without clear identifica-
tion and appropriate treatment for these problems, the
application of cw-ESR to biology would continue to suffer
from time-consuming and complicated technique-demand-
ing data analysis. An easier, unbiased, and more convenient
treatment for extracting high-resolution probability distance
distributions from cw-ESR experiments has been desired
for a long time.
In this report, we treat the problems, which include the de-
convolution of cw spectra and the determination of distance
distribution of spin pairs, from what is, to our knowledge,
a novel point of view. We first point out that they can be,
in a more rigorous manner, rearranged to become two Fred-
holm integral equations of the first kind. The problems can
be transformed into one single linear inverse problem
requiring only one step of inversion of the problem to obtain
the solution. A Fredholm integral equation of the first kind
(the left-hand side of which, in discrete form, typically
consists of experimental measured quantities; see next
section) is a classical example of a linear ill-posed problem
requiring a treatment of regularization methods. Note that
an ill-posed problem is defined that an arbitrary small pertur-
bation of the data (i.e., the noise in the measured quantities)
can give rise to arbitrarily large variations in the solution; inother words, the solution to an ill-posed problem is not
unique, since noise always exists in the experimental data.
The condition of the illness of the problem depends on the
kernel property of the Fredholm equation. It has been
recently demonstrated that the equation connecting the
distance distribution of spin pairs and the pulse ESR data,
in particular the data obtained in double quantum coherence
and double electron-electron resonance experiments, is ill-
posed and is best solved using the Tikhonov regularization
(TIKR) method (16–18). Note that the kernel for the pulse
ESR resembles that for cw-ESR, and the condition of illness
of the kernel is preserved as well. We apply the TIKR
method to solving the problem of extracting interspin
distance information in spin pairs from cw-ESR experiments.
It is to be demonstrated that the analysis of cw distance
measurement, as treated from a novel point of view in this
report, cannot get any easier or more straightforward.
We provide some cases of the theoretical and experimental
studies for the demonstration of our new approach. A series
of model studies are provided to show that the improvements
due to our new approach are significant. The deconvolution
problem involved in the determination of dipolar broadening
function can be transformed into a linear inverse problem to
avoid the deconvolution instability. The probability distance
distributions of spin pairs that possess high resolution can
be unambiguously obtained from the dipolar broadening
functions by TIKR method. In the experimental study, our
approach is applied to study the dynamic secondary structure
of polyproline II (PPII) peptides, which are doubly labeled at
variant sites. PPII is a left-handed helix with all-trans peptide
bonds and has backbone dihedral angles of (f, j, u) ¼
(75, 145, 180). Formed at the absence of intrachain
hydrogen bonds, PPII is quite extended with a helical pitch
of 0.93 nm/turn and 3.0 residues/turn, i.e., an axial translation
of 0.31 nm per amino acid. PPII helices are common in both
folded proteins (19,20) and unfolded polypeptides (21). In
the recent years, PPII helices have been demonstrated to be
essential to a variety of biological activities such as signal
transduction and immune response (22). It has been also
found that the flexibility of PPII structure in many proteins
and protein complexes plays an important role in the molec-
ular recognition processes (23). The cw-ESR experiments
demonstrated in this report would suggest a useful approach
to investigate the flexibility and elasticity of PPII conforma-
tion in proteins.
MATERIALS AND EXPERIMENTAL METHODS
Peptide synthesis, labeling, and puriﬁcation
All peptides were synthesized on a 50-mmol or 100-mmol scale by solid-phase
methods using FMOC-protected amino acids, HBTU-mediated coupling, and
standard reaction cycles on a PS3 automated peptide synthesizer (Protein
Technologies, Tucson, AZ). Use of a Rink amide MBHA resin generated
an amidated C-terminus after cleavage from the resin with 92.5% trifluoroace-
tic acid/2.5% triisopropylsilane/2.5% H2O/2.5% ethyldithiol. Each peptide
has an acetylated N-terminus. Peptides were purified by reverse phaseBiophysical Journal 97(3) 930–936
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tron, Waltham, MA). H2O/acetonitrile gradients with 0.1% (v/v) trifluoroace-
tic acid as the counterion were used for the purification of all peptides. Purified
peptides were labeled with a 10-fold excess of (1-Oxy-2,2,5,5-tetramethyl-3-
pyrroline-3-methyl) methanethiosulfonate spin label (Alexis Biochemicals,
San Diego, CA) per Cys residue for overnight in 20 mM MOPS (pH 6.9)
and in the dark at 4C, and then repurified as described above. All peptides
and labeled peptides are >90% pure according to HPLC analysis. The
identities of all peptides were confirmed by using ESI-mass spectrometry.
The concentrations of labeled peptides used for ESR experiments were
~0.4–0.6 mM in a 50% glycerol solution and 0.08–0.12 mM in a 40% sucrose
solution. Two experimental temperatures, 250 K and 275 K, were used. For
the spectra collected at higher temperatures (e.g., at room or physiological
temperature), they display typical fast-motional lineshapes as the 11-amino-
acid-long PPII is a rather small molecule. The linewidth due to the dipolar
interaction is only slightly revealed in the fast-motional lineshape.
CW-ESR measurement
Samples were loaded in quartz capillaries. ESR spectra were recorded on a
model No. EMX-10 spectrometer (Bruker, Billerica, MA) with an operating
frequency of 9.4 GHz and the incident microwave power of 2 mW. The
swept magnetic range was 200 Gauss.
Theory and mathematical method
In a discrete form, the problems that include the deconvolution of two
cw-ESR spectra and the determination of the distance distribution function
of spin pairs can be written in one single system of linear equations,
D(B) ¼ A(B,r)P(r), whose left-hand side is a column vector representing
an interacting spectrum obtained from experiments, whose right-hand side
is composed of a transformation matrix A(B,r) (which is simulated and con-
structed by Pake doublets and a noninteracting spectrum), and a column
vector P(r), representing the spin-pair distribution function to be determined.
We will demonstrate later in this article that the above system of linear equa-
tions is an ill-posed problem requiring a treatment of regularization methods.
With an appropriate treatment to the equation, the solution P(r) can be
obtained in a single inverse step providing fast throughput for extracting
P(r) from the cw-ESR experimental spectra. The linear equation is actually
composed of two ill-posed inverse problems, which areD(B)¼T(B,B0)M(B0)
and M(B0) ¼ K(B0,r)P(r), so that A(B,r) ¼ T(B,B0)  K(B0,r). The details
for the equations are given later. For the simplicity of the presentation, we
present the two ill-posed inverse problems separately before making a combi-
nation of the two problems.
The ﬁrst inverse problem, D(B) ¼ T(B,B0)M(B0): determination
of the function for the sum of Pakes
As shown in Eq. 1, it is known that the interacting D(B) versus noninter-
acting S(B) cw-ESR spectra can be connected by a dipolar broadening func-
tion M(B) in the magnetic domain (B). Under the rigid lattice conditions
(e.g., spin-labeled proteins in frozen solutions or solutions of high viscosity),
the spectrum D(B) can be well approximated by the convolution of S(B) and
M(B). Based on this underlying assumption, the broadening function M(B)
can be obtained, therefore, by the deconvolution of Eq. 1:
DðBÞ ¼ SðBÞ5MðBÞ ¼
Z B
0
S

B  B0MB0dB0 : (1)
The spectra of D(B), S(B), and M(B) are three column vectors with a dimen-
sion of N by 1 and are assumed to have the same range of magnetic field,
[Bmax, Bmax], centered at zero. The deconvolution problem shown in
Eq. 1 is called a Volterra integral equation of the first kind. It can be consid-
ered as a special case of linear first-kind Fredholm integral equations with
a convolution-type kernel asBiophysical Journal 97(3) 930–936DðBÞ ¼
Z Bmax
Bmax
Ckernel

B;B
0
M

B
0
dB
0
: (2)
The kernel Ckernel is zero for Bi < B
0, where Bi represents the i
th element in
the vector B. The deconvolution problem in Eq. 1 is thus transformed into
a linear inverse problem, which is equivalent to the first-kind Fredholm inte-
gral equation with a convolution-type kernel denoted by Ckernel in Eq. 2. The
advantage of working with Eq. 2 is that the underlying theory of the first-
kind Fredholm equation is so well developed. Such a realization of the
connection between deconvolution versus the first-kind Fredholm integral
equation has never been raised and investigated in ESR spectroscopy. By
deconvolution, one means that the solution is inferred from the measured
data, which is contaminated with noise and inaccessible to direct measure-
ment. Under this condition, the first-kind Fredholm equation is an ill-posed
equation whose treatment requires the use of regularization methods.
To solve an ill-posed equation numerically using TIKR method, we
present Eq. 2 in a discrete format:
DðBÞ ¼ TðB;B0ÞMðB0Þ: (3)
As a result, the spectral column vector D(B) is approximately equivalent to
the product of a matrix T(B,B0) and a column vector M(B0), as shown in
Eq. 3. The matrix T(B,B0) represents the matrix form of the convolution-
type kernel Ckernel and is explicitly shown as
T ¼
2
66664
t0 t1 t2 / t1N
t1 t0 t1 / t2N
t2 t1 t0 / t3N
« « « 1 «
tN1 tN2 tN3 / t0
3
77775; (4)
where ti ¼ DB $ S(DB $ i) for jij % (N1)/2 and ti ¼ 0 otherwise, and
DB ¼ 2Bmax/N1. It is a Toeplitz matrix whose element depends only on
the difference between the indices and is a persymmetric matrix, i.e., it is
symmetric across the anti-diagonal. Note that the matrix T(B,B0) is persym-
metric for odd N and it becomes unsymmetric for even N. Both types of
a Toeplitz matrix can be easily constructed from an noninteracting spectrum
S(B) using a MATLAB (The MathWorks, Natick, MA) function, toeplitz.
(See the Supporting Material for details.) It is clearly shown that the solution
of a linear first-kind Fredholm equation (see Eq. 2) is equivalent to the solu-
tion of the deconvolution (Eq. 1). The kernel function that corresponds to the
convolution equation takes the form of structured matrices, i.e., a Toeplitz
coefficient matrix (i.e., T in Eq. 4). Thus, it is possible to transform the
deconvolution problem into a linear inverse problem (see Eq. 3). Discretiza-
tion of the deconvolution problem thereby leads to a linear inverse problem
with a Toeplitz-structured coefficient matrix. Equation 3 defines the first
linear inverse problem in this report.
The second inverse problem, M(B0) ¼ K(B0,r)P(r): determina-
tion of distance distributions in spin pairs
The broadening function, i.e., M(B) in Eq. 1, represents the weighted sum of
the Pake doublets, k(B,r), over the distribution of the interspin distances,
P(r), as
MðBÞ ¼ R Rmax
Rmin
kðB; rÞPðrÞr2dr;
subject to
R Rmax
Rmin
PðrÞdr ¼ 1:
(5)
The Pake doublet k(B,r) is an absorption spectrum as a function of magnetic
field for a fixed r (24). It is due to the dipolar interactions for randomly
oriented spin pairs at the fixed interspin distance. The splitting in the Pake
doublet represents the separation between the two resonances in the three
triplet states and possesses the splitting magnitude of 3gZ/2r3, where g is
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shown that the integral equation in Eq. 5 fits the form of the Fredholm inte-
gral equation of the first kind, which is known to be an ill-posed inverse
problem. To solve the integral equation by TIKR, Eq. 5 is discretized and
transformed into
MðBÞy
XN
j¼ 1
ujr
2
j k

B; rj

P

rj
 ¼ KðB; rÞPðrÞ; (6)
where uj is the corresponding weights of quadrature rule to approximate an
integral to a discrete summation. The spin-pair distance distribution, P(r),
can then be obtained by solving the second inverse problem that connects
M(B) with P(r). Hence, Eq. 6 defines the second linear inverse problem in
this report.
Tikhonov regularization
The TIKR method has proved to be a mathematically reliable method for an ill-
posed problem such as the Fredholm equation of the first kind. It has been
previously demonstrated that TIKR can be applied to an ill-posed problem in
the analysis of pulsed dipolar ESR experimental data and obtain a reliable solu-
tion to the problem. Equations 3 and 6 are the two systems for the linear inverse
problems in which we are interested. They both result from the equations
(Eqs. 2 and 5) that belong to the form of a Fredholm integral equation of the first
kind, which is ill-posed and whose treatment requires a regularization method.
The discretized forms in Eqs. 3 and 6 are ready to be solved using TIKR.
There are two ways to deal with the problems of our interest using TIKR.
One is to solve the two linear equation systems, separately, in Eqs. 3 and 6.
The solutionM(B) to Eq. 3 provides a quick access for estimating the average
distances in spin pairs. This distance information is often found adequate for
the study of structural biology. If one is also interested in the probability func-
tion of interspin distance distributions, theM(B) can be further substituted into
Eq. 6 to solve for P(r). Alternatively, one can combine Eqs. 3 and 6 to obtain
a single linear equation system, i.e., D(B) ¼ A(B,r)P(r), where the transfor-
mation matrix A(B,r) is the matrix-matrix product of T(B,B0)  K(B0,r), so
that the solution vector P(r) can be directly obtained in a single TIKR regula-
rization step.
TIKR method is based on a modification of the first-kind Fredholm inte-
gral equation, i.e., a discrete transformation from an integral equation (for
example, Eq. 2 or Eq. 5) to a system of linear equations (for example,
Eq. 3 or Eq. 6). This discrete form, in the present of finite noise, is ill-posed,
so it cannot be solved in a straightforward manner by directly inverting the
matrix. Equation 7 shows the TIKR functional to be minimized to obtain the
desired solution P(r),
FTIKR½PðrÞhkAðB; rÞPðrÞ  DðBÞk2 þ l2kLPðrÞk2; (7)
where l is a regularization parameter to be determined and L is a differential
operator whose order can be arbitrarily chosen to vary the effect of suppres-
sion over the unwanted noiselike oscillations in the regularized solution. The
great advantage of employing the TIKR method is that the minimization of
the TIKR functional yields a unique and simple solution column vector for
a given l,
PðrÞl ¼

ATðB; rÞAðB; rÞ þ l21ATðB; rÞDðBÞ; (8)
where the kernel matrix A is not necessarily a square matrix and can be
decomposed by SVD, as detailed elsewhere (16). The TIKR solution is
obtained, therefore, in a direct manner without performing numerical itera-
tions and optimizations. Likewise, the equations shown in Eqs. 3 and 6 can
also be solved separately using the TIKR method, following Eqs. 7 and 8.
The regularization parameter of the TIKR functional is determined using
the L-curve criterion. The L-curve is a parametric plot whose x and y axes
are the norms of the regularized solutionkLP(r)k and the residualkA(B,r)P(r)
–D(B)k, respectively. The optimal l is determined by the point on the L-curve
that is at the corner of the curve corresponding to maximum curvature sincethe minimization of the Tikhonov functional of Eq. 7 is a compromise
between minimizing the residual norm, and keeping the solution norm small.
Hence, the corner of the L-curve corresponds to a desirable balance between
minimized norms, and the corresponding l is a good one.
There are virtues from the TIKR method. TIKR is a fast and direct regu-
larization algorithm, which is easy to compute numerically. For regulariza-
tion in obtaining a solution vector of several hundreds of elements, it takes
only fractions of seconds, requiring no time-consuming iterative procedure
or fitting, and providing, thereby, much higher resolution in the regularized
solution. Furthermore, it guarantees the solution uniqueness of an ill-posed
problem for a given regularization parameter. The technique-demanding
steps involved in extracting distances in spin pairs from cw-ESR experi-
ments are thus greatly eased with our new approach. The procedure is
summarized below. The matrix A(B,r) is the result of the matrix-matrix
product of T(B,B0)  K(B0,r), where the former and the latter are constructed
from S(B) and the Pake functions, respectively. (See the Supporting Material
for the details of practical application.) Once the matrix A(B,r) is con-
structed, the solution P(r) is ready to be obtained by Eq. 8 with the optimal
regularization parameter l determined in the L-curve-based TIKR minimiza-
tion (16,25).
It is known that the TIKR method, as employed in a direct manner as
described above, cannot incorporate nonnegative constraint for the solution.
Thus, the TIKR result is typically characterized by the feature that some
noiselike small perturbations always exist as the solution approaches to
zero. The noiselike perturbations can be simply ignored. Alternatively, the
maximum entropy principle (26) can be incorporated into the TIKR func-
tional to secure a positive solution, which is more physically meaningful.
However, it must be performed iteratively, requiring a large amount of
computation time. We here suggest a simple refinement to the TIKR result.
We propose to refine the TIKR result by fitting a set of Gaussians to the
major distribution in P(r). By making this refinement to the TIKR result,
not only does one guarantee a physically meaningful probability distribution
for P(r), but one also preserves the TIKR method’s great advantages. We
will employ the Gaussian-based refinement to the TIKR results of the experi-
mental data later in Results and Discussion.
RESULTS AND DISCUSSION
Application to simulated data
We first describe the production of the simulated data that was
used to demonstrate the improvements to the data analysis by
our novel approach. Five distance distributions, whose
average distances range from 0.8 to over 2 nm, were simulated
and plotted by solid line in Fig. 1 a. Each of the distributions is
composed of two Gaussians with various linewidths. The
average distances of the two Gaussians in the simulated distri-
butions are, respectively (from top to bottom traces), (0.8,
0.82), (1, 1.1), (1.05, 1.1), (1.5, 1.6), and (1.2, 2.0) nanome-
ters. The dipolar broadening functions that represent the
sums of Pakes due to the simulated distributions were simu-
lated using Eq. 6 and plotted by solid lines in Fig. 1 b. All of
the simulated functions M(B) show clear and distinct patterns
for the sums of Pake functions and are ready to be convoluted
with a noninteracting spectrum by Eq. 3 to generate the inter-
acting spectra. In the model studies shown here, we used the
experimental spectrum of a singly-labeled PPII peptide
(described later; see Fig. S2) as the noninteracting spectrum.
The overall magnetic field scanned was5100 Gauss relative
to the resonance center. Thus, the resulting lower limit for the
measurable distance range is 0.6 nm. The upper limit is setBiophysical Journal 97(3) 930–936
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the new approach. We first generate the simulated data,
which includes the distributions P(r), plotted by solid lines
in panel a, and the M(B) functions, plotted by solid lines in
panel b, that represent the sums of Pakes. The simulated
M(B) are used to generate the simulated interacting spectra
D(B) (not shown) using Eq. 3. To demonstrate our method,
we solve Eq. 3 using TIKR to obtain the M(B) functions
plotted by dashed lines in panel b. The recovered M(B)
functions are substituted into Eq. 6. We then apply TIKR
to solve Eq. 6 to obtain the P(r) functions shown by dashed
lines in panel a.2.5 nm. For a clear presentation, we only plot the broadening
function in the range of 560 Gauss in Fig. 1 b. To reveal
a high-resolution distribution function that would be poten-
tially informative for studying the dynamic structure of
spin-labeled molecules, the length of the solution vectors,
e.g., P(r) and M(B), is >512 in all of our simulations as
well as in all of the experimental data shown later.
Fig. 1 b shows the regularized solution M(B) (dashed lines)
obtained by solving the deconvolution problem, i.e., the
inverse problem shown in Eq. 3, using TIKR method. The
broadening functions M(B), recovered by TIKR method
from the simulated interacting spectra, show remarkably
good agreements with the simulated broadening functions
(i.e., solid lines in Fig. 1 b). As a result, the average distance
(i.e., h r i) for each simulation case is ready to be accurately
determined by the doublet splitting (which is equal to 3gZ/
2hri3) in the recovered M(B) function. The computational
time required for the deconvolution took only fractions of
a second. It is clearly demonstrated in the model study that
our direct treatment of TIKR method in the deconvolution of
noninteracting versus interacting spectra is a fast and reliable
mathematical approach. It does not require experience-biased
judgment to process the experimental data, and hence provides
great improvement in extracting distance information from
cw-ESR experiments. For biologically relevant applications
mainly focused on obtaining the average value of distances,
hri, our approach is here demonstrated to be an easy, fast,
and direct treatment to the analysis of cw-ESR spectra.
For the demonstration of our novel treatment to the second
inverse problem of this report, the obtained broadening func-
tions M(B), shown in Fig. 1 b by dashed lines, were used and
plugged into Eq. 6 to solve for the distance distributions
P(r). The solutions for P(r), obtained by the TIKR method,
are shown in Fig. 1 a by dashed lines. First of all, the average
distances of the TIKR results (dashed lines) are well consis-
tent with the average distances of the exact solutions (solid
lines). Although there are some noiselike perturbations in
the M(B) functions, they are uniformly distributed and, there-
fore, do not seem to have any effect on the regularized solu-Biophysical Journal 97(3) 930–936tions P(r). The recovered distance distributions are very well
consistent with the simulated distributions (solid lines). In
particular, the result displayed in the third trace from the
top in Fig. 1 a shows that the two narrow Gaussians sepa-
rated by only 0.05 nm in distance are unambiguously recov-
ered in our TIKR analysis. The result displayed in the bottom
trace demonstrates a great success in the recovery of a distri-
bution consisting of two extreme cases, i.e., narrow versus
broad, separating in long distance.
It should be noted that there are always some oscillations
of insignificant intensity found in the wings of the recovered
P(r) functions, whereas, in the wings of the M(B) functions
obtained by TIKR, there are no such similar oscillations. We
think that the appearance of the peripheral oscillations in
the recovered P(r) somewhat reflects a higher extent of the
kernel illness. The kernel matrix T for the first inverse
problem is much less ill-posed than the kernel matrix K for
the second inverse problem, since the former is transformed
from a well-posed deconvolution problem. Fortunately, we
found in all of our model studies that the peripheral oscilla-
tions in the recovered P(r) were always of small intensity as
compared to the major distributions. Thus, the small oscilla-
tions in the wings of the P(r) function, recovered by TIKR,
can simply be ignored. Alternatively, one may fit a set of
Gaussians to the major distributions in the TIKR result so
as to obtain an all-positive probability distance distribution.
We emphasize one of the great improvements to the deter-
mination of interspin distance distributions due to our
approach. It is that our approach enables high-resolution
P(r) distance distribution that is essentially important to the
study of dynamics. The problem addressed in the linear
system, D(B) ¼ A(B,r)P(r), is ill-posed. The instability of
the problem can be easily tested by solving the equation using
a linear least-squares method. Here, we employed a MATLAB
function, lsqnonneg, which is a powerful subroutine for linear
least-squares fitting with nonnegative constraints. Trace a in
Fig. 2 is the TIKR result (i.e., the third trace from the top in
Fig. 1 a) displayed in the distance range of 0.9 and 1.3 nm.
The distribution displays a smoothing curve of high resolution
A Linear Inverse Problem in cw-ESR 935that unambiguously reveals a bimodal distribution in the
result. Given the same simulation condition as that for
trace a, our linear least-squares fitting with MATLAB
returned a noiselike solution. The result was plotted as trace
b in Fig. 2. The resolution is greatly reduced though lengths
of the solution vectors for traces a and b are the same.
Compared with traces a and b in Fig. 2, it clearly demonstrates
that treating an ill-posed problem with an appropriate regula-
rization method is essentially important. The computation
time required for trace b is ~500 times greater for trace a.
TIKR is a fast and efficient method to obtain a reliable solution
for an ill-posed problem. Trace c in Fig. 2 shows the histogram
plot of trace b. The information about the width of the distance
distribution, which is of importance to the study of dynamics,
is completely missing from the result of the least-squares fits.
The poor resolution in the distance distribution by lest-
squared fits makes it impossible to extract useful information
about dynamic structure from P(r).
The study of secondary structure of polyproline
peptides
We performed cw-ESR experiments at temperatures 250 K
and 275 K to obtain the spectra of the spin-labeled peptides.
They are singly-labeled peptides (Ac-P4CP6-NH2) and
doubly-labeled peptides (Ac-P4CPnCP5-n-NH2 for n ¼ 0, 1,
2, 3, 4), where Ac indicates an acetylated N-terminus and
NH2 indicates an amidated C terminus. (See Fig. S1,
Fig. S2, and Fig. S3 for the experimental spectra.) Hereafter,
the above spin-labeled peptides are denoted by C5R1 and
C(5,6þn)R1. The spectrum of C5R1 was assigned to the
FIGURE 2 Trace a is the third trace from top in Fig. 1 a within the range
of 0.9 and 1.3 nm. It shows that the bimodal distribution is unambiguously
recovered by TIKR. With the same given condition of the numerical exper-
iment as trace a, we solve the problem by performing linear least-squares
fitting with MATLAB and obtain the result shown as trace b. Trace c shows
the histogram plot of trace b. TIKR provides the highest resolution for P(r).column vector S(B) and used to construct the transformation
matrix A(B,r), as described in Materials and Experimental
Methods. The doubly-labeled spectra were directly used to
be the column vector D(B) in the Tikhonov functional (see
Eq. 7) to solve for the probability distance distribution of
spin pairs P(r). The recovered P(r) by TIKR is plotted by
solid (for 250 K) and dashed (275 K) lines in Fig. 3, panels
a and b, respectively, for a 40% sucrose and 50% glycerol
solution. The separations between intraspins for each of
the peptides and the respective average distances, calculated
from the recovered P(r), are marked next to the distributions
in Fig. 3, a and b. The uncertainty value of the average
distance indicates the sum of the standard deviations of the
Gaussians that best fit to the recovered P(r). The Gaussian-
based refinement to the solution is described in Materials
and Experimental Methods. The results are well consistent
with our general expectation. The average distance in spin
label pairs increases with the increasing separation between
the spin-labeled sites on a PPII peptide. The width of the
obtained distance distribution shows a distinct increasing
trend with respect to the increasing distance between the
spin-labeled sites. In Fig. 3 b, the result also shows the
FIGURE 3 Recovered probability distance distributions by TIKR for the
spin-labeled PPII peptides in (a) 40% sucrose and (b) 50% glycerol solutions
at 250 K are plotted by solid lines. The dashed lines in panel b represent the
results at 275 K. (c) The plot of the average distances of the TIKR results
with variant spin-label separations from C5R1. The bold line shows the
second-order polynomial curve with a fixed slope value 0.31 derived from
crystallographic models.Biophysical Journal 97(3) 930–936
936 Chiang et al.distances obtained at 275 K (dashed lines) are consistently
shorter than the distances at 250 K.
Fig. 3 c shows the plot of the average distances of the TIKR
results with respect to the position of spin-labeled sites other
than C5. The obtained distances increase with the increasing
interspin label separation. The bold solid line represents
a second-order polynomial curve with a slope value of 0.31,
which is the vertical rise (in nanometers) per amino acid along
a PPII helix derived in crystallographic molecular models.
Remarkably, our TIKR analyses show a consistent trend
over the experimental series studied, although the respective
slopes differ slightly from the experimental conditions. The
results suggest that the secondary structure of PPII is well
maintained and found to show insignificant variations with
the studied conditions. Further study on the PPII dynamic
structure in solution by ESR is warranted.
In summary, we have provided a novel mathematical treat-
ment to the analysis of cw-ESR distance measurements. The
equations involved in the complicated spectral analysis have
been transformed into one single linear inverse problem,
which is ready to be solved with Tikhonov regularization. It
has been demonstrated that the approach enables accurate
measurements in the distance range of ~0.5–2.5 nm and
provides high-resolution interspin distribution. The enhanced
resolution enables a more detailed picture of the structure of
spin-labeled biomolecules in solution state. Additionally, it
is suggested that the novelty of our approach concept would
greatly benefit other fields, for example, that of fluorescence
spectroscopy, for which the equations of interest also belong
to the first-kind Fredholm integral type.
SUPPORTING MATERIAL
Three figures are available at http://www.biophysj.org/biophysj/supplemental/
S0006-3495(09)01036-4.
Electron spin resonance measurements were conducted at the National
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Tsing Hua University.
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