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ABSTRACT 
 
Understanding Rheology and Microstructure of Thermoresponsive Nanoemulsions as a 
Model System of Colloidal Suspensions 
 
by 
 
Juntae Kim 
 
Nanoemulsions – nanoscale droplet suspensions – in polymeric solution have been 
widely used in many fields from consumer products to advanced technology. Due to their 
nanoscopic dimensions, they exhibit unique physical behavior in terms of their rheology and 
microstructure, both at rest and under flow. However, mechanisms that give rise the 
interesting phenomena observed in nanodroplet-polymer mixtures are poorly understood. 
Thus, the goals of this thesis are to develop a model nanoemulsion-polymer system to impart 
control over polymer-droplet and droplet-droplet interactions, use it to investigate the 
mechanisms colloidal behavior of nanodroplets in polymeric solutions, and to determine 
how these behaviors influence suspension microstructure, dynamics and rheology.  
For these purposes, we choose to study thermoresponsive oil-in-water 
nanoemulsions as a model system. The systems include polydimethylsiloxane (PDMS) oil 
nanodroplets dispersed in aqueous mixtures of functionalized hydrophilic polymer 
(polyethylene glycol diacrylate, PEGDA) and ionic surfactant (sodium dodecyl sulfate, 
SDS). Combining calorimetry, rheology and scattering measurements, we show how 
  vii 
molecular self-assembly in the system can be used to control the viscoelasticity of the 
system, which remarkably follows time-temperature superposition, much like simpler 
polymer fluids, and suggests that polymer-surfactant complexation forms a transient 
polymer network between droplets. Systematic changes in the energy scale for complexation 
allows us to develop a simple model for the modulus and viscoelastic relaxation time. 
Furthermore, the relaxation time of the network in this model system can be varied by ten 
orders of magnitudes, providing advantages for fundamental studies. 
We exploited the properties of this novel nanoemulsion system to study shear-
induced clustering of colloid-polymer mixtures and its impact on fluid rheology. The system 
allows us to explore several limiting regimes of polymer and suspension dynamics. 
Combining rheological characterization with three-dimensionally-resolved flow-small angle 
neutron scattering measurements reveals that an excess of particle fluxes along 
compressional and vorticity axes of shear are the primary mechanism of clustering, and 
suggestes that short-range hydrodynamic forces dominate the clustering of Brownian 
suspensions in viscoelastic fluids. 
Lastly, we used the thermoresponsive nanoemulsions to investigate the mechanisms 
of so-called “two-step” or “delayed” yielding in heterogeneous colloidal gels. At high 
temperatures, the model system forms colloidal gels with heterogeneous microstructure 
resembling arrested phase separation at elevated temperature caused by polymer-bridging 
interactions. Analyzing the sequence of mechanical processes during the intracycle yielding 
processes elucidates the detailed mechanism of frequency and strain amplitude-dependence 
of nonlinearlity. The nonlinear analysis also allows for characterization of the strain 
amplitude and rate-dependent yield stress and strain of the material. Furthermore, combining 
  viii 
large amplitude oscillatory shear measuremetns with simultaneous small and ultra-small 
angle neutron scattering reveals that, contrary to previous hypotheses, large-scale 
microstructural processes play an important, if not dominant, role in the yielding of 
heterogeneous colloidal gels.  
 The results of this thesis demonstrate that the rheology and the microstructural 
processes of nanoemulsions can be controlled through thermoresponsive polymer-
surfactant-droplet association, which provides for sophisticated tuning of polymer-colloid 
and colloid-colloid interactions and dynamics, thus providing new routes and design rules 
for engineering the colloidal behavior of nanoemulsions. 
  ix 
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Chapter 1 
Introduction 
 
1.1 Motivation 
Emulsions are common in situations ranging from our everyday life to high 
technological applications such as foods [1], cosmetics [2,3], pharmaceuticals [4] and 
chemical synthesis [5]. Emulsions are defined as dispersions of droplets of one liquid phase 
within another, immiscible liquid phase. In order to stabilize the dispersed phase, 
emulsifiers, i.e. surfactants are typically added to the system. Usually, conventional 
emulsions are thermodynamically unstable, and diameter of the dispersed phase droplets 
range of 200 nm to 100 mm. Due to their size, they are typically called emulsions or 
macroemulsions. 
 By contrast, nanoemulsions are conventional emulsions in which the droplet size has 
been driven to the nanoscale. Due to their small droplet size (10~100 nm), nanoemulsions 
possess more complicated colloidal behavior than larger emulsions [6]. Compared to the 
macroemulsions, nanoemulsions are kinetically stable, whose physical properties, such as 
rheology and transparency, remain relatively constant for several months or even years [7]. 
This is primarily due to two factors. First, the resistance of nanoscale droplets to 
deformation, as will be described below, significantly reduces the rate of droplet 
coalescence. Second, the enhanced influence of Brownian motion leads to enhanced 
colloidal stability against gravitational separation compared to micron-scale emulsions. 
Nanoemulsions are also typically optically transparent since nanoscale droplets scatter little 
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lights in the range of visible wavelength [8], while macroscale emulsions appear turbid. 
Furthermore, nanoemulsions exhibit dramatic changes in rheological behavior compared to 
larger emulsions [9,10]. 
The primary reason for these differences lies in the drastic changes in the range of 
colloidal interactions as the size of the droplets decreases. For instance, in the case of 
repulsive emulsions, the longer range of soft repulsions (due to electrostatic or steric effects) 
relative to the droplet size results in a reduction in the volume fraction required for the onset 
of jamming [9]. By contrast, in the case of attractive emulsions, reduction of droplet size 
leads to a transition from paste-like to solid-like behaviors, which is derived by the increased 
relative attraction range [10]. These complicated behaviors make it difficult to formulate and 
process nanoemulsions for specific applications. 
These unique physical properties of nanoemulsions make them ideal candidates for a 
wide range of applications. As previously mentioned, nanoemulsions have been widely used 
in foods [1] and consumer products [2-4]. Furthermore, nanoemulsions are appropriate 
candidates for nanoparticle-based drug delivery and pharmaceutical applications due to their 
ability to solubilize various biocompatible oil or water-soluble molecules [11-13]. The 
increased interfacial area due to their nanoscale size also increases transport efficiency of 
active materials. Finally, compared to microemulsions (which are thermodynamically stable 
emulsion systems), nanoemulsions are relatively stable to environmental and compositional 
changes such as temperature and additives in both dispersed and continuous phases. Thus, 
they are advantageous for use in templating nanoparticles with various morphologies [14]. 
To facilitate these applications, additives such as surfactants and polymers are added 
to the continuous phase in order to modify their colloidal behavior and rheology. For 
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example, polymers have been used as additives to increase the viscosity of nanoemulsions 
by increasing the viscosity of the continuous phase [15]. However, they can also change 
interactions between droplets, leading to changes in suspension microstructure. In 
applications that require precise control of nanoemulsion properties, it is critical to 
understand the effect of polymers on the colloidal behavior of nanodroplets. 
Although polymers in the nanoemulsions influence on the colloidal behaviors, it has 
been difficult to systematically modified colloidal interactions. For example, in the 
nanoemulsion systems where the attractions induced by polymer depletion [3], introduction 
of polymers causes formation of irreversible aggregates [3]. Phillip et al. have shown 
measurements of depletion forces between emulsion droplets in the presence of 
polyelectrolytes. However, this system also has limitations for direct measurement of 
colloidal forces in higher polymer concentration regime that induces irreversible 
aggregation, which leads macroscopic changes in structure and rheological behavior. 
The previous work motivates a significant need model nanoemulsion-polymer 
mixtures, in which polymer-droplet and droplet-droplet interactions can be systematically 
modified. In this work, we propose that such an ideal system would be nanoemulsions 
containing stimuli-responsive polymers in which polymer-droplet interactions can be 
dynamically tuned, allowing for careful study of how these interactions modify colloidal 
behavior in nanoemulsions. For this purpose, temperature can serve as a convenient 
stimulus, due to a number of well-established thermoresponsive polymer systems [16-20]. 
Such thermoresponsive nanoemulsions could also provide benefits in a number of practical 
engineering applications. For example, thermoresponsive behavior could allow for new and 
more efficient processing methods for nanoemulsions (e.g. emulsification, mixing, bottling, 
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etc.) due to better control of their rheological behavior. Therefore, the goal of this thesis is to 
develop reversible thermoresponsive nanoemulsions, and understand their colloidal behavior 
so that we can use them as a model system to understand rheology and microstructure of 
colloid-polymer mixtures, ultimately toward engineering them for new applications. 
 
1.2 Objectives and approach 
The ultimate goal of this thesis is to address several important questions regarding 
the colloidal behavior of nanodroplet-polymer mixtures. What is the molecular origin of 
polymer-droplet and droplet-droplet interactions? How do these interactions determine 
suspension microstructure and dynamics in nanoemulsions, and ultimately their rheological 
properties? To answer these questions, a first objective of the work is to identify and 
characterize nanoemulsion-polymer mixtures in which known mechanisms of molecular 
self-assembly can be exploited to produce temperature-responsive colloidal interactions and 
rheological behavior. Specifically, we choose as a model system involving oil-in-water 
nanodroplets in the presence of hydrophilic polymers and ionic surfactants. Such polymers 
and surfactants are known to exhibit molecular complexation [21]. We hypothesize this 
complexation can give rise to thermoresponsive viscoelasticity, serving as a basis for design 
of switchable rheological materials. To understand how molecular self-assembly affects the 
rheology of nanoemulsions, we plan to characterize the thermodynamics of binding between 
polymer and surfactant, as well as the self-assembled structures they form. From these 
results, we can quantify interdroplet attractions and relate them to the rheological properties 
of nanoemulsions. This objective is the focus of Chapter 3.  
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As a second objective, we use the thermoresponsive nanoemulsions as a model 
system to investigate two important classes of poorly-understood rheological phenomena in 
colloid-polymer mixtures. The first is the shear-induced clustering of colloid-polymer 
mixtures at moderate colloid volume fractions, and its impact on fluid rheology. Employing 
the thermoresponsive viscoelastic nanoemulsions allows us to explore several limiting 
regimes of polymer and suspension dynamics in order to test the generality of the clustering 
phenomenon. Combining rheological characterization with three-dimensionally-resolved 
flow-SANS measurements allows us to identify the mechanisms of clustering and 
anisotropic suspension microstructure in these systems. This objective is the focus of 
Chapter 4. 
The second rheological phenomenon will be the broadened, multi-stage yielding 
process observed previously in the heterogeneous nanoemulsion gels [22], as well as a 
number of other attractively-driven colloidal gels [23-25]. We will use the thermoresponsive 
nanoemulsions to study yielding in a colloidal gel that exhibits a heterogeneous structure, 
consisting of a two-phase bicontinuous network of colloid-rich domains of fractal clusters 
and colloid-poor domains [10,22]. Combining large amplitude oscillatory shear 
measurements with simultaneous small and ultra-small angle neutron scattering (rheo-
SANS/USANS), we characterize both the nonlinear mechanical processes and strain 
amplitude-dependent microstructure underlying multi-stage yielding. Specifically, we 
identify a sequence of mechanical and structural processes that occur during the intracycle 
yielding process to reveal the mechanisms of delayed yielding in this system. This objective 
is the focus of Chapter 5. 
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1.3 Nanoemulsions 
As previously mentioned, nanoemulsions are non-equilibrium dispersions of liquid 
nanodroplets (typically ranging from 10 to 100 nm in size) in another immiscible liquid 
phase. They are kinetically stable due to their extreme resistance to coalescence and 
sedimentation [8,15,26]. Because of the (typically) high interfacial energy between the two 
different liquids, significant amounts of surfactants are required to stabilize the droplet 
interface. Figure 1.1 shows a cryo-TEM image taken of a concentrated nanoemulsion 
prepared by high pressure homogenization. Details of cryo-TEM measurement and high 
pressure homogenization are described in Chapter 2. 
To produce nanoemulsions, it is critical to control the size distribution of droplets. 
Although there are a wide range of emulsification methods, high-energy processes are 
typically required to form nanoemulsions because nanoscale droplets are driven far from 
 
 
Figure 1.1 Cryo-TEM image of an oil-in-water nanoemulsion. 
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equilibrium. In such processes, externally-applied viscous stresses break down micron-scale 
droplets to the nanoscale.  The hydrodynamic stresses applied must overcome the Laplace 
pressure, i.e. the pressure jump across the fluid interface due to surface tension. For a 
spherical droplet, the Laplace pressure is given by 
2 /P as∆ =  (1.1) 
where s  is interfacial tension and a  is the radius of a droplet [27]. 
Currently, high pressure homogenization is the most popular method to generate 
extreme shear for large-scale production of nanodroplets [28]. High-pressure microfluidic 
valve homogenizers are commonly used in laboratory scale to produce nanoemulsions. In 
homogenization equipment, the size distribution can be controlled by process parameters 
such as the flow rate (or pressure drop) and residence time, as well as fluid properties such 
as the viscosities and compositions of the continuous phase. In general, higher applied 
energy densities reduce the average size of the droplets [8]. Increased viscosity in the 
continuous phase reduces size of the droplets when the viscosity of the dispersed phase is 
fixed [29]. As the size of the droplets decrease, the amount of interfacial area increases. 
Thus, it is necessary to stabilize the droplets and reduce interfacial tension by maintaining 
surfactant concentration. In order to achieve low polydispersity of the droplets, emulsions 
are homogenized multiple times to provide an opportunity for the majority of droplets to 
experience the highest shear generated in the device for a sufficient residence time [29].   
As previously mentioned, it is critical to maintain colloidal stability (i.e. the size 
distribution and dispersion state) of nanoemulsions over time to facilitate both their 
characterization and formulation. Ostwald ripening is the primary mechanism of droplet 
instability in nanoemulsions [30]. During Ostwald ripening, molecules in the dispersed 
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phase preferentially migrate from smaller droplets into larger droplets through the 
continuous phase because of the Laplace pressure [31]. Inhibition of Ostwald ripening can 
be achieved by using a dispersed phase that has low solubility in the continuous phase [32]. 
The rate of Ostwald ripening is proportional to the solubility of the dispersed phase in the 
continuous phase, as captured by the Liftshitz-Slezov and Wagner (LSW) theory [33]. 
Another destabilizing process is coalescence that two droplets fused into a single larger 
droplet by colliding. This can be inhibited by adding surfactants that provides repulsive 
interactions between droplets. Another way is to use additives in the continuous phase as a 
thickener to increase its viscosity, thereby increasing the hydrodynamic resistance to droplet 
collisions. Compared to macroemulsions, nanoemulsions exhibit significantly reduced rates 
of coalescence. Since the Laplace pressure scales as 1 a  that sets the stresses required to 
deform the droplets, nanodroplets are therefore much less deformable compared to the larger 
droplets. Delmas et al. showed coalescence can be easily prohibited by decreasing the 
droplet size, leading to long-term kinetic stability [34]. Although significant efforts on the 
nanoemulsions, it is still not well understood the colloidal behaviors of droplets in 
nanoemulsions system to provide the applications from consumer products to advanced 
applications as previously mentioned. Thus, it has driven a need for fundamental studies 
aimed at understanding and controlling their colloidal behavior. 
 
1.4 Colloidal interactions in nanoemulsions 
1.4.1 Electrostatic interactions 
The surface of emulsion droplets are often charged due to ionic surfactants at the 
interface [35]. In such cases, like-charged droplets interact through electrostatic repulsions 
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[15].  It has been shown that repulsive emulsions/nanoemulsions can exhibit viscoelasticity 
both below and above the compressive regime, i.e., the concentration above which droplets 
must deform in order to remain dispersed [36,37]. However, droplet-droplet interactions can 
change from repulsive-dominated to attractive-dominated by adding salts to the continuous 
phase, which screen the electrostatic repulsions [38,39]. In such cases, van der Waals 
attractions dominate, resulting in the formation of droplet aggregates. The electrostatic 
repulsion between droplets can also be varied by using a mixture of ionic and non-ionic co-
surfactants [40]. In these cases, the pair potential between droplets can be successfully 
described the using Derjaguin-Landau-Verwey-Overbeek (DLVO) theory from the repulsive 
screened electrostatic forces and attractive van der Waals forces [41]. It is critical to study 
the electrostatic interactions between droplets in nanoemulsions because electrostatic 
interactions influence the stability, microstructure and rheological behaviors in 
nanoemulsions [36,37,40,42,43]. Mason et al. represented effective structural factor as a 
function of volume fractions up to the maximum random jamming limit. However, it is still 
required the corrections from droplet deformation and the effect of interfacial repulsion due 
to charged interface [44]. 
 
1.4.2 Polymer-induced interactions 
Polymers can impact the interactions between dispersed droplets in various ways, 
determined by whether the polymer is adsorbing or non-adsorbing toward the droplet 
surface. A recent review described the interactions between two colloidal particles with 
adsorbed polymer where the molecular weight of the polymer is sufficiently high so that the 
adsorption is irreversible over the experimental time scale [45]. However, the effect of low 
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molecular weight adsorbing or non-adsorbing polymer on the interactions with colloidal 
suspensions is not still well understood. Figure 1.2 (a) represents, in the case of non-
adsorbing polymer, polymer-induced depletion, in which the excluded volume of the 
polymer results in an entropic loss in the continuous phase. This can result in attractive 
colloidal interactions [46] because of increased osmotic pressure from expelled polymers 
between droplets [47]. Although the presence of surfactant micelles can also induce 
depletion forces between droplets [48,49], polymer-induced depletion will be focused on 
here. The attractive force induced by polymer depletion increases with polymer 
concentration [50]. 
Polymer-induced interactions between droplets can also be achieved by associative 
interactions between the polymer and surfactant at the droplet surface (Figure 1.2 (b)). For 
example, nonionic hydrophilic polymers, e.g. polyethylene glycol (PEG), are well known to 
form associative complexes with various ionic surfactants [21,51,52]. Dai et al. discovered 
the PEG-induced micellization of SDS by isothermal titration calorimetry (ITC) [21]. 
Specifically, at low SDS concentration (but, above the critical aggregation concentration 
(cac)), PEG forms induced micelle structures with SDS due to hydrophobic interactions 
between the PEG ethylene groups and alky groups of SDS. At high SDS concentration, ion-
dipole association results in formation of PEG and SDS aggregates in which PEG chains are 
bounding to the SDS head group. In emulsions, these associative interactions provides steric 
repulsions and, as a result, long-term colloidal stability [53]. This is because adsorbed 
neutral polymers at the interface of emulsion droplets can be stretched due to their 
interaction with charged surfactants [53]. In Chapter 3, the effect of polymer-surfactant 
complexation in nanoemulsions will be described in more detail. 
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Figure 1.2 Schematic diagram depicting (a) depletion attractions induced by non-
adsorbing polymer, (b) steric stabilization induced by polymer-surfactant association, 
(c) bridging attraction induced by strongly adsorbing polymer. 
 
In the case of adsorbing polymers, bridging of the polymer between droplets can 
occur, modifying colloidal interactions between droplets. Of particular relevance to this 
work are end-adsorbing polymers, in which functional end-groups adsorb to the droplet 
surface. Although mono-functionalized adsorbed polymers give rise to steric repulsions due 
to a brush-like configuration [54], di-functional or telechelic polymers results in polymer 
bridging [10,22], which produces entropically-driven attractive interactions [10]. This 
polymer bridging is depicted in Figure 1.2 (c). Also, weakly absorbing telechelic polymers 
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can form associative networks between droplets, which are known to produce viscoelasticity 
in microemulsion systems due to the formation of a physical network of polymer mediated 
by bridged droplets [55]. 
 
1.5 Rheology of colloidal suspensions in polymer solutions 
Dispersed nanoparticles are important for improving the mechanical properties of 
polymeric materials [56]. In many cases, such polymer nanocomposites are processed from 
solution, and so it is important to understand how particle dispersion impacts polymer 
rheology, and vice versa. In general, polymer solutions exhibit complicated non-Newtonian 
viscoelasticity, which is modified by the presence of suspended particles to produce 
complex rheology. In the case of nanoemulsions, a primary control parameter for the 
rheology of suspensions in polymer solutions is the droplet volume fraction (φ). In the dilute 
regime, the viscosity increases with increasing φ according to the Einstein relationship [57]. 
In the case of soft repulsion-dominated interactions (e.g. by electrostatics), elasticity arises 
at moderate φ for nanoemulsions because of the contribution of the repulsive potential to the 
effective volume fraction of the suspension [36]. This repulsion-driven elasticity can be 
reduced by adding salts that screen the charge interactions [39]. By contrast, in weakly 
attractive interactions, increasing φ produces glassy rheology [58], in which dense attractive 
interactions resulting in dramatically slowed configurational diffusion that arrests the 
rearrangement of droplets. At even higher φ corresponding to the compressive regime, both 
repulsion-dominated and attraction-dominated nanoemulsions become glassy due to 
jamming of deformed droplets [9,59]. 
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Sometimes, suspensions in viscoelastic fluids exhibit other complex rheological 
features due to the effects of flow on suspension microstructure. For example, in the case of 
pressure-driven flow in Newtonian fluids, particles are randomly distributed under creeping 
flow at relatively low volume fractions [60]. By contrast, in viscoelastic fluids the particles 
are found to migrate and form anisotropic structures [60,61]. Non-Newtonian rheological 
features of suspensions are also significantly modified in viscoelastic fluids. For example, it 
has been shown that the addition of suspended particles into polymeric solutions increases 
the degree of shear thinning of the suspension [62-64]. 
There has been relatively little theoretical study to understand this coupling between 
rheological behavior and altered microstructure of non-dilute suspensions in flowing 
polymer solutions. Analytical solutions were developed to predict the migration of the 
particles, such as the particle contribution to the first normal stress and the bulk stress of a 
suspensions in viscoelastic fluids [65]. However, these models were developed in the limit 
of single particles, and do not account for concentrated effects such as Brownian and 
hydrodynamic stresses due to deformation of the suspension microstructure under flow. To 
address these outstanding questions, Chapter 4 is devoted to using thermoresponsive 
nanoemulsions as a model system to study the rheological behavior of suspensions in 
viscoelastic fluids, and the microstructural changes it gives rise to. 
 
1.6 Formation and rheology of colloidal gels 
In colloidal suspensions including nanoemulsions possessing sufficiently strong 
attractive interactions, the fluid develops solid-like properties through colloidal gelation. In 
the gelation process, attractions between suspended particles form aggregates, which at 
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sufficient size and density participate in the formation of the network that give rise to elastic 
and solid-like properties, such as a yield stress. In order to design the structure and rheology 
of colloidal gels for many applications, it is critical to understand the fundamental 
mechanism(s) of colloidal gelation. Figure 1.3 represents a schematic diagram for colloidal 
gelation and phase behavior in attractively-driven colloidal systems depending on the 
attraction strength and volume fraction of colloids. 
In systems at moderate volume fraction with relatively weak attractive interactions, 
the bonds between particles are not permanent, so that attractive clusters break and reform 
over some finite time scale. As a result, the fluid exhibits a liquid-like state comprised of 
suspended transient clusters. If the attraction strength between particles is increased, the 
bond lifetime increases and the average size of clusters grows to form a sample-spanning 
network, resulting in relatively homogeneous, percolated gels [66,67]. By contrast, further 
increase in the attraction strength during the kinetic gelation process can lead to colloidal 
phase instability, in which the fluid tends to separate into two phases by a gas-liquid 
spinodal boundary, consisting of colloid-poor and colloid-rich domains [68,69]. Both of 
these processes (percolation and glass formation) can be further complicated by the 
existence of fluid-fluid phase instability. Once the density of these colloid-rich domains is 
sufficiently high, the phase separation can become arrested phase due to an attractive glass 
transition.[70-73] In this arrested phase separation,  the system can exhibit significant large-
scale heterogeneity in the gel structure [74]. As such, the mechanism of attractive colloidal 
gelation at relatively moderate volume fraction has not been firmly established, and can vary 
dramatically depending on the details of the particular material system. 
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Figure 1.3 Schematic colloidal phase diagram of percolation, phase separation and 
glass transition in attraction-dominated system. 
 
Helgeson et al. recently showed that an attraction-driven thermoresponsive 
nanoemulsion system exhibits both homogeneous percolation and arrested phase separation 
depending on the volume fraction of droplets [22]. This was hypothesized to be due to the 
moderate range and strength of attraction in the system. In further studies, the onset and 
arrest of spinodal decomposition was found to control the large-scale microdynamics and 
elasticity of the nanoemulsion colloidal gels [75]. A combination of microscopy and 
dynamic correlation analysis of the resulting images revealed that the coarsening in this 
system arises from collective dynamics of dense domains, which undergo slow, intermittent, 
and ballistic motion [75]. 
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To facilitate their processing, it is also critical to understand the yielding and flow of 
colloidal gels. In particular, it has been recently found that the microstructural morphology 
of colloidal gels has a significant influence on their yielding behavior. Specifically, the two 
different gelation processes identified above (percolation and glass formation) have been 
reported to result in dramatically different yielding. Percolation gels typically exhibit a 
single yield point in nonlinear rheological measurements, as reported for both the 
thermoresponsive nanoemulsions [22] and in hard particle colloidal gels with low volume 
fraction [76,77]. By contrast, concentrated colloidal gels have been found to exhibit a 
complicated so called a “two-step” or broadened yielding process in nonlinear rheological 
measurements [23-25,78]. This broadened yielding process resembles the yielding behaviors 
in the heterogeneous nanoemulsion colloidal gels [22]. It has been hypothesized that this 
complicated yielding process can be explained by local-scale rearrangements of the gel 
network under deformation including bond rupture and cluster rearrangement [23,24]. 
However, this mechanism of broadened yielding in heterogeneous colloidal gels has never 
been confirmed by experiment. In Chapter 5, this topic will be thoroughly investigated by 
detailed analysis of the nonlinear rheology and direct microstructural measurements in 
concentrated nanoemulsion colloidal gels. 
 
1.7 Thermoresponsive nanoemulsions 
Recently, Helgeson et al. discovered a new class of oil-in-water nanoemulsions that 
exhibit an abrupt transition from low viscosity liquids to solid-like colloidal gels with 
increasing temperature [10]. As a dispersed phase, low viscosity silicone oil 
(polydimethylsiloxane, PDMS) droplets are emulsified in the aqueous continuous phase. In 
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the continuous phase, sodium dodecyl sulfate is used as a surfactant to stabilize the oil 
droplets, and functionalized hydrophilic polymer, polyethylene glycol diacrylate (PEGDA) 
is used. Small angle neutron scattering (SANS) measurement revealed a microporous 
microstructure of the nanoemulsion colloidal gel. Remarkably, the gel transition was found 
to be thermoreversible, making this nanoemulsion system an excellent candidate for 
carefully studying colloidal behavior in polymer-nanoemulsion mixtures. The mechanism of 
the thermoresponsive behavior in this system was ultimately hypothesized to involve 
temperature-responsive adsorption of hydrophobic acrylate end-groups at the interface of the 
droplets, resulting in polymer bridging at elevated temperature. Specifically, entropically-
driven dehydration of hydrophobic end-groups at increased temperature is thought to lead to 
effective interdroplet attractions, which ultimately give rise to colloidal gelation when the 
bridging attractions are sufficiently strong. This hypothesis was corroborated by the fact that 
the gel transition occurs for many other PEGs containing hydrophobic end-group chemistry, 
and the trend in temperature-dependence of rheological properties was found to scale as 
expected with the relative hydrophobicitiy of the end-group chemistry for hydrophobically-
driven adsorption. In further investigations, the effect of droplet size on thermoreversible 
gelation was studied, and it was found that the thermoreversible gelation only occurred for 
nanoemulsions of sufficiently small droplet size. 
Later, SANS and cryo-TEM measurements elucidated two different pathways of 
thermoresponsive colloidal gelation in these systems depending on the volume fraction of 
the dispersed droplets [22]. Briefly, for volume fraction of droplets (ϕ) lower than 0.2, gels 
exhibited a homogeneous fractal microstructure, presumably produced by percolation of 
droplet-droplet clusters during diffusion-limited aggregation. However, for ϕ > 0.2, gels 
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exhibit a heterogeneous microstructure with micron-scale correlated features, which were 
though to result from the formation of dense cluster domains through arrested phase 
separation. Furthermore, nonlinear rheological measurements revealed two different 
yielding behaviors depending on the microstructure of nanoemulsion gel. Specifically, gels 
with homogeneous microstructure exhibit a single, simple yielding transition with increasing 
strain amplitude, whereas gels with heterogeneous microstructure produced a broadened, 
multi-stage yielding transition. 
These studies provide new routes to control the colloidal structure and rheological 
behaviors in nanoemulsions by temperature and volume fraction of droplets. First, the 
reversibility of thermal gelation is different from other irreversible rheological behavior in 
nanoemulsions [36,79]. Second, the solid-like viscoelasticity found in these nanoemulsion 
colloidal gels is unique compared to the viscoelasticity found in microemulsion-telechelic 
polymer mixtures [80,81]. Toward applications, the system provides a pathway to designing 
and templating materials with hierarchically porous microstructure for many applications 
[10].  
Moreover, these nanoemulsion systems present unique opportunities for studying the 
process of colloidal gelation and properties of colloidal gels in polymer-colloid mixtures. 
For example, since the polymer bridging can be controlled by varying the polymer 
molecular weight and end-group hydrophobicity, the strength, range and temperature-
dependence of thermoresponsive attractions can be carefully programmed and tuned. 
Furthermore, the selection and concentration of surfactant can be used to add and tune 
electrostatic repulsion, providing a mechanism for studying the effects of combined 
medium-range attraction and long-range repulsion on aggregation and gelation.  We hope 
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that understanding the mechanism of interdroplet interactions in these systems will 
ultimately allow for better understanding and design of the resulting microstructure and 
rheology. This dissertation is therefore intended to make the first steps along this path.  
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Chapter 2  
Materials and methods 
 
2.1 Objective 
In this chapter, I describe the materials, preparation and characterization methods for 
studying our model thermoresponsive nanoemulsion system. Although more specific will be 
described in each chapter, this chapter describes the general fundamental aspects of the 
model system, experimental methods and analysis protocols used. 
 
2.2 Materials and preparation 
2.2.1 Nanoemulsions 
As mentioned previously, our model system is comprised of oil-in-water (O/W) 
nanoemulsions containing silicone oil droplets dispersed in an aqueous continuous phase. 
We choose silicone oil because it has been used in wide range of fundamental studies of 
nanoemulsion behavior [1-3]. Specifically, we chose low-viscosity polydimethylsiloxane 
(PDMS, Sigma Aldrich, h = 5 cp at 25 °C), since its solubility into an aqueous phase is very 
small, which retards the rate of Ostwald ripening, and its viscosity is also very small relative 
to other oils, which facilitates the production of nanodroplets in high-energy emulsification 
processes. The silicone oil is transparent and has a density of 0.913 g ml-1 at 25 °C. 
The silicone oil was emulsified into an aqueous continuous phase containing 
surfactant and polymers. High-pressure homogenization was used to prepare nanoemulsions, 
which will be described in the next section. In most cases, sodium dodecyl sulfate (SDS, 
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Sigma Aldrich) was used as a surfactant to stabilize the oil droplets. The polymers 
solubilized in the continuous phase are composed of a hydrophilic main chain, polyethylene 
glycol (PEG), and various hydrophobic functionalized end-group chemistries, i.e., acrylate, 
methyl ether and di-alkyl groups. In most studies, we used PEG with a relatively low 
molecular weight (600 g mol-1), which is lower than the entanglement molecular weight for 
entanglement of PEG. Therefore, the polymer in the continuous phase cannot by itself be 
entangled. For neutron scattering measurements, we used deuterium oxide (D2O, Cambridge 
Isotope Laboratories, 99.9%) as the solvent in the continuous phase to enhance the contrast 
and match the contrast of continuous phase with polymers, which will be discussed in more 
detail in Section 2.4.2.  
In order to determine the stability of the nanoemulsion droplets over the course of 
experiments, the droplet size was measured before and after performing the rheological 
measurements by dynamic light scattering. In all cases, including rheological measurements 
with variation from 5 to 35 °C and high shear rates as high as 2000 s-1,  the observed change 
in average droplet size was never more than 2%, and the change in polydispersity was never 
more than 10%. Thus, we conclude that the experiments performed in this work have no 
significant effect on the droplet size distribution. Although the droplet size can increase due 
to Ostwald ripening, this can be retarded by storing the sample at low temperature (5-10 °C) 
according to previous study on nanoemulsions stability [4]. As just mentioned, over our 
experimental time scale, the increase in average droplet size and polydispersity due to the 
Ostwald ripening is negligible. 
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2.2.2 Homogenizer 
High-pressure homogenization was used for fabricating nanoemulsions. In the 
process, a macroscale emulsion is forced to pass through a micro-channel in the 
homogenizing valve, resulting in extreme shear. The generated high shear stress can break 
down large scale droplets in crude emulsions into nanoscale ones. A crude emulsion was 
first prepared using dropwise addition and high-speed mixing of silicone oil into the 
polymer and surfactant solution mixture. Then, this crude emulsion was passed through a 
pneumatically controlled dynamic valve inside the homogenizer (EmulsiFlex-C5, Avestin) 
for 10-20 passes and with pressure drops ranging from 5-15 kpsi, depending on the desired 
ultimate droplet size. The droplet size is determined by the applied shear stress due to the 
pressure drop. This should exceed the Laplace pressure to deform droplets [5]. Due to the 
capillary instability, stretched droplets from the applied high stress can break down to form 
smaller droplets [6]. 
 
2.3 Rheological characterization 
2.3.1 Viscometry 
An Anton Paar rolling ball viscometer (Lovis 2000 M/ME) was used to measure the 
zero shear rate viscosity of polymer and surfactant solutions. Depending on the viscosity of 
the sample, different sized capillary was used in order to improve the accuracy of the 
measurement. After loading the sample, the temperature was equilibrated for at least 5 
minutes before the measurement. The rolling time of a stainless steel ball was measured in 
the capillary, and the sample viscosity is obtained according to the Hoeppler’s falling ball 
principle. Since the density of the sample is measured simultaneously by the device, both 
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dynamic and kinematic viscosities are determined. The viscosity measurements were 
performed at various angles for extrapolating the zero shear rate viscosity. 
2.3.2 Rotational rheometry 
The rheological behavior of the materials was measured using three different 
rotational rheometers, depending on the desired purpose. An AR-G2 stress controlled 
rheometer (TA Instruments) was mainly used to measure the rheology of materials, such as 
viscosity, viscoelastic moduli and steady shear rheology. To do so, we used a 60 mm, 2° 
upper cone geometry and a Peltier temperature-controlled lower-plate geometry for 
relatively high viscosity samples. For steady-state shear rheology measurements, the steady 
shear stress was measured using a Peltier temperature-controlled Couette geometry (inner 
radius, 14.0 mm; outer radius, 15.2 mm) at equilibrate temperatures ranging between 5 °C 
and 30 °C. In both cases, a solvent trap was used to prevent evaporation of the sample. 
For large amplitude oscillatory shear (LAOS) measurements, an ARES LS strain-
controlled rheometer (TA instruments) was used with a 50 mm cone and plate geometries 
(cone angle α= 0.04 rad). The temperature was controlled by a jacket of circulating water in 
the lower plate geometry. Also, the solvent trap was used to minimize solvent evaporation. 
The details of LAOS rheology will be discussed in the next section. Furthermore, ARES 
rheometer was used for transient rheology of nanoemulsions with Couette geometry (inner 
radius, 16 mm; outer radius, 17 mm). Temperature was also controlled by a jacket of 
circulating water in the moving Couette cup geometry. 
For combined Rheo-(ultra) small angle neutron scattering (Rheo-USANS/SANS) 
measurements, Anton Paar MCR 501 rheometer was used with Couette geometry consisting 
of a cup and a rotating bob. A heated and cooled double air jacket controlled the 
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temperature. We will discuss the details of Rheo-USANS/SANS measurement in Section 
2.4.2. 
2.3.3 LAOS rheology 
 Large amplitude oscillatory shear (LAOS) is a particularly useful flow for probing 
yielding, as it allows for repetitive, steady state, rate-dependent measurements that span the 
transition from linear solid-like behavior to fully nonlinear flow. As mentioned previously, 
LAOS measurements were performed on the strain-controlled ARES LS rheometer (TA 
Instruments) for studying the rheological signatures of broadened yielding in colloidal gels. 
In order to prevent wall slip, 600 grit sand paper was attached to the 50mm cone and plate 
geometries using double sided adhesive tape, following a previous used procedure [7]. 
Possible errors caused by the sandpaper (e.g., through an error in the gap height or the 
sandpaper peeling off during the experiment) could be excluded as a strain amplitude sweep 
(ω=10 rad s-1, 10-3<γ0<10) with a Newtonian silicone oil (η=8000 Pa·s) gave identical 
results with and without the sandpaper. 
In addition to the data analysis provided by the commercial software of the 
rheometer, the raw data were sampled with an analog-digital converter (NI-USB-9162, 
National Instruments) as described by Wilhelm [8] at a sampling rate of 50 kHz. The use of 
oversampling [9] increased the sensitivity and reduced the sampled time data to a sampling 
rate of 200 points per oscillation cycle. The raw data were analyzed using a custom-written 
MATLAB routine in order to convert each wave of a certain frequency and strain amplitude 
to a complex spectrum. 
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2.4 Structural characterization 
2.4.1 Cryo-transmission electron microscopy 
Cryo-transmission electron microscopy (cryo-TEM) is one of the only microscopy 
techniques using an electron beam that can transmit through a vitrified hydrated sample 
without significant imaging artifacts [10]. Rapid vitrification is necessary in order to avoid 
crystallization and variation of colloidal dispersions during transmission electron 
microscopy measurement [11]. Thus, it is an essential technique for characterization 
nanoemulsions without affecting structural changes. To vitrify the nanoemulsions, an 
automated vitrification device (FEI Vitrobot™ Mark IV) was used, which quenches the 
specimen by plunge-freezing. 
All cryo-samples were prepared by following protocol. Before loading the sample, 
the chamber of the vitrification device was equilibrated at 22°C and 100% relative humidity 
(RH) to prevent evaporation of the loaded sample. A thin holey carbon film covered TEM 
grid was cleaned by plasma treatment to optimize the surface charge of the carbon support 
film. A 2-3 μL drop of aqueous nanoemulsions sample was transferred to the grid. To 
produce a thin layer of the sample in carbon grid, excess sample was removed by an 
automated blotting system using filter paper. The sample was blotted twice for 2 seconds 
each and the blotting force was set to level 3 in the FEI Vitrobot™ Mark IV. Immediately 
after blotting, the sample grid was rapidly plunged into high purity liquid ethane. The 
vitrified sample was transferred to a liquid nitrogen dewar, after which it was transferred and 
placed onto a TEM cryo-holder. The temperature of the specimen was maintained below 
much lower than the melting point of sample using liquid nitrogen. 
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Images of nanoemulsion samples were taken using an FEI Tecnai TF20 G2 200kV 
high resolution TEM, which is equipped with a field emission gun and TIETZ F415MP 
4k×4k multiport charge coupled device (CCD) camera. Images were processed using FEI 
TIA (TEM Imaging and Analysis) software (ES vision). 
2.4.2 Small angle neutron scattering 
Small angle neutron scattering (SANS) is an essential experimental technique for 
investigating the microstructure of nanoemulsions [4,12].  This is because the wavelength of 
neutrons is appropriate for probing the characteristic length scale of droplets or their 
aggregates in nanoemulsions. Furthermore, contrast variation allows for labeling of a 
specific part in multicomponent system [13]. In our nanoemulsions system, four components 
– such as oil, surfactant, polymer and water –compose the structure. By replacing hydrogen 
with deuterium atoms, we can vary the contrast to reduce the scattering of specific 
components to investigate the microstructure, as well as reduce multiple scattering and 
incoherent background scattering. From the scattered intensity, we can obtain the structural 
information. Assuming the well-established factorization approximation, the scattered 
intensity is given by 
2( ) ( ) ( ) ( )p p bI q v P q S q Iφ ρ= ∆ +  (2.1) 
where q is the scattering vector, pφ  is the volume fraction of oil droplets,  pv  is the average 
volume of the droplets, ρ∆  is the difference of scattering length density between dispersed 
and continuous phase and bI  is the incoherent (background) scattering intensity. The form 
factor, P(q), provides information of the shape and size distribution of discrete scattering 
objects. The structure factor, S(q), represents the interparticle interactions through the spatial 
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correlations of scattering objects. By modeling these functions, we can obtain structural 
information. 
Static SANS measurements were performed using NG7 30m SANS instrument at the 
National Institute of Standards and Technology Center for Neutron Research (Gaithersburg, 
MD). Samples were loaded in quartz optical cells with a 1 mm path length and placed within 
the 10CB temperature-controlled sample environment. The temperature of sample cells was 
left to equilibrate for at least 30 min prior to measurement. Neutrons with a wave length of 6 
Å and a full-width at half-maximum (FWHM) of Δλ/λ=11% were used with sample-to-
detector distances of 1 m (with 25 cm offset), 4 m and 13.5 m. Neutrons with a wavelength 
of 8.09 Å and a FWHM of Δλ/λ=11% with neutron lenses were used for the detector 
distance of 15.3 m. 
Flow-SANS measurements were performed using different types of Couette 
geometries depending on the required projection of the scattering. There are three different 
two-dimensional projections of scattering in a Couette geometry, which are (i) the flow-
vorticity projection (1-3 plane), (ii) flow-gradient projection (1-2 plane), and (iii) gradient-
vorticity projection (2-3 plane). For flow-SANS measurement in the 1-3 and 2-3 planes, an 
Anton Paar MCR 501 rheometer was used with a Couette geometry consisting of a cup and 
a rotating bob. Since different sizes of Couette geometry were used for different types of 
experiment, specification of the geometry will be described in each chapter. The rheometer 
was placed on the Huber instrument table between the detector and the incident neutron 
beam. All samples were loaded after initializing the parameters for the rheometer. The cup 
was aligned and held fixed using a vacuum pump and the temperature was controlled by a 
heated and cooled double air jacket. Extreme care was taken to minimize the temperature 
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non-uniformity along the length of the cup in order to ensure a macroscopically 
homogeneous sample, which was measured by introducing a wire thermocouple probe at 
various locations along the length of the gap occasionally during measurement. A solvent 
trap was used to prevent evaporation of nanoemulsion sample during the measurements. The 
temperature of the sample was left to equilibrate in the relevant sample environments for at 
least 30 min prior to measurement.  
For flow-SANS measurement in the 1-2 plane, a short-gap Couette shear cell 
developed by Wagner and co-workers was used. This consists of an aluminum inner rotating 
cylinder and an outer stationary aluminum cup. The inner and outer radii are 25.11 mm and 
26.46 mm, respectively. Details of the shear cell and its operation are described elsewhere 
[14,15]. The 1-2 shear cell was also placed on the same position with the position of the 
rheometer. In the 1-2 shear cell measurements, the flow-SANS was measured at the center 
of the gap using a narrow slit aperture (0.38 mm) due to spatial inhomogeneity at different 
gap positions unless otherwise noted. To find the center of the gap, the total transmitted 
neutron counts for the empty shear cell were measured by changing the motor position of the 
Huber instrument table horizontally. The positions of the inner and outer walls can be 
obtained because of the decrease in transmission of neutron beam through aluminum. 
As mentioned previously, rheo-SANS/USANS was performed to investigate the 
broad yielding behavior in nanoemulsion gel under the LAOS measurement. The 1-3 plane 
of shear deformation was measured using the BT5 Perfect Crystal Diffractometer (USANS) 
[16] and NG7 30 m SANS instruments [17] combined with an MCR 501 Anton-Paar 
rheometer at the National Institute of Standard Technology Center for Neutron Research 
(Gaithersburg, MD). We note that, due to the tube detection method for BT5 [16], all 
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USANS data are slit-smeared in the vertical (vorticity) direction. This prevents the 
characterization of any structural anisotropy, the presence of which could also produce 
artifacts in the one-dimensional spectra. All the data were reduced and radially averaged (for 
SANS) using standard Igor SANS and USANS software packages provided by National 
Institute of Standard and Technology [18], including desmearing of the USANS spectra for 
direct comparison with the SANS data. Incoherent background intensities were obtained 
through asymptotic fitting of a Porod plot (Iq4 vs q4) at high q-values, the slope of which 
yields the background intensity, and subtracted from the data to isolate the coherent 
scattering. The results were reduced and fitted using IGOR software package provided by 
National Institute of Standard and Technology (NIST) using standard protocols [18].  
2.4.3 Light scattering 
Dynamic light scattering (DLS) was used to characterize both the sizes of 
nanoemulsion droplets as well as their dynamics. The scattering intensity shows time-
dependent fluctuation due to Brownian motion. We can obtain correlation function that 
exhibit exponential decay, which is related to the diffusion of the particle. The 
hydrodynamic radius of particles in a dilute suspension can be calculated using the Stokes-
Einstein equation, 
6
b
h
k TD
Rπh
=   (2.2) 
where D is translational diffusion of the particle, kb is the Boltzmann constant, T is measured 
temperature, h  is the viscosity and hR  is the hydrodynamic radius of the particle. 
Experiments were carried out on a BI-200SM (Brookhaven Instruments) multi-angle 
detector system with a 637 nm (HeNe continuous wave) laser. The temperature was 
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controlled using a circulating bath. For size measurements, nanoemulsion samples were 
diluted to ϕ = 0.01 using the appropriate continuous phase to inhibit multiple scattering. 
Measurements of the intensity correlation, g(q,t), were made at a temperature of 25 °C 
(unless otherwise reported) and a scattering angle of 90°. The average hydrodynamic 
diameter and polydispersity of nanoemulsion droplets were obtained by a cumulant analysis.  
DLS was also used to characterize the dynamics of nanoemulsions under 
concentrated conditions. Samples were filtered before the experiments with 0.45 mm pore 
size Teflon syringe filters (National Scientific Company). To facilitate comparison of 
experimental data across different conditions, the intermediate scattering function (ISF), 
f(q,s), was calculated via the Siegert relation, 
[ ]2( , ) 1 ( , )g q t c f q t− =  
where c is the Siegert constant indicating non-idealities in the optical path. This allows us 
using Siegert constants measured in ergodic states to extract ISF for cases where the 
observed correlation function does not fully relax within the experimental window. 
Furthermore, to minimize the error in extrapolating the value of c, we select the minimal 
detector aperture size that still provides sufficient statistical accuracy. To probe the q-
dependence of dynamics, measurements were made at angles spanning 50–130° 
(corresponding to scattering vectors, q, of 11.5–24.67 μm-1). 
  
2.5 Isothermal titration calorimetry 
Calorimetric measurements were carried using a Nano isothermal titration 
calorimeter (Nano ITC, TA instruments) at a temperature from 15 °C to 35 °C. 7 µL 
injections of SDS and polymer solution were injected sequentially into a 950 µL sample cell 
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containing polymer solutions or deionized water at 800 seconds intervals. The reference cell 
was filled with deionized water. The solution in the sample cell was stirred with a speed of 
350 rpm. All samples were degassed before the measurement for at least 10 minutes. The 
results were analyzed using NanoAnalyze as provided by TA instruments. 
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 Chapter 3 
Using polymer-surfactant association to impart thermoresponsive 
rheology to nanoemulsions1 
 
3.1 Introduction 
Nanoemulsions are used in many applications from consumer products to advanced 
materials [1-5]. The rheology of nanoemulsions is critical for their formulation in these 
applications. Thus, it would be highly advantageous to develop generic schemes for 
producing nanoemulsions with controlled rheology varying from nearly Newtonian liquids 
to viscoelastic gels to elastic solids with tunable material parameters, including viscosity, 
modulus, and yield stress. This has proven difficult, however, due to poor understanding of 
the rheology of nanoemulsions. Specifically, the nanoscopic nature of the droplets leads to 
unique behavior as their size is decreased that is not observed for larger emulsions. This 
includes a transition from a liquid to a repulsive glass with decreasing droplet size in 
electrostatically-stabilized systems [6], or from a viscoelastic paste to a nearly elastic gel in 
attractively-driven systems [4]. In both cases, these phenomena are thought to be due to the 
increase in characteristic length scale of interdroplet interactions relative to the droplet size 
as the latter is driven to the nanoscale. However, the exact mechanism of these changes is 
unclear, preventing predictive theories for the rheology of nanoemulsions, or even where 
these transitions might occur. This calls for a more molecular understanding of colloidal 
                                                 
1  Portions of This chapter are reproduced with permission of The Royal Society of 
Chemistry.[70] 
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interactions and dynamics in nanoemulsions, and how these properties impact their 
rheology. 
Recently, Helgeson et al. discovered a class of nanoemulsions with dynamically 
variable rheology based on thermoresponsive behavior of its molecular constituents [4]. 
Details of this thermoresponisve gelation are described in Chapter 1 (1.7). The formation of 
these “organohydrogels” was found to be inextricably linked to interfacial self-assembly of 
the polymer end groups at the oil-water interface, resulting in colloidal instability due to the 
formation of interdroplet bridges and, subsequently, the thermoreversible formation of a 
colloidal gel of droplet clusters. It was identified that both molecular chemistry and 
nanoscale droplet size were critical to imparting the remarkable rheological properties of the 
fluid.  
The reliance of the rheology of these materials on polymer solution behavior opens 
up new possibilities for dynamic and thermoresponsive control of nanoemulsion rheology. 
In this chapter, we propose polymer-surfactant interactions as a novel, more generic 
mechanism toward this aim. In particular, it is well-known that water-soluble uncharged 
polymers exhibit complexation or co-aggregation with ionic surfactants in aqueous solution 
[7-9]. The most well characterized experimental system exhibiting this phenomenon is the 
aqueous PEG-sodium dodecyl sulfate (SDS) system, with studies dating to the 1950s [10-
15]. It has been shown that PEG and SDS interact on a molecular level through a balance of 
hydrophobic forces and ion-dipole interactions [16], resulting in a number of different 
possible models for polymer-surfactant complexes [17-19]. Since the former relies primarily 
on entropic effects whereas the latter is enthalpically-driven, this leads to a complex 
dependence of the complexation on variables such as temperature [20], polymer molecular 
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weight [15,21] and concentration [16], and surfactant concentration [13]. Furthermore, the 
polymer-surfactant interactions can be modulated through the use of chemical additives such 
as salts [8] and co-surfactants [9]. Despite the complexity of this behavior, it is generally 
observed in a wide variety of systems, including water soluble homopolymers [13,22], co-
polymers [23], hydrophobically-modified polymers [24-26], thermoresponsive polymers 
[27-29] and naturally-derived polymers [30,31], as well as both cationic and anionic 
surfactants [32] (although the latter is more common).  
More recently, polymer-surfactant complexation at fluid interfaces has received 
significant interest [7], providing a potential link to its use in modifying the colloidal 
behavior of emulsions [33,34]. Many studies have focused on the competitive adsorption of 
various uncharged polymers and SDS at air-water interfaces. In both experiments [35] and 
molecular simulations [36], SDS is shown to significantly alter the conformation of 
interfacially adsorbed polymer chains. However, depending on the particular polymer and 
surfactant, these affects can either lead to a decrease [27] or increase [37] in the surface 
excess of polymer. 
Since many polymer-surfactant mixtures are already in use for preparation and 
stabilization of nanoemulsions, more judicious selection of their chemistry and composition 
could allow for complexation as a general method of nanoemulsion rheology control. 
However, the specific impact of complexation on viscoelasticity of colloidal dispersions, 
and nanoemulsions in particular, has not been carefully examined. Even in solutions, 
differential rheological behavior is observed in relevant polymer-surfactant systems. In the 
case of neutral water-soluble polymers and ionic surfactants, only modest increases in 
solution viscosity are typically observed [38,39].  Contrastingly, mixtures of polyelectrolytes 
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or hydrophobically-modified polymers with ionic or non-ionic surfactants can lead to the 
formation of a cross-linked polymer network with gel-like rheology [30,31,40-42]. It is 
therefore unknown a priori how polymer-surfactant interactions and complexation will 
affect the rheology of the nanoemulsions, especially in the presence of an oil-water 
interface. However, some insight can be gained from thermodynamically stable 
microemulsion or swollen micellar systems, where temporary networks have been observed 
in mixtures of telechelic polymers and various microemulsion phases [43-46]. 
In this chapter, we aim to test whether polymer-surfactant complexation can be used 
to generally impart control over the viscoelasticity of oil-in-water nanoemulsions. 
Specifically, we will elucidate how the well-known complexation of PEG and SDS, 
representative of that found in other systems, can be utilized to create thermoresponsive 
viscoelastic behavior in nanoemulsions. We will employ a combination of characterization 
techniques to probe the structure, dynamics, and rheology of these materials over a wide 
range of length and time scales as well as compositional space. The results will be 
reconciled with the known behavior of polymer-surfactant complexation both in bulk 
solution and at fluid interfaces. 
 
3.2 Experimental 
Isothermal titration calorimeter (ITC) experiments described in Chapter 2 were 
performed by injecting 100 mM SDS solution into deionized water at 15, 25 and 35 °C. 
Also, in order to characterize the binding isotherm of PEGs and SDS, titrations of 100 mM 
SDS and into polyethylene glycol diacrylate (PEGDA, Mw~700 g/mol) aqueous solutions 
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were performed. Furthermore, we titrated 100 mM SDS and 1 wt% polymer into 1 wt% 
polymer to eliminate the contributions due to the dilution enthalpy of the polymer. 
Phase studies were used to generate an approximate rheological state diagram for the 
nanoemulsions as a function of surfactant concentration (Cs) and temperature. Samples were 
prepared as described above and placed in a peltier-controlled temperature incubation 
system (Echotherm, Torrey Pines Scientific). Samples were equilibrated at a given 
temperature for at least 4 hours, and observations of sample behavior were made in 1 °C 
increments in the range of 10-55 °C. The appearance of the samples at each temperature 
were assessed by visual inspection as well as tipping of sample vials to observe visible 
viscosity. Observed phases included transparent low-viscosity, viscous, and gel-like phases, 
as well as turbid gel-like phases. 
Static SANS and dynamic light scattering measurements were performed using the 
NG7 30m SANS and BI-200SM, respectively. Details of SANS and dynamic light scattering 
measurement were described in Chapter 2. 
Rheological measurements were performed using an AR-G2 stress-controlled 
rheometer (TA Instruments) with a 60mm, 2° upper-cone geometry and a Peltier 
temperature-controlled lower-plate geometry. Samples were loaded at 30 °C and cool down 
to 5 °C before measurement. Thermal rheology was first probed using temperature ramps 
were performed with a heating rate of 1 °C min-1 under small-amplitude oscillatory shear 
with a strain amplitude of γ0=1% and an applied frequency of ω=20 rad s-1. Time-
temperature superposition measurements of linear viscoelasticity were then performed, in 
which the dynamic shear moduli were measured using frequency sweeps over a range of 
0.02-200 rad s-1 at γ0=1%, at equilibrate temperatures ranging between 5-30 °C. For 
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representative samples, strain sweeps were carried out to ensure that the strain amplitude of 
γ0=1% was well within the linear viscoelastic limit (see Appendix A, Figure A.1). 
The polymers used in this experiment were poly(ethylene glycol) diacrylate 
(PEGDA, Mw~700 g mol-1), dihydroxy-poly(ethylene glycol) (PEG, Mw~600 g mol-1), and 
polyethylene glycol dimethyl ether (PEGDME, Mw ~ 500 g mol-1). Sodium dodecyl sulfate 
(SDS) and Tween20 were used as surfactants to reduce the interfacial tension between the 
oil and water phases. Polydimethylsiloxane (PDMS, viscosity = 5 cp) was used as the 
dispersed oil phase for the nanoemulsions, and deionized water (18.2 MΩ) was used as the 
continuous water phase. All chemicals were purchased from the Sigma Aldrich and used 
without further purification. For neutron scattering measurements, deuterium oxide (D2O, 
99.9%, Cambridge Isotope Laboratories) was used as the water phase to enhance neutron 
contrast. Distilled water was used for the preparation of all aqueous solutions. 
Nanoemulsions were prepared using a high-pressure homogenizer (Avestin 
Emulsiflex-C5) described in Chapter 2. Briefly, the continuous phase of the nanoemulsion 
was prepared by mixing of a 10 wt.% surfactant stock solution, pure polymer, and water in 
appropriate quantities by stirring for 10 min, resulting in a solution containing polymer 
concentration, P, (v/v) and molar surfactant concentration, Cs. A crude emulsion was then 
prepared using dropwise addition and high-speed mixing of PDMS. Nanoemulsions were 
stored at 7 °C in order to avoid significant aging due to Ostwald ripening. 
3.3 Thermodynamics of polymer-surfactant complexation 
To characterize the thermodynamics of self-assembly of PEGs and SDS, we 
performed calorimetric measurements using ITC. This technique allows for determining 
thermodynamic parameters of the binding process. First, we probed micellization of SDS by 
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itself in deionized water solution. Figure 3.1 shows the resulting differential enthalpy 
changes associated with demicellization of SDS at different temperatures. 
The critical micelle concentration (cmc) of SDS (~8.33 mM) is independent of 
temperature in the experimental range. It was determined from the first-order differential 
curve of the ITC result, which agrees with literature values [47]. At SDS concentrations 
lower than the cmc, the enthalpy changes exhibit a significant temperature dependence. 
While demicellization at 25 and 35 °C is endothermic, it is exothermic at 15 °C. Therefore, 
all the measurements of titrating SDS into polymer solution were performed at 15 °C, 
corresponding to the range of the nanoemulsions that exhibited viscoelasticity. The 
micellization enthalpy ( micH∆ ) was determined from the method illustrated in Figure 3.1. 
 
 
 
 
0 2 4 6 8 10 12 14 16 18
-4
-2
0
2
4
6
CMC at 35°C
CMC at 25°C
 15 °C
 25 °C
 35 °C
∆H
 (k
J/
m
ol
e 
of
 in
je
ct
io
n)
Concentration of SDS (mM)
∆Hmic
CMC at 15°C
 
Figure 3.1 The enthalpy changes of titrating SDS into water at 15, 25 and 35°C. 
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Figure 3.2 Enthalpy changes measured by ITC upon titrating (a) SDS solutions into 
PEG solutions and (b) SDS and PEG mixtures into SDS and PEG mixtures. 
Concentrations are described in legend and the measurement temperature is 15 °C. 
 
Due to a large aggregation number of SDS micelles (n > 50) [48], the Gibbs free energy of 
SDS micellization can be expressed using the pseudo-phase separation approximation,  
(2 ) ln( )mic cmcG RT xα∆ = −  (3.1) 
where α  is the effective fractional charge dissociation of SDS and cmcx  is the mole fraction 
of SDS at the cmc. For SDS, α  was found to be approximately 0.3, in agreement with 
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previous measurements [49]. The entropy of SDS micellization ( micS∆ ) was determined 
based on the second law of thermodynamics,  
( )mic mic micS H G T∆ = ∆ − ∆ . (3.2) 
micG∆ , micH∆  and micS∆  at 15 °C were found to be 35.84 kJ/mol, 4.52 kJ/mol and 0.14 
kJ/mol K, respectively. According to these values, the SDS micellization can be considered 
to be an entropically-driven process at 15 °C. 
Furthermore, binding interactions between SDS and PEGs were characterized using 
ITC. Figure 3.2 (a) represents the titration of 100 mM of SDS solution into PEGDA solution 
described in section 3.2. From the data, we observed the critical aggregation concentration 
(cac), which is the onset of aggregation of SDS in the presence of polymer [50]. The cac of 
SDS in PEGDA solution is lower than cmc, and it decreases with increasing polymer 
concentration. In a similar manner illustrated in in Figure 3.2 (a), we can obtain the enthalpy 
of aggregation ( aggH∆ ), which decreases with decreasing polymer concentration.  Due to a 
large aggregation number of SDS relative to PEG (n ~ 35 per PEG molecule) [51], the Gibbs 
free energy of aggregation, aggG∆  can again be approximated by the pseudo-phase 
separation approximation, while ignoring the polymer contribution, 
(2 ) ln( )agg cacG RT xα∆ = −  (3.3) 
where cacx  is the mole fraction of SDS at the cac. To investigate the effect of end group 
chemistry of PEG, titration of SDS into dihydroxy-poly(ethylene glycol) (PEGDOH, Mw ~ 
600 g mol-1) solution were performed and are shown in Figure. 3.2 (b). These 
thermodynamic parameters and the values of the cac are listed in Table 3.1. 
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Table 3.1Critical aggregation concentration and thermodynamic parameters for SDS 
in the presence of polymers at 15°C. The dilution effects of 1wt.% polymer are 
subtracted and that of 0.1wt.% polymer is negligible. 
Polymer CAC (mM) aggG∆ (kJ/mol) aggH∆ (kJ/mol) aggS∆ (kJ/mol K) 
PEG700DA-0.1wt. % 6.2 -37.06 5.9 0.149 
PEG700DA-1wt. % 4.8 -38.11 8.3 0.161 
PEG600DOH-0.1wt. % 7.4 -36.34 5.2 0.144 
PEG600DOH-1wt. % 6.6 -36.81 6.1 0.149 
 
 
From the thermodynamic parameters, we again find that aggregation of SDS and 
PEG is entirely entropically-driven at 15 °C. PEG-SDS aggregation becomes more favorable 
with increasing polymer concentration and in the presence of polymers containing the 
hydrophobic acrylic end-groups. The enthalpy of aggregation, aggH∆  becomes more 
endothermic with increasing polymer concentration, indicating that the enthalpic penalty to 
aggregation increases. There is a small increase in aggS∆  with increasing polymer 
concentration. Also, the presence of acrylate end groups on PEG increases aggS∆ , indicating 
that the aggregation becomes more favorable when PEG contains hydrophobic end-groups. 
These thermodynamic parameters can explain the mechanism of induced-micelle 
aggregation when the concentration is lower than cmc, which is thought to be driven by 
hydrophobic interaction between hydrocarbon chain of PEG and alkyl groups of SDS [51]. 
From the ITC measurements, we confirmed that the complexation of PEG and SDS 
depends on the concentration and polymer chemistry. Furthermore, the thermodynamic 
parameters reveal the complexation is entirely entropically-driven process. Most 
importantly, the thermodynamics of complexation is significantly temperature-dependent. 
This suggests that the formation and breakage of the complexation can be controlled by both 
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temperature and the concentration of polymer and surfactant. Since the polymers also 
interact with SDS at the interface, it provides the possibility to modify the colloidal behavior 
of nanoemulsions, resulting changes in rheological behaviors, such as viscoelasticity. 
 
3.4 Temperature-dependent viscoelasticity 
In order to test the effects of polymer-surfactant complexation on the rheological 
properties of nanoemulsions, we first studied O/W nanoemulsions in presence of different 
polymers and stabilizing surfactants in the continuous phase. The polymers consisted of 
various PEG chemistries, including PEG and PEGDA. The former was chosen due to its 
known complexation with a number of surfactants. The latter was chosen because 
nanoemulsions containing PEGDA are known to from thermoreversible viscoelastic solids 
at high temperature [4], and to demonstrate compatibility of the results shown here with 
various strategies for encapsulation of nanoemulsions within PEG hydrogels [4,5]. The 
surfactants used include SDS (an anionic surfactant known to exhibit complexation with 
PEG [10-15]) and Tween20 (a nonionic surfactant with no reported complexation with PEG 
[52]). 
We tested the thermal rheology of nanoemulsions containing the different 
components by measuring the viscoelastic moduli (G’ and G”, respectively) with increasing 
temperature from 5 to 65 °C at fixed droplet volume fraction (φ) of φ = 0.33, and continuous 
phase concentrations of polymer (P) and surfactant (Cs) of P = 0.33 (vpolymer/vcontinuous phase) 
and Cs = 200 mM (in the continuous phase), respectively (Figure 3.3). At high temperatures, 
the nanoemulsions containing PEGDA and SDS exhibit solid-like behavior. This is 
consistent with previous reports, which demonstrated that such nanoemulsions exhibit 
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colloidal gelation at high temperature mediated by telechelic bridging of PEGDA [4]. 
However, these nanoemulsions also exhibit previously unreported thermoreversible 
viscoelasticity at low temperature. Specifically, the nanoemulsion exhibits a transition from 
a low-viscosity liquid (where G’ << G”) to a viscoelastic phase (with G’ > G”) with 
decreasing temperature. This low-temperature rheological transition is significantly broader 
than the high-temperature gelation. 
Nanoemulsions containing PEG exhibit a nearly identical transition at low 
temperature, occurring over a similar range in temperature and differing only by the ultimate 
values of the viscoelastic moduli at sufficiently low temperature. However, they exhibit no 
high-temperature gelation. This suggests that the mechanism of low-temperature 
viscoelasticity is the same for both polymers, and moreover is relatively insensitive to the  
 
Figure 3.3 Low-temperature thermoreversible gelation in nanoemulsions. Thermal 
rheology (G’, closed symbols; G”, open symbols) at 1% strain and 20 rad s-1 frequency. 
Black symbols (circles) represent the sample containing φ = 0.33 droplets in water with 
P=0.33 PEGDA and Cs=200 mM SDS. Blue symbols (squares) represent the sample 
containing φ = 0.33 droplets in water with P=0.33 PEG and Cs=200 mM SDS. Red 
symbols (triangle) represent the sample containing φ = 0.33 PDMS in water with 
P=0.33 PEGDA and Cs=200 mM Tween 20. 
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end-group chemistry, unlike the high-temperature gelation [4]. Also, nanoemulsions 
containing PEGDME exhibit a similar transition at low temperature (Figure 3.4). This 
implies that the low temperature gelation is not caused directly by acrylate end group of 
PEG. Importantly, we also note that the continuous phase of the nanoemulsion itself (i.e. 
aqueous solutions of PEG and SDS) shows no observable viscoelasticity (Figure 3.4). 
Therefore, we conclude that the low-temperature viscoelasticity is primarily driven by the 
presence of the nanoemulsion droplets.  
In order to test the effect of surfactant chemistry on the observed low-temperature 
gelation, we examined the thermal rheology of a nanoemulsion containing P = 0.33 PEGDA 
and Cs = 200 mM Tween20. Interactions between neutral polymers and non-ionic 
 
 
Figure 3.4 Thermal rheology (G’, closed symbols; G”, open symbols) of nanoemulsions 
and PEG/SDS mixture  from 5 °C to 55 °C at 1% strain and 20 rad s-1 frequency. The 
nanoemulsions (black squares) contain φ = 0.33 PDMS droplets in water with P=0.33 
PEGDME and Cs=100 mM SDS. The nanoemulsions (blue circles) contain φ = 0.33 
PDMS droplets in water with P=0.33 PEGDA and Cs=100 mM Tween20. PEG/SDS 
mixture (red triangles) contains P=0.33 PEGDA and Cs=100 mM SDS in water. 
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surfactants are typically weak relative to ionic surfactants [52]. Nevertheless, we find that 
the nanoemulsion containing Tween20 does exhibit viscoelasticity at both low and high 
temperatures, although to a much lesser degree (Figure 3.3). This implies that even weak 
polymer-surfactant interactions are sufficient to produce low-temperature gelation. 
However, we note that lower concentrations of Tween20 (100 mM) show no measurable 
viscoelasticity at low or high temperatures (Figure 3.4). 
To further investigate the observed dependence of low-temperature viscoelasticity on 
surfactant concentration, we used phase studies to construct a state map for nanoemulsions 
containing SDS with φ = 0.33 PDMS and P = 0.33 PEGDA in a space of Cs and 
temperature. In general, we observe four regimes of characteristic behavior (Figure 3.5). At 
high temperatures, the nanoemulsions exhibit gelation concomitant with significant turbidity 
and an apparent yield stress. This extends previous studies [4] by examining the dependence 
of the onset of high-temperature gelation on the overall surfactant concentration. We find 
that the critical temperature for such gelation decreases only modestly with increasing Cs. 
As the temperature decreases below the gel temperature, the nanoemulsions 
transition through a series of transparent phases, including liquid, viscoelastic, and gel-like 
states. Like the high-temperature gelation, we find that the temperatures at which these 
approximate transitions occurs decrease with increasing surfactant concentration, although 
to a larger degree. Critically, we note the optical transparency of the gel-like phase at low-
temperature, in contrast with the turbidity observed in the high-temperature gels. This, in 
combination with the observed thermal rheology in the presence of PEG, suggests that the 
mechanism of low-temperature viscoelasticity differs significantly from the high-
temperature gelation, which was proposed to be due to end-adsorption of hydrophobic 
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PEGDA end groups leading to interdroplet polymer bridging, which eventually causes 
colloidal aggregation and gelation. 
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Figure 3.5 Rhelogical phase diagram of nanoemulsions as a function of SDS 
concentration and temperature. All samples contain φ = 0.33 PDMS droplets in water 
with P=0.33 PEGDA and varying Cs. (a) Photographs of the four regimes. (b) Resulting 
phase diagram. 
 
 
  53 
3.5 Microstructure and dynamics 
To further elucidate the mechanism of the viscoelasticity at low temperature, we 
performed structural characterization using SANS. Figure 3.6 shows SANS spectra at 
different temperatures of the sample containing φ = 0.33 PDMS droplets with P=0.33 PEG 
and Cs = 200 mM SDS in D2O, which exhibits apparent low-temperature gelation (where 
G’~G”) below approximately 20 °C (Figure 3.4). In the high-q regime, the scattering is 
invariant with decreasing temperature, indicating that the droplet size and polydispersity are 
unchanged. The scattering intensity in the low-q regime is also remarkably insensitive to 
changes in temperature. This result is consistent with the negligible change of optical 
properties during this process, and indicates that there is no observable structural change of 
the nanoemulsions over the entire low-temperature rheological transition. 
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Figure 3.6 Microstructural characterization of nanoemulsions. SANS spectra for a 
nanoemulsion containing φ = 0.33 PDMS droplets with P=0.33 PEG and Cs=200 mM 
SDS in D2O at the temperatures indicated. 
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This temperature-independent microstructure suggests that the low-temperature 
viscoelasticity is driven entirely by the dynamics of the nanoemulsion. To further probe 
these dynamics, we performed temperature-dependent DLS measurements on the same 
sample used in SANS measurements. Figure 3.7 (a) shows the intermediate scattering 
function (ISF) measured at several different temperatures at a fixed angle θ= 130° (q = 24.67 
μm-1). At droplet volume fractions up to φ = 0.20, the nanoemulsions exhibit single-mode 
relaxation of the ISF consistent with diffusive motion of polydisperse droplets, and 
temperature-dependence of the self-diffusivity that scales as expected for the resulting 
change in solvent viscosity (see Appendix A, Figure A.2 and A.3). 
However, at a volume fraction of φ = 0.33, we instead observe two distinct 
dynamical modes, exemplified as a two-step relaxation of the ISF over the range of 
temperatures spanning the low-temperature viscoelastic transition. This two-step relaxation 
is well-captured by a sum of two stretched exponential functionals, 
 ( ) ( )
1 2
, exp 1 expf q A A
α β
τ ττ
τ τ
      
   = − + − −   
         
  (3.4) 
as illustrated in Figure 3.7 (a) (See Appendix A, Figure A.4 and A.5 for fit parameter 
values). 
Stretched exponential behavior has been widely observed in chemically crosslinked 
[53], colloidal [54,55] and physically associating [56] systems, including polymer-surfactant 
complexes [57], and is typically attributed to a hierarchical distribution of relaxation times 
for density fluctuations [58]. We observe that stretched exponents (α) of the fast mode are 
~0.7 and are essentially independent of temperature within experimental errors. In contrast, 
the exponents (β) of the slow mode decrease from  
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Figure 3.7 Dynamics of nanoemulsions through the low-temperature viscoelastic 
transition probed by DLS. The diameter of droplets is measured to be 55.4 nm with a 
polydispersity of 0.21. Nanoemulsions are initially prepared at φ=0.33, P=0.33 (PEG) 
and Cs=200 mM. Nanoemulsions at lower volume fractions are achieved by diluting the 
concentrated nanoemulsions with a polymer solution of P=0.33 (PEG).  (a) 
Intermediate scattering functions of nanoemuslions measured at T=35 °C, 30 °C, 25 °C, 
20 °C, 15 °C, and 5 °C (from bottom to top) for samples prepared at φ=0.33. The 
scattering angle is fixed at θ=130°, corresponding to q=24.67 μm-1. Solid lines are fits to 
a sum of two stretched exponentials. (b) Arrhenius plot of relaxation times of samples 
prepared at φ=0.01 (filled triangles), 0.20 (filled diamonds) and 0.33 (circles for τ1 and 
squares for τ2).  Lines are fits to the Arrhenius equation to extract activation energy Ea, 
which are 11.4±0.5, 16.5±9.4 and 187±40 kbT, respectively. For comparison, relaxation 
times extracted from rheological measurements are also presented for samples of 
φ=0.33, P=0.33 (PEGDA), Cs=100mM (stars). 
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~0.7 to ~0.5 as temperature decreases from 35 °C to 30 °C or lower. Similar behavior has 
been observed in both physically associating polymers [59], glassy colloidal suspensions 
[60], and chemically-crosslinked polymer gels [53], with β ~ 0.5 corresponding to the 
percolation threshold. 
The distribution of relaxation times captured by stretched exponential dynamics can 
be captured by the average relaxation times,  
1
1
1ττ
α α
 = Γ 
 
 and 22
1ττ
β β
 
= Γ 
 
  (3.5) 
where Γ(x) is the gamma function, which conveniently capture both the temperature- and q-
dependence of the fast and slow modes (Figure 3.7 (b)). We find that the fast mode exhibits 
an average relaxation time which is nearly independent of temperature, and follows a q2 
dependence (Figure 3.8). Finally, we observe the characteristic time scale for  
 
 
Figure 3.8 q-dependence of average relaxation times (circles for <τ1> and squares for < 
τ2>) at T=35 oC (red) and 30 oC (purple). Lines are fits to < 𝛕𝒊 > ~(𝒒𝟐)𝜸. 
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relaxation of the fast mode is significantly faster than that of droplets in dilute conditions 
(Figure 3.7 (b)). Therefore, we attribute the fast mode to diffusive motion of free molecular 
aggregates in solution, such as micelles or polymer-micelle complexes. 
The slow mode has a characteristic time scale which, at low temperatures, is similar 
to that for self-diffusion of droplets at low volume fraction (See Appendix A, Figure A.6). 
Therefore, we attribute the slow relaxation to collective hydrodynamic modes of oil 
droplets. Interestingly, < 𝜏2 >  exhibits slowing down by 6 orders of magnitude with a 
moderate change of temperature from 35 °C to 15 °C, which can be captured by an 
Arrhenius expression, < 𝜏2 > ~ exp(-Ea,2/kbT). A fit to this relation gives Ea,2 = 187±40 kbT, 
far beyond what is expected for viscous activation of the solvent (See Appendix A, Figure 
A.7).  We also find that < 𝜏2 > has a weak dependence on q, implying that the relaxation is 
largely length scale independent. Similar behavior has been observed in microemulsion 
systems in the presence of telechelic polymers, and has been attributed to the average 
relaxation time of polymer network junctions or a breathing mode of the network [46]. In 
our study, this could arise from the relaxation of the network structure induced by polymer-
surfactant complexes as manifest in the collective hydrodynamic modes of droplets. 
 
3.6 Linear  viscoelasticity and Time-temperature superposition 
To further understand the low-temperature viscoelasticity in nanoemulsions 
containing PEG and SDS, we measured frequency-dependent linear viscoelastic spectra of 
the dynamic shear moduli for a range of temperature T=5-30 °C spanning the liquid, 
viscous, and transparent gel phases (Figure 3.9 (a)). The nanoemulsions exhibit liquid-like 
behavior at high temperature (G”>G’) with the expected frequency-dependence of G’~ω2  
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Figure 3.9 Thermal viscoelasticity follows time-temperature superposition. (a) 
Dynamic shear moduli (G’, closed symbols; G”, open symbols) as a function of 
frequency at the temperature indicated. (b) Master curves (G’bT-1, closed symbols; 
G”bT-1, open symbols) for the sample contains φ = 0.33 PDMS droplets in water with 
P=0.33 PEG and Cs=200mM SDS. Inset: Arrhenius plot of horizontal shifting factors 
aT (closed) and vertical shifting factor bT (open). The reference temperature is T=5°C 
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and G”~ω (Figure 3.9 (b)). As the temperature decreases, crossover of G’ and G” occurs at 
moderate frequencies, with a rubbery plateau in G’ at high frequencies. At sufficiently low 
temperature, this plateau persists over the observable frequency range, indicating gel-like 
behavior. 
Given that DLS revealed the dynamics of the nanoemulsions to exhibit marked self-
similarity with temperature without significant changes in microstructure, similar behavior 
might be expected in their rheology. Specifically, we test whether the low-temperature 
viscoelastic transition obeys time-temperature superposition (TTS). By shifting G’ and G” 
at different temperatures horizontally (aT) and vertically (bT), we find that the data collapse 
onto a single master curve of the viscoelastic moduli over 9 decades in frequency (Figure 
3.9 (b)). TTS is widely observed in viscoelastic polymers, and has been shown previously 
for polymer-colloid mixtures [61]. However, to our knowledge, this is the first such 
demonstration of TTS for emulsions, and moreover a system in which the polymer alone 
exhibits no viscoelasticity. 
The linear viscoelastic master curve exhibits remarkable Maxwell-like 
viscoelasticity. At low relative frequencies, the nanoemulsions exhibit liquid-like behavior, 
indicated by the scaling of the dynamic moduli where G’~ω2 and G”~ω. At moderate 
frequencies, crossover of G’ and G” indicate a terminal relaxation in the fluid given by its 
corresponding frequency, ωr(T)=τr-1(T), where τr is the temperature-dependent characteristic 
relaxation time. At high frequencies, G’ exhibits a plateau of Gp ~ 2150 Pa. 
The horizontal (aT) and vertical (bT) shift factors are plotted as a function of the 
reciprocal temperature in Figure 3.9 (b, inset). We find that bT is nearly unity for all 
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temperatures examined, suggesting that the nanoemulsions obey idealized TTS. 
Furthermore, aT exhibits clear Arrhenius behavior over the range of temperatures, with 
( ) 1 1ln aT
ref
Ea
R T T
 
= −  
 
  (3.6) 
Fitting the data to this relationship, we obtain a characteristic activation energy for 
viscoelasticity of Ea,2 = 154±9 kbT. This energy is remarkably similar to the characteristic 
activation energy Ea,2 determined for the slow dynamical relaxation mode observed in DLS 
measurements. This shows that the observed rheology is directly coupled with the relaxation 
of collective dynamical modes. 
 From this, we surmise that the viscoelastic network is mediated by effective 
junctions between nanoemulsion droplets produced by polymer-surfactant complexation. 
However, we also note that the magnitude of the viscoelastic relaxation time is many orders 
of magnitude faster than that for the slow mode in DLS. To show this, the magnitude of < 𝜏2(𝑇) >  fit from DLS measurements and τr(T) estimated from TTS measurements are 
plotted simultaneously in Figure 3.7 (b). This suggests that although the viscoelastic and 
dynamical modes are coupled by the same activated process, their relaxation is manifest in a 
different manner. Specifically, the former will have a time scale set by the dynamic 
formation and breakage of a number of polymer-surfactant complexes comprising the 
network structure of a single droplet. By contrast, the latter will have a time scale set by the 
perturbative effect of many such events on the collective hydrodynamic modes of many 
droplets. 
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3.7 Effect of materials composition 
To test the generality of the low-temperature viscoelastic transition in our nanoemulsions, 
we probed the linear viscoelasticity of nanoemulsions containing PEGDA and SDS over a 
wide range of compositional space, including changes in surfactant and polymer 
concentration, as well as changes in the average droplet size. In particular, we find that the 
low-temperature viscoelasticity of the nanoemulsions obeys TTS as described above for all 
conditions studied. Therefore, the set of TTS parameters Gp, τr, and Ea serve as a convenient 
means by which the dependence of rheological properties on material composition, and thus 
the specific nature of PEG-SDS interactions, can be assessed. 
 
Table 3.2 TTS viscoelastic parameters of the nanoemulsions containing 33 vol% PDMS 
droplets. 
PEGDA SDS (mM) D (nm) SDS/PEGDAa Gp (Pa) at 5°C Ea (kbTref) τr (s) 
P=0.33 100 54.4 0.038 4430 206±12 7.82×103 
P=0.33 125 52.2 0.085 3690 170±20 1.52 
P=0.33 150 54.5 0.132 2480 138±23 9.86×10-2 
P=0.33 175 56.1 0.179 1440 86±28 1.37×10-2 
P=0.39 100 57.4 0.032 710 80±12 1.59×10-2 
P=0.39 120 50.2 0.064 1940 142±15 0.188 
P=0.39 150 46.3 0.113 75 70±2 b 
a Molar ratio of SDS in the bulk continuous phase to PEGDA. 
b The characteristic relaxation time cannot be obtained in the attainable frequency range. 
 
  62 
3.7.1 Effect of surfactant concentration 
Figure 3.10 presents TTS master curves of nanoemulsions containing different SDS 
concentration, Cs, and droplets with average diameter D = 54±2 nm at fixed volume fraction 
φ = 0.33. All data are shifted to a reference temperature of Tref = 5 °C. Two series of samples 
at different fixed overall polymer concentrations were studied, one with P = 0.33 PEGDA 
and one with P = 0.39 PEGDA. In these experiments, sample-to-sample deviations of the 
droplet size are small enough to ignore its influence on the rheological properties. Since 
samples contain the same volume fraction of oil and similar size of droplets, they require 
similar amount of the surfactant to stabilize the oil-water interface.  
Thus, the increasing overall surfactant concentration represents an increase in free 
surfactant in the bulk continuous phase at fixed polymer concentration. Note that this also 
corresponds to a change in the molar ratio of free surfactant and polymer. Table 3.2 shows 
estimates of this ratio, assuming that 80 mM SDS is the minimum surfactant concentration 
required to stabilize the PDMS oil droplets with this droplet size. To determine this value, 
we performed experiments involving homogenization of nanoemulsions under fixed 
homogenizing conditions, but with different SDS concentration (see Appendix A, Figure 
A.8). These experiments indicate a significant increase in average droplet size below 80 mM 
SDS. Therefore, we choose this concentration to be the total concentration of surfactant 
required to saturate the oil–water interface for droplets with D~54 nm.  Table 3.2 shows the 
corresponding values of Gp and Ea, as well as the relaxation time τr for each sample at the 
reference temperature. 
For P = 0.33, the plateau modulus, Gp, and relaxation time, τr, both decrease 
monotonically with increasing surfactant concentration, the latter by several orders of  
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Figure 3.10 Dependence of viscoelasticity (G’bT-1, closed symbols; G”bT-1, open 
symbols) on SDS concentration. (a) The nanooemulsion samples contain φ = 0.33 
PDMS droplets with D=54±2nm in water with P=0.33 PEGDA and varying Cs. (b) The 
nanoemulsion samples contain φ = 0.33 PDMS droplets with D=52±5nm in water with 
P=0.39 PEGDA and varying Cs.  The reference temperature is T=5°C 
 
magnitude over the range of Cs studied. This is consistent with the result of phase studies 
(Figure 3.5 (b)), where higher concentration of surfactant inhibits the transition to low-
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temperature viscoelasticity. Also, the characteristic activation energy, Ea decreases 
monotonically with increasing surfactant concentration. 
By contrast, the nanoemulsions containing higher polymer concentration of P=0.39 
exhibit non-monotonic changes of both Gp and τr with increasing surfactant concentration. 
Specifically, both quantities exhibit a maximum at an intermediate SDS concentration of Cs 
= 120mM (SDS:PEG = 0.064) below which the viscoelasticity increases with increasing 
SDS concentration. Ea also changes non-monotonically with increasing surfactant 
concentration. 
3.7.2 Effect of polymer concentration 
The results for the surfactant concentration dependence studies indicate that low-
temperature viscoelasticity of nanoemulsions containing PEG and SDS is non-trivially 
determined by the composition of both polymer and surfactant. To test the specific 
contribution of the polymer, we characterized nanoemulsions with Cs = 100 mM SDS and 
varying PEGDA concentration in the range of P=0.27-0.39. Figure 3.11 shows TTS master 
curves of G’ and G” for the different concentrations of PEGDA, and their respective 
material parameters are given in Table 3.3. The results show that Gp and τr decrease 
monotonically with increasing polymer concentration, indicating that the added polymer 
inhibits low-temperature viscoelasticity over this concentration range.  
Interestingly, τr decreases by four orders of magnitude over this range of polymer 
concentration. This is markedly different than polymer networks both in the absence [42,62] 
and presence [63,64] of colloidal species, which typically exhibit increased elastic modulus 
and relaxation time in the presence of high concentrations of polymer due to an increase in 
the number of polymer-polymer interactions (either through entanglement or molecular  
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Table 3.3 Rhelogical parameters of the nanoemulsions containing 33 vol% PDMS 
droplets and Cs=100mM SDS resulting from the TTS. 
PEGDA D (nm) SDS/PEGDAa Gp (Pa) at 5 °C Ea (kbTref) τr (s) 
P=0.27 59.9 0.046 8622 263±13 9.61×106 
P=0.30 54.9 0.042 6475 245±9 6.17×105 
P=0.33 54.4 0.038 4430 206±12 7.82×103 
P=0.36 53.3 0.035 3441 177±13 260 
a Molar ratio of SDS in the continuous phase to PEGDA single chain.  
 
 
Figure 3.11 Dependence of viscoelasticity (G’bT-1, closed symbols; G”bT-1, open 
symbols) on polymer concentration. All nanoemulsion samples contain φ = 0.33 PDMS 
droplets with D=56±4nm in water with varying PEGDA and Cs =100mM SDS. The 
reference temperature is 5 °C. 
 
association). From this, we conclude that the low-temperature viscoelasticity in these 
nanoemulsions is not a direct result of polymer-polymer interactions alone. 
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In addition, the characteristic activation energy decreases with the increasing the 
polymer concentration. We note that these results are analogous with the behavior observed 
with increasing SDS concentration at relatively low polymer concentration. 
3.7.3 Effect of droplet size 
The size of nanoemulsion droplets was previously shown to significantly influence 
the process of colloidal gelation of nanoemulsions at high temperature [4]. Therefore, we 
performed TTS measurements on nanoemulsions containing different droplet sizes at fixed 
surfactant and polymer concentrations of Cs = 100 mM and P=0.33 PEGDA and a droplet 
volume fraction of φ = 0.33. The different droplet sizes were obtained by preparing the 
samples at different homogenization pressures [4,65]. The results of TTS measurements are  
 
 
 
Figure 3.12 Dependence of viscoelasticity (G’bT-1, closed symbols; G”bT-1, open 
symbols) on droplet size. All nanoemulsion samples contain φ = 0.33 PDMS droplets in 
water with P = 0.33 PEGDA and Cs = 100mM SDS. The reference temperature is 5 °C. 
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Table 3.4 Rhelogical parameters of the nanoemulsions containing 33 vol% PDMS 
droplets and Cs=100mM SDS resulting from the TTS. 
PEGDA D (nm) Gp (Pa) at 5 °C Ea (kbTref) τr (s) 
P=0.33 54.4 4430 206±12 7.82×103 
P=0.33 47.2 4960 232±5 3.22×104 
P=0.33 43.3 6390 250±13 2.99×105 
 
 
shown in Figure 3.12.  We find that, for the same fluid composition, the size of the oil 
droplets significantly influences the observed rheological parameters. Specifically, Gp 
increases nearly two-fold and τr increases by several orders of magnitude when the droplet 
size is decreased by as little as 20%. Also, Ea increases with decreasing droplet size. 
It is important to note that, although the nanoemulsions were prepared at the same 
overall surfactant concentration, the change in droplet size requires a significant increase in 
the amount of surfactant required to stabilize the oil-water interface due to the increase in 
interfacial area. Therefore, the change in droplet size represents a significant decrease (by as 
much as 90%) in the amount of free surfactant in the bulk continuous phase.  This is 
consistent with the dependence of low-temperature gel modulus on surfactant concentration 
at low polymer concentration (Figure 3.9), where a significant increase in Gp with 
decreasing free surfactant concentration is expected. This also explains why the sample at Cs 
= 200 mM SDS and P = 0.33 PEGDA shown in Figure 3.3 is significantly more viscoelastic 
than that at in Figure 10 (a), as the droplet size is significantly smaller in the former case. 
We find that the magnitude of the relaxation time, τr, decreases much more modestly 
with droplet size (by several orders of magnitude) than that expected from a decrease in free 
surfactant concentration alone at fixed droplet size. Therefore, the decreased surfactant 
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concentration in the continuous phase is insufficient to entirely explain the dependence of 
low-temperature viscoelasticity on droplet size, and thus the droplet size itself plays a 
significant role in determining the magnitude of the rheological parameters. 
 
3.8 Discussion 
We have demonstrated that polymer-surfactant complexation has a dramatic effect 
on the rheology of oil-in-water nanoemulsions. Specifically, the nanoemulsions exhibit a 
previously unobserved thermoreversible transition with decreasing temperature from a low-
viscosity liquid to a gel-like state, which we have probed using several different methods. 
Most significantly, the low-temperature nanoemulsion gels are found to obey time-
temperature superposition with Maxwell-like viscoelasticity over a broad range of material 
parameters, including surfactant and polymer concentration, polymer end group chemistry, 
and droplet size. Scattering measurements indicate that the origins of this viscoelastic 
behavior is entirely dynamical, i.e., it occurs in the absence of any observable changes in 
nanoemulsion microstructure, including suspension instability of the nanoemulsion droplets 
sometimes observed in polymer bridging systems [4,66]. Thus, the mechanism of low-
temperature viscoelasticity (polymer-surfactant complexation) is entirely different from the 
mechanism of gelation at high temperatures (bridging-induced colloidal aggregation). DLS 
measurements show the emergence of two dynamical modes – a short-time relaxation due to 
self-diffusion of structural elements in a viscous solvent, and a long-time relaxation due to 
cooperative motion of droplets that can be described by a stretched exponential ISF (i.e. a 
hierarchical distribution of relaxation times). The average relaxation time of the cooperative 
mode follows Arrhenius behavior with an anomalously large activation energy. Remarkably,  
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Figure 3.13 Schematic diagram of low temperature gelation mechanism as a function 
of SDS and PEGDA concentration. (Panel I) At Cs below cac, the conformation of PEG 
with SDS at the oil-water interface due to the ion-dipole interactions. (Panel II) At Cs 
above cac, the formation of polymer-induced SDS micelles create a transient force 
chains between droplets. (Panel III) At Cs above cmc, the number of free micelles 
increases with increasing SDS concentration, resulting in association between free SDS 
micelles and PEG both in free solution and absorbed at the oil-water interface. This 
gives rise to decreases the number of transient force chain between droplets. (Panel IV) 
As the polymer concentration increases at fixed surfactant concentration, the number 
of polymer-induced SDS micelles per chain decreases, resulting in the decrease of the 
number of transient force chain between droplets. 
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this activation energy is in quantitative agreement with that obtained from TTS 
measurements, demonstrating that the slow mode is responsible for viscoelasticity in the 
nanoemulsions. 
From this, we hypothesize that the low-temperature viscoelasticity results from the 
formation of a transient gel mediated by the equilibrium formation of a network of 
interdroplet junctions connected by transient polymer-surfactant complexes (Figure 3.13). 
As discussed previously, such complexes have been widely observed in a number of 
polymer-surfactant systems, both in bulk solution and at fluid interfaces, and can exhibit 
strongly concentration-dependent behavior. As such, the ability of this mechanism to explain 
the observed dependence of rheological parameters on material composition requires careful 
explanation. 
We first note that low-temperature gelation is observed for combinations of polymer 
and surfactant which are known to undergo complexation in bulk solution. Specifically, 
complexation between PEG and SDS has been well-characterized in dilute and semi-dilute 
solutions for the relevant range of PEG molecular weight studied here [16]. It is also 
possible that PEG-SDS complexes adsorb at the oil-water interface. The molecular 
mechanisms of this complexation include both ion-induced dipole interactions between the 
surfactant headgroup and ether moieties of the polymer, as well as hydrophobic interactions 
between polymer and surfactant tail [16]. It appears that both types of interactions are 
necessary for complexation. By contrast, non-ionic ethoxylated surfactants, such as 
Tween20, show much weaker interactions with PEG [52], and as a result, much lower 
viscoelasticity (Figure 3.3). These results suggest that the surfactants most likely to induce 
  71 
low-temperature gelation due to polymer-surfactant interactions are ionic surfactants which 
can interact strongly with PEG through dipolar interactions. 
 Furthermore, we importantly observe that low-temperature viscoelasticity cannot be 
obtained in the absence of oil droplets for the same compositions in the continuous phase of 
the nanoemulsions. This is in contrast to some other polymer-surfactant systems such as 
purely ionic coacervates [67] or hydrophobically-associating [42] systems where significant 
viscoelasticity and gel-like behavior are observed without the colloid. There are several 
reasons for this. First, PEG-surfactant complexation is very weak compared to these 
interactions. Thus, the lifetime of PEG-SDS associations in free solution is insufficient to 
produce a viscoelastic network that relaxes on observable time scales. Second, the former 
systems generally involve higher molecular weight polymers, which can entangle even in 
the absence of surfactant, whereas the PEG molecular weights we choose to study are well 
below the entanglement molecular weight. 
It is important to discuss the potential role of interdroplet attractions in these 
materials due to the depletion of PEG or PEG-SDS complexes near the droplet surface. If 
such depletion attractions exist, our results clearly show that they are not important to any of 
the low-temperature behavior we describe. Firstly, one would expect depletion attractions to 
alter the suspension microstructure or colloidal stability of nanoemulsion droplets, which is 
not the case in our materials. Secondly, since the strength of depletion interactions increases 
monotonically with the concentration of excluded material, one would expect a monotonic 
increase in depletion-driven viscoelasticity with PEG or SDS concentration, which we 
clearly do not observe here. Therefore, we can rule out depletion as a possible mechanism to 
explain the low-temperature gelation. 
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3.8.1 Concentration dependence of viscoelasticy 
We turn our attention to the dependence of the rheological properties on surfactant 
concentration. In general, two different mechanisms of PEG-SDS complexation have been 
observed under two different SDS concentration regimes. At relatively low surfactant 
concentration, polymer-surfactant interactions are sufficient to induce surfactant 
micellization via co-aggregates with the polymer [11,17]. This occurs above the critical 
aggregation concentration (cac), defined by the onset of complexation between PEG and 
SDS, which typically occurs below the critical micelle concentration (cmc) of the pure 
surfactant in aqueous solution. This co-aggregation is thought to be driven by hydrophobic 
interaction between hydrocarbon chains of PEG and alkyl groups of SDS [17]. At surfactant 
concentrations above the cmc, ion-dipole interactions between sulfonate headgroups and 
ether oxygen moieties are thought to result in wrapping of the polymer chain around the 
surface of SDS micelles in a “necklace of beads” configuration [13]. 
Figure 3.13 illustrates a hypothesized mechanism of transient network formation 
based on this behavior, which can be used to rationalize the effects of surfactant 
concentration on the material parameters Gp, τr, and Ea. In the limit of nearly zero free 
surfactant in the continuous phase (i.e. when the surfactant concentration is marginally 
sufficient to stabilize the oil-water interfacial area), PEG chains interact with the surface of 
oil droplets as though they are effectively micelles, resulting in equilibrium association with 
the interface due to ion-dipole interactions, resulting in a flat adsorbed polymer 
conformation (Figure 3.13, Panel I). Such association was revealed by molecular dynamics 
simulation of mixed PEG and SDS at air/water interfaces [36], whereby a small surface 
excess of SDS is sufficient to recruit a large fraction of PEG chains to the interface. Since 
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such structures do not persist into the continuous phase, this prohibits viscoelasticity at 
sufficiently low surfactant concentrations. Since the free surfactant concentrations 
associated with this regime will be extremely low, we believe that such conditions are not 
observed in our measurements. 
As the SDS concentration increases (but remains below the cac), free surfactant 
monomers in the continuous phase can associate with the loops and tails of PEG chains 
adsorbed at the oil-water interface, resulting in stretching of the polymer conformation into 
the continuous phase at low ionic strength [35]. It is possible that such structures can bridge 
between droplet surfaces, producing a temporary network. However, the diameter of 
gyration (~2 nm) [4] of the low-molecular weight PEGDA, which sets the length scale for 
bridging [66], is significantly smaller than the mean interdroplet separation at the volume 
fractions studied here (8-10 nm). Thus, on average, such bridging will be entropically 
unfavored, and its contributions to the viscoelasticity will be small below the cac. 
On the other hand, as the concentration rises above the cac, SDS will prefer to form 
polymer-induced SDS micelles with both adsorbed and free PEG chains, whereby the PEG 
chain is solubilized in the hydrophobic core of SDS micelles [16].  Thus, if one polymer-
induced micelle can solubilize multiple chains, polymer-surfactant complexes can persist 
sufficiently into the continuous phase to bridge between droplet surfaces, thereby creating 
transient force chains between droplets (Figure 3.13, Panel II). The lifetime of these force 
chains will be relatively short. However, considering the large surface area available on the 
droplets for bridging, a large number of force chains will exist per droplet in dynamic 
equilibrium, thereby creating a transient network with the droplets serving as high-
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functionality crosslinks. Therefore, the lifetime of a crosslink will involve many realizations 
of the lifetime of an individual force chain. 
This could explain several important observations in our measurements. Firstly, it 
would explain why PEG-SDS complexation results in significant observable viscoelasticity 
in the nanoemulsions, whereas for the bulk solution it does not. Furthermore, it could 
explain the two-mode relaxation observed in DLS measurements, in that the short-time 
mode could be attributed to the characteristic diffusion time of polymer-induced micelles, 
whereas the long-time mode represents a distribution of collective hydrodynamic modes of 
droplets due to the perturbative effect of bridging structures. Finally, it could also explain 
the abnormally large magnitude of the dynamic and viscoelastic activation energy, as the 
dynamic relaxation will be governed by the breakage of a number of crosslinks for each 
junction (i.e. droplet), producing a multiplicative effect on the energy of formation or 
breakage energy of a single junction. 
This mechanism can explain the observed increase in plateau modulus and relaxation 
time of the nanoemulsions with increasing Cs at low surfactant concentration and P = 0.39 
(Figure 3.10 (b)). However, it does not explain the decrease in Gp and τr at higher surfactant 
concentrations or lower polymer concentration. To explain this latter observation, we 
recognize that as the free surfactant concentration continues to increase above the cmc, the 
surfactant will preferentially form free micelles. These free micelles will recruit polymer 
both in free solution and adsorbed at the oil-water interface in a similar manner to the oil-
water interface at nearly zero free surfactant concentration [35], with ion-dipole interactions 
as the driving force [13]. This happens at the expense of polymer-surfactant complexes 
which can bridge between droplets (Figure 3.13, Panel III), and summarily results in a net 
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decrease in the connectivity of the network (reflected in Gp), the lifetime of network 
junctions (reflected in τr), and the number of force chains per junction (reflected in Ea). This 
effect could explain both the monotonic decreases in these quantities with increasing Cs at 
low polymer concentration, as well as their non-monotonic dependence with Cs at higher 
polymer concentration. 
Another consideration is the relative free amounts of SDS and PEG in the continuous 
phase, as estimated in Table 3.2 and 3.3. In general, we observe that Gp and τr increase with 
increasing ratio of SDS to PEG, as evident in the trends in viscoelasticity with increasing 
SDS concentration at fixed polymer concentration, and vice versa. This trend can be 
interpreted in the following manner. If the polymer concentration is increased at fixed 
surfactant concentration (as in Figure 3.11), the number of polymer-induced micelles per 
chain will necessarily decrease, thereby removing critical polymer-surfactant complexes for 
the formation of transient bridges between droplets and decreasing the overall viscoelasticity 
(Figure 3.13, Panel IV). 
In other words, the minimal amount of free surfactant needed to form interdroplet 
junctions increases as the concentration of PEG increases. This is one possible explanation 
for the anomalous result in Figure 3.11, in which Gp, τr, and Ea all decrease with increasing 
PEGDA concentration at fixed SDS concentration. However, additional SDS will 
compensate for this only insomuch as the free SDS concentration remains below the cmc, as 
explained above. Thus, we emphasize the ratio of SDS to PEG as a critical parameter to the 
formation of a low-temperature nanoemulsion gel. This result is consistent with the observed 
increase of Gp with decreasing concentration of PEG at Cs=100mM SDS, whereas a 
maximum in Gp was obtained with increasing Cs for P = 0.39 PEGDA nanoemulsion 
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samples. Contrary to the previous results, we have seen that the Gp, τr and Ea change non-
monotonically with increasing the concentration of SDS at higher concentration of PEGDA 
(P=0.39) in Figure 3.9. As shown the Table 3.2 and 3.3, this non-monotonic change is 
related to the SDS/PEGDA ratio in the continuous phase. 
We note that this complex behavior is distinct from other mechanisms of transient 
gel formation between associative polymers and their mixtures with colloids, which all 
typically exhibit a monotonic dependence of the rheological properties with increasing 
polymer concentration. This includes telechelic associative polymer solutions, where Gp and 
τr increase with increasing the concentration of the polymers having hydrophobic chain ends 
[44], as well as microemulsions containing hydrophobically-modified multiarm star 
polymers, which exhibit increased Gp and τr with increasing the concentration of stars [46]. 
Thus, we would not expect our low-temperature nanoemulsion gels driven by polymer-
surfactant complexation to follow simple models for the scaling of transient networks of 
associative polymers and colloids with concentration [68]. 
Finally, we explain the observed dependence of low-temperature nanoemulsion 
viscoelasticity with decreasing droplet size. Specifically, the observed increase in Gp and τr 
and relaxation time with decreasing droplet size (Figure 3.12) can be interpreted in several 
ways. Smaller droplets increase both the available surface area as well as the number of oil 
droplets. The latter trivially leads to a more highly crosslinked network, and therefore an 
increase in Gp. The former leads to a decrease in the amount of free surfactant, which we 
have shown to increase viscoelasticity if the free surfactant concentration is above the cmc. 
It also leads to a larger number of effective force chains per droplet, which requires a longer 
characteristic time for their dynamic breakage, as captured by an increase in τr [69]. As 
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shown in Figure 3.12, this effect is sufficient to significantly counteract the effect of free 
surfactant on τr in the regime of Cs > cmc. 
3.8.2 Energetic scaling of viscoelasticity 
The Arrhenius dependence of both the dynamics and viscoelasticity of low-
temperature nanoemulsion gels suggests the appearance of an activation energy, Ea/kbTref for 
the formation of a network of polymer-surfactant complexes physically crosslinked by 
droplets. Although the compositional dependence of the activation energy in our materials is 
complex, one might still anticipate that the rheology of the gels formed to scale with this 
important quantity. 
Therefore, using the classical temporary network theory of Tanaka and Edwards as a guide 
[68], we test this concept by plotting Gp and τr from the data in Tables 3.2-3.4 against the 
corresponding values of Ea/kbTref  obtained from TTS measurements (Figure 3.14). We find 
that all of the data collapse onto master curves of the modulus and relaxation time. This is 
remarkable, considering that this data represents not only a wide cross-section of material 
composition (polymer concentration, surfactant concentration, and droplet size), but also 
that Ea exhibits highly complex and non-monotonic behavior over the range of conditions 
studied. 
We observe relatively simple scaling of the viscoelastic parameters with the 
activation energy. Specifically, we find that Gp increases linearly as Ea increases, i.e. that the 
strength of the nanoemulsion gel is proportional to the characteristic energy for formation 
and breakage of droplet crosslinks. We rationalize this linear dependence using recent 
modeling work by Uneyama et al. [44], who considered sparse networks of associative 
polymers and found the following scaling of the modulus, 
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( )0p eff
b b
G Wn
k T k T
ρ=   (3.7) 
where ( )0effn ρ  is equal to the effective density of “superbridges” (corresponding to force 
chains of structural elements between crosslinking centers). The quantity W is the average 
work required to dissociate a force chain from the crosslinking center, and  
 
Figure 3.14 Scaling of the viscoelastic parameters (a) Gp and (b) τr with the 
characteristic energy scale for network formation, Ea/kbTref. Points represent data in 
Tables 3.2-3.4. Lines are fits to the relationships shown. 
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involves a convolution integral over all possible configurations. Thus, the model anticipates 
the linear scaling of the modulus we observe, assuming that W is proportional to Ea, the 
viscoelastic activation energy. As discussed above, we hypothesize that the force chains 
comprise polymer-surfactant co-aggregates, and the crosslinking centers comprise a number 
of such structures associated with droplets. Therefore, the viscoelastic activation energy 
corresponds to the dissociation of ( ) ( )2 eff c df n ρ ρ− =  superbridges, where f  is the 
average number of force chains per droplet, and 𝜌𝑑 is the number density of droplets. Thus, 
W ≈ Ea/ f , and substitution in eq. (3.7) yields 
( )2p
d
b b
W fG
k T k T
ρ
−
=  (3.8) 
A linear fit of the collapsed data in Figure 3.14 yields W = 34±3 kbTref, which is 
reasonable for bridges formed by molecular aggregates [69]. Furthermore, the fit yields dρ  
~ 8300±1500 μm-3, which is in quantitative agreement with the magnitude to the droplet 
density for the volume fraction φ  = 0.33 contained in all samples ( dρ ~ 7000-9000 μm
-3 for 
the droplet sizes studied here). With this, the fit of eq. (3.8) to the data yields an average 
number of force chains per droplet of f  ~ 3-8 over the range of materials studied. This 
number of effective crosslinks per droplet is reasonable, considering the relative size of 
polymers and micelles compared to the average droplet size. We note that eq. (3.8) also 
suggests that, for a fixed number and dissociation energy of force chains and volume of 
droplets, the modulus should scale as Gp ~ D-3. This could partially explain the observed 
dependence of Gp with droplet size that we observe. However, more careful studies 
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involving variation in droplet size at fixed free surfactant concentration (nottotal 
concentration as done here) are required to rigorously test this result. 
Furthermore, we find that the relaxation time exhibits an exponential dependence with 
activation energy, τr ~ Ea/kbTref, over 9 orders of magnitude in the relaxation time. Such 
exponential dependence is expected for physically associating networks, and arises due to 
the kinetics of the formation and breakage of bridging structures [69]. Nevertheless, it is 
striking that such simple scaling of the viscoelastic parameters can arise from such a 
complex mechanism of network formation. 
 
3.9 Conclusion 
In this chapter, we have shown that polymer-surfactant complexation can be used as 
a highly controllable method for imparting thermoreversible viscoelasticity to 
nanoemulsions. This has been demonstrated for oil-in-water nanoemulsions in the presence 
of low-molecular weight PEGs of different end group chemistry and an ionic surfactant, 
SDS. The interactions between droplets and polymer-surfactant complexes lead to the 
formation of a viscoelastic network at low temperature. Remarkably, the nanoemulsions 
exhibit viscoelasticity that follows time-temperature superposition over a wide range of 
temperature and composition, demonstrating the generality of this phenomenon. 
Scattering measurements show that whereas the colloidal microstructure is 
insensitive to temperature through the low temperature viscoelastic transition, collective 
hydrodynamic modes exhibit a self-similar slowing down with temperature, with a 
characteristic energy scale far above what is expected for viscous activation and identical to 
that observed in rheological measurements. This energy scale represents the formation of 
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force chains that bridge nanoemulsion droplets while maintaining their colloidal stability. 
The activation energy is thus a critical parameter setting the magnitude of both the modulus 
and relaxation time of the material. 
Counterintuitively, the activation energy decreases with increasing surfactant and 
polymer concentration in nanoemulsions with intermediate droplet and polymer 
concentrations, and even exhibits non-monotonic behavior under some conditions, which 
distinguishes these materials from temporary networks of associative polymers and their 
mixtures with colloids. 
To explain this, we invoke the previously observed concentration dependence of 
PEG-SDS complexation both in bulk solution and at fluid interfaces. From these 
comparisons, we hypothesize that the observed temporary polymer network is mediated by 
polymer-induced micellar complexes, which act as effective crosslinks between droplets. At 
intermediate concentrations of polymer and oil, this leads to a complex dependence of the 
viscoelasticity on fluid composition, and identifies concentration regimes with differential 
dependence of the viscoelastic material functions on surfactant and polymer concentration, 
with the cac, cmc, and surfactant-polymer molar ratio as critical parameters delineating the 
various regimes. Nevertheless, we find that the viscoelastic material parameters show 
universal correlation with the network activation energy identified from TTS measurements, 
as expected for physically associating networks. 
These results suggest polymer-surfactant complexation is a broadly applicable 
mechanism for controlling the rheology of nanoemulsions. However, our studies indicate 
significant differences between the networks formed and those observed in networks 
mediated by associative polymers alone. This calls for further studies into this new class of 
  82 
viscoelastic nanoemulsions. For example, studies of polymer-surfactant interactions at oil-
water interfaces should be extended to more concentrated conditions, such that the effects of 
bulk self-assembly in different concentration regimes can be probed. Such studies could also 
inform the refinement of temporary network models to account for the complicated 
concentration-dependence of the viscoelastic parameters we observe in our experiments. 
Ultimately, these advances will provide a means by which to tailor nanoemulsions as novel 
responsive “smart” fluids with dynamically switchable rheology. 
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Chapter 4 
Rheology and structure of shear-induced clustering  
in polymer-colloids mixtures2 
 
4.1 Introduction 
The previous chapter demonstrated how polymer-surfactant complexes can be used 
to impart thermoresponsive control over the viscoelasticity of polymer-nanoemulsion 
mixtures. In this chapter, we exploit this behavior in order to systematically probe the flow-
induced microstructure of associative polymer-colloid mixtures and resulting rheology. 
 Polymer nanocomposites have been widely used to enhance the mechanical 
properties of polymeric materials [1]. Their properties and performance depend critically on 
the structure of the dispersed particle phase [2]. Thus, optimizing the final properties of 
nanocomposites requires careful control of particle dispersion and, therefore, rheology 
during processing. Since many nanocomposites are processed from solution [3], it is thus 
critically important to understand the influence of flow on polymer-particle interactions and 
suspension microstructure of colloidal suspensions in polymer liquids. 
There have been many studies demonstrating shear-induced clustering of both 
Brownian and non-Brownian particles in polymer fluids. Although early studies of this 
phenomenon involved ex situ observations of solid composite structures, later work involved 
the direct observation of anisotropic clustering under flow. Interestingly, two significantly 
different anisotropic orientations of shear-induced clusters have been observed. In one case, 
Michele et al. [4]  and Lyon et al. [5] observed string-like particle clusters oriented along the 
                                                 
2 This chapter was reproduced by permission of Americal Physical Soceity [50]. 
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flow direction in highly viscoelastic solutions under shear. However, vorticity-aligned 
clusters of particles have also been observed in attractive polymer-colloid mixtures [6,7]. 
More recently, Pasquino et al. observed a transition to vorticity-aligned clustering with 
decreasing the particle size, suggesting that colloidal interactions and Brownian motion may 
be important in determining the mechanism and orientation of shear-induced particle 
clusters [8]. Recently, Haddadi and Morris have shown  using lattice-Boltmann simulations 
that pair-sphere trajectories in finite inertia shear flow prefer vorticity alignment [9]. Note 
that similar clustering has also been observed in systems whose suspension microstructure is 
aggregated at rest [3], although it is not clear whether the same physics of clustering apply in 
these systems, or whether the behavior is rather dominated by interparticle attractions. The 
mechanism of clustering in polymer-colloid mixtures also appears to be different from that 
observed in highly confined suspensions in Newtonian liquids, which is dominated by 
hydrodynamic effects of the confining walls [10,11]. 
From these studies, several hypotheses have been proposed for the mechanism of 
shear-induced clustering. Some groups have proposed that clustering is driven by the growth 
of polymer normal stresses at sufficiently high shear rates [12,13]. Others have argued that 
the formation of string-like clusters is also influenced by the shear thinning viscosity of 
polymeric fluids [14,15]. More recent studies have cast some doubt on the role of elasticity 
in shear-induced clustering. Specifically, shear-induced particle clustering was not observed 
in a highly elastic Boger fluid for Weissenberg numbers (Wi) exceeding 260, while in highly 
shear thinning polymeric fluids, the flow-induced clusters form only at low shear rates in 
which the observed rheology is uncorrelated with polymer elasticity [14]. Furthermore, in a 
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recent study of non-Brownian particles in viscoelastic fluids by Snijkers et al., the formation 
of particle pairs was shown in very weakly shear thinning Boger fluids [15]. 
In principle, the microstructure of suspensions in viscoelastic polymer solutions 
under shear flow is highly complex, due to the many coupled contributions to the total fluid 
stress. These include: (i) viscoelastic stresses due to the effect of shear flow on the polymer 
network (typically shear thinning viscosity and positive first normal stress difference), (ii) 
hydrodynamic interactions arising from the coupling of flow disturbances due to the 
presence of particles and the suspending viscoelastic polymer flow, and (iii) Brownian 
stresses induced by deformation of the suspension microstructure away from its equilibrium 
configuration. Models for the former two contributions, and their effects on particle motion, 
have been extensively studied for the case of dilute, non-Brownian suspensions in polymer 
solutions, primarily in the context of the second order fluid (SOF) model. Early work found 
that isolated spheres in various shear flows of a SOF produce a secondary flow around the 
particle [16,17]. It was later found that such secondary flows result in significant normal 
stress disturbances in the vicinity of the particle, and cause pairs of particles to rotate and 
align with the flow direction [18,19], and by extension cause chaining in dilute suspensions. 
Similar analysis has been used to predict the rheology of non-Brownian suspensions in a 
SOF [20,21]. It is notable that all of these theories predict shear-induced particle clusters 
aligned along the flow direction, and not along the vorticity direction as observed in some 
experiments. As such, the propensity to form vorticity-aligned clusters is presumably due to 
either non-dilute suspension effects, or due to the effects of Brownian motion on the 
suspension and hydrodynamic stresses. 
  90 
By comparison, the theory for non-dilute, Brownian suspensions in polymer 
solutions, including hydrodynamic interactions, is underdeveloped. Here, it is important to 
distinguish between suspensions of Brownian and non-Brownian particles. In the former 
case, Brownian motion competes with hydrodynamic interactions to restore the suspension 
microstructure to its equilibrium state. These competing processes introduce competing time 
scales for the influence of polymer-particle and particle-particle interactions on the fluid 
microstructure and rheology. One of these is the viscoelastic relaxation time for the polymer 
network, rτ  , which defines a characteristic dimensionless shear rate, the Weissenberg 
number  rWi τ γ=  , where γ  is the applied shear rate. The other is the characteristic time 
scale for Brownian relaxation of the suspension microstructure, Brτ  , which defines another 
characteristic dimensionless shear rate, the Peclet number  BrPe τ γ=  . 
One can therefore anticipate a range of shear-induced microstructures depending on 
the relative magnitude of these two time scales. Unfortunately, systematic theoretical studies 
of flowing suspensions in viscoelastic solutions under various limits of Wi and Pe have yet 
to be made. However, there has been significant modeling of suspension microstructure in 
Newtonian fluids, to which some analogies might be made. For example, clustering due to 
an excess of particle pairs along the compressional axis has been demonstrated in shear flow 
by both experiment [22] and simulation [23]. Brady and Morris analyzed the influence of 
hydrodynamic interactions and Brownian diffusion on such structural anisotropy at large Pe 
using Stokesian dynamic simulations [24]. However, it is currently unclear whether similar 
effects are dominant in viscoelastic suspending media, and over what range of Wi they 
would apply. 
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Similarly, previous experimental studies of shear-induced clustering have yet to 
systematically explore the effects of competing viscoelastic and Brownian time scales. 
Recently, we developed a model system of non-aggregating, viscoelastic Brownian 
suspensions in polymer solutions in which such studies can be made (Chapter 3). The 
colloidal fluid is comprised of oil-in-water nanoemulsions in the presence of polyethylene 
glycol (PEG) and sodium dodecyl sulfate (SDS). These fluids form non-aggregating 
viscoelastic networks that can be considered to be rheologically similar to the materials 
previously studied by Belzung and co-workers in which vorticity-aligned clustering was 
observed in scattering measurements [25]. However, the present material system is 
advantageous in that it provides an unprecedented ability to fine-tune the characteristic time 
scales of viscoelasticity and shear-induced structuring. Specifically, in the previous chapter, 
these nanoemulsions were shown to exhibit strongly thermosensitive viscoelasticity at low 
temperatures, which was hypothesized to result from the formation of transient polymer-
surfactant complexes that are physically crosslinked by the suspended colloids. Detailed 
hypothesized mechanisms are described in Chapter 3.  In this system, the viscoelastic 
relaxation time ( rτ ) varies by several orders of magnitude with modest changes in 
temperature, even though the viscosity of the underlying suspension medium remains nearly 
constant. This provides a route by which Wi and Pe can be easily tuned relative to one 
another with temperature. 
In this chapter, this model system will be used to perform rheological and three-
dimensionally resolved rheo-small angle neutron scattering (rheo-SANS) measurements to 
explore shear-induced clustering in several limits of the relative magnitudes of the 
viscoelastic relaxation time and the Brownian relaxation time, i.e., Wi >> Pe, Wi ~ Pe, and 
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Wi < Pe. As will be shown later, an advantage of our thermoresponsive nanoemulsions is 
that all of these limits can be accessed within relatively narrow ranges of composition and 
temperature. These studies overcome several drawbacks of previous microstructural 
measurements involving direct visualization [6,26,27] and scattering [25,28-30]. First, the 
small size of the nanodroplets (< 50 nm in radius) avoids the use of highly confined systems, 
as confinement alone is known to force structure formation in the vorticity direction 
[6,10,11]. Second, whereas most previous scattering studies have been by light scattering, 
SANS enables particle-scale examination of the structuring process. Finally, rheo-SANS 
measurements in multiple orthogonal projections allow for a fully three-dimensional 
understanding of shear-induced clustering and its relation to macroscopic rheology and flow 
[31].  Similar combined studies involving light and x-ray measurements have elucidated the 
mechanisms of shear-induced structuring in aggregated colloidal suspensions [27,30]. 
However, it is not clear whether the phenomena examined in those studies can explain the 
clustering observed in a number of polymer-colloid systems that are non-aggregating at rest 
[25,32]. 
 
4.2 Experimental 
4.2.1 Sample preparation 
The oil-in-water nanoemulsions used this chapter were prepared as described in 
Chapters 2 and 3. They contain a volume fraction φo = 0.33 of polydimethylsiloxane 
(PDMS) oil nanodroplets in an aqueous continuous phase containing 120 mM SDS and 
various volume fractions of PEG (φp = 0.33, 0.36, and 0.40). This surfactant concentration 
was chosen in order to produce viscoelasticity in the nanoemulsions at low temperature as in  
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Table 4.1 Viscosity of continuous phase at different temperatures 
Suspending medium Fluid 
 
Suspending medium viscosity, ηm (mPa s) 
5 °C 10 °C 15 °C 20 °C 25 °C 30 °C 
33 vol% PEG with 48mM SDS 12.48 10.03 8.19 6.79 5.69 4.84 
36 vol.% PEG with 41mM SDS 15.26 12.17 9.85 8.09 6.76 5.70 
40 vol.% PEG with 50mM SDS 21.82 17.09 13.66 11.09 9.15 7.64 
 
Chapter 3. For rheo-SANS measurements, the nanoemulsion was prepared in 82/18 (v/v) 
H2O/D2O in order to match the scattering length density of the solvent to that of the 
polymer and reduce multiple scattering from the droplets [33]. The average radius of 
droplets measured by DLS depends on the sample to sample difference (<a> = 34.6 nm for 
φp = 0.33, <a> = 31.7 nm for φp = 0.36, and <a> = 35.4 nm for φp = 0.40). Given the overall 
surfactant concentration and the size of the nanodroplets, we estimate that the 
nanoemulsions contain approximately 40-50 mM “free” SDS in the continuous phase, with 
the remainder at the oil-water interface of the nanodroplets. The viscosity of the continuous 
phase at this SDS concentration was measured using a falling ball capillary viscometer 
(Anton Paar Lovis) at temperatures ranging from 5 to 30 °C. The resulting measured 
viscosities are listed in Table 4.1. Also, the shear rate dependent viscosity of the continuous 
phases are plotted in Appendix B, Figure B.1. We find that the suspending media are 
essentially Newtonian over the entire range of shear rates studied. 
4.2.2 Rheological characterization 
Rheological measurements were performed using a stress-controlled rheometer (TA 
Instruments AR-G2). For time-temperature superposition measurements of linear 
viscoelasticity, the dynamic shear moduli were measured using a 60 mm, 2° upper cone 
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geometry and a Peltier temperature-controlled lower-plate geometry. Samples were pre-
sheared at 10 rad s-1 for 60 seconds. Frequency sweeps were performed over a range of 0.02-
200 rad s-1 at 1% strain amplitude and equilibrated temperatures ranging between 5 and 30 
°C. Above this temperature range, the linear viscoelasticity becomes immeasurable (see 
Appendix B, Figure B.2). For steady state shear rheology measurements, the steady shear 
stress was measured using a Peltier temperature-controlled Couette geometry (inner radius, 
14.0 mm, outer radius, 15.2 mm) at equilibrate temperatures ranging between 5 and 30 °C. 
The shear rate sweeps were performed over a range of 0.01-2000 s-1 with steady state 
sensing for 30 seconds at 5% tolerance. We found that there is no history dependence of the 
steady shear rheology using forward-backward shear rate sweep measurements to test for 
hysteresis (see Appendix B, Figure B.3). Furthermore, since the particle-scale Reynolds 
number, 2m mRe aρ γ h=   , where mρ  is the density of the suspending medium, is less than 
O(10-7) for all shear rates and temperatures, particle inertia effects can be safely neglected 
for all experiments. 
4.2.3 Rheo-SANS measurement 
Small angle neutron scattering (SANS) measurements were performed using the 
NG7 30m and NGB 10m SANS instruments at NCNR (Gaithersburg, MD). A schematic 
depiction of the rheo-SANS measurements is shown in Figure 4.1. For measurements in the 
flow-vorticity projection (1-3 plane), samples were loaded in a 50 mm optical quartz outer 
cylinder with a 48 mm titanium inner cylinder, and measured at a sample to detector 
distance of 13 m and 4.6 m. For measurements in the flow-gradient projection (1-2 plane), a 
short-gap Couette shear cell with inner and outer radii of 25.1 mm and 26.5 mm, 
respectively, was used. Samples were measured at a sample to detector distance of 15.3 m.  
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Figure 4.1 (a) Schematic diagram of the Couette shear cell for the 2D flow-SANS 
scattering. 2D scattering projections for the (b) flow-vorticity (1-3) and (c) flow-
gradient (1-2) plane. 
 
Details of the shear cell and its operation are described elsewhere [34,35]. The temperature 
of the sample was left to equilibrate in the relevant sample environments for at least 30 
minutes prior to measurement. Steady shear flow-SANS measurements were performed at 
several shear rates ranging from 0 to 2000 s-1. For each measurement, at least 3 minutes are 
waited to reach steady state. In the 1-2 shear cell measurements, the flow-SANS was 
measured at center of the gap due to spatial inhomogeneity at different gap positions (see 
Appendix B, Figure B.4). Also, we measured flow-SANS under both forward and backward 
shear directions to check for reversibility. The resulting data were reduced using IGOR 
software package provided by NIST using standard protocols [36]. For time-resolved flow-
SANS measurement in 1-3 plane, the NGB30 SANS instruments at NCNR was used. Cyclic 
step shear rate measurements were performed, with alternating periods of step shear and 
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flow cessation, with 8 s for each cycle (4 s for step shear and 4 s for cessation). For each 
shear rate, at least 4000 step shear rate measurements were repeated. Instead of the standard 
binning procedure using software provided by the NCNR, the sliding binning procedure 
proposed by Calabrese et al. was used to improve the time resolution [37].  
 
4.3 Characteristic time scales 
The nanoemulsions exhibit viscoelasticity at low temperature and obey time-
temperature superposition (TTS), in agreement with the previous chapter. To demonstrate 
this, we measured the frequency-dependent linear viscoelastic spectra for the nanoemulsions 
at temperatures ranging from 5 to 30 °C. Figure 4.2 (a,c and e) shows the linear viscoelastic 
master curves obtained by shifting G’ and G” to the reference temperature, T = 15 °C, for 
each of the samples studied. From this, we obtain the temperature-dependent viscoelastic 
relaxation time, ( )r Tτ , which corresponds to the time scale for dynamic formation and 
breakage of a network structure comprised of polymer-nanodroplet junctions hypothesized 
in Chapter 3. Specifically, the TTS master curve is first used to determine ( )r refTτ  for a 
particular sample at the reference temperature, which is equal to the inverse of the frequency 
at crossover between G’ and G”. The remaining values of   at all other temperatures for that 
sample are then computed from the horizontal shift factors ( ( )Ta T ) by  
( ) ( ) ( )r r ref TT T a Tτ τ=   (4.1) 
rτ  decreases with increasing temperature by as much as two orders of magnitude over the 
range of temperature studied. In what follows, we will use rτ  to scale the shear rate to 
construct the Weissenberg number Wi. We also computed the Brownian relaxation time for 
the suspension microstructure. In principle, Brτ  is most closely related to the time scale  
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Figure 4.2 TTS master curves and characteristic time scales. Nanoemulsions contain φo 
= 0.33 PDMS droplets with PEG and Cs = 120mM SDS, with (a, b) <a> = 34.6nm and 
φp = 0.33, (c, d) <a> = 31.7 nm and φp = 0.36, (e, f) <a> = 35.4 nm and φp = 0.40.  The 
reference temperature is 15 °C. (see Appendix B, Figure B.4 for the horizontal and 
vertical shifting factors.) 
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associated with the long-time diffusivity of the suspension (which depends on the volume 
fraction) by ( )2τ φ∞=Br oa D . However, in the present system, the long-time dynamics 
exhibit sub-diffusive behavior due to the collective dynamics of the polymer-droplet 
network as shown in Chapter 3, preventing quantification of ( )φ∞ oD . Therefore, we resort 
to replacing the long-time diffusivity of the suspension with the self-diffusivity of an 
isolated sphere, such that 
36τ π h=Br m Ba k T   (4.2) 
where a  is the average droplet radius, mh  is the suspending medium viscosity, Bk  is the 
Boltzmann constant and T is the temperature. A more realistic treatment for τ Br  would 
include hindered diffusion due to interactions between droplets at the relatively large 
concentrations studied here. Thus, this choice of τ Br  serves as a lower bound, such that the 
actual value of Pe for a fixed shear rate will be larger than we report. 
Figure 4.2 (b, d, and f) shows the temperature-dependence of the relative magnitudes 
of τ r  and τ Br  for the three samples studied. We found that each sample lies in a different 
limit of these time scales. For the sample depicted in Figure 4.2 (b), we found that τ r >>τ Br  
over the entire temperature range, i.e., the suspension microstructure relaxes significantly 
faster than the viscoelastic polymer network. Thus, for this sample, Wi >> Pe. For the 
sample in Figure 4.2 (d),    τ r  and τ Br  are of similar magnitude, and in fact the two time 
scales crossover in the measured temperature range, so that Wi ~ Pe. Finally, for the sample 
depicted in Figure 4.2 (f), τ r  << τ Br   over the measured temperature range, such that Wi << 
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Pe. Thus, these three samples are convenient for examining how the relative magnitude and 
Wi and Pe influence the process of shear-induced clustering, and as we will show later helps 
to identify its dominant mechanism. One might expect to be able to probe these different 
regimes in the same sample by performing measurements at elevated temperatures. 
However, for all samples studied, the viscoelasticity becomes immeasurable for 
temperatures larger than 35 °C, preventing a clear quantification of  τ r (see Appendix B, 
Figure B.2).  
 
4.4 Steady shear rheology 
To investigate the nonlinear shear rheology, we performed steady shear 
measurements at temperatures spanning the same range as that for linear viscoelastic 
measurements. Figure 4.3 (a) shows the steady shear stress and viscosity of the three 
samples whose linear viscoelasticity is shown in Figure 4.2. In Chapter 3, the polymer 
concentration and droplet size were shown to significantly affect the linear viscoelastic 
rheology; specifically, the viscoelasticity decreases with increasing droplet size, and exhibits 
a complex, non-monotonic dependence on polymer concentration due to the 
thermodynamics of polymer-surfactant complexation. In all cases, the material exhibits 
significant shear thinning over a range of shear rates. At sufficiently low temperatures (e.g. 
in Figure 4.2 (a)), this shear thinning resembles a near plateau in the shear stress with 
increasing shear rate. In some systems, such a plateau is interpreted as reflecting a yield 
stress in the material. However, given the remarkable collapse of the linear viscoelastic data 
by time-temperature superposition, we interpret this feature not as a yield stress, but simply 
  100 
as a failure to achieve low enough shear rates to probe the low shear rate, pseudo-Newtonian 
regime of the fluid. 
In all cases, the material exhibits two distinct regimes of shear thinning. This could 
be because, in these systems, there are two dominant contributions to the dynamics of the  
 
 
 
Figure 4.3 Steady shear rheology for several nanoemulsions at the indicated 
temperatures. Nanoemulsions contain φo = 0.33 PDMS droplets with PEG and Cs = 
120mM SDS, with (a) <a> = 34.6nm and φp = 0.33, (b) <a> = 31.7 nm and φp = 0.36, and 
(c) <a> = 35.4 nm and φp = 0.40. Dashed lines represent the Carreau-Yasuda model 
fitting at low shear rates, and solid lines represent the fitting result by proposed the 
perturbation model (Eq. 4.6). 
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Figure 4.4 Scaled steady shear rheology. (a-c) Weissenberg number scaling. (d-f) Peclet 
number scaling. Nanoemulsions contain φo = 0.33 PDMS droplets with PEG and Cs = 
120mM SDS. (a, d) <a> = 34.6 nm and φp = 0.33. (b, e) <a> = 31.7 nm and φp = 0.36. (c, 
f) <a> = 35.4 nm and φp = 0.40. 
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fluid as mentioned earlier. I.e., there will be one time scale for breakage and reformation of 
the viscoelastic network, and another related to the relaxation of the suspension 
microstructure through Brownian motion. In order to test this hypothesis, we computed the 
Weissenberg number rWi τ γ=   and the Peclet number 
36 m BPe a k Tπ h γ=  . The steady shear 
rheology data were then scaled by these dimensionless groups to test their ability to describe 
the observed regimes of shear thinning. Figure 4.4 shows the data rescaled by Wi (Figure 4.4 
a-c) and Pe (Figure 4.4 d-e). To account for a small temperature-dependence of the linear 
elastic modulus, the stress is scaled by the vertical shifting factor bT from the time-
temperature superposition measurements. Furthermore, the steady shear viscosity is scaled 
by the dimensionless shear rate (for dimensional consistency) and bT (for the same reason 
just described). 
For all sample compositions and temperatures, the rheology data for each 
composition collapse by scaling with Wi for low shear rates corresponding to the first shear 
thinning regime. This suggests that the initial shear thinning is dominated by the viscoelastic 
relaxation of the transient network, and the nonlinear disruption thereof. However, the data 
at individual temperatures deviate from this collapse at significantly high shear rates, the 
onset of which depends on the composition and temperature of the material. In this range of 
shear rates, the high-shear rheology collapses by scaling with Pe, suggesting that the second 
shear thinning is dominated by disruption of the equilibrium suspension microstructure due 
to the hydrodynamic interactions between droplets (this will be tested using the SANS 
measurements to follow). Furthermore, the onset of this collapse of the second shear 
thinning regime, which occurs at Pe ~ 0.1, coincides precisely with the shear rates at which 
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the steady shear rheology begins to deviate from the Wi scaling of the low shear rate 
rheology (Figure 4.4 (a)). 
It is surprising to find that the collapse of these two shear thinning regimes, one at 
low shear rates with Wi and one at high shear rates with Pe, occurs regardless of whether Wi 
>> Pe, Wi ~ Pe, or Wi < Pe. Note, however, that for samples corresponding to the latter two 
cases (i.e. Figure 4.4 (c) and (f)) that the Pe scaling of the steady shear rheology begins to 
become inadequate to collapse the data at high shear rates. We anticipate that this is due to 
the emergence of a new limiting behavior when Wi < Pe. This hypothesis will be further 
tested using the perturbative rheological model to follow. 
 
4.5 Shear-induced microstructure 
To further understand how these phenomena relate to the shear-induced structuring 
of the polymer-colloid mixture, we performed flow-SANS measurements in a Taylor-
Couette geometry both in the 1-3 (flow-vorticity) and 1-2 (flow-gradient) projections. The 
measurements are performed under contrast-matched conditions for the polymer, such that 
only the suspension microstructure is observed. Figure 4.5 (a) shows reduced 2D-flow 
SANS patterns with heat plots of the absolute intensity for both shear planes at various 
values of Pe for the sample with Wi >> Pe. In order to emphasize the effect of shear on the 
suspension microstructure, we also show a representation of the scattering in which the 
absolute scattering intensity at zero shear rate is subtracted from the data (Figure 4.5(b)). 
At vanishingly small Peclet number (Pe = 6.88×10-5), the 2D SANS patterns exhibit 
isotropic scattering, with a correlation peak at q = 0.015 Å-1 due to droplet-droplet 
correlations in the suspension microstructure. We note that this correlation peak is  
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Figure 4.5 2D flow-SANS scattering patterns showing heat plots of absolute intensity 
(a) before and (b) after subtracting the intensity at zero shear rate in both 1-3 (flow-
vorticity) and 1-2 (flow-gradient) planes at the Peclet numbers indicated. Data is for 
the nanoemulsion containing φo = 0.33 PDMS droplets (<a>=34.6nm) with φp = 0.33 
PEG and Cs = 120 mM SDS. Scale tick labels represent values of qx and qy in nm-1, and 
the color intensity scales represent the absolute scattering intensity in cm-1. 
 
diminished in the 1-2 plane measurements, possibly due to the corrupting effects of multiple 
scattering, which are enhanced by the longer sample path length. Nevertheless, the scattering 
at vanishingly small shear rates is consistent with a concentrated dispersion of non-
aggregated droplets interacting primarily through repulsive (excluded volume and 
electrostatic) interactions, in agreement with Chapter 3. 
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At Pe ~ 1, the fluid develops a so-called “butterfly” scattering pattern, i.e., an 
anisotropic scattering pattern with lobes of excess scattering oriented along a preferred 
direction. The degree of anisotropy appears to increase with increasing Pe. The q-values 
associated with the observed anisotropy in the scattering patterns encompasses a range of 
0.15 < qa/2π < 0.65, such that we can associate it with pairs or small groups of suspended 
particles. This is different from previous scattering studies that were performed at much 
smaller q-values [3,25], and will be important in the interpretation of the data to follow. 
In the 1-3 (flow-vorticity) plane, the excess scattering is oriented along the flow 
direction, suggesting that there is an excess of particle pairs along the vorticity direction. In 
the 1-2 (flow-gradient) plane, we also find butterfly scattering; however, with lobes of 
excess scattering oriented along the extensional axis of shear (i.e. at 45° with respect to the 
flow direction). This suggests that there is also an excess of particle pairs oriented along the 
compressional axis of deformation. As a further proof of this anisotropy in the 1-2 plane, we 
confirmed that the flow-induced anisotropy is reversible with respect to the direction of the 
shear (see Appendix B, Figure B.4). As previously mentioned, the droplets are essentially 
undeformable under the measurement conditions due to the small dimension of the droplets, 
i.e., the estimated maximum capillary number at the highest shear rates probed is less than 
10-4 [38]. Thus, it is highly unlikely that the observed scattering anisotropy is caused by the 
deformability of individual droplets. 
The observed anisotropy indicates shear-induced clustering in the fluid, consistent 
with previous observations of Brownian suspensions in viscoelastic liquids [7,8]. However, 
our measurements include measurements in all of the orthogonal directions (flow, gradient 
and vorticity), suggest a clustered microstructure that is qualitatively different than what was 
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inferred from previous studies of scattering in the 1-3 (flow-vorticity) plane alone at smaller 
q-values [3,25]. Specifically, those studies hypothesized the formation of chains of particles 
whose long dimension is oriented along the vorticity axis. However, our measurements 
show that this clearly cannot be the case for the present materials, since the scattering 
indicates preferred orientation of particle pairs along both the vorticity (in the 1-3 
projection) and compressional (in the 1-2 projection) axes of flow. Our studies therefore 
highlight the need for structural measurements in multiple shear projections, and suggest 
that the mechanism for shear-induced clustering (at least in the present fluids) is different 
than what was hypothesized based on measurements in the 1-3 plane alone. 
 
4.6 Analysis of SANS anisotropy 
To further understand the anisotropic structure under shear, we compute the 
anisotropy factor [39], given by 
2
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  (4.3)  
To perform this calculation, an annular average of the 2D scattering intensity I(q,φ) with an 
average q-value of 0.007 Å-1 and Δq of 0.004 Å-1 was computed for both scattering 
projections. This particular q-range corresponds to the location of the maximum intensity in 
the butterfly pattern. In Eq. (4.3), the weighting term ( )cos 2( )φ φ− o  assumes two-fold 
symmetry of the scattering pattern, and accounts for the possibility of average orientation 
away from the flow direction along an angle 0φ  , which may be different in the different 
flow projections. In order to account for any non-uniformities in the neutron detector, the  
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Figure 4.6 Anisotropy factors as a function of (a) shear rate and (b) Pe with power law 
scaling. The power law exponent is 0.34±0.026. Legend represents scattering plane, 
average radius of droplets, concentration of polymer and temperatures. Open symbols 
represent values that represent unresolvable anisotropy. 
 
value of Af measured at rest was subtracted from each data set, so that Af = 0 corresponds to 
isotropic structures, and Af increases with increasing degree of anisotropy. 
Figure 4.6 (a) shows values for Af across all samples and shear rates measured, 
including both the projections in the 1-2 and 1-3 planes of shear. The anisotropy factor 
increases systematically with increasing shear rate, but to a different extent depending upon 
the sample. However, due to the differences in composition, temperature and particle size, 
the samples also have widely varying values of the characteristic time scales rτ  and Brτ . 
Therefore, to test whether these data collapse considering the characteristic time scales of 
the fluid, we rescaled the data by Pe. We found that all of the data nearly collapse onto a 
single master curve over two decades in the Peclet number (Figure 4.6 (b)), whereas scaling 
of the shear rate by Wi does not collapse the data. We note that this plot includes data from 
both projections of the structure, and values of the viscoelastic relaxation time rτ  spanning 
four orders of magnitude. In all cases, the anisotropy factor is immeasurably small until Pe ~ 
  108 
0.1, and increases with increasing Pe thereafter. Interestingly, this threshold value of Pe ~ 
0.1 for the onset of anisotropy is quantitatively similar to that for the onset of the second 
shear thinning regime in steady shear rheology. 
These results suggest that hydrodynamic interactions between suspended particles, 
and not viscoelasticity of the polymer network, dominate the formation of anisotropic cluster 
structure. Interestingly, we furthermore find that the anisotropy factor follows a power-law 
at high Pe, with Af ~ Pe0.34±0.026. This suggests that, at length scales corresponding to 
individual particles, the average degree of anisotropy of particle pairs increases according to 
the strength of interparticle hydrodynamic interactions. 
 
4.7 Clustering during flow startup and cessation 
To further understand the dynamics of formation and relaxation of shear-induced 
particle clusters at high Pe, we performed time-resolved flow-SANS measurements both 
under startup and after cessation of shear for Pe > 0.1. The measurements are performed for 
the sample containing φo = 0.33 PDMS droplets (<a>=34.6nm) with φp = 0.33 PEG and Cs = 
120 mM SDS at 25 °C. Figure 4.7 shows the transient shear stress (one cycle) of the 
nanoemulsions using cyclic step rate measurements at three different Pe values (Pe~1, 0.32, 
and 0.2). In all cases, shear stresses increase drastically (t > 0s) and achieve the steady state 
values within 0.2 seconds. An exponential growth model  
( ) ( )( )1 expsteady ft ts s τ= − −   (4.5) 
provides a reasonable fit to the transient startup rheology, which provides the characteristic 
time scale of stress buildup (Table 4.2). 
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Figure 4.7 The transient shear stress of the nanoemulsions containing φo = 0.33 PDMS 
droplets (<a>=34.6nm) with φp = 0.33 PEG and Cs = 120 mM SDS at 25 °C. Lines 
represent the exponential decay fitting results generalized by Maxwell model.   
 
After cessation of shear (t > 4 s), the shear stress decreases rapidly in similar time 
scale (~0.1 s) to an intermediate value, and then slowly relax to zero. This suggests that the 
stress relaxation in the system is correlated with two different time scales. In order to 
estimate the two characteristic stress relaxation time scales, the transient shear stress was fit 
to a two-mode Maxwell model, 
( ) ( )( ) ( )( ),1 ,1 ,2 ,2exp 4 exp 4r r r rt k t k ts τ τ= − − + − −   (4.4) 
where ,1rτ  and  ,2rτ  are characteristic time scales for stress relaxation, and kr,1 and kr,2 are 
adjustable constants that reflect the proportion of the stress relaxation due to the first and 
second relaxation process, respectively. The fitting results are tabulated in Table 4.1. Rapid 
and slow stress relaxations are captured by the values of kr,1 and ,1rτ , and the values of kr,2 
and ,2rτ , respectively. In all cases, the time scales for the first rapid stress relaxation ( ,1rτ )  
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Table 4.2 Fitting parameters for the stress relaxation at 25 °C 
 Pe steadys
 or 
Af, steady 
fτ  kr,1 ,1rτ  kr,2 ,2rτ  
Transient stress 
measurement 
1.00 80.47 0.090 49.83 0.0333 0.3445 2.645 
0.32 32.18 0.046 16.96 0.0306 0.1401 2.867 
0.20 21.59 0.039 11.10 0.0284 0.0990 2.827 
Transient anisotropic 
factor 
1.00 0.027 0.152 0.023 0.0900 0.0077 1.280 
0.32 0.019 0.145 0.016 0.2009 0.0051 0.695 
0.20 0.017 0.112 0.017 0.0798 0.0034 10.500 
 
are similar and significantly less than the viscoelastic relaxation time ( rτ ~2.86 s at 25 °C, 
Figure 4.2 (b)) by two orders of magnitude. However, the second slow stress relaxation time 
( ,2rτ ) exhibit similar values with the viscoelastic relaxation time of the material. This 
suggests that the viscoelastic relaxation is responsible for the slow stress relaxation in the 
transient measurements, but that a distinct process is responsible for the initial stress 
relaxation, and that this process acts over a similar time scale during shear startup and 
cessation. 
Simultaneously, we also obtained the time-resolved 2D SANS pattern in the flow-
vorticity (1-3) plane. In Figure 4.8, reduced time-binned 2D SANS patterns show both the 
formation and relaxation of anisotropic structuring in the cyclic step shear rate measurement 
at Pe ~ 1. The transient development of anisotropy is emphasized in the representation of the 
scattering in which the absolute scattering intensity at zero shear rate is subtracted from the 
data (lower panels). Note that both the formation and relaxation of the anisotropic scattering 
patterns occur over a time scale of O(0.1 s), similar to the time scale for stress buildup and 
initial relaxation. 
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To further understand the transient structuring, we also compute the anisotropy 
factors from the annular average of the 2D scattering intensity as before, i.e. in the q-range 
corresponding to the location of the maximum intensity of the butterfly scattering. Figure 
4.9 shows the calculated time-resolved anisotropy factors in the cyclic measurement at 
various values of Pe. As we expect from the 2D SANS patterns, the degree of anisotropy 
increases drastically (t > 0 s) at relatively short times and saturates at steady state values, 
although the anisotropy factor fluctuating around steady state at all achieved shear rates 
(Pe~1, 0.32 and 0.2). These fluctuations may simply be due to experimental resolution, or 
they may represent steady state fluctuations in the pair anisotropy. After cessation of shear (t 
> 4 s), the degree of anisotropy decreases drastically, resulting in immeasurably small values 
after a time scale of O(1 s). 
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Figure 4.9 Anisotropic factors in the cyclic step shear rate measurement at the Pe 
numbers indicated. Lines represent the exponential decay fitting results generalized by 
Maxwell model. 
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To obtain the characteristic time scale for the formation and relaxation of the shear-
induced clustering, we also fit the anisotropic factor data by the model used for transient 
stress rheology. Interestingly, the characteristic time scales of the growth of anisotropic 
factor ( fτ ) are same order of magnitude as the time scale for the stress buildup. After 
cessation of shear, the first rapid relaxation time of anisotropic factor are also same order of 
magnitude as the rapid stress relaxation, except the data at Pe~0.2. Although second 
relaxation process in shear induced clustering formation are not convincing due to the poorly 
resolved data, the characteristic time scale for this process are also similar magnitude of 
viscoelastic relaxation time from the TTS measurement ( rτ ~2.86s at 25 °C, Figure 4.2 (b)). 
These results suggest that the time scales for the structuring and breakage of the anisotropic 
clustering are closely related with the characteristic time scale of the transient stress 
changes. 
4.8 Discussion 
We have presented rheology and flow-SANS measurements to understand the 
mechanism of shear-induced clustering of nanoparticles in viscoelastic polymer-colloid 
mixtures, and its dependence on the characteristic time scales of viscoelasticity and 
Brownian motion. This shear-induced clustering is significantly different than what was 
hypothesized in previous studies on similar systems, where complete vorticity-alignment 
was inferred from measurements in the 1-3 plane [7,8]. Interestingly, Eberle et al. showed 
similar anisotropic scattering in colloidal gels in Newtonian fluids that are aggregated at 
rest, where the shear stress was found to scale with the degree of anisotropy of particle 
clusters [40]. However, since our fluids are not significantly aggregated, and do not possess 
a yield stress, it is impossible to directly compare the results. Nevertheless, it is remarkable 
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that we find that both the rheology and shear-induced anisotropy exhibit the same scaling, 
regardless of the relative magnitudes of Wi and Pe. Combined with the fact that the 
anisotropy is dominated by scaling with Pe, this strongly suggests that hydrodynamic 
interactions, which act to deform the suspension microstructure from its equilibrium state, 
are primarily responsible for shear-induced clustering in the system. 
We rationalize these results by analogy to the shear-induced structure and rheology 
of Brownian suspensions in Newtonian fluids. Specifically, Wagner and Ackerson showed 
that the Brownian and hydrodynamic contributions to the stress for creeping flows are 
proportional to the degree of anisotropy of particle pairs through a spherical harmonic 
expansion of the non-equilibrium suspension microstructure [35]. For suspensions in 
Newtonian fluids, it follows that the shear stress scales as a power law with respect to Pe. 
More recently, this analysis was found to explain how the emergence of hydrodynamically-
induced clusters at high Pe served as the basis for shear thickening of model near hard-
sphere suspensions [41]. Therefore, by analogy one might expect the effect of anisotropic 
suspension microstructure and clustering on the total stress in a non-Newtonian suspending 
fluid should arise from a contribution through the Brownian and hydrodynamic suspension 
stress, proportional to the degree of anisotropy, which in this case also follows a power-law 
behavior with respect to Pe. What is not known, however, is the degree to which the non-
Newtonian behavior of the suspending fluid affects this contribution. 
As previously mentioned, there are three contributions to the total stress affected by 
the non-Newtonian behavior of the suspending fluid: (i) the viscoelastic shear thinning of 
the polymer network stress due to the combined shearing flow and disturbance flow around 
the equilibrium suspension microstructure, (ii) the effect of non-Newtonian viscosity on 
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particle-particle hydrodynamic interactions (which drive the deformation of the suspension 
microstructure), and (iii) the effect of deformation of the suspension microstructure on the 
shear thinning of the fluid. Since our experiments are performed mostly in a regime where 
Wi >> 1, the shear thinning will contribute negligibly to the background viscosity of the 
suspending medium in this limit. Therefore, we anticipate that (iii) will be vanishingly 
small, and so the primary effect of suspension anisotropy on the total stress will be due to 
interparticle hydrodynamic forces (ii). Furthermore, for Pe ~ O(1), we expect that (ii) will be 
non-negligible, but still small relative to (i). 
4.8.1 Modification of the viscoelastic polymer stress 
Given the above discussion, we hypothesize that the total stress in the limit of Pe ~ 
O(1) can be captured by a modification of the viscoelastic polymer stress that includes a 
small correction term due to the suspension anisotropy and its associated dependence on Pe: 
 
  ( )( ) ( ) 1 xtotal viscoelastic cPes γ s γ= +    (4.6) 
where ( )s γviscoelastic  corresponds to (i), the viscoelastic polymer network contribution to the 
total stress (which includes both linear and nonlinear features). Eq. (4.6) is expected to be 
approximately valid only in the case where the characteristic relaxation time scales for the 
viscoelastic and suspension hydrodynamic contributions to the total fluid stress are well-
separated, and that the perturbative stress due to the suspension anisotropy is small 
compared to the background viscoelastic stress. The coefficient c is such that c > 0 
corresponds to a shear-thickening contribution of (ii), and c < 0 corresponds to a shear 
thinning contribution of (ii). We already see that, because the shear thinning exponent for Pe 
  116 
> 1 is larger than that for Pe < 1 (Figure 4.4), the coefficient c is positive, and therefore the 
suspension anisotropy exerts a shear-thickening response on the fluid. We recall that 
Brownian particles in a Newtonian suspending medium also exhibit a shear-thickening 
contribution to the stress [24]. It is interesting to note that, in the case of a Newtonian 
suspending medium, the critical shear rates for the onset of shear thickening in the 
hydrodynamic stress are typically when Pe ~ 1 [42], which is similar to where we find the 
onset of anisotropic clustering. This suggests that the contribution of suspension 
hydrodynamics to structuring and bulk rheology for suspensions in viscoelastic fluids at 
high Wi may be similar to that for suspensions in Newtonian fluids. 
We test the applicability of Eq. (4.6) by applying it to the steady shear rheology of 
the system (Figure 4.3). We note that the intent here is not to devise a wholly accurate model 
for the rheology of the system, but rather to test whether the rheological behavior of the 
system at moderate Pe can be explained by a consistent underlying behavior, and that the  
 
 
Figure 4.10 Temperature dependence of the Carreau-Yasuda power-law slope for the 
samples indicated, obtained by fits to shear rates in the low Wi regime. 
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Figure 4.11 ( ) ( ) 1total viscoelastics γ s γ −   as a function of Pe for the nanoemulsions 
containing (a) φp= 0.33, (b) φp= 0.36 and (c) φp= 0.40. 
 
mechanism for the behavior is consistent with the observed anisotropic clustering of the 
suspension. As such, since we do not currently have a detailed constitutive model for 
( )s γviscoelastic  for the system under study, we empirically capture the viscoelastic shear 
thinning (i.e. the shear thinning regime at low shear rates) of the polymer network by fitting 
the rheological data at Pe << 1 to the Carreau-Yasuda model, 
( ){ }
0
1( )
1
viscoelastic n
b b
h h
s γ h γ
lγ
∞
∞ −
 
 −
= + 
 +
 
 

  (4.7) 
  118 
The zero shear rate viscosity, 0h  , is treated as an adjustable parameter, and we further 
assume that the high-shear viscosity, h∞  , at infinite shear rate is the viscosity of water due 
to the limited range of shear rates in this initial shear thinning regime. 1 l  is the critical 
shear rate at which the viscosity begins to shear thin, and n  is the asymptotic power law 
slope for shear thinning at large shear rates (but still small Pe). The parameter b  sets the 
width of the transition region between   and the power-law regime. 
To fit this initial shear thinning, we only use the shear rates corresponding to Pe < 0.01, 
where presumably the hydrodynamic interactions between droplets are insufficient to 
produce a non-equilibrium suspension stress. The corresponding fits to the Carreau-Yasuda 
model are presented in Figure 4.2 as the dashed lines. From this fitting, we found that the 
power-law slope n increases monotonically with increasing temperature (Figure 4.10), and 
this dependence becomes more significant at relatively small polymer concentrations and 
large temperatures. In Chapter 3, we showed that the time scale for the transient network 
decreases with increasing polymer concentration and temperature at fixed surfactant 
concentration. 
As expected, we find that the Carreau-Yasuda model cannot describe the second 
regime of shear thinning that occurs in the limit of Wi >> Pe and Pe ~ O(1) (Figure 4.3, 
dotted lines). Instead, we fit the empirical asymptotic relationship given by Eq. (4.6). To do 
so, we first attempt to extract the perturbative stress contribution arising from hydrodynamic 
interactions between droplets, i.e., ( ) ( ) 1s γ s γ − =  xtotal viscoelastic cPe . The results are shown in 
Figure 4.11. As hypothesized, the proposed Eq. (4.6) collapses nearly all of the experimental 
data at sufficiently high Pe, suggesting that the second regime of shear thinning can indeed 
be captured by an extra contribution involving Pe alone. A notable exception is the data at 
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relatively high temperatures. However, as discussed previously, these temperatures 
correspond to relatively short values of rτ , such that the asymptotic approximation Wi > Pe 
will be invalid for these conditions. 
In the region of data collapse in Figure 4.11, all of the data, regardless of polymer 
concentration, exhibit power-law behavior as anticipated by Eq. (4.6). We further assume 
that the scaling exponent x is independent of the details of the material, and that c depends 
only on the composition (and not the temperature). A global fit of the power-law exponent x 
to all of the data results in an exponent x = 0.57±0.011 at high shear rate (Pe > 1). The 
values of the coefficient c are fit to each distinct sample composition, from which we find 
values of c ranging from 0.06-0.75. Since c is always positive, we observed that the 
hydrodynamic interactions produce a shear thickening contribution to the overall shear 
thinning of the fluid. 
From these results, we expect that the rheology of Brownian suspensions in 
viscoelastic fluids in the limit of Wi > Pe and Pe ~ O(1) can be adequately described by Eq. 
(4.6). To test this, we combine fits of the first shear thinning regime using the Carreau-
Yasuda model (Eq. (4.7)) with the additional power-law correction due to hydrodynamic 
interactions at moderate Pe,  
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where all of the model parameters are now fixed as described above. The resulting 
comparisons to the steady state shear stress and viscosity data (with no adjustable 
parameters) are represented by the solid lines in Figure 4.3 (see Appendix B, Table B.1 for 
fitting parameters). We found that excellent quantitative agreement between the model and 
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experimental data, except for at relatively high temperatures (and correspondingly short rτ ) 
when Wi < Pe, where modest deviations are observed at sufficiently high shear rates. 
Presumably, this is due to the failure of the limit Wi > Pe assumed in the model. We thus 
conclude that the proposed empirical correction term is successful at capturing the additional 
contribution of hydrodynamic interactions on the total fluid stress when Wi is sufficiently 
large compared to Pe. 
4.8.2 Microscopic mechanism of shear-induced clustering 
We have established the effect of shear-induced clustering on the macroscopic 
rheology of the fluid. Now, we turn our attention to the microscopic mechanism of 
clustering in the limit where Wi >> Pe. Again, due to the negligible influence of the shear 
thinning on interparticle hydrodynamic forces in this limit, we draw analogy to the shear-
induced microstructure of Brownian suspensions in Newtonian fluids. We find that our 
SANS results are qualitatively similar to Stokesian Dynamics simulations of the pair-
probability distribution in flow-gradient and flow-vorticity plane for suspensions in 
Newtonian fluids [43,44]. Specifically, at sufficiently high Pe, deformation of the 
suspension microstructure away from equilibrium results in anisotropic hydrodynamic 
forces. Initially, this results in a shear-thinning contribution to the shear stress, which 
saturates at moderate Pe. In the present experiments, we hypothesize that this shear thinning 
of the suspension stress is very small compared to the polymeric stress at the corresponding 
shear rates, and so it will have a minor contribution to the viscoelastic shear stress fit by Eq. 
(4.7). At higher Pe, however, the contribution of short-range hydrodynamic forces on the 
microstructure becomes dominant due to the very thin boundary layer of the nearest-
neighbor particles [44]. This results in excess and depleted particle fluxes along the 
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compressional and extensional axes, respectively, as the Brownian forces attempt to restore 
particles to their equilibrium configuration. As such, one would expect to observe 
anisotropic scattering in the 1-2 plane indicating the shear-induced clustering oriented along 
the compressional axes, which is precisely what we find in the present system involving 
Brownian suspensions in viscoelastic liquids. Note that this discussion ignores frictional 
forces between particles in contact as well as elastohydrodynamic deformation of particles, 
which are known to play a significant role in shear thickening at sufficiently high shear rates 
[45,46]. However, we believe such effects to be negligibly small in the present system, since 
in the former case the oil-water interface is molecularly smooth and contact would cause 
coalescence of nanodroplets, and in the latter case the capillary number, which sets the 
relative deformation of droplets [47], is less than 10-4 for all conditions studied. 
From this discussion, we hypothesize that the excess of particle fluxes along the 
compressional and vorticity axes due to short-range hydrodynamic forces gives rise to the 
shear-induced clustering in our Brownian suspensions in viscoelastic fluids when Wi > Pe. 
This is corroborated by the collapse of the scattering anisotropy in both shear projections as 
well as the high-shear rate rheology by scaling with Pe. It is also corroborated by the fact 
that clustering in the present system produces a shear-thickening contribution to the total 
shear stress, similar to the formation of so-called “hydroclusters” observed at large Pe for 
suspensions in Newtonian fluids [48,49]. However, it is interesting to find that, in these 
viscoelastic fluids, a shear-thickening contribution to the stress is found even when Pe ~ 
O(0.1), which is significantly smaller than that typically predicted and observed for the 
continuous shear thickening of Brownian suspensions in Newtonian fluids [41,44]. One 
  122 
possible explanation is the choice of the single particle self-diffusivity as a choice for Brτ , 
which underestimates the Peclet number. 
Lastly, we have investigated the transient process of shear induced clustering in 
nanoemulsions using time-resolved flow-SANS measurements. Although the detailed 
kinetic processes of the clustering have yet to be identified, we found that the time scales for 
the cluster formation and breakup correspond to the time scales for the stress buildup and 
initial relaxation. Compared to the Brownian relaxation time ( Brτ ~0.0014 s at 25 °C, Figure 
4.2(b)), the time scales from the rapid process of formation and breakup are at least an order 
of magnitude larger than Brτ . The results indicate that the buildup of the Brownian 
contribution to the stress dominates the clustering process, and sets the time scale for cluster 
formation and relaxation. Furthermore, the clusters relax relatively quickly compared to the 
viscoelastic relaxation time ( rτ ~2.86s at 25 °C, Figure 4.2 (b)). This further suggests that 
the dynamics of clustering are only weakly coupled with the viscoelasticity. This is 
consistent with the assumption made in the semi-empirical modeling of the stress, which is 
that clustering produces a relatively small extra contribution to the total stress. In terms of 
the second slow relaxation processes of clustering, the time scale of them is similar 
magnitude of both the viscoelastic relaxation time and the fluid slow stress relaxation time. 
This suggests that the second relaxation of the shear stress, which coincides with the period 
of nearly zero anisotropy, may be governed by the viscoelastic relaxation process of the 
network system. However, to confirm this result will require time-resolved flow-SANS data 
with finer resolution of the anisotropy over a wider range of Pe. 
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4.9 Conclusions 
We identified the relationship between rheology and microstructure for non-
aggregating, viscoelastic and Brownian suspensions in associative polymer solutions. The 
steady shear behavior is governed by two competing time scales: the relaxation time of the 
transient network (and associated shear rate scale Wi) and the time scale for the Brownian 
motion (and associated shear rate scale Pe). The present work covers several limits 
including Wi >> Pe, Wi ~ Pe, and Wi < Pe. Remarkably, the same qualitative behavior is 
observed in all of these limits. At low Pe, where interparticle hydrodynamic interactions are 
negligible, the shear thinning of the fluid is dominated by polymer viscoelasticity, which is 
collapsed by Wi. At Pe > 0.1, however, the steady shear rheology is collapsed by Pe due to 
suspension hydrodynamic contributions to the stress. 
In this regime, rheo-SANS measurements reveal that anisotropic scattering patterns 
develop and become enhanced with increasing Pe in both the flow-vorticity (1-3) and flow-
gradient (1-2) planes. The orientation of the anisotropic scattering indicates concentration 
fluctuations oriented along both the vorticity and compressional axes of shear. The degree of 
anisotropy over a wide range of material parameters and shear rates collapse onto a master 
curve, which follows a scaling of Af ~ Pe1/3. To our knowledge, this is the first to report of 
such a power-law scaling of pair correlation anisotropy with Peclet number in polymer-
colloid mixtures. From this, we proposed and validated a simple empirical model to capture 
the steady shear rheology of the fluid, in which the clustering of particles imparts a 
perturbative contribution to the shear stress that modifies the underlying viscoelastic shear 
stress. We find that this clustering contribution to the shear stress is shear thickening, which 
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is reminiscent of the “hydrocluster”-driven shear thickening of suspensions in Newtonian 
fluids, but occurs at significantly smaller Pe.  
Our results provide clear evidence for the role of interparticle hydrodynamic 
interactions in the formation of anisotropic particle clusters in viscoelastic fluids, and that 
this clustering is responsible for modified shear thinning at high Pe. The influence of 
hydrodynamic interactions also suggests the possibility that the clusters may in fact be 
dynamic structures, rather than the persistent chains inferred from previous measurements. 
However, we caution that it is unknown whether the structures and interactions identified 
here also dominate in viscoelastic fluids other than associative polymer-colloid networks 
(such as entangled solutions with negligible polymer-colloid interactions). Nevertheless, our 
results highlight the importance of using simultaneous structural and rheological 
measurements, and fully-3D resolved structural measurements in particular, to elucidate the 
mechanisms of shear-induced clustering of suspensions in non-Newtonian fluids. We note 
that the rheological description of the system in terms of viscoelastic and hydrodynamic 
stresses proposed here is merely a first attempt to capture the dominant physics of clustering, 
and hope that our work will motivate further theoretical modeling of non-dilute suspension 
microstructure in viscoelastic liquids where polymeric, Brownian and hydrodynamic 
contributions all contribute to the behavior of the fluid. Ultimately, such studies should 
provide a more rational basis to control the rheology and microstructure of polymer-colloid 
mixtures. 
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Chapter 5 
Microstructure and nonlinear signatures of yielding 
in a heterogeneous colloidal gel3 
 
5.1 Introduction 
In Chapter 3, we demonstrated the formation of thermoresponsive viscoelastic 
nanoemulsions through polymer-surfactant complexation. At low temperatures, we found 
the development of self-similar viscoelasticity of the fluid. In this Chapter, we shift our 
attention to on the behavior of the thermoresponsive nanoemulsions at high temperature in 
the presence of the telechelic bridging polymer (e.g. PEGDA) that gives rise to 
thermoreversible gelation mediated by [1]. In this chapter, we will use the system to 
investigate the mechanisms for broadened yielding in heterogeneous colloidal gels. 
Colloidal gels are non-equilibrium structures comprised of attractively driven, 
sample-spanning particle networks whose arrested dynamics give rise to solid-like rheology 
under small-amplitude deformation. Their rheology has long been of significant 
technological interest in foods [2,3], paints[4] and consumer products, and more recently for 
guiding the synthesis of highly structured materials [1,5,6]. As such, significant study has 
been devoted to the relationships between the rheology and microstructure of colloidal gels. 
To date, there has been significant progress in understanding how the linear viscoelasticity 
of colloidal gels is related to their quiescent microstructure [7-10], and furthermore how this 
microstructure relates to the interactions and conditions under which the gel is formed [11-
18]. 
                                                 
3 This chapter was reproduced by permission of AIP Publishing LLC [79]. 
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It is common for colloidal gels at moderate volume fraction to exhibit heterogeneous 
microstructure [19-22]. In many systems, this heterogeneity is reminiscent of (or perhaps 
caused by) arrested phase separation, typically occurring as a bicontinuous structure of 
colloid-rich and colloid-poor domains [5,15,20,23-25]. Recent experiments have shown that 
the linear rheological properties of such heterogeneous gels manifest over a range of length 
scales much larger than the primary particle size [1,26]. 
However, the influence that such microstructural heterogeneity has on nonlinear 
rheological processes in colloidal gels is an outstanding fundamental question. Yielding (i.e., 
the transition from elastic behavior to flow) is perhaps the most important of such nonlinear 
processes, as it is germane to a number of flows including mixing [27], jetting [28], 
coating[29], and pipe flows [30]. Yielding in dynamically arrested fluids, such as colloidal 
gels, is also of significant fundamental interest. The simplest description of yielding 
involves a characteristic yield stress or strain, below which solid-like behavior dominates 
and above which viscous behavior dominates [31]. In reality, however, yielding is a time-
dependent phenomenon that depends significantly on the dynamics of the fluid and the flow 
it is subjected to [32,33]. As such, the apparent signatures of yielding qualitatively depend 
on the type and time-dependence of the applied deformation. 
Large amplitude oscillatory shear (LAOS) is a particularly useful flow for probing 
yielding, as it allows for repetitive, steady state, rate-dependent measurements that span the 
transition from linear solid-like behavior to fully nonlinear flow. Recently, LAOS has been 
used to make detailed measurements of yielding in attractive suspensions at moderate 
volume fraction. In many cases, a broadened or so-called “two-step” yielding process is 
observed, in which the transition from a nonlinear material response to flow occurs over an 
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order of magnitude or more in strain amplitude, γ0 [7,34-36]. This is in contrast to more 
dilute gels, which typically exhibit a distinct, unique yield point defined by a simultaneous 
maximum in the linear viscous modulus, G”, and crossover of G” and the linear elastic 
modulus, G’ [37,38]. The two-step process is signified by two local maxima in either the 
viscous modulus, G”(γ0), or average elastic stress, σ’= γ0G’(γ0), with increasing strain 
amplitude. Detailed measurements have shown that the locations of the local maxima are 
relatively insensitive to the applied frequency of oscillation, although the corresponding 
values of the stress and moduli can be either frequency-dependent or -independent 
depending on the details of the material system [35,36]. In some cases, two separate maxima 
are not distinctly evident, although a broadened yielding transition is still observed [39,40]. 
It was also shown that a transition between one-step and two-step yielding could be induced 
by screening interparticle repulsions in a jammed suspension [36]. 
We note that these previous studies focused on measurement and analysis of the 
linearized moduli, G’ and G”, despite the fact that yielding is an intrinsically nonlinear 
phenomenon. Therefore, much more information can potentially be obtained by examining 
the details of the nonlinear mechanical response during yielding of colloidal gels using 
previously established methods for analyzing LAOS data, including various representations 
of the nonlinear stress waveform in strain-controlled measurements [41]. In particular, 
Rogers recently developed a method for parameterizing strain controlled waveform data in 
an instantaneous, time-dependent fashion [42], providing a quantitative framework for 
examining the nonlinear response as a sequence of physical processes (SPP) [42,43]. Such 
nonlinear analyses, including the SPP approach, have already provided significant insight 
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into the yielding process in repulsive colloidal glasses [43-47]. However, such analysis has 
not been applied to the nonlinear response of colloidal gels during yielding. 
The previous studies show that yielding is dominated by microstructural processes 
and have been used to develop a phenomenological picture of yielding in moderately 
concentrated colloidal gels that involve the convolution of two strain-dependent microscopic 
processes [35,36,40]. The first is “bond rupture,” which is proposed to coincide with the first 
local maximum, where individual interactions between neighbors are thought to be 
mobilized after a critical strain required to excite a particle out of its local potential well. 
Between maxima, particle bonds then rearrange within a local cage-like cluster of 
neighboring particles. This provides a mechanism by which stress can be dissipated while 
retaining network structure and is hypothesized to result in the observed broadened yielding. 
The second and final process is then “cage breakage,” where the cluster of nearest neighbors 
is broken and particles can be advected in the flow. We note that similar phenomenology has 
been used to explain the yielding behavior of repulsive glassy suspensions of soft particles, 
where a broad yielding transition was hypothesized to occur due to a similar convolution of 
particle-scale and larger-scale processes [47,48]. 
Unfortunately, the hypothesized bond rupture and cage breakage mechanisms have 
never been tested by direct microstructural observation. Furthermore, since this 
phenomenology presumes that yielding is inherently a particle-scale process, it ignores any 
effects of large-scale structural heterogeneity, despite the prevalence of heterogeneity in 
many systems. However, Helgeson et al. recently showed that heterogeneity can lead to 
qualitative differences in the yielding observed under LAOS deformation [26]. Specifically, 
gels with homogeneous mass fractal structure at relatively low volume fraction displayed 
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simple, one-step yielding, whereas heterogeneous gels arising from arrested phase 
separation exhibited broadened yielding of the type found in more concentrated systems. 
These results call for more direct microstructural studies of yielding processes in 
colloidal gels, and in particular those aimed at identifying the influence of large-scale 
structural heterogeneity. Some progress has already been made toward these aims. 
Specifically, direct observation of suspension microstructure under shear by confocal 
microscopy has been used to probe yielding processes in colloidal gels induced by depletion 
attractions under both step strain [39] and startup of steady shear [40]. Rajaram and Mohraz 
showed that the structure of depletion-induced colloidal gels at relatively large strains 
follows from a series of local rupturing events of particle-particle contacts to produce a 
flowing suspension of disconnected clusters. Hsiao et al. found that the strain-dependent 
value of G’ at large strains correlated well with the concentration of “rigid” clusters (i.e., 
dense clusters with large contact number). However, both of these studies were performed at 
strains corresponding to multiple orders of magnitude above the apparent yield strain, which 
was required in order to resolve changes in microstructure at the particle scale. Moreover, 
these studies focus on microstructural correlations at length scales corresponding to 1–10 
particle volumes, despite clear larger-scale heterogeneity in the quiescent state. 
Although the phenomenology of bond rupture and cage breakage for broadened 
yielding has never been directly tested through microstructural measurements under LAOS 
deformation, methods to do so currently exist. In particular, small angle neutron scattering 
with simultaneous rheological measurement (rheo-SANS) has allowed for detailed in situ 
interrogation of the microstructural processes leading to a number of nonlinear rheological 
phenomena, including strain-dependent measurements of self-assembled surfactant systems, 
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such as shear banding in wormlike micelles [42,49] and yielding of ordered crystalline 
phases [50]. 
Given the previous work, the goals of this chapter are two-fold. The first is to present 
the first detailed analysis of the nonlinear mechanical response of concentrated colloidal gels 
under LAOS, in order to better characterize the rheological signatures of broadened 
yielding. The second is to extend rheo-SANS to larger length scales using time-averaged 
ultra-SANS (USANS), which has proven critical in elucidating the mechanisms of gelation 
in our previous work [26]. Rheo-USANS thus allows direct measurement of the strain 
amplitude-dependent microstructural changes that accompany yielding at length scales 
ranging from one to thousands of primary particles. Specifically, we hope to test whether 
heterogeneity itself is the fundamental cause for broadened yielding, as suggested by our 
previous experiments [26]. 
As a model colloidal gel, we employ a well-characterized material system comprised oil-in-
water (O/W) nanoemulsions with low polydispersity [1,26]. Because of the small size of the 
nanoemulsion droplets (<50 nm), and the resulting large Laplace pressure associated with 
deformation of the droplet surface, the nanoemulsions can be regarded as nearly hard 
spheres below volume fractions corresponding to the compressive regime [51]. A 
temperature-responsive bridging polymer in the continuous phase allows for careful control 
over interparticle attractions, including the process of gelation, such that we are able to 
prepare gels with reproducible microstructure [1] without the need for shear rejuvenation 
that is required in many systems. As such, we are able to make careful measurements of the 
rheological properties (including yielding) of pristine gels, as opposed to rejuvenated gels 
whose microstructure can be significantly altered by flow history [52]. We believe such 
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measurements are critical to establishing the influence of large-scale microstructure on the 
nonlinear yielding process. We first present detailed LAOS measurements of yielding in 
such gels, including nonlinear waveform analysis of both strain amplitude- and frequency-
dependent measurements. We then turn our attention to time-averaged rheo-SANS/USANS 
studies of in situ fluid microstructure throughout the yielding transition. 
 
5.2 Experimental 
5.2.1 Sample preparation 
Nanoemulsions were prepared using a high-pressure homogenization method 
described in Chapter 2. Briefly, polydimethylsiloxane (PDMS, η=5 mPa·s at 25 °C) was 
used as the dispersed phase for the O/W nanoemulsion sample. The aqueous continuous 
phase consisted of poly(ethylene glycol) diacrylate (PEGDA, Mn = 700 g mol-1) and sodium 
dodecyl sulfate (SDS) dissolved in deionized water (18.2 MΩ). All chemicals were 
purchased from Sigma Aldrich. For USANS/SANS measurements, deuterium oxide (D2O, 
99.9%, Cambridge Isotope Laboratories) was used in the aqueous phase to enhance neutron 
contrast. The size was measured by DLS as described in Chapter 2. 
The sample used in this work is a nanoemulsion containing 33 vol.% PDMS, the 
continuous phase containing 230 mM SDS and 33 vol.% PEGDA. The nanoemulsion was 
prepared in a solvent of 50/50 (v/v) H2O/D2O in order to both enhance contrast and avoid 
multiple scattering from the droplets. The average droplet radius measured by DLS was r = 
21 nm with a polydispersity of 0.238. These conditions were chosen in order to produce 
heterogeneous gels with structure resembling arrested phase separation [26]. The large 
pressure jump across the oil-water interface due to surface tension renders the droplets 
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essentially undeformable under the conditions measured in this work (for the most extreme 
conditions studied here, we estimate a capillary number, Ca < 10-4). We note that, in 
addition to the attractive interdroplet interactions produced by the thermosensitive PEGDA 
polymer, the droplets are stabilized by an anionic surfactant SDS which provides additional 
electrostatic repulsion. Based on our estimations, the screening length of electrostatics is 
approximately 0.8 nm for this sample, which is significantly less than the size of the 
polymer [1], and so the effect of electrostatics on the overall interparticle potential will be a 
quantitative (but not qualitative) change in the attractive minimum. 
Figure 5.1 shows the hypothetical phase diagram for the nanoemulsion system [53]. 
It was previously measured the temperature dependence of the dilute pair potential using 
small angle neutron scattering [1]. A square well potential can quantitatively describe the  
 
 
Figure 5.1 Hypothetical phase diagram for the nanoemulsion system. Lines indicate 
theoretical predictions [54-56] for the square well fluid with well depth ε and width λ = 
0.5σ. 
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dilute structural factor in the nanoemulsions exhibiting colloidal gelation at elevated 
temperature. The nanoemulsions used in this study exhibit gelation due to arrested phase 
separation, resulting the bicontinuous network of a dense fractal-like phase and an 
unstructured dilute phase [26]. The sample used in this study is placed in the dotted circle in 
the phase diagram. 
5.2.2 Thermoreheological characterization 
Small amplitude oscillatory shear measurements were performed using an AR-G2 
stress-controlled rheometer (TA Instrument) with a 60 mm, 2° upper-cone geometry and a 
Peltier temperature controlled lower-plate geometry. The sample was loaded at 25 °C and 
thermal rheology was performed by heating the sample from 25 °C to 55 °C at a rate of 1 °C 
min-1 with a strain amplitude of  γ0 = 0.005 and an applied frequency of ω = 20 rad s-1. 
Recently, we found that the long-time linear viscoelasticity of our nanoemulsion gels does 
not significantly depend on the heating rate applied for temperatures relatively close to the 
gel temperature [26], and so we believe our experiments probe thermal equilibrium of the 
sample. Frequency sweep measurements were performed over a range of 0.2–200 rad s-1 at a 
strain amplitude of γ0 = 0.005 at 48 °C. A solvent trap with deionized water was used to 
prevent evaporation of the sample. The applied strain amplitude of γ0 = 0.005 for the 
measurement was within the linear viscoelastic limit. 
5.2.3 Large amplitude oscillatory shear (LAOS) measurements 
All LAOS measurements were taken by Dimitri Merger and the method is described 
in Chapter 2. The sample was loaded at 25 °C in the liquid state and was gelled in the 
geometry by raising the temperature to 50 °C, which is well above the gel transition 
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temperature for this sample. Subsequently, a LAOS test was performed at a fixed frequency 
covering three decades in strain amplitude from the linear region until well after the yielding 
of the material (10-3 < γ0 <1). At least 9 oscillation cycles per amplitude were recorded. All 
LAOS experiments at different frequencies were always performed on a freshly loaded, 
gelled sample, and the linear viscoelastic moduli at a given frequency were reproducible 
between different loadings. This was done to ensure measurements on pristine gels. 
The raw data were analyzed using a custom-written MATLAB routine in order to 
convert each wave of a certain frequency and strain amplitude to a complex spectrum. Since 
even harmonics were insignificantly small (I2/1<3×10-3) in all measurements, only odd 
harmonics up to the 21st harmonic were used to reconstruct the waveforms [57] and further 
calculate the nonlinear measures to follow. 
5.2.4 Rheo-USANS/SANS 
Rheo-USANS/SANS measurements were performed to investigate yielding behavior 
in this system. General methods for rheo-USANS/SANS are described in Chapter 2. 
Samples were loaded in a geometry consisting of a 50mm inner diameter quartz cup and a 
49mm diameter quartz rotating bob. A solvent trap wetted with 50/50 (v/v) H2O/D2O was 
used to inhibit evaporation of nanoemulsion samples. The quartz Couette cell was placed 
vertically with the incident beam in the radial direction, such that the collected SANS and 
USANS spectra were of projected structures in the flow-vorticity (1–3) plane. 
For both SANS and USANS, transmission and scattering were measured for both the 
sample at various strain amplitudes as well as for the empty Couette cell, in accordance with 
standard methods for obtaining absolute scattering intensities [58]. Note that none of the 
measured SANS spectra showed any observable anisotropy, nor did supplementary rheo-
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small angle light scattering (rheo-SALS) measurements under identical conditions (see 
Appendix C, figure C.1 and C.2). 
Thermal rheology of the sample was measured using temperature ramp with a 
heating rate of 1 °C min-1 under small amplitude oscillatory shear with a strain amplitude of 
γ0 = 0.001 and an angular frequency of ω = 10 rad s-1. In order to ensure the yielding 
behavior of rheo-USANS/SANS sample is similar with that of LAOS sample, LAOS 
measurement was performed using an amplitude sweep from γ0 = 0.002 to 0.5 at 48 °C and 
ω = 10 rad s-1. Rheo-USANS/SANS measurements were performed using time sweeps at 
desired strain amplitudes from γ0 = 0.003 to 50 at a frequency and temperature coinciding 
with LAOS measurements. It is important to note that this procedure produces time-
averaged USANS/SANS data, resulting in strain-amplitude dependent scattering that is 
averaged over an entire LAOS cycle. In this case, time-resolved measurements of intracycle 
structure are unattainable due to the significant measurement times (typically several hours) 
currently required to obtain a single USANS spectrum. Therefore, the spectra at a given 
strain amplitude will be dominated by the particular intracycle microstructural processes 
which occupy a majority of a cycle. 
 
5.3 Linear viscoelasticity 
To investigate the yielding behavior of the nanoemulsion gel, we first measured the 
thermal rheology and frequency-dependent linear viscoelasticity of the sample. The 
nanoemulsions containing similar chemical composition exhibited an abrupt transition from 
a viscous liquid to a solid-like gel with increasing temperature [1]. To determine the gel 
transition temperature (Tgel), we measured the viscoelastic moduli (G’: storage modulus and 
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G”: loss modulus) with increasing temperature from 25 °C to 55 °C at fixed strain amplitude 
of γ0 = 0.005 and applied frequency of ω = 20 rad s-1 in Figure 5.2. We found that the gel 
transition temperature, Tgel, for this sample (approximately where G’ ~ G”) is at 45 °C. In 
previous work, we showed that Tgel so defined is consistent with other measures of the gel 
point, including the criterion of Winter and Chambon (G’ ~ G” ~ ω1/2) [59] as well as the 
point at which the structure becomes percolated [1,26]. Above Tgel, the sample exhibits 
solid-like viscoelasticity with a plateau modulus Gp~20 kPa. For the frequency-dependent 
linear viscoelasticity above Tgel, we performed a frequency sweep at fixed temperature of T 
= 48 °C and strain amplitude of γ0 = 0.005 (Figure 5.2(b)). The dynamic shear moduli 
depend only mildly on the frequency, in agreement with previous measurements [1]. 
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Figure 5.2 (a) Thermal rheology of the sample from 25°C to 55°C at γ0 = 0.005 and ω = 
20 rad/s. (b) Frequency sweep of the sample from 0.2 to 200 rad s-1 at 48°C at γ0 = 
0.005. 
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5.4 Yielding behavior during LAOS 
We investigated the yielding behavior of the nanoemulsion gel using LAOS 
experiments at various strain amplitudes and angular frequencies. We begin by analyzing the 
linear Fourier coefficients, G’ and G”, which are displayed in Figure 5.3 (a). The storage 
and loss moduli are well known to the general reader, and in older publications are often 
used to describe the material’s behavior even beyond the linear regime [41]. For strain 
amplitudes γ0 > 0.01, G’ monotonically decreases from its linear plateau value and shows no 
frequency dependence within experimental variability. In contrast, G” displays a distinct 
peak at γ0 ~ 0.03. Therefore, according to Hyun et al. [41],  it can be classified as a “Type 
III” material, which displays a weak strain overshoot. Specifically, the fact that G” shows a 
maximum is known as the “Payne Effect” in the rheology of filled elastomers, where the  
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Figure 5.3 (a) Storage and loss moduli versus strain amplitude at various angular 
frequencies of deformation. Lines indicate the linear viscoelastic regime (LVR) and 
different regions of the yielding stages that will be discussed in a subsequent section. 
(b) Increasing peak height in the G” curve with increasing angular frequency as shown 
by the loss modulus normalized to the plateau value of the linear regime G”0. 
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Figure 5.4 Frequency dependence of the strain amplitude at which storage and loss 
modulus cross (left axis), and the relative peak height of the loss modulus G”p = 
max(G”/G”0) (right axis). 
 
maximum is associated with bond breaking between load-bearing elements [60]. The peak 
position does not change significantly when the angular frequency is increased, whereas the 
peak height increases dramatically, as shown more clearly by normalizing G” to its linear 
value G0” in Figure 5.3 (b) (intermediate frequencies have also been measured but are not 
displayed for clarity). The increasing peak height in G” causes the crossover of G’ and G”, 
which is often regarded as the onset of yielding, to occur at smaller strain amplitudes for 
increasing ω. The peak heights and the crossover strains amplitudes are summarized in 
Figure 5.4. We note that the observed trend in peak height is opposite to that observed in 
glassy microgel suspensions with effective interparticle attractions [36], suggesting a 
qualitatively different yielding behavior. 
We have defined three different regimes of yielding based on analysis of the 
nonlinear response (to be discussed subsequently) to aid in the presentation and analysis of 
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the data to follow, and find that this partition coincides with characteristic features of G’ and 
G”. In Region I, G’ exhibits a modest decrease from its value in the linear viscoelastic 
regime (LVR), whereas G” increases significantly toward its peak value. Region II begins at 
the maximum in G”, and continues through the crossover strain amplitude, ultimately 
asymptoting to power law behavior of G’ and G” with increasing strain amplitude. In 
Region III, the power law slope of G” exhibits an observable decrease. 
 
5.5 Nonlinear waveform analysis 
5.5.1 Waveform reconstruction 
The linear viscoelastic moduli G’ and G” do not sufficiently describe the material’s 
response beyond the linear regime due to the fact that the stress wave is no longer 
sinusoidal. Therefore we now examine the time-resolved stress signals and analyze the 
waveform using the Lissajous-Bowditch representation, where the stress is plotted versus 
the instantaneous strain or strain rate for the elastic or the viscous projection, respectively. 
Figure 5.5 shows a typical waveform response of the sample recorded at ω = 10 rad s-1 and 
γ0 = 0.046 (corresponding to Region II). In all measurements the raw stress signal started to 
show a transient decay in amplitude as soon as the linear viscoelastic regime was exceeded 
(γ0 > 0.01). This decay corresponds to slow intercycle thixotropic behavior or aging, and 
prevents the Lissajous-Bowditch curves from forming closed loops. Thixotropy is a 
common rheological feature of gel-like systems [61] and is therefore also present in LAOS 
experiments, in contrast to colloidal glasses, where a quasi-stationary state under LAOS can 
be reached almost immediately [46]. Since our measurements did not reach a quasi- 
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Figure 5.5 Normalized plots of stress versus (a) strain – elastic projection, and (b) 
shear rate – viscous projection recorded at ω = 10 rad s-1 and γ0 = 0.046. The gray line 
represents the raw signal, whereas the black line shows the reconstructed signal 
averaged over eight cycles. 
 
stationary state even after over 100 oscillation cycles for a specific set of ω and γ0, data from 
only the first 8 cycles for each amplitude were used for analysis. The 8 cycles per amplitude 
have been decomposed to Fourier coefficients according to 
' ''
0
1
( ) [ sin( ) cos( )]n n
n
t G n t G n ts γ ω ω
=
= +∑   (5.1) 
Each representative cycle was thus reconstructed in the time domain using odd 
harmonics up to n = 21. Since all odd harmonics with n > 21 displayed relative intensities 
smaller than 0.1 %, we consider that all significant contributions to the stress have been 
taken into account. Even harmonics were negligible as I2/1, which is the most prominent of 
them, was always below 0.3 % of the total signal and showed no time dependence. The 
reconstruction procedure is essentially a comb filter and all following waveform data 
represents an average over the intracycle transient behavior during a strain amplitude sweep. 
We caution that this procedure renders the later extracted nonlinear parameters to be time-
dependent to some extent. However, the alternative of waiting for the sample to reach a 
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stationary oscillatory state is unfeasible due to the long measuring times, especially at low 
frequencies. 
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Figure 5.6 (a) and (b) show the elastic and viscous Lissajous-Bowditch plots of 
reconstructed time data from selected amplitudes at ω = 10 rad s-1; odd harmonics up 
to n = 21 were used for the reconstruction. The strain and strain rate axes have been 
normalized by the strain amplitude of 0.0322 where G” is at its maximum 
(γr = γ/0.0322) in order to be able to compare them to the data of the SANS sample. The 
circle and diamond symbols show the points at flow reversal (γ = - γ0 and ?̇? = 0) and the 
following local stress maximum, respectively. The broken black line illustrates the 
accumulated strain γc that is necessary to yield the material. The black tangent 
represents the residual modulus after yielding GR (equals ds/dγ at s = 0). (c) and (d) 
are magnifications of (a) and (b) and show the waveforms at low amplitudes (0.3 < 
γr,0 < 2.24)  in more detail. 
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In Figure 5.6 (a) and (c), we show the elastic and viscous Lissajous-Bowditch curves 
for strain amplitudes spanning Region I and Region II. Note that from now on, all strain 
axes have been normalized by the value of the strain amplitude where G” is at its maximum 
(in this case, γr = γ/0.0322), in order to be able to compare this data to the data of the SANS 
sample in a subsequent section. In Region I (0.16 < γr,0 < 1, or 0.005 < γ0 < 0.03) a transition 
was observed, where the waveform transformed from a simple ellipse representing the linear 
response to a complex nonlinear shape. This transition is shown in detail in Figure 5.6 (c), 
(d) and is also reflected in the viscoelastic moduli in Figure 5.3 (a) by the strong increase of 
G”. Starting in Region II (γr,0 = 1, or γ0 = 0.0322), distinct features appear in the Lissajous-
Bowditch curves, which persist qualitatively throughout the course of the ongoing strain 
amplitude sweep. These include an approximately linear region after the reversal of shear 
direction and a local maximum in the instantaneous stress in the upper left quadrant of the 
elastic representation. The quantitative changes in the waveform will be analyzed in the 
following section. 
5.5.2 Nonlinear measures 
5.5.2.1 Sequence of physical processes 
Rogers et al. [43] recently suggested a framework for the analysis of LAOS data 
which tracks the intracycle features of the stress-strain-rate curve and associates them with a 
sequence of physical processes (SPP). We use this approach to rationalize the distinct 
waveform in our experiments by the following progression of events during one half cycle 
of the oscillation. Starting at the point where the flow direction is reversed (γ/γ0 = ±1, circle 
symbol in Figure 5.6 (a)) the gel network of agglomerated droplets is strained, and the 
material initially behaves elastically and therefore the stress increases linearly with the 
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accumulated strain. This part of the cycle can be characterized by the instantaneous 
derivative of the stress with respect to the strain at the point of zero stress, 
0
R
dG
d s
s
γ =
=   (5.2) 
which has been introduced by Rogers et al. [43] as the “cage modulus” for glassy colloidal 
systems. Since our material is a colloidal gel with a volume fraction where particle cages are 
not the significant structural unit, we will instead refer to this derivative as the residual 
modulus, GR. Note that in the linear regime, GR is identical to G’. 
After the initial linear region, the stress continues to increase until a strain equal to γc 
has been accumulated (broken gray line), where it shows a local maximum γc (diamond 
symbol in Figure 5.6 (a)). We hypothesize that this overshoot in the stress curve is due to 
yielding of the gel network, and afterwards the sample begins to flow (this will be confirmed 
later). The stress subsequently decreases with further increasing shear rate until a minimum 
is reached. With further increasing strain, the stress begins to increase again, suggesting 
thixotropic behavior where the structure is gradually rebuilt as the shear rate is decreasing. 
This continues until the end of the half-cycle (γr = + γr,0 , ?̇?= 0), and subsequently the 
sequence is repeated in the opposite direction. 
5.5.2.2 Time dependent moduli 
Based on the work of Rogers et. al. [42] , we further elucidate the intracycle yielding 
by calculating the instantaneous moduli R’(t) and R”(t). R’(t) and R”(t) are projections of 
the binormal vector in a 3D Lissajous-Bowditch plot (stress vs. strain vs. strain rate) onto the 
strain-stress and shear rate-stress plane. Details can be found in the work by Rogers et. al. 
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[42]. These measures can be interpreted as time-dependent analogues of G’ and G” and are 
defined for every point of the response orbit. R’ and R” for the strain amplitude sweep at ω 
= 10 rad/s are displayed as surfaces in Figure 5.7. If viewed in the R’, R” versus strain 
amplitude projection, Figure 5.7 is reminiscent of the standard representation of a dynamic 
strain amplitude sweep as in Figure 5.3 (a). In the LVR, R’ and R” are constant in time and  
 
 
Figure 5.7 Surface plot of the instantaneous moduli R’(t) and R”(t) as a function of 
reduced strain amplitude γr,0 and normalized time throughout the oscillation cycle for 
a fixed frequency of 10 rad/s. A single LAOS cycle corresponds to a portion of the 
surface at fixed reduced strain amplitude, γr,0 and increasing time, t/t0, where t0 is the 
time of one cycle. This is indicated by the black line for γr,0 = 5 (solid for R’ > R” and 
broken for R’ < R”). The yellow line shows the yield point as determined from the local 
maximum in the Lissajous-Bowditch curve. 
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equal G’ and G”, respectively. As the strain amplitude increases (moving from the back to 
the front in Figure 5.7), the response becomes nonlinear and distinct features develop in the 
time dependence of both surfaces. Looking at the time dependence at fixed strain amplitude, 
the sequence of physical processes that was described previously is evident. However, this 
analysis reveals additional details about the intracycle yielding that were not evident from 
the waveform analysis, where yielding was assumed to occur at a single point where the 
stress shows an overshoot. 
The fully nonlinear material behavior can be observed by tracing the intracycle 
response at a fixed strain amplitude of γr,0 ~ 0.1. The starting point of the sequence of 
processes (i.e. at the point of flow reversal), corresponds in this representation to t/t0 = 0.25 
or 0.75. Starting from this point in time, elastic straining is first observed, where R’>R” and 
both moduli are roughly constant in time. As the cycle proceeds, this gives way to a small 
region in which R’ increases (i.e., strain stiffening occurs). We find that the maximum value 
of R’ for each strain amplitude is higher by about 30% than GR but has the same strain 
amplitude dependence (only GR will be used subsequently).  Shortly after this, R’ abruptly 
decreases (i.e., strain softening occurs) and R” abruptly increases, until eventually R” 
exceeds R’. Since this portion of the cycle still corresponds to strains in the region of the 
waveform where the stress is increasing nearly linearly with strain, we attribute this 
behavior to elastoplastic behavior, in which the deformation is first dominated by softening 
(R’ > R”), followed by viscoplastic behavior (R” > R’). After this, a pronounced maximum 
in R” is observed, which corresponds closely (though not exactly) with the stress maximum 
in the Lissajous-Bowditch curve used previously to define the yield stress and strain (yellow 
line in Figure 5.7). At this point, the material has yielded and begins to flow. Subsequently, 
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both R’ and R” decrease dramatically, indicating shear thinning, after which rejuvenation of 
the structure can be observed as a second crossover in R’ and R” that occurs at t/t0 < 0.75, 
before the end of the half-cycle. 
Using the prominent features of the R’ and R” landscapes in Figure 5.7 and the 
position of the yield point from Figure 5.6, we produce a “phase plot” for the yielding 
process in Figure 5.8 in a space of the normalized instantaneous strain (a) or strain rate (b), 
which represent the time within a cycle, and strain amplitude. Lines have been drawn that 
represent the various features of R’ and R”, including the initial maximum in R’, followed 
by the crossover where R’ = R”, and finally the maximum in R”. Also shown is the yield 
point defined by the stress maximum extracted from the Lissajous-Bowditch curves. The 
regions in between these curves thus show the boundaries in a nonlinear deformation space 
between elastic straining (A), elastoplastic softening (B), viscoplastic behavior (C), yielding 
(D) and flow (E). Note that after yielding only flow und restructuring are present as the 
shear rate decreases back to zero, and therefore the aforementioned transitions do not occur 
in the reverse direction. Accordingly, Figure 5.8 is not a true phase plot as all borders 
indicate “one-way” transitions. The filled symbols represent borders for the path from γ/ γ0 = 
- 1 to γ/ γ0 = 0, whereas open symbols show borders for the path from γ/ γ0 = 1 to γ/ γ0 = 0. 
Both the surface plots in Figure 5.7 and the borders in Figure 5.8 show that with 
increasing strain amplitude, the portion of the cycle where the material is yielded (both in 
time and in shear rate dimension) increases. This supports the idea that information averaged 
over the entire oscillation cycle with increasing strain amplitude, such as the time-averaged 
neutron scattering data to follow, increasingly reflects the yielded state. This is shown in 
Figure 5.8 by overlaying the boundaries of Regions I, II and III obtained from intercycle  
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analysis of the waveforms (vertical lines) with the phase plot obtained from intracycle 
analysis. In doing so, we find that Region I is dominated entirely by elastoplastic softening 
of the gel network, i.e. the entire cycle is spent in phases A and B. In Region II, the behavior 
transitions from becoming elastically-dominated to viscous-dominated with increasing strain 
amplitude, i.e., the fraction of the cycle spent in the flowing state increases with increasing 
strain amplitude. Finally, in Region III, the fraction of each cycle spent in flow becomes 
insensitive to the applied strain amplitude. 
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Figure 5.8 Phase plot constructed using the various nonlinear parameters from the 
waveform analysis in the (a) elastic and (b) viscous representations, respectively. 
Starting from γ/γ0 = 1 or -1 (?̇?/?̇?𝟎= 0) the material’s response changes following the 
arrow through a series of elastic (A), elastoplastic softening (B), viscoplastic responses 
(C), yielding (D), and finally flow (E). Note that after yielding only flow und 
restructuring is present, therefore these transitions do not occur in the reverse 
direction as the shear rate is reduced to zero. Filled symbols represent borders for the 
path from γ/γ0 = - 1 to γ/γ0 = 0, and open symbols show borders for the path γ/γ0 = 1 to 
γ/γ0 = 0.  
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5.5.2.3 Time dependent moduli 
Based on the work of Rogers et. al. [42] , we further elucidate the intracycle yielding 
by calculating the instantaneous moduli R’(t) and R”(t). R’(t) and R”(t) are projections of 
the binormal vector in a 3D Lissajous-Bowditch plot (stress vs. strain vs. strain rate) onto the 
strain-stress and shear rate-stress plane. Details can be found in the work by Rogers et. al. 
[42]. These measures can be interpreted as time-dependent analogues of G’ and G” and are 
defined for every point of the response orbit. R’ and R” for the strain amplitude sweep at ω 
= 10 rad/s are displayed as surfaces in Figure 5.7. If viewed in the R’, R” versus strain 
amplitude projection, Figure 5.7 is reminiscent of the standard representation of a dynamic 
strain amplitude sweep as in Figure 5.3 (a). In the LVR, R’ and R” are constant in time and 
equal G’ and G”, respectively. As the strain amplitude increases (moving from the back to 
the front in Figure 5.7), the response becomes nonlinear and distinct features develop in the 
time dependence of both surfaces. Looking at the time dependence at fixed strain amplitude, 
the sequence of physical processes that was described previously is evident. However, this 
analysis reveals additional details about the intracycle yielding that were not evident from 
the waveform analysis, where yielding was assumed to occur at a single point where the 
stress shows an overshoot. 
The fully nonlinear material behavior can be observed by tracing the intracycle 
response at a fixed strain amplitude of γr,0 ~ 0.1. The starting point of the sequence of 
processes (i.e. at the point of flow reversal), corresponds in this representation to t/t0 = 0.25 
or 0.75. Starting from this point in time, elastic straining is first observed, where R’>R” and 
both moduli are roughly constant in time. As the cycle proceeds, this gives way to a small 
region in which R’ increases (i.e., strain stiffening occurs). We find that the maximum value 
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of R’ for each strain amplitude is higher by about 30% than GR but has the same strain 
amplitude dependence (only GR will be used subsequently).  Shortly after this, R’ abruptly 
decreases (i.e., strain softening occurs) and R” abruptly increases, until eventually R” 
exceeds R’. Since this portion of the cycle still corresponds to strains in the region of the 
waveform where the stress is increasing nearly linearly with strain, we attribute this 
behavior to elastoplastic behavior, in which the deformation is first dominated by softening 
(R’ > R”), followed by viscoplastic behavior (R” > R’). After this, a pronounced maximum 
in R” is observed, which corresponds closely (though not exactly) with the stress maximum 
in the Lissajous-Bowditch curve used previously to define the yield stress and strain (yellow 
line in Figure 5.7). At this point, the material has yielded and begins to flow. Subsequently, 
both R’ and R” decrease dramatically, indicating shear thinning, after which rejuvenation of 
the structure can be observed as a second crossover in R’ and R” that occurs at t/t0 < 0.75, 
before the end of the half-cycle. 
Using the prominent features of the R’ and R” landscapes in Figure 5.7 and the 
position of the yield point from Figure 5.6, we produce a “phase plot” for the yielding 
process in Figure 5.8 in a space of the normalized instantaneous strain (a) or strain rate (b), 
which represent the time within a cycle, and strain amplitude. Lines have been drawn that 
represent the various features of R’ and R”, including the initial maximum in R’, followed 
by the crossover where R’ = R”, and finally the maximum in R”. Also shown is the yield 
point defined by the stress maximum extracted from the Lissajous-Bowditch curves. The 
regions in between these curves thus show the boundaries in a nonlinear deformation space 
between elastic straining (A), elastoplastic softening (B), viscoplastic behavior (C), yielding 
(D) and flow (E). Note that after yielding only flow und restructuring are present as the 
  153 
shear rate decreases back to zero, and therefore the aforementioned transitions do not occur 
in the reverse direction. Accordingly, Figure 5.8 is not a true phase plot as all borders 
indicate “one-way” transitions. The filled symbols represent borders for the path from γ/ γ0 = 
- 1 to γ/ γ0 = 0, whereas open symbols show borders for the path from γ/ γ0 = 1 to γ/ γ0 = 0. 
Both the surface plots in Figure 5.7 and the borders in Figure 5.8 show that with 
increasing strain amplitude, the portion of the cycle where the material is yielded (both in 
time and in shear rate dimension) increases. This supports the idea that information averaged 
over the entire oscillation cycle with increasing strain amplitude, such as the time-averaged 
neutron scattering data to follow, increasingly reflects the yielded state. This is shown in 
Figure 5.8 by overlaying the boundaries of Regions I, II and III obtained from intercycle 
analysis of the waveforms (vertical lines) with the phase plot obtained from intracycle 
analysis. In doing so, we find that Region I is dominated entirely by elastoplastic softening 
of the gel network, i.e. the entire cycle is spent in phases A and B. In Region II, the behavior 
transitions from becoming elastically-dominated to viscous-dominated with increasing strain 
amplitude, i.e., the fraction of the cycle spent in the flowing state increases with increasing 
strain amplitude. Finally, in Region III, the fraction of each cycle spent in flow becomes 
insensitive to the applied strain amplitude. 
5.5.2.4 Strain amplitude-dependence of nonlinearity 
In order to compare our results with previous work on yielding colloidal systems 
[44,46,62-64], we will rely on the definitions for the yield strain, the yield stress and the 
residual modulus established by Rogers et al. [43] to quantify the changes in the waveform 
with increasing amplitude (Figure 5.6). Additionally, we show the intensity of the third 
harmonic normalized to the fundamental, I3/1, as it has been used frequently in other studies 
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of colloidal systems to describe the deviation from the linear regime [44,45,65,66]. In order 
to follow the changes in the flowing part of the oscillation cycle throughout the strain 
amplitude sweep, we furthermore monitor the instantaneous viscosity ηL = σL/?̇?L at the point 
of maximum shear rate. 
In the linear regime (γr,0 < 0.16), GR coincides with G’, as expected for a linear 
material that shows predominantly elastic behavior and the nonlinear parameters γc and σc 
are not defined as the Lissajous curves are elliptical. In the weakly nonlinear Region I (0.16 
< γr,0 < 1), the waveform’s distortion from an ellipse becomes visible which is accompanied 
by an increasing intensity of the normalized third harmonic I3/1, but the overall distortion is 
still small (I3/1 ≤ 0.1) and the stress does not yet show the local maximum (in a mathematical 
sense) that is associated with intracycle yielding here. Therefore, γc and σc are still not 
defined and GR remains almost constant but is not equal to G’ anymore due to mild 
nonlinear softening.  
Upon entering Region II (γr,0 > 1) the waveforms begin to exhibit the characteristic 
yield point, where γc and σc can now be observed as a function of strain amplitude. The yield 
strain γc, indicated by the broken line in Figure 5.8 (b), is approximately constant for a small 
range of strain amplitudes. Therefore, the strain required to yield the material makes up only 
a small portion of the total strain that can be acquired by an elastic material within one half-
cycle (2γr,0). Afterwards, γc increases sublinearly throughout Region II, approaching a linear 
increase in strain amplitude (γc ≈ 0.25 γr,0) entering Region III. This behavior is quite 
different from what Rogers et al. [43] and van der Vaart et al. [47] observed with colloidal 
glasses; both found a power law behavior of γc ∝ γ00.2 for glassy suspensions. Van der Vaart 
et al. [47] also presented a more complex dependence of γc on γ0 for a glassy suspension of  
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Figure 5.9 (a) Residual modulus GR (equals dσ/dγ at σ = 0) together with the storage 
and loss modulus at ω = 10 rad/s and the relative intensity of the 3rd harmonic I3/1. (b) 
Normalized nonlinear yielding parameters extracted from the waveform data of the 
LAOS measurements: γc represents the strain that has been accumulated between the 
point of flow reversal (circle symbol) and the local stress maximum (diamond) in 
Figure 5.6 (a) and the corresponding stress value σc with the stress amplitude σ0 as 
reported by the rheometer software. (c) Instantaneous viscosity at the point of zero 
strain and maximum shear rate as a function of increasing shear rate amplitude. 
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soft spheres, which was more similar to our findings. This deviation from the power law 
might therefore be an indication of the soft character of the subunits in both systems, which 
would be cages of soft particles in their case and compressible droplet clusters in our case.  
Nevertheless, the increase of the yield strain itself is a clear deviation from the constant 
yield strain of a Bingham material and remains unexplained so far. 
The yield stress σc in Region II is found to decrease initially and shows roughly the 
same trend as the overall stress amplitude σ0, their ratio being σc/σ0 ≈ 0.75. Furthermore, GR 
continuously decreases to roughly a third of its initial value. ηL exhibits shear thinning, i.e. a 
decrease with increasing shear rate. The shear thinning of ηL (Figure 5.9 (c)) follows a 
power law with an exponent of -1 over the largest portion of this region, which corresponds 
to the extreme shear thinning common in yield stress fluids, with a stress that is independent 
of the shear rate [67]. 
In Region III (for γr,0 > 20), both the yield strain and stress increase linearly with 
strain amplitude (γc ≈ 0.25 γr,0) and the other nonlinear parameters reach their high strain 
amplitude limiting behaviors with GR/G0 ≈ 0.15, σc/σ0  ≈ 0.75 and ηL = 14 Pa·s. 
5.5.3 Frequency dependent nonlinearity 
To examine the frequency dependence of the yielding processes in the sample, we 
measured the waveforms at a fixed value of γr,0 at various frequencies in the range from 0.1 
to 56.55 rad/s. The waveform at a specific amplitude is distinctively frequency dependent, as 
can be seen in Figure 5.10, where waveforms for γr,0 = 1, 2.8 and 20 are shown 
(corresponding to the beginning, middle and end of Region II). With increasing frequency, 
the Lissajous-Bowditch curves become more box-shaped and the local stress minimum in  
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Figure 5.11 Nonlinear yielding parameters as a function of angular frequency at γr,0 = 
2.8 (center panel in Figure 5.9): (a) γc is the strain that has been accumulated from flow 
reversal to the local stress maximum, (b) local stress maximum σc, (c) instantaneous 
viscosity at the point of zero strain and maximum shear rate as a function of the 
instantaneous shear rate at that point, which is increasing with increasing angular 
frequency. 
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the vicinity of the shear rate maximum (γr = 0) becomes less prominent. At the highest 
amplitudes and frequencies (right panel) a second local minimum in the stress appears which 
follows the first one. This feature is not an artifact of the data processing as it is present also 
in the raw data and was furthermore observed by other researchers [45,66]. 
The waveform parameters for γr = 2.8 are displayed in Figure 5.11 and show the 
trends of the waveform evolution more clearly. With increasing ω the normalized local yield 
stress, σc / σ0 increases. The accumulated strain at which yielding occurs, γc, first shows a 
plateau for ω < 6 rad/s and then increases afterwards. Figure 5.11 (c) shows the dependence 
of the instantaneous viscosity ηL as a function of shear rate. As previously shown in the 
strain amplitude dependent waveform analysis, increasing the shear rate leads to shear 
thinning in the flowing portion of the oscillation cycle (ηL ~ ?̇?-0.8). In this case we keep the 
strain amplitude constant and the increasing angular frequency causes higher shear rates (see 
Appendix C, Figure C.3 for a Pipkin diagram). The fact that the shear thinning exponent 
varies depending on whether the strain amplitude or frequency is varied violates the so-
called “Delaware Rutgers rule” [68], further suggesting thixotropic behavior in the sample.    
 
5.6 Rheo-USANS/SANS 
5.6.1 Comparison rheology between different geometry 
In order to understand the origins of the broad yielding behavior and rationalize the 
observed nonlinear mechanical response, we performed combined rheo-SANS/USANS 
measurements under LAOS deformation at a number of applied strain amplitudes spanning 
Regions I, II, and III. We note that the sample used for these measurements constituted a 
separate batch of the fluid. Although the two batches have the same composition, we found 
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differences in the linear moduli between the two batches (~ 50%), as well as in the strain 
amplitude where the maximum in G” occurs (~ 60%). In these nanoemulsions, such batch-
to-batch variations are common due to the sensitivity of the viscoelasticity of the gels to 
unavoidable small differences in size distribution [1].  
To compare the rheology between the two samples in the quartz Couette geometry 
used during the scattering experiments and the sandpaper cone-plate geometry from the 
LAOS experiments, we thus normalize the moduli by the linear value of G’ in Figure 5.12. 
On these normalized scales, we find no significant differences between the two samples at 
both low and high strain amplitudes, including Regions II and III. Furthermore, the 
normalized values of G” are nearly identical over the entire range of measurement,  
0.01 0.1 1 10
10-2
10-1
100
G
'/G
' ma
x, 
G
"/G
' ma
x 
γr,0
LVR I II III
 ARES-cone/plate with sandpaper
 Rheo-SANS-Quartz Couette
 
Figure 5.12 Large amplitude oscillatory shear (LAOS) rheology of two different 
samples containing φ = 0.33 PDMS droplets with an aqueous continuous phase of 33 
vol.% PEGDA and Cs = 230 mM SDS at 48°C used in LAOS measurement (red) and 
rheo-USANS/SANS measurement (black). G’/G’max (closed symbols) and G”/G’max 
(open symbol) at ω = 10 rad/s versus γr,0 through the yielding transition. 
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suggesting that the modest batch-to-batch differences in linear viscoelasticity do not 
significantly alter the nonlinear viscoelasticity of the material aside from a systematic shift 
in moduli. However, we do find a discrepancy in the values of G’ in Region I, with G’ 
exhibiting a significant decrease in the non-linear regime. We believe that this is an artifact 
due to wall slip in the quartz Couette geometry, since the observed behavior is qualitatively 
similar to that measured in the cone-plate geometry without sandpaper (see Appendix C, 
Figure C.4). Thus, we conclude that the observed yielding behavior is identical in Regions II 
and III, but not in Region I. Therefore, rheo-SANS/USANS measurements in Region I were 
kept to a minimum, and only used to compare with the quiescent microstructure. 
5.6.2 Rheo-USANS/SANS spectra 
Figure 5.13 shows the combined rheo-USANS and SANS spectra at various 
normalized strain amplitudes. The scattering vector is presented here as qr, where r is the 
droplet radius, in order to emphasize the length scales involved in units of the number of 
particles. In previous work, we performed detailed studies of the quiescent microstructure of 
this sample composition through the gel transition [26]. In brief, the high-q data (qr > 1.47) 
are well-described by polydisperse (~20%) spherical droplets with long-range attractive 
interactions due to the presence of the polymer in the continuous phase [26]. The low-q data 
(qr < 1.47) are well described by a combination of two structural features. The first, 
appearing at moderate length scales (1-20r), is a fractal microstructure consisting of droplet 
clusters, and is signified by a power-law decay of the coherent scattering intensity, (I(q) – 
Ib), over a significant q-range, where I(q) and Ib are the measured total and incoherent 
background intensities, respectively. The second, appearing at larger length scales (~100r), 
is a spatially correlated bicontinuous structure of droplet-lean (containing primarily solvent)  
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Figure 5.13 Combined rheo-USANS and SANS spectra of nanoemulsion sample 
containing φ = 0.33 PDMS droplets with 33 vol. % PEGDA and Cs = 230 mM SDS in 
50/50 (v/v) H2O/D2O at the normalized strain amplitudes indicated. Lines are fits to 
equation (5.3). Inset: Magnification of low-q portion of USANS data with model fitting. 
 
and droplet-rich domains (containing the fractal cluster microstructure) reminiscent of 
arrested spinodal decomposition. The significant feature of the bicontinuous structure is a 
local maximum in intensity at q = 𝛽𝑚𝑚𝑚 , such that 𝛽𝑚𝑚𝑚−1  represents the characteristic 
distance between domains in the bicontinuous structure. This structure is consistent with the 
observed scattering for the present sample in the quiescent state. 
Upon increasing the strain amplitude into the nonlinear regime, the scattering spectra 
exhibit several important differences from the quiescent microstructure. First, in the very 
low-q regime (qr < 0.011), a significant upturn in low-q scattering is observed, which 
increases with increasing strain amplitude and follows power-law behavior according to 
(I(q) – Ib) ~ q-4. Such scaling is consistent with Porod scattering from porous media due to 
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the surface of large length-scale inhomogeneities (henceforth referred to as “voids”). 
Second, the low-q peak (qr ~ 0.03) decreases in intensity with increasing strain amplitude, 
suggesting that the corresponding spacing between dense domains decreases. It is important 
to note that the high-q scattering corresponding to individual droplets does not exhibit 
significant changes with increasing strain amplitude, suggesting that for this range of 
amplitudes the local droplet microstructure is relatively insensitive to the incipient yielding 
process. However, there is a modest shift in the high-q shoulder originally occurring at qr ~ 
2.73, corresponding to the diameter of the droplets. Further analysis shows that this shift is 
due to slow coarsening of the droplets due to Ostwald ripening, which is unavoidable at the 
elevated temperatures of these measurements, and continues even after cessation of shear 
(see Appendix C, Figure C.5). Specifically, the entire shift in the high-q shoulder would 
correspond to a 15% increase in droplet size if it were entirely due to coarsening, which is 
quantitatively consistent with previously measured rates of Ostwald ripening in this system 
[1]. 
5.6.3 Insights into the microstructural process by model fitting 
To further understand the strain amplitude dependence of these new features in the 
low-q scattering, we fit the data to a model combining three primary contributions to the 
structure: (i) a low-q contribution to capture the Porod scattering, (ii) a model for off-critical 
phase separation at moderate q-values to capture the local maximum due to bicontinuous 
structure, and (iii) a high-q contribution due to the fractal cluster microstructure (note that 
we have chosen not to include the higher-q scattering due to individual droplets): 
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  (5.3) 
where K1, K2, K3 and K4 signify the relative contribution of each term to the total scattering. 
The first term is a two-phase Debye-Bueche model [69] to describe the large-scale voids, 
where 1cx  is their correlation length. The second term is a summation of two Lorentzian 
terms corresponding to correlated density inhomogeneities consistent with phase separation 
under the Cahn-Hilliard model for spinodal decomposition [70], which captures both the 
peak and its sharpness. The wavelength 1maxβ
−
 is associated with the position of the peak, and 
the correlation length 2cx  is associated with a presumed exponentially decaying length scale 
for density fluctuations. From this, the sharpness of the peak can be quantified by the 
product of 2 maxcx β , which signifies the breadth of the size distribution of domains about 
1
maxβ
− . The third and fourth term correspond to a model for combined surface and mass 
fractal scattering, respectively [71]. The mass fractal, which dominates at high q-values, has 
associated dimension dm and cutoff size mx . Likewise, the surface fractal, which dominates 
at relatively low q-values, has dimension ds and cutoff size sx . The scattering spectra 
obtained for all normalized strain amplitudes are well-fit by the combined model (Figure 
5.13, solid lines), and the best fit values of all model parameters are shown in Table 5.1. 
 
  164 
Table 5.1 Best fit model parameters of rheo-USANS/SANS data to equation (5.3) 
γ
r,0
 
K1 
(cm-1) 
1cx  
(μm) 
K2 
(cm-4) 
2cx  
(μm) 
maxβ  
(μm-1) 
K3 
(cm-1) 
ds 
sx  
(μm) 
K4 
(cm-1) 
dm 
mx  
(nm) 
0.039 8.88×10-4 947 1.49×1021 1.25 1.80 3.81×106 1.81 0.354 1.37×103 1.83 15.2 
1.286 1.74×10-3 707 1.41×1021 1.20 1.88 5.28×106 1.89 0.531 1.77×103 1.69 15.3 
2.569 3.35×10-3 554 1.35×1021 1.17 1.89 4.14×106 1.96 0.532 1.78×103 1.70 14.6 
5.139 3.24×10-3 545 1.17×1021 1.21 1.91 4.51×106 2.10 0.628 1.58×103 1.68 12.5 
25.694 3.49×10-3 539 9.30×1020 1.29 1.89 6.91×106 1.90 0.577 2.24×103 1.69 22.5 
64.234 3.22×10-3 456 8.67×1020 1.18 1.92 4.10×106 1.97 0.460 3.58×103 1.88 26.6 
 
Unfortunately, we find that fit values of the void correlation length 1cx  are 
unphysically large due to the absence of any shoulder or plateau in the extremely low-q 
scattering (i.e. the q-dependent term in the denominator is much greater than unity, and so 
1cx  only contributes to the relative intensity of the Porod scattering, and can be absorbed into 
K1). Instead, we resort to asymptotic analysis of the voids by calculating the specific surface 
area in the Porod regime. Assuming that the droplet-rich domains contain a homogeneous 
density of droplets at length scales corresponding to the Porod scattering, model-
independent asymptotic analysis in the Porod limit yields [72] 
( )( )4
2
lim
2 ( )
q o
I q q
π ρ
→Σ =
∆
 (5.4) 
where Σ  is the specific surface area of the voids, and ρ∆  is the difference in scattering 
density between the void phase (assumed to contain no droplets) and the droplet-rich region. 
We assume that the droplet-rich domains contain a volume fraction of droplets, φ, consistent 
with the observed value of dm, i.e., φ ~ 0.5 for 33 vol.% oil. We note that the proportional 
trend of Σ is independent of the precise value of the droplet concentration. The calculated 
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strain amplitude-dependent values of Σ are plotted Figure 5.14 (a). Except for the lowest 
strain amplitude, other measurements are in the Porod limit at very low-q and fitted well. In 
Region I (γr,0 < 1), Σ increases mildly with increasing strain amplitude. In Region II, Σ  
exhibits a significantly more pronounced increase, until strain amplitudes close to the onset 
of Region III, at which point it saturates. We note that the reduced strain amplitude at which 
Σ  saturates (γr,0 ~ 4) is similar to the point at which a number of the nonlinear yielding 
measures (I3/1, γc and sc) also saturate. 
In this context, the Porod scattering represents a two-phase system, where one 
“phase” consists of voids and the other consists of the bicontinuous gel structure. If we 
assume the interfacial profile between the void phase and the gel phase is strain amplitude-
independent, Σ can thus be thought of as representing the overall density of voids in the 
system, which grows continually through Regions I-III. Since presumably the droplets 
remain at fixed overall number density, this necessitates that the volume of the network 
phase must decrease as Σ increases, i.e., the network phase must be compressed. 
This compression can only occur in the bicontinuous structure if the correlation 
length between domains, 1maxβ
− , decreases continually in the same fashion. Looking at the 
strain amplitude dependence of 1maxβ
−  (Figure 5.14 (b)), we find that this is indeed the case, 
with the domain size decreasing significantly over the same range in which Σ  increases 
significantly. At the same time, the quantity 2 maxcx β , corresponding to the sharpness of the 
distribution of domain sizes in the bicontinuous phase, increases significantly in Region II 
before exhibiting a clear maximum precisely at the onset of Region III. This suggests that, in  
 
  166 
0.1 1 10 100
0.01
0.02
0.03
0.04
0.05
 
γr,0
LVR I II III
Σ 
[c
m
2 /c
m
3 ] 
 
(a)
         
0.1 1 10 100
3.3
3.4
3.5
3.6(b)
γr,0
xc2 β
m
ax  ()
2π
β-1 m
ax
 (
) (
mm
) 
 
2.0
2.2
2.4
2.6
LVR I II III
 
Figure 5.14 (a) Specific surface area from the Porod-regime at very low-q. (b) 
Characteristic length scale of the microphase separation (closed squares) and the peak 
sharpness (open squares) from the model (ω = 10 rad s-1). 
 
Region II, domains of fractal clusters become homogenized until the end of the yielding 
process, at which point they become more polydisperse. 
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We can gain further insight into the interplay of the void structures and the 
bicontinuous network phase by examining the correlated scaling of Σ  and 1maxβ
− . Consider a 
case in which the bicontinuous phase is compressed isotropically, i.e., both the droplet-rich 
and droplet-poor regions compress equally and thus 1maxβ
−  ~ γr,0-1, in order for the voids to 
expand. Note that such a case is unlikely, since the fractal clusters are compressible, whereas 
the suspending medium to a first approximation is not. Nevertheless, from conservation 
considerations, we thus find that for the case of isotropic compression of the gel phase, 
1
maxβ
−  ~ 3/2−Σ , i.e. a plot of 1maxβ
−  versus Σ  will yield a power law exponent of -3/2. If we 
further assume that the density of the droplet-poor regions in the gel phase is the same as the 
density of the voids, then deviations of the power law exponent from -3/2 mean that the 
different domains comprising the gel phase are compressed differentially, with a negative 
deviation (exponent < -3/2) signifying a greater degree of compression of the droplet-rich 
domains and a positive deviation (exponent > -3/2) signifying a greater degree of 
compression of the droplet-poor domains. 
Figure 5.15 shows a plot of the decrease in the correlation length for the gel phase 
with increasing specific surface area of the voids. This empirical correlation is fit to a power 
law relationship, 2𝜋𝛽𝑚𝑚𝑚−1 = 𝐴 + 𝐵Σ𝑐 , where the constant A is necessary to capture the 
observed behavior in Figure 5.14, where both Σ  and 1maxβ
−  saturate at sufficiently large strain 
amplitude. The resulting best-fit exponent of c = -2.2 ± 0.6 is significantly smaller than -3/2, 
suggesting that the growth of the voids corresponds to a greater degree of compression 
within the droplet-rich regions, which is expected due to the compressibility of the fractal 
microstructure of the droplet clusters. 
  168 
1 2 3 4 5
3.2
3.3
3.4
3.5 β -1max~ Σ
-2.2±0.6
 
 
 
 
Σ (mm2/mm3 × 106)
2π
β 
-1 m
ax
 (m
m
)
 
Figure 5.15 Scaling of domain size with specific surface area. Line gives the best fit to a 
power law relationship. 
 
5.7 Discussion 
5.7.1 Compariosn with previous studies of yielding 
In previous sections provide a detailed explanation of the broadened, “two-step” 
yielding of heterogeneous colloidal gels under LAOS deformation. Specifically, the 
intracycle oscillatory response in the nonlinear regime can be rationalized as a sequence of 
elastic straining, elastoplastic thinning, and flow that occurs over each half cycle, with the 
proportional contributions of each process to the total cycle evolving during the yielding 
transition (Figure 5.3). The intracycle yielding process is marked by overshoots in both R” 
and the instantaneous stress, and is reminiscent of the peaks observed in the average elastic 
stress with increasing strain amplitude [35,36]. Interestingly, a recent study on colloidal gels 
of microgel beads above the repulsive glass transition gelled by electrostatic screening found 
a qualitatively different nonlinear response [36], although the waveforms were not 
quantitatively analyzed. Specifically, in their case, no intracycle stress overshoot was 
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observed, and the waveform resembled a distorted ellipse throughout the full strain 
amplitude sweep and therefore waveform analysis was not considered further. We note that 
this distorted ellipse is similar to that observed in waveforms during yielding of concentrated 
colloidal glasses, and so one might expect that yielding of a gel formed from an initially 
repulsive glass. 
As so far no further waveform data on yielding gels is available, we compare our 
results to studies of other solid-like colloidal systems, mostly repulsive glasses. It appears 
that many glassy suspensions display a rather boxlike waveform at high deformations in the 
elastic Lissajous-Bowditch representation that is absent of or displays only a very weak 
stress overshoot [44,46,47,62-64] furthermore confirmed this using micromechanical 
simulations. The processes responsible for this behavior are similar to our case: elastic 
straining, yielding and flow. However, a qualitative difference lies in the structural units 
comprising the elastic network of the material; in the case of glasses, elasticity arises from 
entropic caging of individual particles, whereas in the case of gels it arises from a percolated 
network of adhesive structures. We hypothesize this explains the contrasting waveform 
behavior between gels and glasses, i.e., the plastic flow region after yielding of most glasses 
exhibits a stress that is almost independent of the strain, whereas our gels exhibit a stress 
overshoot with a subsequent local minimum after which the stress increases again. However, 
qualitatively similar waveforms to ours were observed by van der Vaart et al. [47] 
investigating a glass of soft particles, although in contrast to our study no stress minimum 
followed the yield point. 
With regards to the microstructural processes leading to yielding, we note that most 
studies to date argue for a scenario in which yielding is dominated by processes occurring at 
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the particle scale, such as the bond rupture and cage breakage hypothesis [35,36,40]. Indeed, 
previous experimental and theoretical studies of yielding in attractive systems have focused 
almost exclusively on particle-scale structural metrics, such as the average contact number 
of particle clusters [39,40,73] or the thermal rupture forces of pairs or small chains of 
particles [8]. We note that such metrics appear to only provide an adequate description of 
microstructural changes significantly after yielding, e.g. at strains corresponding to hundreds 
or thousands of times the yield strain [39,40]. By contrast, we observe significant 
microstructural processes at strains near or slightly above the yield strain that manifest at 
length scales corresponding to thousands or even millions of particles, with surprisingly 
little change in the particle-scale microstructure. As such, we hypothesize a mechanism for 
broadened yielding that differs significantly from those put forth in studies where only the 
mechanical response of the gel was measured under LAOS deformation. 
5.7.2 Hypothesized microstructural processes during yielding 
The results of rheo-SANS/USANS measurements suggest that, as the intracycle 
mechanical response becomes progressively more dominated by the yielded and flowing 
states, the microstructure of the gel evolves at progressively smaller length scales (Figure 
5.13). We note that, due to the time-averaged nature of the SANS/USANS measurements, 
the changes in microstructure observed with increasing strain amplitude represent a moving 
average over the various dynamic stages of nonlinear behavior indicated by Figure 5.3. As 
such, the amount of time per cycle spent in the yielded state will increase with increasing 
strain amplitude, and thus the measured time-average microstructure will evolve toward the 
fully flowing state. Therefore, in what follows, we will assume that the contribution of each 
of the instantaneous microstructural processes to the overall, time-averaged scattering is 
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proportional to the time per cycle spent in a particular stage of nonlinear behavior. Time-
dependent intracycle rheo-USANS measurements, which are currently infeasible due to 
unrealistically long measurement times, would be required to test this assumption. However, 
since intracycle structural rearrangements have already been observed for other soft matter 
systems [50,74] by neutron or x-ray scattering experiments with sufficiently high temporal 
resolution, our assumption is a fairly safe one. 
The proposed time-averaged, strain-amplitude dependent structure is depicted in 
Figure 5.16. In the linear regime, the microstructure is comprised of a bicontinuous network 
of droplet-lean “pores” and droplet-rich network strands (middle panel), the latter of which 
 
Figure 5.16 Schematic of time-averaged gel microstructure through the various 
regimes of yielding: (bottom) Fractal clusters of droplets (yellow) with diameter D. 
(middle) Bicontinuous network  structure consisting of droplet-lean (blue) and droplet-
rich (yellow) domains on the length scale of 10-100 D. (top) Macroscopic structure at a 
length scale of 100-1000 D. 
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are comprised of fractal clusters of droplets (bottom panel). The bicontinuous structure 
exhibits a domain size proportional to 1maxβ
− . Upon increasing the strain amplitude into the 
nonlinear regime, nonlinear deformation causes compression of the network due to 
compressibility of the droplet-rich domains. This results in the formation of voids at length 
scales significantly larger than the domain size (top panel), as evident by the significant 
Porod scattering that develops in Region I, which then saturates in Region II. Such voids are 
reminiscent of those observed in other gelling systems after yielding under startup of steady 
shear [40], and could be a pre-cursor for the shear-induced macroscopic heterogeneities that 
subsequently develop at large strains. In order to conserve the overall density of droplets, 
these voids must form at the expense of the bicontinuous structure, resulting in compression 
of the network and a decrease in 1maxβ
−  (middle panel). As previously discussed, this requires 
significant compression of the fractal droplet-rich domains relative to the droplet-lean 
domains (Figure 5.13), which in turn requires yielding of the dense phase. As the strain 
amplitude is increased further, the compression of the dense network becomes increasingly 
difficult, resulting in eventual saturation of both the voids and the domain size in Region II. 
Once the void structures saturate, additional strain input becomes sufficient to 
rupture the effective “bonds” between network strands, producing discrete agglomerates of 
fractal clusters (middle panel, dotted lines). The primary signature of this process is the 
observed increase in the sharpness of the distribution of domain sizes, given by the product 
2 maxcx β . This occurs because the most likely size of an agglomerate formed by rupturing of 
the bicontinuous network will have a characteristic size given by the characteristic domain 
size. As such, any irregular network strands will be annealed into smaller, disconnected 
domains with an average size given by 1maxβ
− . This concept could be viewed as similar to that 
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put forth by Hsiao et al. [39], who proposed that the yielding of shear-rejuvenated colloidal 
gels under step strain was dominated by the rupture of weak network contacts with a small 
average contact number. However, it should be noted that in our material it is rupture of 
contacts between network strands, rather than individual particles, that is responsible for 
yielding. 
Eventually, at a critically high strain amplitude, enough bonds between domains will 
be ruptured in order to compromise the integrity of the network, resulting in (on average) a 
suspension of disconnected domains with a relatively narrow size distribution around βmax-1, 
similar to what has been observed on colloidal gels at much larger strains after yielding is 
complete [40]. It is notable that the peak sharpness 2 maxcx β  exhibits a maximum precisely at 
the onset of Region III, suggesting that the distribution of domain sizes is most 
homogeneous at the final transition to flow. Previously, we observed a similar maximum 
during the incipient gelation of bicontinuous nanoemulsion gels that corresponded precisely 
with the critical gel point measured by rheology [26]. We hypothesized that such a 
maximum in homogeneity is a distinct signature of percolation of heterogeneous gels, and 
similar observations have been made in other gelling colloidal systems exhibiting phase 
separated microstructure [7]. It is thus tempting to consider that the final stage of yielding in 
the present study arises from “de-percolation” of the bicontinous gel network into a 
suspension of disconnected clusters. However, we do not discount the possibility that this 
common signature, i.e., a maximum in homogeneity of the network at both the critical gel 
point and the point at which G’ and G” obtain their terminal scaling, is merely a 
coincidence.  
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We stress that the preceding is a time-averaged description of the gel microstructure, 
which is averaged over the sequence of processes (elastoplastic straining, yielding and flow) 
comprising one LAOS half-cycle. In reality, it is reasonable to expect that the intracycle 
structure will exhibit a continuous transition between the various average microstructures 
depicted in Regions I-III. Indeed, we will implicitly consider this to be true in order to 
rationalize the observed time-dependent nonlinear mechanical response with the observed 
time-averaged microstructure in what follows. 
5.7.3 Relation between microstructure and nonlinear mechanical response 
5.7.3.1 Regimes of yielding 
Our LAOS measurements have identified three distinct regimes of yielding in 
heterogeneous colloidal gels, where three qualitatively different intracycle responses are 
observed. We now present a comprehensive scenario by which the time-averaged 
microstructures observed for each of these regions can be reconciled with the nonlinear 
mechanical signatures observed during LAOS. We stress again that this scenario implicitly 
assumes that the time-averaged microstructure can be seen as a convolution of the 
instantaneous microstructures during the various intracycle processes (the elastic strain 
softening, viscoplastic behavior, yielding and flow indicated by Figure 5.8). As such, in 
Region I the observed microstructure is dominated by that during the elastic response, in 
Region II it evolves from primarily structures dominated by elastoplastic behavior to 
structures dominated by flow, and finally in Region III it is dominated by flow. 
5.7.3.1.1 Linear viscoelastic region (γr,0 < 0.3) 
At sufficiently small strain amplitudes the network structure of the material is only 
slightly perturbed by the shear forces, such that the gel network remains intact and the 
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imposed strain produces a linear, predominantly elastic stress response, as can be seen by 
the storage modulus being over an order of magnitude higher than the loss modulus. 
5.7.3.1.2 Region I: Onset of nonlinearity and pre-yielding (0.3 < γr,0 < 1) 
In this regime, we hypothesize that internal rupture and reconfiguration of bonds 
between clusters within the dense domains (ultimately resulting in compression of the gel 
network) weakens the elastic network due to nonlinear plastic deformation, resulting in 
intracycle strain softening. This is evidenced by a moderate decrease in GR from its plateau 
value, as well as a decrease in R’ from its linear value in this region. Furthermore, I3/1 begins 
to increase with increasing strain amplitude in this regime, signaling the onset of nonlinear 
behavior, as visible distortions of the waveform from its elliptical shape appear and R’ and 
R” begin to show significant intracycle variations. Moreover, the compression of the dense 
domains requires the expulsion and drainage of interstitial fluid within the fractal 
microstructure in order to create additional large voids. This fluid motion causes a strong 
increase in the dissipated energy, which is evident in both the significant increase in G” as 
well as the development of significant viscous behavior in the nonlinear waveform 
(corresponding to an increase in R” in the middle of the half-cycle). The structural changes 
which are responsible for the nonlinear mechanical behavior of the gel mark this part of the 
strain sweep as a transition region to the highly nonlinear region II. 
5.7.3.1.3 Region II: broad yielding transition (1 < γr,0 < 20) 
In this region, the most important yielding process occurs: the large-scale, dense 
domains of fractal agglomerates are compressed even stronger than in Region I (Figure 
5.14(a)). As the network structure is gradually disintegrated by the breakup of large dense 
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domains during flow, the number of elastic junctions in the percolated structure that can be 
reformed at the end of a half-cycle is decreasing, as evident in the significant softening in GR 
(Figure 5.9 (a)). This has severe consequences for the rheological properties. Due to the 
decreasing number of elastic junctions, the amount of elastic strain that the material can 
accumulate within the oscillation cycle is increasing slower than the applied strain 
amplitude. This is reflected in the intracycle response by the emergence of a catastrophic 
decrease of R’ and subsequent increases and maxima in R” that appear at sufficient strain, 
signifying the onset of yielding. It is also reflected in the specific nonlinear measures of the 
yield point, including a sublinear increase of the yield strain with increasing strain amplitude 
and marked decrease in GR (Figure 5.9 (a)), proving a drastic weakening of the reversible 
network. In the flowing portion of the cycle, we observe a shear rate amplitude thinning 
behavior that is caused by the breakage of larger dense domains into smaller ones, resulting 
in the thixotropic behavior observed during the flowing portion of the intracycle response as 
a non-monotonicity in the waveform (Figure 5.6 (c)). This process homogenizes the domain 
size distribution and leads to an increase in the peak sharpness, 2 maxcx β . It is important to 
note that the flowing portion of the response occurs well before the crossover in G’ and G”, 
even though this is often used to define the yield point of the gel. This highlights the need 
for intracycle interpretations of LAOS in order to better characterize the yielding process. 
5.7.3.1.4 Region III: post-yielding flow (γr,0 > 20) 
For even higher strain amplitudes, the process of domain rearrangement and 
breakdown that is predominant in Region II is completed. From this point on, all of the 
intracycle measures we consider, including the transitions between various intracycle 
processes as well as the residual modulus GR, become independent of strain-amplitude, and 
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the intracycle yield strain and stress show a linear increase with strain amplitude. Thus, in 
every half-cycle only a small fraction of the applied strain is recovered by the elasticity of 
the network, and the mechanical response in this region is dominated by the yielded 
structure. The remaining strain is acquired through flowing of the now-suspended 
agglomerated domains. With the number of recoverable bonds between the dense domains 
minimized, the increasing strain amplitude results in further breaking of cluster-cluster 
bonds, but now within the suspended domains, and therefore some of the domains decrease 
in size even further. Thus the domain size distribution is broadened it this region, which is 
evident from a decrease of 2 maxcx β . 
5.7.3.2 Frequency Dependence 
The frequency-dependent mechanical measurements clearly indicate that the yielding 
process is not only strain amplitude-dependent but strain rate amplitude-dependent, as the 
yield strain and yield stress at a fixed strain amplitude increase with increasing frequency. 
We thus attribute the frequency dependence of the nonlinear waveform measures to the 
dominant structural processes, i.e., the internal rupture and compression of dense fractal 
domains and the corresponding formation of large fluid voids. As discussed above, these 
processes require the expulsion of a significant amount of fluid from the interstices of the 
fractal droplet aggregates. Therefore, it is reasonable to expect poroelastic effects to play a 
significant role. Since current models for poroelastic flow [75,76] do not take viscoplastic 
deformation of the solid network into account, we cannot make direct theoretical 
comparisons to our data. However, the trends we observe in our LAOS measurements, 
including the increase in the maximum of R” and the increase in normalized yield stress 
with increasing frequency are consistent with an increase in the viscous stress due to a 
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resistance to drainage of fluid from the porous gel phase into the void phase under 
compression [77]. 
To demonstrate this, we estimate the time scale for drainage of the voids based on 
Darcy’s law for the flow of fluid in a porous material, which gives as the characteristic 
drainage time 
2
~ cdrain
abs
Lt
k
m
s
 (5.5) 
where m is the fluid’s viscosity (in this case of the continuous phase, ~ 6 mPa·s), kabs is the 
hydraulic permeability, s is the hydraulic stress (on the order of the yield stress, ~ 100 Pa), 
and Lc is the characteristic length scale for drainage, which we assume to be on the order of 
the size of the bicontinuous domains (~1-10 mm). We estimate the permeability from a 
model for flow through a fractal porous medium [78], 
( )
2 3
2 2
~
72 1abs
dk φ
φ τ−
 (5.6) 
where d~ 1max2πβ
− is the average pore size, φ is the volume fraction of pores, and τ is the 
tortuosity of the fractal pores. Assuming that the dense phase of the bicontinuous network 
comprises an attractive glass (~60% by volume droplets), then we estimate φ ~ 0.45 and τ ~ 
1.5. 
Using these characteristic values, we obtain a drainage time of tdrain ~ 0.01-0.1 s. 
Thus, at low frequencies, including that probed by rheo-SANS/USANS, the characteristic 
time for formation and relaxation of voids is much smaller than the cycle time, and so the 
hydrodynamics arising from drainage of fluid required to form the voids will not contribute 
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significantly to the intracycle response. However, above a critical frequency where tdrainω/2π 
~ O(1), the suspending medium will begin to contribute a significant viscous contribution to 
the stress due to hydrodynamic resistance to drainage during yielding. This is entirely 
consistent with the observed increase in the yield stress with increasing frequencies above 
~20 rad/s, and in fact this frequency is consistent with the preceding argument (tdrainω/2π ~ 
0.3). 
At high frequencies, these trends ultimately manifest in qualitative changes in the 
waveform, as the initially pronounced stress overshoot is gradually smoothed out and the 
waveform becomes box-shaped, similar to the results obtained from experiments on 
colloidal glasses. We attributed this behavior to the time-averaged structure in Region III, 
i.e. homogenized, suspended domains at relatively high effective volume fraction dominated 
by the flowing portion of the cycle. It is thus reasonable to expect that the waveform at high 
frequencies becomes reminiscent of the cage structure in colloidal glasses, since the 
suspended clusters can experience caging in the same manner as a repulsive glass, though at 
a much larger length scale due to the resistance to drainage of fluid between cluster 
domains. 
 
5.8 Conclusion 
This chapter has elucidated the detailed nonlinear mechanical response and 
microstructural processes underlying LAOS yielding of a concentrated colloidal gel with 
heterogeneous microstructure. We find that broad or so-called “two step” yielding in 
concentrated gels can be linked to two dominant microstructural process, where the initial 
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yield strain amplitude (at which intracycle flow is initially observed) coincides with internal 
rupture and compression of dense fractal domains, and the strain amplitude signifying the 
completion of yielding (where the intracycle yielding and flow processes saturate) results 
from breakage and suspension of dense clusters. At moderate frequencies, this results in 
three regions of yielding with increasing strain amplitude. In Region I, the bicontinuous gel 
structure is only weakly perturbed, and the nonlinear waveform can be described by an 
elastoplastic intracycle strain softening of the residual gel network. In Region II, the dense 
phase undergoes significant compression-mediated viscoplastic rupture of fractal domains, 
resulting eventually in a sequence of intracycle yielding and flow. In this region, significant 
frequency dependence is also observed, which we hypothesize is due to poroelastic flow of 
fluid from the dense domains into newly formed fluid voids at large length scales. 
Ultimately, the rupture of fractal domains at sufficiently high strain amplitudes results in 
degradation of the network, eventually causing suspension of fractal clusters in Region III. 
This results in a relatively “simple” intracycle yielding response in the flowing state, where 
the residual nonlinear elastic modulus, yield stress, and recoverable strain all become 
independent of the applied strain amplitude. 
From our analysis, it is clear that traditional interpretations of the linearized moduli 
G’ and G” are insufficient to describe yielding. As such, we have identified a number of 
nonlinear rheological measures relevant to the yielding of colloidal gels, including a “phase 
map” for intracycle yielding determined by the instantaneous moduli R’ and R”. This allows 
for more specific parameterization of the yielding material, including a residual modulus 
characterizing the remaining elasticity of the network, a yield stress and strain characterizing 
the yield point, and a local viscosity during the flowing portion of the strain cycle 
  181 
reminiscent of that observed in steady shear measurements. Such measures could easily be 
applied to the analysis of LAOS measurements on other colloidal gels, including those with 
both homogeneous and heterogeneous microstructure. Comparing these measures across 
different compositions and material systems could provide more complete exploration of the 
differences between various types of gels (dilute versus concentrated, homogeneous versus 
heterogeneous, etc.). In the case of the dense, heterogeneous gels formed in the present 
system, the yielding process is clearly both strain amplitude and rate-dependent. 
Perhaps most importantly, we have identified large-scale microstructure, on the order 
of hundreds or even thousands of particles, to be critical in determining the important 
processes governing yielding in heterogeneous colloidal gels. Our results call for expanded 
studies that examine the effects on fluid microstructure of a number of variables not 
explored here (most pressing of which being the rate dependence of the applied 
deformation), as well as new experiments and models that can access these length scales in a 
time-dependent, intracycle fashion in order to more directly connect microstructure with 
various nonlinear mechanical signatures of yielding. 
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Chapter 6 
Conclusion and Future work 
 
6.1 Introduction 
The goal of this thesis was to develop nanoemulsions that can be used as a model 
system to study the colloidal behavior of polymer-colloid mixtures, and characterize their 
interactions and microstructure to understand the detailed mechanisms of their colloidal 
behavior and rheology, ultimately to support the design of nanoemulsions for a wide range 
of applications. In this chapter, I will summarize the primary findings and impact of the 
work, and suggest future directions that would further develop this model system for various 
applications. 
 
6.2 Thermoresponsive viscoelastic nanoemulisons by polymer-surfactant complexation 
In Chapter 3, we presented a new scheme for imparting thermoreversible 
viscoelasticity to O/W nanoemulsions through polymer-surfactant self-assembly, both in the 
suspending medium and at the droplet interface. Well-known associative polymer-surfactant 
interactions [1,2] were demonstrated to exert control over the viscoelasticity of the 
nanoemulsion fluid. Specifically, weak thermoresponsive bridging of polymer-surfactant 
complexes in the suspending medium gives rise to a transient polymer network with droplets 
acting as physical crosslinkers without compromising their colloidal stability.  
We characterized the structure, dynamics, and rheological properties of this system 
over a broad range of material chemistries and compositions. Remarkably, the linear 
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viscoelasticity of this system follows time-temperature superposition over a wide range of 
temperature and composition. DLS and SANS measurements showed that this 
viscoelasticity is driven entirely by the dynamics of the transient polymer network, without 
noticeable structure changes. This allowed for quantification of the activation energy for 
network formation, which is correlated with the viscoelastic properties across a number of 
parameters, including polymer and surfactant concentration as well as droplet size. Since our 
system exhibits a complex dependence of activation energy on fluid composition (i.e. non-
monotonic and counterintuitive behaviors under some conditions), it distinguishes these 
novel viscoelastic nanoemulsions from other types of transient gels. These results provide a 
new route to control the mechanism of viscoelastic properties in nanoemulsions. 
 
6.3 Shear-induced clustering in polymer-colloid mixtures 
Shear-induced clustering of particles is an important phenomenon in polymer-colloid 
mixtures that affects both the rheology and morphology materials processed from them. In 
Chapter 4, we sought to better understand this phenomenon by using the thermoresponsvie 
viscoelastic nanoemulsions as a model system. Specifically, the relative magnitudes of the 
characteristic time scales for relaxation of polymer viscoelasticity and suspension 
microstructure can be widely and controllably varied with temperature. In doing so, we 
explored the several limits of relative magnitude of the relevant dimensionless shear rates, 
the Weissenberg number (Wi) and the Peclet number (Pe). In all of these limits, we found 
that the nanoemulsions represent two distinct regimes of shear thinning at relatively low and 
high shear rates. At low (but still nonlinear) shear rates, the shear thinning rheology 
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collapses by scaling with Wi. By contrast, the shear thinning rheology at relatively high 
shear rates collapses by scaling with Pe. 
Three-dimensional flow-SANS was used to investigate microstructural changes in 
the moderate Pe regime. In contrast to previous two-dimensional scattering measurements, 
we observed anisotropy of particle pairs with projected orientation along the vorticity 
direction (in the flow-vorticity plane) and along the extensional axis of shear (in the flow-
gradient plane). This anisotropy initiates above Pe~0.1 over a wide range of fluid conditions. 
Furthermore, the degree of anisotropy in both shear planes collapses by scaling with Pe1/3 
over a wide range of compositions. From these results, we formulated a semi-empirical 
model for the shear stress and viscosity was formulated, in which the viscoelastic network 
stress augmented by an asymptotic shear thickening contribution due to hydrodynamic 
clustering. The model exhibits quantitative agreement with a wide range of rheological data, 
suggesting that hydrodynamic clustering is the dominant driving force for clustering in the 
range of material behavior we study. 
 
6.4 Microstructural processes of yielding in heterogeneous colloidal gels 
Many types of dense colloidal gels exhibit so-called “two-step” or “delayed” 
yielding, the mechanism(s) for which have yet to be elucidated. Therefore, in Chapter 5, we 
used the thermoreversible nanoemulsions as a model system to study the microstructural and 
nonlinear mechanical origins of yielding in a heterogeneous colloidal gel. In this system, the 
nanoemulsion gels exhibit heterogeneous microstructure that is consist with arrested phase 
separation, i.e. a bicontinuous structure of coexisting colloid-rich domains of fractal clusters 
and colloid-poor domains [3,4]. By employing large amplitude oscillatory shear (LAOS) 
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measurements, we analyzed the intracycle response during yielding as a sequence of 
physical processes. This analysis provides a novel route for quantification of instantaneous, 
rate-dependent non-linear parameters associated with yielding (e.g. yield stress, yield strain, 
etc.). We find that such heterogenenous gels exhibit broad yielding, with a slow transition 
from elastic straining to elastoplastic thinning and eventually yielding and flow with 
increasing strain amplitude. We find that the nonlinear yield strain and stress exhibit 
significant strain rate toughening above a characteristic frequency that is dominated by the 
viscous response of the fluid, which we argue is governed by poroelastic effects associated 
with fluid drainage from the phase separated structure. 
We employed the first ever rheo-USANS/SANS measurements under LAOS to 
correlate the rheological information with the microstructural process occurring during 
yielding. The experiments revealed that the material passes through a cascade of structural 
breakdown from large to progressively smaller length scales. In the region where the non-
linearity and pre-yielding initiated, compression of the dense fractal domains leads to the 
formation of large voids. During the broad yielding transition and post-yielding flow 
regions, cluster-cluster correlations become increasingly homogeneous, suggesting breakage 
and eventually depercolation of intercluster bonds at the yield point. Overall, all significant 
structural changes occur on the micron-scale, suggesting that large-scale rearrangements of 
hundreds or thousands of particles, rather than the homogeneous rearrangements of particle-
particle bonds, dominate the initial yielding of heterogeneous colloidal gels. This is in 
contrast to previous hypotheses formulated from macroscopic rheological measurements, 
and establishes large-scale structure as an important design criterion for the mechanics of 
colloidal gels. 
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6.5 Future work 
Although this work has uncovered a number of mechanisms for rheological behavior 
in nanoemulsions, more through studies are still needed to understand how these 
mechanisms can be used to formulate and engineer nanoemulsions for a wider range of 
applications. As previously shown, the nanoemulsions exhibit complex thermoresponsive 
rheological behaviors by two separate mechanisms at relatively high and low temperatures. 
At high temperatures, it has been hypothesized that functionalized hydrophobic end-groups 
of PEG adsorb to the droplet surface, inducing interdroplet attractions that mediate the 
formation of colloidal gels with remarkably solid-like properties [3]. Previously, this was 
indirectly confirmed by tracking changes in the gel transition and mechanical properties 
with increasing hydrophobicity of the PEG end-group chemistry. However, in order to better 
understand the physics that controls the final structure and the rheology of the fluid, the 
system should be thoroughly investigated for how the temperature-dependent attractions 
between droplets depend on the characteristics of the bridging polymer. For this purpose, it 
is suggested that polymers having systematically changes in their hydrophobicity of end-
group and molecular weights (i.e. dialkyl PEG) be synthesized, and their behavior in 
nanoemulsions systematically studied. By introducing these polymers to our nanoemulsion 
system, the temperature-dependent interaction potential between dispersed droplets can be 
measured using static SANS and light scattering measurements. Ultimately, this would 
provide rational criteria for designing the strength, range and temperature-dependence of 
polymer bridging interactions in nanoemulsions. 
A potentially significant complication in the analysis of these SANS measurements 
could be the effect of polydispersity, which can be as high as 20-30% in this system. In this 
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limit, the so-called average structure factor approximation may fail, and we will need to 
resort to multi-component structure factor models to adequately fit the data, particularly for 
large volume fractions of droplets. To facilitate these models, the Helgeson group has 
established a collaboration with Yun Liu at NCNR who has developed numerical codes for 
performing the necessary calculations. With this, reliable interaction potentials across a 
range of volume fractions can be obtained, even in the case where polydispersity effects are 
significant. Alternatively, one could explore advanced nanoemulsification or separation 
methods in order to decrease the polydispersity of the nanoemulsions. 
Another key compositional variable to control thermoreversible gelation at elevated 
temperature in nanoemulsions is the “free” surfactant in the continuous phase (i.e. the 
portion that is not adsorbed at the oil-water interface). However, it is still unclear how the 
presence of surfactant in the bulk solution influences the bridging interactions at elevated 
temperature. Excess amount of surfactant in the continuous phase may alter the electrostatic 
interaction between droplets, resulting in changes to the effective potentials between 
droplets. Alternatively, free micelles in solution might impart depletion attractions between 
the droplets that modify the underlying bridging attractions. Thus, it is also needed to probe 
the effect of the “free” surfactant concentration on the temperature-dependent interactions 
using scattering measurements. 
Also, at relatively low temperatures, the nanoemulsions exhibit transient gelation, 
which is observed at low surfactant concentration and is relatively insensitive to the end-
group chemistry. Due to the well-studied interactions between PEG and surfactants in 
solution, along with the scaling of the rheological properties with concentration of surfactant 
and polymer, it is hypothesized that low-temperature gelation arises from the formation of 
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polymer-surfactant complexes that form dynamic force chains between droplets (in Chapter 
3). In both types of thermoreversible gelation at high and low temperatures, it is clear that 
the mechanisms depend critically on the self-assembly of polymer and surfactant at the 
droplet surface. This calls for a more thorough investigation of structure and interactions of 
PEG and surfactants at the oil and water interface. This could involve neutron reflectivity 
(NR) measurements to study the structure of polymer and surfactant at the interface. In these 
measurements, contrast variation could be used to isolate the density profiles of the 
individual components. These measurements could be augmented with surface force 
apparatus (SFA) measurements to directly measure the attractive interactions imparted 
between PDMS surfaces in the presence of PEG and SDS. In particular, at high 
temperatures, it can be tested whether temperature-induced desolvation of hydrophobic end-
groups results in interfacial adsorption of polymer at the oil and water interface. By contrast, 
at low temperatures, it can be investigated whether the conformation of PEGs, and their 
complexes with SDS, near the oil and water interfaces are significantly altered by both 
temperature and surfactant concentration. 
In Chapter 4, the microstructure of sheared colloidal suspensions in polymer 
solutions was investigated using the nanoemulsions as a model system. Many groups have 
reported shear-induced clustering of suspensions in non-Newtonian fluids, sometimes with 
conflicting behavior. For example, Michele et al. [5] and Lyon et al. [6] observed string-like 
particle clusters oriented along the flow direction under shear in highly viscoelastic 
solutions. However, vorticity-aligned clustering has also been reported in attractive 
polymer-colloid mixtures [7,8]. These anisotropic microstructures are believed to be related 
to the development of polymer normal stress. However, in Chapter 4, flow-SANS 
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measurements have shown that, in the limit where the viscoelastic polymer relaxation time 
is much longer than the Brownian diffusion time of the suspended colloids, vorticity-aligned 
clustering under shear is primarily driven by the influence of hydrodynamic interactions 
between colloids. 
Clearly, much remains to be understood about what factors determine (i) the 
orientation of shear-induced clusters, and (ii) how they emerge and evolve under shear. A 
critical question is whether the clusters persist at steady state once formed (both in size and 
orientation). For example, if we find that the orientation angle evolves along with the degree 
of anisotropy, it will suggest a structure which forms, persist and then rotates in the flow 
plane. By contrast, if the orientation angle remains fixed (with projections along the 
compressional and vorticity axes) during the entire transient processes, it will suggest the 
formation of transient clusters with particle fluxes preferred along these orientational axes. 
Moreover, the time scale at which theses transitions occur during the transient flow relative 
to the viscoelastic and Brownian time scales will help to identify the specific forces acting 
on the colloids to induce clustering. From further studies to answer these questions, I believe 
we could understand the nature and mechanistic origin of shear-induced clusters. Ultimately, 
this would lead to rational guidelines for either enhancing or suppressing shear-induced 
clustering in polymer-colloid mixtures, which may find significant application in polymer 
nanocomposite processing. 
Finally, our thermoresponsive nanoemulsions open up the possibility that, with 
minor modification of the polymer chemistry, they could beused as a suitable colloidal 
platform for switchable materials, since mild changes of interactions between droplets were 
shown to give rise to drastic changes of its rheology and morphology. Materials that respond 
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to a variety of external stimuli, such as temperature [3], pH [9], electric or magnetic fields 
[10,11], ultrasound [12], and light[13-15], have been developed for control of flow 
properties. Switchable smart materials are particularly useful in micro- or nano-scale 
devices, such as microfluidics and lab-on-chip devices [16]. Also, dynamically controlled 
electro/magneto-rheological fluids or suspensions can be used for shock absorbers and 
vibration reducers [17,18].  Another important application of stimuli-responsive material is 
in biology. By mimicking the dynamic properties of biological systems in smart materials, 
researchers can modulate biomolecule activity and develop artificial tissues or scaffolds 
[19,20].  For example, using a reversible sol-gel transition, injectable hydrogel scaffolds 
have been developed [21,22]. 
Of these different external stimuli, perhaps the most widely studied is light. Typical 
photo-responsive compounds, such as spiropyrans, spirooxazines, azobenzene and quinones, 
can be used for molecular self-assembly combining with surfactants or polymers [13-15,23-
25]. Specifically, their photo-induced conformational changes can change the self-assembled 
structure, thus leading to the reversible changes in rheology. Another common external 
stimulus is pH, which can control the interactions between weak acid or alkaline groups by 
accepting or releasing protons [26]. The addition of minor acid or base can modify the 
viscosity through the control of surfactant self-assembly aggregates [27-29], which is rapid, 
cost-effective and reversible process. Also, electric field can be used for controlling the 
viscoelasticity of the fluid using electro-responsive compounds [30], which method can be 
applied to the controlled release of substance, such as inkjet printers. As is clear from this 
review, previous studies have focused on using switchable chemistries to induce changes in 
molecular self-assembly to achieve switchable rheology. Using our nanoemulsions, one 
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could propose a new approach, in which switchable behavior induces changes in colloidal 
assembly for “smart” material design. Furthermore, since the dispersed nanoemulsions are 
comprised of a liquid phase, the droplets can be easily loaded with active cargoes [31], 
showing great promise for applications in cosmetics, drug delivery, and biotechnologies. 
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Appendix A 
 
 
 
Figure A.1 Dynamic strain sweep measurement for nanoemulsions containing φ = 0.33 
PDMS droplets in water with P=0.33 PEGDA and Cs=100 mM SDS at 20 rad s-1 
frequency and the temperature indicated. 
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Figure A.2 Intermediate scattering functions for φ=0.01 measured at T= (a) 35 °C, (b) 
25 °C, (c) 15 °C and (d) 5 °C. Solid lines are fits to stretched exponentials. 
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Figure A.3 Intermediate scattering functions for φ=0.20 measured at T= (a) 35 °C, (b) 
25 °C, (c) 15 °C and (d) 5 °C. Solid lines are fits to stretched exponentials. 
 
 
Figure A.4 Exponents of stretched exponentials for φ=0.01 (triangles), φ=0.20 
(diamonds) and φ=0.33 (circles for the fast mode and squares for the slow mode) 
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Figure A.5 Temperature dependence of the amplitudes of the fast mode (circles) and 
the slow one (squares). φ=0.33 
 
 
 
Figure A.5 q-dependence of average relaxation times  for φ=0.01 (circles) and φ=0.20 
(squares). The measurements were done at 35 oC (red), 25 oC (purple), 15 oC (blue) and 
5 oC (cyan). Lines are power-law fits, < 𝝉 > ~(𝒒𝟐)𝛄, to the data. 
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Figure A.7 Arrhenius plot of viscosity for the PEGDA/SDS mixtures. PEG/SDS 
mixture contains P=0.33 PEGDA and Cs=0 (squares), 100 (circles) and 150 (triangles) 
mM SDS in water. Lines are fits to the Arrhenius equation to extract activation energy, 
Ea, which are 10.0±0.29, 10.5±0.33 and 10.5±0.25 kbT at 25°C, respectively. 
 
 
Figure A.8 Dependence of z-average diameter of droplet on SDS concentration. The 
nanoemulsions contain φ = 0.33 PDMS droplets in water with P=0.33 PEGDME and 
varying SDS. The samples were homogenized at 5 kspi for 20 passes. Inset photos: 
turbid nanoemulsions containing low SDS concentration Cs=75 mM (left) and 
transparent nanoemulsions containing SDS above Cs=80 mM (right). 
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Appendix B 
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Figure B.1 Shear rate dependent viscosity of the continuous phase. Samples were 
measured at 10-25 °C. Samples contain PEG (φp = 0.36 and 0.40) and Cs = 120mM SDS. 
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Figure B.1 (a) The dynamic shear moduli (G’, blue circle; G”, orange square) over a 
range of 0.02-200 rad s-1 at 1% strain amplitude. (b) Steady shear rheology. Sample 
was measured at 35 °C. Nanoemulsions contain φo = 0.33 PDMS droplets (<a> = 35.4 
nm) with PEG (φp = 0.40) and Cs = 120mM SDS. Open symbols represent the out of the 
limits of the instrument. At 35 °C, the crossover of G’ and G” is immeasurable. 
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Figure B.2 Steady shear rheology for Nanoemulsions contain φo = 0.33 PDMS droplets 
(<a> = 35.4 nm) with PEG (φp = 0.40) and Cs = 120mM SDS at 10 °C. Blue squares and 
orange triangles represent forward and backward shear rate sweeps, respectively. The 
residence time at each point is 30 seconds. 
 
 
Figure B.3 2D Flow-SANS scattering spectra under backward (left: inner wall and 
right: outer wall) shear directions showing heat plots of absolute intensity in 1-2 (flow-
gradient planes at Pe=2.17. Data is for the nanoemulsion containing φo = 0.33 PDMS 
droplets (<a>=34.6nm) with φp = 0.33 PEG and Cs = 120 mM SDS. 
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Figure B.4 The horizontal (aT, closed symbols) and vertical (bT, open symbols) shifting 
factors.  Nanoemulsions contain φo = 0.33 PDMS droplets with PEG and Cs = 120mM 
SDS, with (a) <a> = 34.6nm and φp = 0.33, (b) <a> = 31.7 nm and φp = 0.36, (c) <a> = 
35.4 nm and φp = 0.40. The reference temperature is 15 °C.  
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Table B.1 Carreau-Yasuda model fitting parameters.  
 T (°C) 0h  (Pa·s) h∞ (Pa·s) λ (s) b  n rτ (s) 
Sample for 
φp = 0.33 
5 398599 0.001 9558 1.1 0.080 171.59 
10 203561 0.001 4929 0.73 0.081 85.11 
15 82586 0.001 2102 0.66 0.087 34.03 
20 15016 0.001 438.4 0.84 0.113 10.80 
25 3640 0.001 122.6 0.87 0.139 2.86 
30 713.8 0.001 29.07 0.98 0.183 0.64 
Sample for 
φp = 0.36 
10 10.828 0.001 0.515 0.85 0.340 8.6×10-3 
15 3.865 0.001 0.147 0.94 0.358 3.0×10-3 
20 1.522 0.001 0.043 0.95 0.356 1.1×10-3 
25 0.712 0.001 0.014 0.88 0.361 4.8×10-4 
Sample for 
φp = 0.40 
10 2.233 0.001 0.105 1.33 0.489 1.3×10-3 
15 1.235 0.001 0.050 1.21 0.500 7.0×10-4 
20 0.650 0.001 0.026 1.35 0.540 3.8×10-4 
25 0.382 0.001 0.010 1.28 0.503 2.2×10-4 
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Appendix C 
 
 Our interpretation of the rheo-USANS measurements assumes that the scattering is 
relatively isotropic due to the vertical slit-smearing of the USANS detector. Thus, it is 
critical to confirm isotropic scattering spectra during yielding. Figure C.1 shows the two-
dimensional rheo-SANS spectra in the q-range, corresponding to the scale of single droplets 
and their mass fractal aggregates. There is no significant anisotropic scattering both at zero 
and high strain amplitude. 
 In order to confirm isotropic scattering at low q-values (i.e. those probed by 
USANS), we have performed rheo-small angle light scattering (rheo-SALS) measurements 
on the sample having similar rheology with the sample used in rheo-USANS/SANS 
measurement. Two averaged rheo-SALS images at the lowest and highest strain amplitude 
are shown in Figure C.2. The q-range of peak in these images correspond the q-range the  
 
Figure C.1 Two-dimensional rheo-SANS spectra under LAOS at 10 rad/s and (left) γ0 
= 0%, (right) γ0 = 100%. 
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Fig. C.2. Two-dimensional rheo-SANS spectra under LAOS at 10 rad/s and (left) γ0 = 
0.1%, (right) γ0 = 200%. 
 
peak in USANS. Thus, the decrease in intensity as the strain amplitude increases in rheo-
SALS correspond the decrease in peak intensity in rheo-USANS (note: the anomalous rings 
seen in the images are due to the slight underfocus of the optics required to penetrate the 
opaque sample). We found that there is no anisotropic scattering either at low or high strain 
amplitudes. 
In Figure C.3 we show the complete range in strain amplitude and angular frequency 
covered by our LAOS experiments arranged in a Pipkin diagram. Note that intermediate 
angular frequencies and strain amplitudes have been omitted for the sake of clarity. At low 
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ω and γ0 (upper left corner), elliptical waveforms in the linear regime are displayed. With 
increasing ω and γ0 the waveforms become progressively nonlinear and exhibit complex 
shapes, with a stress overshoot and a subsequent local minimum. Upon even further 
increasing ω and γ0, the overshoot becomes less pronounced and the waveform becomes 
more square-shaped, approaching the waveform of an ideal yield stress fluid. 
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Figure C.3 Elastic Lissajous-Bowditch (strain vs stress) plots in the Pipkin space. 
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In Figure C.4, we show the effect of using roughened surfaces by attaching 
sandpaper to the cone and plate geometries in order to prevent slip artifacts. When smooth 
geometries are used, G’ and G” appear to decrease in two steps. Furthermore, the 
reproducibility of the apparent two-step yielding with the smooth geometries was very poor, 
and in some measurements G’ and G” even displayed a local minimum in the strain 
amplitude range 0.01 < γ0 < 0.1, as previously reported by Laurati et al. Roughened 
geometries eliminated slip artifacts and lead to reproducible results with a monotonic 
decrease for G’ and G” (after its initial maximum). We therefore conclude that smooth 
geometries often lead to slip in these materials for strain amplitudes near the onset of 
yielding. 
 
0.01 0.1 1
102
103
104
 G',G'', smooth geometries
 G',G'', geometries covered with sandpaper
M
od
ul
i (
Pa
)
γ0  
Figure C.4 Effect of slip artifacts on LAOS measurements of a nanoemulsion gel, if 
smooth geometries are used. Using geometries with a rough surface eliminates slip and 
gives reproducible results. 
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In order to determine the cause of the shift in position of the high-q shoulder for the 
rheo-SANS measurements, rheo-SANS was performed at zero strain amplitude after the 
highest strain amplitude. The sample for this measurement was the same sample used in 
rheo-SANS measurements in Figure 5.12. Figure C.5 shows the data in the SANS region for 
(i) the nearly zero strained material, (ii) the highest strain amplitude, and (iii) at rest after the 
final strain amplitude. First, at high strain amplitude, the high-q shoulder/peak shifts toward 
lower-q values and the intensity increases in the lower-q region after 10 hours. Second, the 
high-q shoulder/peak continues to shift to lower q-values even after the shear has ceased. 
This demonstrates that the shift in shoulder is in fact due to Ostwald ripening of droplets that 
proceeds regardless of whether or not the material is sheared, and not any reversible or 
irreversible changes in the nearest neighbor distribution of droplets due to yielding.    
 
 
Figure C.5 Rheo-SANS spectra of nanoemulsion sample sample containing φ = 0.33 
PDMS droplets with 33 vol. % PEGDA and Cs = 230 mM SDS in 50/50 (v/v) H2O/D2O 
at 0.1% (square), 1000% (circle), and 0% (triangle, after shear) strain amplitudes. 
