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We formulate and solve the Eliashberg equations on the imaginary frequency axis at tempera-
tures below Tc in the weak-coupling limit. We find an excellent scaling at all temperatures, for
a given coupling strength, and the normalized order parameter exhibits a BCS-like temperature
dependence. The hybrid real-imaginary axis equations are also solved to obtain numerically exact
analytic continuations from the imaginary frequency axis to the real frequency axis. This provides
a determination of the gap edge, which, in the weak-coupling limit, is identical to the order pa-
rameter from the imaginary axis. The analytical result for the zero-temperature gap edge deviates
from the BCS result by a factor of 1/
√
e, which was also obtained for the transition temperature
Tc. We show that the normalized gap function on both the real and imaginary frequency axes, for
an electron-phonon Einstein spectrum (δ-function) of a given strength, is a universal function of
frequency, independent of temperature. The 1/
√
e correction is a result of this non-trivial frequency
dependence in the gap function. This modification, in the gap edge and in Tc, serves to preserve
various dimensionless ratios to their BCS values.
I. INTRODUCTION
The Eliashberg theory of superconductivity1 is often
regarded as the “strong-coupling” version of the Bardeen-
Cooper-Schrieffer (BCS) theory of superconductivity.2
This label is a misnomer due to the fact that Eliash-
berg theory is also a weak-coupling theory, namely, it is
based upon the existence of an underlying Fermi sea, and
moreover the electron-phonon interaction is assumed to
be subject to the Migdal approximation.3 In both the-
ories, however, a range of interaction strengths are pos-
sible. Historically it has been the case that Eliashberg
theory is invoked4–6 to explain somewhat anomalous be-
haviour of certain experimental properties in supercon-
ducting materials (Pb, Hg) whose interaction strength is
stronger than the prototypical BCS superconductor (Al).
But even more to the point, BCS theory is not even the
weak-coupling limit of Eliashberg theory.7–9 In fact, while
various dimensionless “BCS ratios” calculated in Eliash-
berg theory do reduce to their BCS limits as the coupling
strength is decreased, this is not true for other important
properties, such as the transition temperature Tc.
In this paper we further explore the weak-coupling
limit of Eliashberg theory, extending the analysis to prop-
erties other than Tc. For example, it is well known
that the gap ratio, 2∆0/(kBTc), where ∆0 is the zero-
temperature gap edge in the single-particle spectrum and
will be defined more precisely below, becomes larger in
Eliashberg theory than the BCS limit ∼ 3.53, and, its
value smoothly decreases to this limiting value as the
coupling strength is decreased.10 This implies that the
zero-temperature gap, ∆0, must also differ by the same
factor of 1/
√
e as has been established for Tc.
7–9 Showing
that this is true is one of the purposes of this paper, and
to do so will require analytic continuation of the Eliash-
berg equations to the real frequency axis.11
Much of the framework for the present study was laid
out in Ref. [9]. In Sec. II we will briefly review the
necessary equations required below the superconducting
transition temperature. More extensive discussion can
be found in recent reviews.12,13 First we will present the
gap equations below Tc on the imaginary axis and dis-
cuss their weak-coupling solutions. As in Ref. [9], we
will adopt the simplest model for the electron-phonon in-
teraction, which assumes a wavevector-independent cou-
pling to an Einstein phonon mode. It turns out that
this means, particularly in the weak-coupling limit, that
the gap edge is already determined by these imaginary-
axis solutions. Nevertheless, it is desirable to compute
the full frequency-dependent gap function, and for this
we require the real frequency axis equations, which are
investigated in Sec. III. We also derive an analytical ap-
proximation which produces the remarkable 1/
√
e factor
to achieve the desired cancellation in the gap ratio. In
Sec. IV we conclude with a summary and a discussion of
other dimensionless BCS ratios.
II. ELIASHBERG THEORY ON THE
IMAGINARY AXIS BELOW Tc
Following the assumptions and approximations dis-
cussed in Ref. [9], the Eliashberg equations are given by13
2ZN (iωm) = 1 +
πT
ωm
(
λ+ 2
m−1∑
n=1
λ(iνn)
)
. (2.1)
Z(iωm) = ZN(iωm) +
πT
ωm
∑
m′
λ(iωm − iωm′)
(
ωm′√
ω2m′ +∆
2(iωm′)
− sgn(ωm′)
)
. (2.2)
Z(iωm)∆(iωm) = πT
∑
m′
λ(iωm − iωm′) ∆(iωm
′)√
ω2m′ +∆
2(iωm′)
. (2.3)
Here, T is the temperature, ωm ≡ (2m − 1)πT and
νn ≡ 2nπT are the Fermion and Boson Matsubara fre-
quencies, respectively, with m and n integers. Natural
units ~ = kB = 1 are used throughout the paper; Boltz-
mann’s constant is restored in discussions of the gap ra-
tio. The function Z(iωm) is related to the odd part of
the electron self energy through12
iωm [1− Z(iωm)] ≡ 1
2
[Σ(iωm)− Σ(−iωm)] (2.4)
and the even part is identically zero, due to electron-
hole symmetry. The so-called gap function is defined as
∆(iωm) ≡ φ(iωm)/Z(iωm), where φ(iωm) is the so-called
pairing function. As previously discussed,9,13 these func-
tions are often assumed to have no important wavevector
dependence, and here this has been dropped. The “glue”
in these equations is represented by the electron-phonon
propagator, contained in
λ(iνn) =
λω2E
ω2E − (iνn)2
(2.5)
for the Einstein model mentioned earlier. Here, the con-
stant λ is the dimensionless electron-phonon coupling
constant and ωE is the Einstein phonon frequency. As in
Ref. [9], we omit the direct Coulomb repulsion term.
The numerical and analytical solutions to the lin-
earized gap equations have already been discussed in
Ref. [9]. As is clear from Fig. (3b) in Ref. [13], the fre-
quency dependence of the gap function, on the imaginary
axis, is not so different at temperatures below Tc from the
frequency dependence at Tc. To numerically solve the
Eliashberg equations, we have adopted a simple iteration
scheme that works very efficiently at low temperatures,
particularly when the iteration is initiated using the fre-
quency dependence at Tc. Convergence for temperatures
close to Tc is problematic, and our simple-minded ap-
proach sometimes requires more than 1,000 iterations to
converge, as opposed to 10-20 iterations at low temper-
atures. Nonetheless, everything progresses fairly quickly
(on a laptop) and we did not exert extra effort to improve
this “slowdown.”
We first show numerical results for the gap function, in
units of ωE , on the imaginary axis as a function of Mat-
subara frequency. This is plotted in Fig. (1) for a variety
of temperatures, with progressively weaker couplings, (a)
λ = 0.3, (b) λ = 0.2, and (c) λ = 0.1. These figures
look very similar to one another; the main difference is
the scale of the gap function, since Tc changes consid-
erably as a function of λ. Note that the low-frequency
gap function [∆(iωm=1) for definiteness] acts as an order
parameter for the superconducting phase transition – it
is zero at Tc and increases to its full value at T = 0. The
temperature dependence is BCS-like, and was shown in
Ref. [13] to be indistinguishable from BCS already for
λ = 0.3.
We now address the imaginary-axis frequency depen-
dence as a function of temperature for a given coupling
strength. In Fig. (2), we show the normalized gap func-
tion ∆(iωm)/∆(iω1) versus ωm/ωE for each temperature
and coupling strength. This normalized gap function will
go to unity at low frequency by definition. Nonetheless,
we emphasize that all of the curves from Fig. (1) (more
than 40 curves) are shown in Fig. (2). Every normalized
gap function for a given coupling strength, irrespective
of the temperature, collapses onto the same curve, as in-
dicated by the fact that only one curve is visible for each
coupling strength. The fourth curve shown is the result
expected in the weak-coupling limit (λ→ 0) and is given
by ∆weak(iωm)/∆(iω1) = 1/[1+(ωm/ωE)
2]. It is evident
that the results are systematically trending towards this
result, as the coupling strength is decreased towards zero.
This means, of course, that the required number of iter-
ations for convergence should be minimal; nonetheless,
as mentioned earlier, we found that a very large number
of iterations was still required for temperatures close to
Tc, whereas relatively few iterations were needed at lower
temperatures.14
The absence of any discernible temperature depen-
dence in Fig. (2) implies a profound result. Indeed,
following Ref. [9] we derived an approximation for the
gap function based on a weak-coupling expansion in λ,
for all temperatures below Tc, to complement the ex-
pression already obtained at Tc. However, given the re-
sult in Fig. (2), it is clear that we obtain precisely the
same expression as that at Tc, given by Eq. (32) and
Eq. (38) in Ref. [9]. The reason for this is because
the ∆(iωm)/ωE terms appearing in the square root in
Eqs. (2.2-2.3) are exponentially small in 1/λ, as illus-
trated in Fig. (1) and will be proven rigorously in the
next section, and similarly the terms of order Tc/ωE are
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FIG. 1. The gap function on the imaginary axis, ∆(iωm), as a function of ωm/ωE for various temperatures below Tc, for (a)
λ = 0.3, (b) λ = 0.2, and (c) λ = 0.1. All of these curves (really discrete sets of points) show similar behaviour – a gradual
decrease as the frequency increases. As a function of temperature, in each case the scale increases as the temperature is lowered
towards T = 0. As a function of coupling strength, the main difference is simply the scale on the vertical axis, which scales
with Tc. These are Tc/ωE = 0.009923 for λ = 0.3, Tc/ωE = 0.001821 for λ = 0.2, and Tc/ωE = 0.1189 · 10−4 for λ = 0.1.
In (a) and (b) we used T/Tc = 0.10 − 0.95 in steps of 0.05 (18 temperatures each), with the highest curves corresponding to
the lowest temperatures. It is clear that many of the low-temperature results in each case are almost identical. In (c) we used
T/Tc = 0.20, 0.60, 0.80, 0.90, 0.94, 0.96.
0.0
0.2
0.4
0.6
0.8
1.0
0 1 2 3 4 5
∆
(iω
m
)/∆
(iω
1)
ωm/ωE
λ = 0.3
λ = 0.2
λ = 0.1
all T < Tc
FIG. 2. The normalized gap function, ∆(iωm)/∆(iω1), versus
ωm/ωE for each temperature shown in Fig. (1). Each of the
three curves correspond to a particular coupling strength, as
indicated. In fact, these plots consist of many different curves
corresponding to the temperatures shown in Fig. (1). For a
given weak-coupling strength, the frequency dependence is
universal. Also shown (dashed black curve) is the limiting
result for λ→ 0, given by 1/[1 + (ωm/ωE)2].
also exponentially small in 1/λ. Thus, the weak-coupling
form of the frequency-dependent gap, on the imaginary
axis, has the same functional form, irrespective of the
temperature. We will elaborate further on this when we
examine the real axis expression.
III. REAL FREQUENCY AXIS RESULTS
Determining the gap ratio, 2∆0/(kBTc), strictly speak-
ing requires knowledge of the gap function ∆(ω + iδ),
which is obtained by analytical continuation of the imag-
inary frequency axis results to just above the real fre-
quency axis. In point of fact, the “gap”, 2∆0(T ) (called
2ǫ0 in Ref. [2]), has been defined historically through the
single-particle density of states:
g(ω)
g(ǫF )
= Re
[
ω√
(ω + iδ)2 −∆2(ω + iδ)
]
, (3.1)
where g(ǫF ) is the (assumed) constant density of states at
the Fermi level. Given that, within the BCS approxima-
tion, the gap function is a constant, ∆(ω + iδ) = ∆BCS,
and that the square-root in Eq. (3.1) should have the
same sign as ω, then the single-particle density of states
shows a clear gap above the Fermi level (at any temper-
ature) given by ∆0 = ∆BCS. Within Eliashberg theory,
however, the argument is more nuanced, as first noticed
by Karakozov et al.7 The low-frequency dependence of
the gap function is very subtle, with different frequency
dependence at T = 0 compared with T > 0. In the
weak-coupling limit, the frequency regime in which “gap-
less” superconductivity is possibly relevant is exponen-
tially small, and thus unobservable, so we proceed with
the above definition; for Eliashberg theory the gap is thus
determined from the condition
∆0 ≡ Re[∆(ω = ∆0)]. (3.2)
A description of the regime in which “gapless” supercon-
ductivity is more visible is given in Ref. [15].
4Determining this gap requires us to calculate the gap
function on the real frequency axis.18 For an Einstein
phonon spectrum, in the weak-coupling limit it will turn
out that the imaginary axis result suffices, but we will de-
scribe the full procedure to keep this description general.
For the Einstein phonon spectrum used here, the equa-
tions that analytically continue the imaginary frequency
axis results to the real frequency axis are11
φ(ω + iδ) = πT
∞∑
m=−∞
λ(ω − iωm) ∆(iωm)√
ω2m +∆
2(iωm)
+ iπλ
ωE
2
{
[N(ωE) + f(ωE − ω)] φ(ω − ωE + iδ)√
(ω − ωE + iδ)2Z2(ω − ωE + iδ)− φ2(ω − ωE + iδ)
+ [N(ωE) + f(ωE + ω)]
φ(ω + ωE + iδ)√
(ω + ωE + iδ)2Z2(ω + ωE + iδ)− φ2(ω + ωE + iδ)
}
, (3.3)
Z(ω + iδ) = 1 +
iπT
ω
∞∑
m=−∞
λ(ω − iωm) ωm√
ω2m +∆
2(iωm)
+ iπλ
ωE
2ω
{
[N(ωE) + f(ωE − ω)] (ω − ωE)Z(ω − ωE + iδ)√
(ω − ωE + iδ)2Z2(ω − ωE + iδ)− φ2(ω − ωE + iδ)
+ [N(ωE) + f(ωE + ω)]
(ω + ωE)Z(ω + ωE + iδ)√
(ω + ωE + iδ)2Z2(ω + ωE + iδ)− φ2(ω + ωE + iδ)
}
. (3.4)
Here, φ(ω + iδ) ≡ Z(ω + iδ)∆(ω + iδ), and f(ω) ≡
1/(exp(ω/T ) + 1) and N(ν) ≡ 1/(exp(ν/T )− 1) are the
Fermi-Dirac and Bose-Einstein distribution functions re-
spectively. In Eqs. (3.3-3.4), the branch of the square
root with positive imaginary part is used.13 We iterate
these equations only on the positive real frequency axis
and use symmetries13 to relate functions with a negative
real argument to their positive real-argument counter-
part. In the weak-coupling limit, if we are interested
only in low-frequency properties (such as the gap de-
fined above), then only the first line in each equation
needs to be retained, as the second and third lines are
exponentially small in 1/λ (recall that the third line in
each expression is identically zero at T = 0 for all cou-
pling strengths).11 This is just the result we would ob-
tain if we na¨ıvely (and generally incorrectly) replaced the
Matsubara frequency iωm in Eqs. (2.1,2.2,2.3) with the
real-axis frequency ω + iδ. We proceed with the theo-
retical analysis in this fashion and sketch some approxi-
mations, following those presented at Tc in Ref. [9]. As
on the imaginary axis, the low-frequency dependence of
the renormalization function is Z(ω + iδ) ≈ 1 + λ; see
the discussion in Ref. [13] concerning the low-frequency
behaviour of ImZ(ω + iδ), which can be ignored here.
For the gap equation, as argued above we focus only on the first line of Eq. (3.3) and rewrite the kernel as
λ(ω − iωm) = λω
2
E
ω2E + (ωm + iω)
2
=
λ
1 + (ω¯m + iω¯)2
= λ
[
1
1− ω¯2 +
(
1
1 + (ω¯m + iω¯)2
− 1
1− ω¯2
)]
(3.5)
where we define Q¯ ≡ Q/ωE. Thus, it is apparent from Eq. (3.3) and Eq. (3.5) that the approximate gap function,
denoted ∆app, can be written to first order in λ as
Z(1)app(ω + iδ)∆
(1)
app(ω + iδ) =
∆0
1− ω¯2 (1 + λh(ω)) . (3.6)
Equation (3.6) is the real-axis analogue of Eq. (18) in
Ref. [9], where h(ω) has replaced f(ωm) and the gap func-
tion now has amplitude ∆0 since we are considering the
problem below Tc. We have momentarily dropped the
iδ term – it is understood to accompany ω everywhere
(although at times it is unnecessary, for instance when it
appears in Fermi functions). Note that the λ → 0 limit
is clearly recognizable as 1/(1 + ω¯2m) = 1/(1− (iω¯m)2) is
analytically continued to → 1/(1 − (ω¯ + iδ)2). The ex-
pression for h(ω), however, is different from its imaginary
axis counterpart (Eq. (32) in Ref. [9]), and is given by
5h(ω) =
3
2
− 1
4ω¯
Re
[
ψ
(
1
2
+ i
(
ωE + ω
2πT
))
− ψ
(
1
2
+ i
(
ωE − ω
2πT
)]
− 3
4
1
2− ω¯ Re
[
ψ
(
1
2
+ i
ωE
2πT
)
− ψ
(
1
2
+ i
(
ωE − ω
2πT
))]
− 3
4
1
2 + ω¯
Re
[
ψ
(
1
2
+ i
ωE
2πT
)
− ψ
(
1
2
+ i
(
ωE + ω
2πT
))]
. (3.7)
Further simplifications are possible for the limits T ≪ ωE or ω ≪ ωE. In the weak-coupling limit (λ≪ 1), Tc ≪ ωE
and therefore it follows that T ≪ ωE . Using the asymptotic expansion of the digamma function,16 ψ
(
z + 12
) ≈
ℓn(z) +O(z−2), as |z| → ∞, the result for h(ω) is
h(ω) ≈ 3
2
− 1
4− ω¯2
[
2 + ω¯2
2ω¯
ℓn
∣∣∣∣1 + ω¯1− ω¯
∣∣∣∣− 32ℓn
∣∣1− ω¯2∣∣] . (3.8)
Technically, this expression is valid only in the limits ωE/T ≫ 1 and (ωE −ω)/T ≫ 1; that is, at ω = ωE it is invalid.
The exact result for h(ω = ωE), in the limit ωE ≫ T , is given by
h(ω = ωE) ≈ 3
2
− log
( ωE
2πT
)
+ ψ
(
1
2
)
, ωE ≫ T. (3.9)
The expression in Eq. (3.7) is very different from the imaginary-axis expression, given in Eq. (32) combined with
Eq. (38) in Ref. [9]:
f(ωm) ≈ 3
2
− 1
4 + ω¯2m
[
2− ω¯2m
ω¯m
tan−1ω¯m − 3
2
ℓn(1 + ω¯2m)
]
, (3.10)
but clearly Eq. (3.8) is the natural analytic continuation of Eq. (3.10). Following the analysis in Ref. [9], and using
only the first line in Eq. (3.4), the weak-coupling form of the renormalization function, on the real frequency axis, is
Z(1)app(ω + iδ) = 1 + λ
1
2ω¯
Re
[
ψ
(
1
2
− i
(
ωE + ω
2πT
))
− ψ
(
1
2
+ i
(
ωE − ω
2πT
))]
. (3.11)
In the limit ωE/T ≫ 1 and (ωE − ω)/T ≫ 1, this result
reduces to
Z(1)app(ω + iδ) ≈ 1 + λ
1
2ω¯
ℓn
∣∣∣∣1 + ω¯1− ω¯
∣∣∣∣ . (3.12)
By contrast, the result on the imaginary frequency axis
has the limiting form
Z(iωm) ≈ 1 + λ 1
ω¯m
tan−1ω¯m, (3.13)
obtained by ignoring terms of order (Tc/ωE)
2, which are
exponentially small in 1/λ in the weak-coupling limit.
This is also the result obtained in the zero-temperature
limit, so it is not too surprising that the analytical con-
tinuation (iωm → ω + iδ) of Eq. (3.13) is in fact the
zero-temperature limit of the real-axis expression, where
again we have dropped the iδ, which would in fact con-
tribute an imaginary part for |ω| > ωE .
Analogous to the calculation of Tc, the actual gap
at T = 0 can be derived analytically by substituting
Eq. (3.5) into the first line of Eq. (3.3). A brief derivation
is given in the Appendix. The result is
∆0 =
2ωE√
e
exp
(
−1 + λ
λ
)
, (3.14)
and the same
√
e appears in the denominator here as in
the Tc equation, with the consequence that the weak-
coupling limit of the gap ratio is 2∆0/(kBTc) = 3.53, the
same as in BCS theory. In Fig. (3) we show the numerical
data alongside the BCS and improved approximations.
The result with the factor of 1/
√
e due to the frequency
dependence of the coupling is very accurate in compari-
son to the simple BCS result. Over the entire range of λ
values shown, 2∆0/(kBTc) varies between 3.63 and 3.53.
To examine the frequency dependence of the gap func-
tion, we numerically solve Eqs. (3.3-3.4) through an iter-
ative process. Figure (4) shows the (a) real and (b) imag-
inary parts of the gap function as a function of frequency
for three different coupling strengths, λ = 0.3, 0.2, 0.1.
These plots were all obtained from the linearized gap
equations, i.e., at T = Tc, and therefore the gap function
has been normalized in each case to have unit value at
the origin.19 Both the real and imaginary parts of the
60.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40
0.45
0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50
[ln
(ω
E
/∆
0
)]−
1
λ
Numerical Result
BCS Approx.
Analytical Result, Eq. [16]
FIG. 3. A comparison of the various calculations of
[ln(ωE/∆0)]
−1 versus λ. Numerical results are shown in red.
The usual BCS approximation is given by the green curve,
while the improved estimate given by Eq. (3.14) is shown in
blue. This latter result becomes essentially exact for λ <
≈
0.2,
and the improvement is very similar to that obtained in
Ref. [9] for the corresponding quantity with Tc instead of ∆0.
gap function show a sequence of resonances at integer
multiples of the Einstein phonon frequency. These reso-
nances are very sharp because we have used an Einstein
spectrum for the phonons; otherwise they would be con-
siderably broadened. We have also shown the λ = 0
limiting result, which is ∆(ω + iδ) = 1/[1− (ω/ωE)2], in
the dashed black curve, and it is clear that the numerical
results are trending towards this result as λ decreases.
Figure (5) shows the (a) real and (b) imaginary parts
of the gap function as a function of frequency for the
same three coupling strengths, but now at a low temper-
ature (T/Tc = 0.2) where the low frequency gap function
amplitude is fully developed. The energy scale of the gap
function varies over more than two orders of magnitude,
as λ varies between 0.1 and 0.3, and therefore this plot
is of little use. The results for λ = 0.1 are not even vis-
ible on this scale. Therefore, in Fig. (6) we show results
for the same three coupling strengths, but with the gap
function normalized to its value at zero frequency.19 Also
shown is the λ = 0 result (dashed black curve). We have
also included symbols to indicate the results at T = Tc
from Fig. (4), which are almost indistinguishable from
the low temperature curves. Of course, they are actually
distinguishable, as the opening of a gap affects the ex-
citation spectrum, including the gap function at higher
frequencies. However, for these values of λ the movement
of these excitation energies is of order (∆0/ωE)
2 ≈ 10−4
for the largest value of λ and much smaller still for the
others.
To further emphasize this scaling, we show the gap
function for a variety of temperatures versus frequency
in Fig. (7) for λ = 0.1. In (a) the gap function is plotted
in units of the phonon frequency. For the real part (blue
solid curves) the entire scale of the gap function gradually
goes to zero as the temperature approaches the critical
temperature. In (b) the gap function for each temper-
ature is normalized to the zero-frequency value19 of the
real part for the same temperature [as we did in Fig. (6)].
It is quite striking how all the curves in part (a) collapse
onto a single curve in (b), for both the real (solid blue
curves) and imaginary (solid purple curves) parts. In (b)
we have also included results for λ = 0.2 and λ = 0.3.
We have also indicated in (b) the standard λ→ 0 result,
∆(ω + iδ)/∆(0) = 1/[1 − (ω + iδ)2], and it is clear that
the numerical result for λ = 0.1 is quite close to this one.
However, Eq. (3.7) allows us to improve upon this. In
fact, we only need to use the T ≪ ωE limit of Eq. (3.7),
given in Eq. (3.8), combined with the weak-coupling ap-
proximation for the renormalization, given in Eq. (3.12),
to obtain a simple approximate expression (valid to first
order in λ) for the gap function via Eq. (3.6):
∆(1)app(ω + iδ) =
1
Z
(1)
app(ω + iδ)
∆0
1− ω¯2
{
1 + λ
[
3
2
− 1
4− ω¯2
(
2 + ω¯2
2ω¯
ℓn
∣∣∣∣1 + ω¯1− ω¯
∣∣∣∣− 32ℓn
∣∣1− ω¯2∣∣)]} , ω < ωE . (3.15)
This result is purely real, and is plotted with symbols
in Fig. (7) for the three values of λ, and shows excellent
agreement with the numerical results over the domain
0 < ω < ωE.
Finally, to understand these curves a little better, we
focus on the gap function at T = Tc. Having estab-
lished that the results at T = Tc are identical to those
at low temperatures, because the temperature scale is so
low compared to ωE in the weak-coupling limit, we can
proceed to analyze Eqs. (3.3, 3.4) in this limit. Then, fo-
cussing on positive frequencies only, for ω < ωE , only the
first line in each of Eqs. (3.3, 3.4) needs to be considered,
and as we have now established, Eq. (3.15) gives a very
good approximation for this region. It therefore stands
to reason that for ωE < ω < 2ωE , the second lines in each
of Eqs. (3.3, 3.4) will contribute, with a contribution to
the gap equation of approximately
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black curve. Clearly the numerical results for the real part of the gap function are trending towards this curve. Both real and
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existence of a non-zero imaginary part at frequencies ω < ωE is visible in the case of λ = 0.3, and is due to the not-insignificant
critical temperature in this case. Most notably, as was the case on the imaginary frequency axis, the gap function has a
significant frequency dependence, in contrast to the case assumed in standard BCS theory. These results are at Tc and hence
the gap function is normalized to the low frequency gap function value.19
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iπλ
ωE
2
∆(ω − ωE + iδ)√
(ω − ωE)2 −∆2(ω − ωE + iδ)
≈ iπλωE
2
∆(ω − ωE + iδ)
ω − ωE , ω > ωE , (3.16)
and similarly to the renormalization equation,
iπλ
ωE
2
ω − ωE√
(ω − ωE)2 −∆2(ω − ωE + iδ)
≈ iπλωE
2
, ω > ωE . (3.17)
Then, defining
φ(1)app(ω + iδ) ≡ Z(1)app(ω + iδ)∆(1)app(ω + iδ) =
∆0
1− ω¯2 (1 + λh(ω)) , (3.18)
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as in Eq. (3.7) with the use of Eq. (3.12), we readily obtain the approximation applicable in this frequency regime:
∆(2)app(ω + iδ) =
φ
(1)
app(ω + iδ) + i
piλ
2
φ(1)app(ω−ωE+iδ)
Z
(1)
app(ω−ωE+iδ)
ωE
ω−ωE
Z
(1)
app(ω + iδ) + iπλ
ωE
2ω
, 2ωE > ω > ωE , (3.19)
which now has real and imaginary parts. These results
are plotted in Fig. (8), along with the numerical results,
and show excellent agreement for λ = 0.1 and even 0.2.
For λ = 0.3 the agreement is still remarkably good over
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the approximation Eq. (3.15) for ω < ωE, and to the approx-
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as that used in the curves showing the full numerical results.
The approximation in the extended frequency region is clearly
excellent, for both the real and imaginary parts. Essentially,
Eq. (3.15) provides a correction to the black dashed curve (for
the real part) of order λ, and provides the entire result for the
imaginary part. It is very accurate, particularly for the two
lowest values of λ shown.
most of the frequency range. In this latter case (recall
that Tc ≈ 0.01ωE), signatures of non-negligible tempera-
ture effects are clearly present, within a frequency range
of a few percent of ωE consistent with the magnitude of
the temperature. If we try to define a λ = 0 limiting
result, we find
∆(0)app(ω + iδ) =
∆0
1− (ω¯ + iδ)2 , (3.20)
which is purely real except for δ-functions at ω = ±ωE.
So the presence of any non-singular imaginary component
of the gap function as seen in these results occurs due to
a finite (non-zero) value of λ. Similarly, the non-trivial
structure obtained in the numerical solutions beyond ω =
ωE occurs because of the finite value of λ. In fact, it
is clear that the perturbation theory in λ requires an
outward progression in frequency, a natural consequence
of the fact that higher frequency excitations require more
scattering processes with the phonons, and hence higher
powers of λ.
IV. CONCLUSIONS
Although many solutions to the Eliashberg gap equa-
tions are readily available in the literature, even on the
real frequency axis, the weak-coupling limit is an excep-
tion. In this paper we have remedied this deficiency, with
a combination of analytical solutions (with λ as an expan-
sion parameter) and numerical solutions. We have found
that, contrary to the experience of many researchers (and
our own), the numerical solution should be easier to ob-
tain than it is, since the gap function obeys a universal
frequency dependence for an electron-phonon δ-function
spectrum with a given strength (universal with respect
to temperature below the critical temperature). The gap
function has a pronounced frequency dependence in the
weak-coupling limit, diverging at the Einstein frequency
ωE , and with decaying resonances thereafter, in both the
real and imaginary parts. In fact, the expansion in λ also
organizes itself with increasing frequency – every integer
multiple of ωE requires an extra power of λ.
This non-trivial frequency dependence results in an al-
tered solution for the zero-temperature energy gap. We
obtain the analytical result:
∆0 =
2~ωE√
e
exp
(
−1 + λ
λ
)
, (4.1)
which has precisely the same 1/
√
e factor first discovered
in the Tc equation.
7 Interestingly, the mathematics to ob-
tain this result is very different than that at Tc, but this
result is inevitable since previous work had established
that various dimensionless BCS ratios (like the gap ratio)
are achieved in the weak-coupling limit of Eliashberg the-
ory. In fact, we have confirmed that the free energy also
contains a correction (1/
√
e)2, so that the specific heat
jump and a few other dimensionless ratios also achieve
the BCS result in the weak-coupling limit of Eliashberg
theory. With these results, a more complete understand-
ing of the weak-coupling limit of Eliashberg theory has
been achieved.
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Appendix A: Derivation of the zero-temperature gap
10
With Z ≈ 1 + λ, inserting Eq. (3.5) into the gap equation Eq. (3.3) then results in
(1 + λ)∆(ω + iδ) =
1
1− (ω¯ + iδ)2λπT¯
+∞∑
m=−∞
(
1− ω¯
2
m + 2iω¯mω¯
1 + (ω¯m + iω¯)2
)
∆(iωm)√
ω¯2m + ∆¯
2(iω¯m)
. (A.1)
This implies the ansatz, Eq. (3.6), which also applies on the imaginary axis, where, on the right-hand side we use the
low (imaginary-axis) frequency form for h(iωm) ≈ 1 + λ, so that the zeroth-order equation is
(1 + λ)= λπT¯
+∞∑
m=−∞
1
1 + ω¯2m
1√
ω¯2m +
(
∆¯0
1+ω¯2m
)2 − λπT
+∞∑
m=−∞
ω¯2m + 2iω¯mω¯
1 + (ω¯m + iω¯)2
1
1 + ω¯2m
1√
ω¯2m +
(
∆¯0
1+ω¯2m
)2 . (A.2)
In the first term on the right-hand side of this equation
it is critical to keep ∆0 in the denominator; however, the
extra (1 + ω¯2m) in the denominator of ∆¯0 is not required
(by the time it begins to change the term it is already
no longer contributing compared to the frequency). On
the other hand, in the second term, the entire ∆¯01+ω¯2m
in
the square-root is not required, as the singular piece as
ω¯m → 0 is no longer present – it has been cancelled by a
factor of ω¯m in the numerator. Moreover, in the second
term, since ∆¯0 << 1 in the weak-coupling limit, we can
set ω¯ = 0. Using the prescription17
T
+∞∑
m=−∞
→
∫ +∞
−∞
dω
2π
, as T → 0, (A.3)
then the first term on the right-hand side is
λ
∫
∞
0
dω′
1
1 + ω′2
1√
ω′2 + ∆¯20
. (A.4)
Integrating by parts (with dv = dw′/
√
ω′2 + ∆¯20), then
substituting y = ω′2, and recognizing that∫
∞
0
dy
ℓny
(1 + y)2
= 0, (A.5)
we obtain ℓn(2/∆¯0) for this first term, in the limit ∆¯0 ≪
1. The second term requires the same substitution and
contributes −λ/2. Thus, Eq. (A.2) then becomes
1 + λ
λ
= ℓn
(
2ωE
∆0
)
− 1
2
, (A.6)
The solution for ∆0 is thus
∆0 =
2ωE√
e
exp
(
−1 + λ
λ
)
. (A.7)
The additional 1/
√
e arises because of the frequency de-
pendence of the pairing interaction, as occurred at Tc.
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