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Abstract
Bayesian adaptive threshold procedures may be run for a ﬁxed number of trials, or may be stopped when the calculated con-
ﬁdence interval for the threshold reaches a selected limit (a dynamic termination criterion). This study used Monte-Carlo simulations
to determine whether the conﬁdence interval is a useful predictor of errors in the estimated threshold. No diﬀerence was found
between the distribution of errors in a ﬁxed trial procedure versus a dynamically terminated procedure of the same average number
of trials. In addition, the width of the conﬁdence interval failed to usefully predict observer variability arising from a shallow
psychometric function slope or increased false positive response probabilities. This study suggests that dynamic termination criteria
are of little use in Bayesian adaptive threshold procedures.
 2002 Elsevier Science Ltd. All rights reserved.
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1. Introduction
A variety of techniques is available to estimate visual
thresholds. Typically, the most eﬃcient of these tech-
niques are adaptive threshold measures, wherein the
stimulus intensity chosen for a particular trial depends
upon the subjects responses to previous trials (Treut-
wein, 1995; Watson & Fitzhugh, 1990). A particular
class of adaptive threshold techniques are the Bayesian
estimators. In these techniques, a Bayesian technique is
used to combine prior knowledge about the expected
distribution of thresholds (the initial probability density
function (p.d.f.) (Spahr, 1975)) with the knowledge ob-
tained from each stimulus presentation. Information
from each presentation is incorporated using likelihood
functions, whose shape is based on an assumed para-
metric form of the observers psychometric function.
Stimulus intensity for a trial is given by either the mean
or the mode of the posterior p.d.f. that results from the
combination of the initial p.d.f. and all the previous
likelihood functions (Treutwein, 1995). The Zippy
Estimation by Sequential Testing, or ZEST, method is
a Bayesian adaptive technique using the mean of the
posterior p.d.f., and has been shown to be an accu-
rate and eﬃcient method for estimating visual thresh-
olds (King-Smith, Grigsby, Vingrys, Benes, & Supowit,
1994).
Two methods are commonly used to determine when
to end a Bayesian adaptive procedure. The simplest is to
run the procedure for a ﬁxed number of trials, and this
method has been advocated by some authors (King-
Smith et al., 1994; Kontsevich & Tyler, 1999; Madigan
& Williams, 1987). Alternatively, a dynamic termination
procedure may be used (Harvey, 1986; Treutwein, 1995;
Watson & Pelli, 1983). This procedure ends the thresh-
old method when the conﬁdence interval for the esti-
mated threshold is smaller than a criterion level. The
conﬁdence interval is derived from the posterior p.d.f.
Watson and Pelli (1983) and Harvey (1986) assumed a
particular asymptotic form for the ratio of probabilities
in the posterior p.d.f., and calculated the conﬁdence
interval accordingly. Laming and Marsh (1988) also
provide a formula for approximating the variance in the
threshold estimate. Alternatively, the conﬁdence interval
can be determined by directly integrating the poste-
rior p.d.f. (King-Smith et al., 1994; Treutwein, 1995),
thereby making no parametric assumptions as to the
form of the p.d.f.
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It seems reasonable to continue a threshold procedure
until the threshold may be estimated with a particular
degree of conﬁdence, and so the use of a dynamic ter-
mination criterion appears sensible. However, it is pos-
sible that some subjects will fail to reach the termination
criterion and so the procedure does not ﬁnish (Madigan
& Williams, 1987). Also, the conﬁdence interval will
depend upon the assumed slope of the psychometric
function (Madigan & Williams, 1987; Treutwein, 1995),
with shallower slopes resulting in larger intervals and
correspondingly longer experimental runs. Because of
this, the conﬁdence interval will only be accurate if
the psychometric function parameters assumed by the
Bayesian estimator match those of the observer (Treut-
wein, 1995). Ultimately, though, it is the error in a
threshold estimate that is the most important. Although
it appears logical that the use of a dynamic termination
criterion should reduce errors in estimates of threshold,
there is no evidence conﬁrming that this is the case.
In this paper, I examine how well the conﬁdence in-
terval in a Bayesian estimator reduces errors in the
threshold estimate. In addition, I examine the inﬂuence
of the slope of the psychometric function and the in-
troduction of false positive responses (King-Smith et al.,
1994) on the conﬁdence interval.
2. General methods
2.1. Zippy Estimation by Sequential Testing (ZEST)
The ZEST procedure was performed as outlined in
(King-Smith et al. (1994)), with the slope of the psy-
chometric function bz set to 3.5, the false negative
probability dz to 0.01, and the false positive probability
cz to 0.03 or 0.5 for yes/no and two-alternative forced
choice (2-AFC) procedures, respectively, unless stated
otherwise. The subscript ‘‘z’’ is added to distinguish
these ZEST parameters from those of the simulated
observer (signiﬁed by a subscript ‘‘o’’), below. The
threshold criterion ez was zero, giving a 0.64 probability
for detection at threshold for the yes/no procedure and
an 0.81 probability in the 2-AFC procedure (King-
Smith et al., 1994). The initial p.d.f. was ﬂat over a 2
log unit range and was centred on the middle of the 30
dB (3 log unit) range of stimulus attenuation, thereby
allowing the ZEST procedure to return threshold esti-
mates up to 5 dB outside the stimulus range (King-
Smith et al., 1994). The use of a ﬂat initial p.d.f. ensures
that it does not dominate the posterior p.d.f. (Treut-
wein, 1995) and the subsequent calculation of the con-
ﬁdence interval. Each p.d.f. was calculated in 0.05 log
unit steps. The mean of each p.d.f. was not rounded to
the closest 0.05 step, however, but likelihood functions
were re-calculated for each response (Harvey, 1986) in
the ZEST procedure. The 95% conﬁdence interval was
calculated by integrating the posterior p.d.f., using lin-
ear interpolation between steps. The minimum conﬁ-
dence interval was 0.475 dB (i.e. 95% of the 0.05 log step
size).
2.2. Simulation details
The psychometric function of an observer was simu-
lated by a Weibull of the form:
wðxÞ ¼ co þ ð1 do  coÞð1 exp½ðx=aoÞbo Þ ð1Þ
where x is the stimulus intensity, ao the threshold, bo the
slope, co the false positive probability, and do the false
negative probability. Such a function has been found to
ﬁt well the psychometric function for detection para-
digms (Harvey, 1986; Nachmias, 1981; Watson, 1979)
despite concerns regarding the validity of using single
false positive and false negative probabilities (Harvey,
1986; Nachmias, 1981). The threshold ao was randomly
Fig. 1. Upper panel: distribution of threshold errors for an 8-trial yes/
no ZEST procedure (squares) and a dynamically terminated ZEST
procedure terminating after an average of 8.3 trials (circles). Bin widths
for the histograms were 0.25 dB, with the symbols denoting the centre
of the bin. Lower panel: distribution of the number of trials in the
dynamically terminated ZEST procedure from in the upper panel.
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assigned a value between 0 and 30 dB, with increasing
dB values denoting increasing sensitivity of the observer.
The slope bo was randomly assigned a value between 1
and 4 for most trials, but was ﬁxed at 3.5 for experi-
ments in which the false positive probability do was
varied. False positive probabilities were 0.01 or 0.5
(yes–no and 2-AFC, respectively) when not varied. The
observers false negative probability was 0.01 for all
simulations. Values for ao, bo, and co, as well for the
response to a particular stimulus intensity, were gener-
ated using two combined multiplicative congruential
random number generators, as implemented by Press,
Teukolsky, Vetterling, and Flannery (1992), giving a
period of approximately 2:3	 1018. Serial correlations
were removed using a Bays and Durham shuﬄe (Press
et al., 1992). Two thousand repetitions of the complete
ZEST procedure were performed for each histogram
in Figs. 1–4, with 200 repetitions used for the data in
Fig. 5.
3. Results
3.1. Experiment 1: error distributions in ﬁxed trial and
dynamically terminated procedures
The upper panel of Fig. 1 shows the distribution of
the threshold error (ao minus the ZEST threshold esti-
mate) for an eight trial ZEST procedure (squares), as
recommended by King-Smith et al. (1994), and a ZEST
procedure that dynamically terminates, on average,
after the same number of trials (circles). There are no
Fig. 2. Upper panel: distribution of threshold errors for a 30-trial 2-
AFC ZEST procedure (ﬁlled squares) and a dynamically terminated
ZEST procedure terminating after an average of 30.4 trials (circles).
Histogram details are as given in Fig. 1. Lower panel: distribution of
the number of trials in the dynamically terminated ZEST procedure
from in the upper panel.
Fig. 3. Upper panel: distribution of threshold errors for a ZEST
procedure dynamically terminated when the conﬁdence interval was
6 4 dB, for a group of observers with psychometric slopes of 1
(squares) or 4 (circles). The procedures terminated after an average of
8.7 or 7.9 trials (squares and circles, respectively). Histogram details
are as given in Fig. 1. The solid line gives the distribution of threshold
errors for a ﬁxed trial ZEST procedure of 100 trials, using an observer
psychometric slope of 1. Lower panel: distribution of threshold errors
for a ZEST procedure dynamically terminated when the conﬁdence
interval was 6 4 dB, for a group of observers with false positive
probabilities of 0.33 (squares) or 0.01 (circles). The procedures termi-
nated after an average of 8.6 or 7.9 trials (squares and circles, re-
spectively). The solid line gives the distribution of threshold errors for
a ﬁxed trial ZEST procedure of 20 trials, using an observer psycho-
metric slope of 1.
A.J. Anderson / Vision Research 43 (2003) 165–170 167
systematic diﬀerences between the two distributions.
The distribution of the number of trials taken to ter-
minate the dynamic procedure is given in the lower
panel, and is positively skewed.
Fig. 2 shows the same analysis, except for a 2-AFC
procedure of 30 trials, as recommended by Kontsevich
and Tyler (1999). No systematic diﬀerences exist be-
tween the error distributions for ﬁxed and dynamically
terminated ZEST procedures. As with the yes/no pro-
cedure, the distribution of test length is positively
skewed for the dynamically terminated procedure (lower
panel).
3.2. Experiment 2: eﬀect of response variability on error
distributions
The results of the previous experiment showed that a
dynamic termination criterion has no eﬀect on the dis-
tribution of errors in threshold, when compared to a
ﬁxed trial procedure run for the same average duration.
These results, however, used a simulated observer pop-
ulation of heterogeneous response variability (bo ¼ 1 to
4). It may be that the dynamically terminated procedure
tends to have increased trial numbers in variable subject
groups, as proposed by Madigan and Williams (1987),
thereby collecting more data from those subjects groups
whose error distributions are greater. This idea was
tested in this experiment, using the slope of the ob-
servers psychometric function (bo) and the observers
false positive probability (co) to manipulate variability.
The upper panel of Fig. 3 shows the threshold error
distribution for a yes/no procedure when the observers
psychometric functions slopes are steep (bo ¼ 4, squares)
and shallow (bo ¼ 1, circles). The error distribution is
broader when the slope is shallower, indicating that the
dynamic termination criterion is unable to equate the
spread of errors between the two groups. On average,
the ZEST procedure for the shallower slope group ran
for approximately one trial longer than for the steep
slope group.
The lower panel of Fig. 3 shows the threshold error
distribution for a yes/no procedure for groups with low
(co ¼ 0:01, circles) and high (co ¼ 0:33, squares) false
positive probabilities, with a false positive probability of
0.33 representing the upper limit obtained in normal
perimetric thresholds (Johnson & Nelson-Quigg, 1993).
Fig. 5. Upper panel: eﬀect of the assumed slope of the psychometric
function (bz) on the number of trials to dynamically terminate a yes/no
(squares) and 2-AFC (circles) ZEST procedure. Criterion for termi-
nation was a conﬁdence interval 6 4 dB or 6 2.11 dB, for the yes/no
and 2-AFC procedures respectively. The observers psychometric
slopes (bo) was 3.5. Lower panel: eﬀect of the assumed false posi-
tive rate (cz) on the number of trials to dynamically terminate a
yes/no (squares) and 2-AFC (circles) ZEST procedure. Criterion
for termination were as in the upper panel, and the assumed and ob-
server psychometric slopes (bz and bo) were 3.5. Error bars give
standard deviation.
Fig. 4. Distribution of threshold errors for a ZEST procedure dy-
namically terminated when the conﬁdence interval was 6 2.11 dB, for
a group of observers with psychometric slopes of 1 (squares) or 4
(circles). The procedures terminated after an average of 33.5 or 29.0
trials (squares and circles, respectively). Histogram details are as given
in Fig. 1. The solid line gives the distribution of threshold errors for a
ﬁxed trial ZEST procedure of 200 trials, using an observer psycho-
metric slope of 1.
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The distribution of errors is broader for the high false
positive probability group, and is negatively skewed, i.e.
there is an increased likelihood that sensitivity is over-
estimated. On average, the ZEST procedure for the
group with high false positive probabilities ran for ap-
proximately one trial longer than for the group with low
false positive probabilities.
Fig. 4 shows the threshold error distribution for a
2-AFC procedure when the observers psychometric
function slopes are steep (bo ¼ 4, squares) and shallow
(bo ¼ 1, circles). As with the yes/no paradigm (Fig. 3,
upper panel), the error distribution is broader for the
group with the shallow psychometric function, and the
ZEST procedure runs for slightly longer (4.5 additional
trials) in this group.
4. Discussion
The results from the simulations show that the use of
a dynamic termination criterion in a Bayesian adaptive
threshold method (ZEST) is unable to reduce errors in
the estimated thresholds when compared to a ﬁxed trial
procedure of the same average length (Experiment 1). In
addition, the dynamic termination criterion is unable to
usefully increase the number of trials in response to in-
creased variability in the observer (Experiment 2), and
so the use of a dynamic termination criterion does not
ensure thresholds are estimated with a pre-determined
variance.
The slope of the psychometric function can diﬀer
between observers (Mayer & Tyler, 1986), and can alter
in disease (Spry, Johnson, McKendrick, & Turpin, 2001;
Weber & Rau, 1992) and with the psychophysical task
(Anderson & Vingrys, 2000; Pelli, 1985). Although it is
clear that the assumed slope of the psychometric func-
tion inﬂuences the conﬁdence interval (Madigan &
Williams, 1987; Treutwein, 1995), the slope of the ob-
servers psychometric function has little inﬂuence (Fig.
3, upper panel, and Fig. 4). Although the average
number of trials is increased (10% and 16% for the yes/
no (Fig. 3) and 2-AFC (Fig. 4) procedure, respectively)
when the observers psychometric slope is shallow, this
increase is insuﬃcient to reduce the spread of errors to
values similar to those from the group with steep psy-
chometric functions. To provide an indication as to
what increase in trial numbers would be required to
equate error distributions between the two groups, the
solid lines in Figs. 3 (upper panel) and 4 give the error
distribution for a shallow psychometric slope and a ﬁxed
trial procedure of 100 and 200 trials, respectively, cor-
responding to an increase in the number of trial of ap-
proximately >1000% and 590. In both cases, the error
distributions are still wider than for the steep slope
group, suggesting that the number of trials would have
to be increased even above these levels. In comparison to
these large increases in trial numbers, the small increases
in average trials seen in Figs. 3 and 4 are trivial. The
dynamic termination criterion also is unable to reduce
errors in threshold if subject variability is increased by
raising the false positive response probability (Fig. 3,
lower panel).
Whilst the width of the conﬁdence interval is largely
independent of the observers psychometric function, it
should be emphasised that the width of the conﬁdence
interval is highly dependent upon the number of trials
(Harvey, 1986) and the shape of the psychometric
function assumed in the ZEST procedure. This depen-
dency on the assumed psychometric function shape is
demonstrated in Fig. 5, where changes in function slope
(upper panel) or changes in the false positive probability
(lower panel) eﬀect large changes in the number of trials
required to terminate a ZEST procedure. This depen-
dence is, however, not complete, and it is the probabi-
listic nature of this dependence that gives rise to the
variation in trial lengths seen in dynamically terminated
Bayesian estimators. The dependence of the conﬁdence
interval upon the assumed false positive probability
(Fig. 5, lower panel) can be interpreted as aﬀording a
single dynamic termination criterion an ability to ‘‘au-
tomatically’’ adjust the length of a test procedure for
diﬀerent psychophysical paradigms (e.g. yes/no, 2-AFC,
4-AFC), thereby resulting in similar error distributions
for the diﬀerent procedures. In most experiments,
however, the desired balance between experimental run
length and variability in threshold will alter with dif-
ferent experimental paradigms, thus requiring the se-
lection of diﬀerent conﬁdence interval criteria for
diﬀerent experiments.
In summary, dynamic termination criteria in Bayesian
adaptive threshold methods have little to recommend
their use over a ﬁxed trial length procedure. Although it
has been proposed that dynamic termination criteria
allow threshold estimates to be obtained with a prede-
termined variance (Treutwein, 1995), that the conﬁdence
interval is largely independent of changes in subject
variability makes this statement untrue. It may be useful,
however, to use dynamic termination criteria in simula-
tions that estimate the average number of trials required
to obtains thresholds with a particular variance. Once
done, a ﬁxed trial procedure should then be used, as the
variability in the number of trials in dynamically termi-
nated procedures is largely uninformative.
References
Anderson, A. J., & Vingrys, A. J. (2000). Interactions between ﬂicker
thresholds and luminance pedestals. Vision Research, 40, 2579–
2588.
Harvey Jr., L. O., (1986). Eﬃcient estimation of sensory thresholds.
Behavior Research Methods, Instruments, and Computers, 18, 623–
632.
A.J. Anderson / Vision Research 43 (2003) 165–170 169
Johnson, C. A., & Nelson-Quigg, J. M. (1993). A prospective three-
year study of response properties of normal subjects and patients
during automated perimetry. Ophthalmology, 100, 269–274.
King-Smith, P. E., Grigsby, S. S., Vingrys, A. J., Benes, S. C., &
Supowit, A. (1994). Eﬃcient and unbiased modiﬁcations of the
QUEST threshold method: theory, simulations, experimental
evaluation and practical implementation. Vision Research, 34,
885–912.
Kontsevich, L. L., & Tyler, C. W. (1999). Bayesian adaptive estimation
of psychometric slope and threshold. Vision Research, 39, 2729–
2737.
Laming, D., & Marsh, D. (1988). Some performance tests of QUEST
on measurements of vibrotactile thresholds. Perception and Psy-
chophysics, 44, 99–107.
Madigan, R., & Williams, D. (1987). Maximum-likelihood psy-
chometric procedures in two-alternative forced-choice: evaluation
and recommendations. Perception and Psychophysics, 42, 240–
249.
Mayer, M. J., & Tyler, C. W. (1986). Invariance of the slope of the
psychometric function with spatial summation. Journal of the
Optical Society of America A, 3, 1166–1172.
Nachmias, J. (1981). On the psychometric function for contrast
detection. Vision Research, 21, 215–223.
Pelli, D. G. (1985). Uncertainty explains many aspects of visual
contrast detection and discrimination. Journal of the Optical
Society of America A, 2, 1508–1531.
Press, W. H., Teukolsky, S. A., Vetterling, W. T., & Flannery, B. P.
(1992). Numerical recipes in C. The art of scientiﬁc computing
(second ed.). Cambridge: Cambridge University Press, p. 278–282.
Spahr, J. (1975). Optimization of the presentation pattern in auto-
mated static perimetry. Vision Research, 15, 1275–1281.
Spry, P. G. D., Johnson, C. A., McKendrick, A. M., & Turpin, A.
(2001). Variability components of standard automated perimetry
and frequency-doubling technology perimetry. Investigative Oph-
thalmology and Visual Science, 42, 1404–1410.
Treutwein, B. (1995). Adaptive psychophysical procedures. Vision
Research, 35, 2503–2522.
Watson, A. B. (1979). Probability summation over time. Vision
Research, 19, 515–522.
Watson, A. B., & Fitzhugh, A. (1990). The method of constant stimuli
is ineﬃcient. Perception and Psychophysics, 47, 87–91.
Watson, A. B., & Pelli, D. G. (1983). QUEST: A Bayesian adaptive
psychometric method. Perception and Psychophysics, 33, 113–120.
Weber, J., & Rau, S. (1992). The properties of perimetric thresholds in
normal and glaucomatous eyes. German Journal of Ophthalmology,
1, 79–85.
170 A.J. Anderson / Vision Research 43 (2003) 165–170
