How to select the appropriate frequency band to classify EEG signal by motor imagery is discussed in this paper. Our proposal is an improvement of the conventional Bayesian Spatio-Spectral Filter Optimization (BSSFO). Defect of BSSFO is on the way to generate the renewal particle of the filter bank, such a random number generation. To avoid a local optimum, an evolutional update method of particles is introduced. It is shown that performance of the EEG classification ability is improved.
Introduction
Recently, researches using brain computer interface (BCI) have been actively studied. To precisely identify EEG signal, it is necessary to remove the artifact and noise by using appropriate spatial and spectral filter, Refs. 1-2. Furthermore, the best frequency bands identifying EEG signals depend on individuals and measurement environment, Ref. 3 . Bayesian SpatioSpectral Filter Optimization (BSSFO) is known as a powerful method to solve these problems, Ref. 4 . However, BSSFO has also drawbacks that the obtained solution by it falls into sub-optimum. To overcome this drawback, we propose improvements of the preprocessing and update method of the filter bank in Ref. 4 , to result in confirming effectiveness of our proposal.
Classification System
The classification system of EEG signals proposed by K. Suk, et al. Ref. 1 that is improved in this paper by us is shown in Fig.2 . According to the flow of Fig.1 , the contents are described in the following subsections.
Preprocessing
Laplacian smoothing is applied to all the EEG signals to reduce artifacts and noise as follows. The weight of the data in attention electrode surrounded by a green circle is 4 and that of each of four surrounding electrodes surrounded by red circles is -1. (See Fig.1 ) These weights are changed to optimal values in Section 3 by us (Improvement 1). Fig. 1 Explanation of the weights of the EEG electrodes in smoothing of the EEG signal in the extended international 10/20 system used in this study
Spectral Filtering
The filter used in this paper is a fifth-order Butterworth 
where X means EEG signal matrix, and following:
where N is the number of signal samples, C means the number of electrodes. The first and last row vectors are taken as spatial patterns for class 1 and class 2, respectively.
Bayesian Spatio Spectral Filter Optimization (BSSFO)
Algorithm : BSSFO filter optimization algorithm 
Weight of kth particle while stopping criterion not satisfied do if the first iteration then
uniformly distributed. Find the largest j for which 
Feature Extraction
After spectral and spatial filtering, we get the feature vector k F of kth particle as follows:
(4)
F and class label Ω is calculated as follows:
where D and c D are the total number and class c of trials and Σ is the covariance matrix. The weight k π of the classification result weight of particle k is calculated as follows:
Classifier
A Gaussian kernel-based SVM is used in this paper. An optimal filter bank S with the set of class-discrimination frequency bands selected by the following rule:
), (
and τ denotes a threshold parameter that is determined empirically. The class label is determined by the following rule:
where |S| denotes the size of the optimal filter bank S, * k f denotes the feature vector from the input signal-trial
x , and ) ( * Φ k c k f is the result of a SVM which classifies the EEG into the class c, in the kth frequency band.
Improvement of the method
We propose two improvements of the method mentioned above.
Improvement 1
The first is that in the Laplacian smoothing, the weight value 4 of the data in attention electrode surrounded by a green circle in Fig. 1 is changed to 5 to enhance the signal of the attention electrode. .
Improvement 2
The second is that the improvement as to the update method of the particles which are for band start and end positions of bandpass filter. Use of the update method of the conventional method results in that particles with semi higher amount of information are remained, as a result, particles would be biased. For improvement, remove the half of all particles from the lower amount of information. Then, two particles with higher amount of information are selected stochastically, crossing them, new particles are generated. After that, particles between 1/4 and half from highest amount of information are reinitialized shown in Fig. 3 .
Re-initializing of particles is to generate particles by use of following probability density function:
The crossing method of two particles is as follows: 
where the weights 2 1 , α α are set to 0.9 and 0.1, respectively, in next simulation to avoid generation of particles that both particles become far away.
Computer simulation

Data set, simulation condition and results
EEG data set used in this simulation is Data set Iva in the BCI Competition III, in Ref. 5. The conditions to take these data is shown in Table 1 . Table 2 , 3, and 4 show the simulation results that update method of particles of both conventional and improvement 2 are common, but without preprocessing, with conventional preprocessing, and with preprocessing improvement 1, respectively. In all cases, our proposed method is superior to conventional one. 
Conclusion
In this paper, we intended to improve the update method of particles of the conventional method "BSFFO" that mean improvement of frequency bandpass filters and also to improve the preprocessing method. As a result, it is verified that our method is useful.
