W e consider a choice-based, network revenue management (RM) problem in a setting where heterogeneous customers consider an assortment of products offered by a firm (e.g., different flight times, fare classes, and/or routes). Individual choice decisions are modeled through an ordered list of preferences, and minimal assumptions are made about the statistical properties of this demand sequence. The firm manages the availability of products using a bid-price control strategy, and would like to optimize the control parameters. We formulate a continuous demand and capacity model for this problem that allows for the partial acceptance of requests. The model admits a simple calculation of the sample path gradient of the revenue function. This gradient is then used to construct a stochastic steepest ascent algorithm. We show that the algorithm converges (w.p.1) to a stationary point of the expected revenue function under mild conditions. The procedure is relatively efficient from a computational standpoint, and in our synthetic and real-data experiments performs comparably to or even better than other choice-based methods that are incompatible with the current infrastructure of RM systems. These features make it an interesting candidate to be pursued for real-world applications.
Introduction
Quantity-based, network revenue management (RM) involves controlling a fixed and perishable capacity of a network of resources over a finite horizon with the objective of maximizing revenues. Applications of RM include service industries like airlines, hotels, railways, cruises, and car rental. In this paper, we will use the terminology of the airline application as representative of the problem.
Products are defined over the network of resources. Each product is an itinerary-fare-class combination, spanning one or more resources (i.e., legs). Bid-price controls together with dynamic virtual nesting controls are the two most widely adopted strategies to control the availability of products. There is a main conceptual difference between them: Whereas virtual nesting controls are class based, bid prices are revenue based. Specifically, a bid-price control sets a threshold price for each leg (which may depend on remaining capacity and time), such that a request for a product is accepted only if its revenue exceeds the sum of the bid prices for its constituent legs. In this regard, a bid price can be interpreted as an opportunity cost; i.e., as the incremental revenue that would be obtained from an additional seat on a leg.
Both types of policies are used successfully in practice, and there is no consensus as to whether one dominates the other.
1 Even though bid prices are somewhat easier to operate, most RM analysts prefer to manage class-level authorization controls, so the choice between the two approaches is more of a corporate preference or of the legacy information technology infrastructure rather than a revenue performance-based decision. Nevertheless, even if virtual nesting is implemented, bid prices need to be calculated as inputs for setting the bucket limits. In addition, in the context of airline alliances, bid prices are considered an effective candidate for transfer-price mechanism between code-share partners (see Vinod 2005) . Hence, it is indeed valuable for the industry practice to come up with efficiently computable, high-quality bid prices.
From a demand modeling perspective, our paper is inscribed within the recent literature on choice-based network RM. Accounting for customer choice behavior involves two major challenges. The first one is to model the choice decision of a customer at a particular moment in time, and to estimate the parameters that describe that decision. The second one is to incorporate this sophisticated demand model in the optimization module of an RM system. The focus of our paper is the optimization challenge. There have been several recent proposals in the literature in this regard, which are discussed further in §2, but they generally show two limitations: either the demand model is constrained (e.g., it requires a partition of the set of products to define the customer consideration sets), or the resulting control policy is not aligned with the current information technology infrastructure of the airlines. Regarding the first limitation, certainly it would be desirable to allow for more flexible and general demand models, because different customers may have different preferences on the same products. Regarding the second, according to practitioners' view, computational efficiency and incremental changes over current, well-established systems are welcomed in the airline industry. In their view, new methodologies should have the ability to be incorporated into existing systems and work practices to be viable, and should provide large benefits relative to existing approaches (Ratliff 2007) . We believe that our proposal meets these requirements. Specifically, we assume that the firm uses bid prices as a parametric control policy and develops an efficient simulationbased method to improve a given initial set of them. The approach is a generalization of the stochastic gradient method described by Topaloglu (2008) , using the demand modeling perspective introduced by van Ryzin and Vulcano (2008a) .
Our algorithm has a strong theoretical foundation because we can guarantee convergence (w.p.1) to a stationary point of the revenue function. The benefit also spans a broad generality in modeling demand. Indeed, the method applies to essentially any choice behavior and any demand process one can simulate (within the confines of our sample path description of demand). As a result, complex demand models like those described by random utility maximization models (e.g., multinomial logit (MNL)) or by recapture factors, 2 statistical correlations, nonstationarity of the arrival process, and multiunit requests, can be handled. Moreover, because the optimization method only requires an oracle to generate sample paths of demand, it allows for a clean separation of the forecasting/estimation and optimization modules of a 2 Recapture takes place when a customer's first choice is unavailable, and she instead purchases a different product on the same airline. Industry practitioners report recapture rates in the range 15%-55% as typical values. See Ratliff et al. (2008) . RM system. Traditionally, the forecasting/estimation module just passes the parameters that describe the independent demand distributions for the different products to the optimization module. The optimizer then computes bid prices. Under our proposal, the functions of the forecasting/estimation and optimization modules remain decoupled, but with the addition of a choice model simulator that feeds our simulationbased optimizer with sample paths of demand. The simulation-based optimizer would then pass the new bid prices to the central reservation system (CRS), or they would be used to compute bucket limits in a dynamic virtual nesting framework. Lastly, although simulation-based optimization methods are computationally intensive (and ours is no exception in this regard), in our experience the algorithm runs relatively quickly. This is due in large part to the efficiency of our sample path gradient calculations.
The main contribution of our paper is practical and illustrated by running an exhaustive series of computational experiments: several of them based on simulated data, and one based on proprietary data from a major U.S. carrier. We show that significant revenue gains are possible over the bid prices generated through the deterministic linear program (DLP), a widely implemented method that relies on the independent demand assumption. Indeed, whereas revenue gains from improvements in optimization methods in traditional RM problems are typically on the order of 0.5%-2%, our examples show gains that can often exceed 10%. The experiments also show that the revenue performance of our bid prices is comparable to the one achieved by the primal solution of the choice-based deterministic linear program (CDLP) analyzed by Liu and van Ryzin (2008) , which is acknowledged to excel in terms of revenue performance according to Ratliff and Weatherford (2009) . However, the implementation of the CDLP primal solution is not compatible with the current information structure of CRS systems that support virtual nesting and/or bid prices to accept or deny a booking request, which constitutes a barrier for its practical implementation. In this regard, our proposal is much more "friendly" and could be easily integrated into the available technology.
Our study also provides interesting insights that we summarize here. First, we show that under the choice behavior paradigm, it could be optimal to operate with negative bid prices; the argument being that a "negative opportunity cost" corresponds to a "virtual increment" of a fare (or in other words, to a "subsidized fare"), and we can use this fact to prevent some bookings and at the same time induce others, taking advantage of the customers' substitution behavior. A second observation is that in several of our experiments, the additional revenues generated by our method over traditional bid prices come from a different mix of passengers accepted in the airline network rather than from an increase in sales volume. This change of passenger mix is more emphasized in highly congested networks, but even in low congested settings when the opportunity cost is (almost) zero, by manipulating the passenger mix through our choicebased bid prices, our methodology is able to extract some additional revenues.
The remainder of this paper is organized as follows. In §2, we review the related literature. In §3, we introduce the demand model and the revenue maximization problem. Section 4 presents the sample path analysis of the revenue function, which is a key element of the algorithm described in §5. Section 6 shows our computational experiments, and we present our conclusions in §7.
Literature Review
This paper builds upon three main research topics in the operations research and operations management fields: calculation of bid prices, choice-based RM, and development of stochastic gradient algorithms.
Regarding bid prices for the independent demand model, a wide coverage on the knowledge about computational methods until the early 2000s can be found in the book by Talluri and van Ryzin (2004b, Chap. 3) . A major structural property of bid prices is that they do not define an optimal control in general, though they are asymptotically optimal under a certain scaling of the network problem (see Talluri and van Ryzin 1998) . More recent computational developments include the approximated dynamic programming (DP) formulations of Adelman (2007) , Farias and van Roy (2007) , and Topaloglu (2009) .
The development of specific approximation methods for choice-based, network RM was pioneered by the work of Gallego et al. (2004) . They propose a LP formulation, the CDLP, further studied by Liu and van Ryzin (2008) . In fact, Liu and van Ryzin (2008) extend the study of the CDLP to a leg-level decomposition method, which shows promising numerical results. Other papers proposing refinements or alternatives to the CDLP are Zhang and Adelman (2009) , Kunnumkal and Topaloglu (2008), and Strauss (2011b) . All these papers share a limitation with respect to the demand model: they assume disjoint consideration sets. Partitioning the space of products among different customer segments precludes the possibility of modeling natural situations where different segments assign distinct weights to the same alternative (e.g., price-and timesensitive customers might have a different preference for a particular itinerary-fare-class combination). This is overcome in the paper by Miranda Bront et al. (2009) , who propose a column generation algorithm for (approximately) solving the CDLP under an overlapping, latent class MNL demand model (sometimes also referred to as weak market segmentation model). Alternatives for solving this column generation problem have been further explored by Meissner and Strauss (2011a) . However, the type of controls derived in the latter two papers are "offer sets of products." In particular, the reservation system should be able to compute which set of products to make available for the arriving customers and for how long, which is not aligned with the aforementioned types of controls implemented by airlines in practice. Moreover, offer sets may not be even representable through bid prices, as discussed in Chaneton et al. (2010) ; the reason being that the single threshold on a leg defined by a bid price may be not enough to separate products spanning multiple legs that are in and out of a specific offer set. Taking a different perspective, a few other papers have formulated stochastic programming models for network RM accounting for buy ups, but the controls derived are also a departure from the current practice; e.g., Büke et al. (2008) and Chen and Homem de Mello (2010) use partitioned booking limits.
The papers closest to ours are related to the development of stochastic gradient algorithms for network RM: van Ryzin and Vulcano (2008a) and Topaloglu (2008) . In van Ryzin and Vulcano (2008a) , the authors apply this type of technique to improve an initial set of protection levels, accounting explicitly for choice behavior effects. Our general demand model, described in detail in §3.1, is extracted from theirs. The key issue in that paper is the definition of the revenue as a function of the protection levels, in a continuous capacity/demand model. This continuity is inherited from the formulation in van Ryzin and Vulcano (2008b) , where the authors propose a stochastic gradient algorithm for improving an initial set of protection levels for the no-choice case. The common approach in these two papers is to perturb capacities by an infinitesimal amount and treat demand as a fluid, like we do here. The objective of this continuous model is to come up with a differentiable (w.p.1) sample-path revenue function, which is embedded in a provably convergent stochastic gradient method. To ensure nested protection levels, the algorithms in van Ryzin and Vulcano (2008a, b) require a projection step, and guarantee convergence in probability to a stationary point of the revenue function.
The paper by Topaloglu (2008) extends the ideas in van Ryzin and Vulcano (2008b) to the bid-price control policy, yet under no choice. He also formulates a continuous capacity/demand model by introducing a perturbation of the leg capacities, and a smooth function that transforms the typical bid-price-based accept/deny decision into a fractional acceptance function of the quantity requested. This remarkable modification leads to a differentiable (w.p.1) samplepath revenue function. We also use such acceptance function in our formulation. Topaloglu (2008) then uses a standard stochastic gradient scheme (e.g., see Bertsekas and Tsitsiklis 1996, Chap. 4) to converge (w.p.1) to a stationary point of the revenue function. Note that the convergence type of Topaloglu's algorithm is stronger than the one in van Ryzin and Vulcano (2008a, b) , because it does not execute a projection step along its way. What is not discussed in Topaloglu (2008) is the potential drive toward negative bid prices, which seems to be counterintuitive if we interpret bid prices as marginal values of capacity under the independent demand assumption. This situation may occur because of a negative partial derivative of the sample-path revenue function when the step size pushes the current point visited by the algorithm to the negative orthant. One theoretical contribution of our work is to show that because of substitution effects, it may be indeed optimal to allow for negative bid prices, and therefore we must not enforce such projection step.
Model Formulation
An airline has m resources (flight legs) that can be used to provide a set of products = 1 n . Define the incidence matrix A = a ij ∈ 0 1 m×n . We let a ij = 1 if resource i is used by product j, and a ij = 0 otherwise. Thus, the jth column of A, A j , is the incidence vector for product j. We use the notation i ∈ A j to indicate that resource i is used by product j.
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The revenue for accepting one unit of product j ∈ is r j . The state of the network is described by a vector x T = x 1 x m of resource capacities. If q units of product j are sold, the state of the network changes to x − qA j . A critical assumption of our model is that the capacity x is continuous. We do this as a necessary condition to produce a model that is smooth enough to admit derivatives.
The airline's control policy is defined by bid prices T = 1 m . As mentioned before, a bid price i is typically interpreted as a first-order approximation for the displacement cost of accepting one unit of request over leg i. The bid-price policy accepts an itinerary j request if the corresponding fare exceeds the sum of the bid prices of the legs involved in the itinerary (i.e., if r j ≥ i∈A j i ) as long as there is enough capacity in all these legs. But other than the capacity availability constraint, there is no clear link between the value of the bid prices and the amount of request accepted. However, in our setting we need to make this connection explicit, and to this end, we follow the approach suggested by Topaloglu (2008) : We define an increasing and differentiable function · , satisfying lim y→− y = 0 and lim y→ y = 1. If there is a request for q units of product j, the quantity acceptable is q r j − i∈A j i , as long as there is enough capacity available. The value r j − i∈A j i is referred to as the displacement adjusted revenue of product j, because it is an approximation for the net benefit of accepting a unit of j. We further assume that the function and its derivative˙ are Lipschitz continuous, with respective constants K and K˙ . 4 To simplify the analysis, we ignore cancelations and no-shows.
Choice-Based Demand Model
We use a very general model of demand. It is based on a sample path description of the number of customers, and their arrival order and preferences. Let T denote the total number of customers in a sample path verifying P T ≤ = 1 for some constant . Time indices are labeled forward in time. Each customer t = 1 T , has a preference order among the set of products that is described by a simple ranking of n t elements, with n t ≤ n. The order is described by a list l t = l t1 l tn t , with l tk = j denoting that customer t's kth preferred choice is to purchase product j.
This preference list could be the result of a simple utility maximization mechanism, in the spirit of Mahajan and van Ryzin (2001) , where each customer t assigns a utility U j t to purchasing product j, j ∈ , and U 0 t to not purchase. To illustrate, suppose that customer t's first preference is product 3, her second preference is product 5, and beyond that she prefers not to purchase any product at all. Then, we would represent her preferences as l t = 3 5 , where in this case n t = 2.
We denote b t j the rank assigned to product j by customer t. That is, b t j = k when k ≤ n t and l tk = j. For completeness, we define b t j = n t + 1 if j is not in the preference list of customer t. To simplify notation, we index a product j with k when b t j = k (i.e., when j is the kth preferred choice). Continuing with our example, if l t = 3 5 , then b t 3 = 1 and b t 5 = 2. Product 1 is j = 3, and product 2 is j = 5.
We further assume that each customer requires a quantity q t , which is a realization of a random variable, Q t , with bounded support+ 1 q , 4 A function h n → m is Lipschitz continuous if there exists a constant K such that h x − h y ≤ K x − y , for all x y. q ≥ 0. Customers consume products in their preference order until their desired quantity is met. That is, the demand is treated as a continuous quantity and can be viewed in fluid model terms as follows: A customer drains her most preferred fluid (product) first. If this fluid is not available or runs out, the customer drains the second most preferred fluid, and so on. This process continues until all fluids valued higher than the no-purchase option are exhausted.
To illustrate, consider again our customer t with preference l t = 3 5 . Suppose she requires q t = 3 units, and that there is one unit of product 3 and 0.5 units of product 5 available for sale. Of course, this availability is a function of the bid prices (through ) and of the remaining capacity at time t. Then, she will consume one unit of product 3, 0.5 units of product 5, and will leave 1.5 units of her demand unmet. This is clearly not the most realistic assumption. However, it has the considerable advantage of making the resulting model smooth, because a small change in the available capacity of one product produces only a slight shift in customer t's consumption mix. For instance, were the available capacity of product 3 to increase to 1.3, then customer t would consume 1.3 units of product 3 and 0.5 units of product 5, and she would let 1.2 units of her demand go unmet. In this way, changes in bid prices produce smooth changes in the quantities purchased. Although this fluid approximation could potentially distort the results of the algorithm, our simulated revenue tests assume customers make more realistic all-or-nothing decisions. In these tests our algorithm produces significant revenue improvements, which suggests the approximation is indeed a reasonable one.
In summary, each demand sample path is a sequence = l 1 q 1 l 2 q 2 l T q T , which we assume to be defined on a probability space P . Customer preferences may change over time, be correlated with each other, depend on the total number of arrivals T , etc. Indeed, as pointed out in §1, all we require is an oracle that can generate sample paths drawn from some (perhaps implicitly defined) distribution.
3.1.1. The Multinomial Logit Model. From the discussion above, we need to simulate preference lists l t for customers, reflecting an underlying choice model. One of the most widely used random utility models in the marketing and economics literature (see Ben-Akiva and Lerman 1994, Train 2003) is the MNL. Recently, it has caught the attention of the RM literature as a way to describe customer choice behavior (e.g., see van Ryzin 2004a, Ratliff et al. 2008) .
In the MNL model, the utility assigned by customer t to purchasing product j has the form stands for the no-purchase nominal utility, and
n are mutually independent noise terms following a Gumbel distribution. We will further simplify notation and denote v jt = e j t the preference weight that customer t gives to product j.
By defining C t ⊂ as the consideration set of customer t (i.e., the set of products that customer t sees as feasible alternatives), it is easy to build her preference list. Upon arrival, we simulate C t + 1 independent Gumbel noises: one for each of the products in C t and one for the no-purchase alternative. Then, we compute the total utility U j t , j ∈ C t , and U 0 t , and we rank all of them. The preference list is given by the sequence of products whose utilities are higher than U 0 t . We emphasize here that this preference list is built upon an all open assumption, where the list is not conditioned by the availability of the products. In other words, a customer ranks the products before taking a look at the available assortment.
3.1.2. Buy-Up Factors. Instead of using plain MNL models, some practitioners seem to like estimating MNL models to compute spill recapture rates, which could be upsell (same flight) and cross-flight recapture (e.g., see Andersson 1998 , Ratliff et al. 2008 .
Just to illustrate how these factors could be fitted into our demand model, suppose that product 1 is a low-fare product, product 2 is a medium-fare product, and product 3 is a high-fare one. Let j j+1 be the probability of a buy up from product j to product j + 1 when j is not available. Let be the arrival rate of customers during the booking horizon. Hence, there would be three customer types, described by preference lists: 1 , 1 2 , and 1 2 3 . The arrival rates would be 1 − 12 , 12 1 − 23 , and 12 23 , respectively.
Sample Path Revenues
In this section, we describe the airline revenues on a sample path basis. The amount of product j purchased by customer t is defined as the minimum between two quantities: (i) the customer's residual unmet demand (their original demand q t minus the quantity allocated to products higher than j in the preference list, constrained by the bidprices through ); and (ii) the capacity available for product j.
For i ∈ A j , let x j i t denote the capacity available to customer t for product j on resource i, which is the capacity x i t found by customer t upon arrival, minus the amount of capacity already allocated to products with preference higher than j that also use resource i. The column vector representing the acceptance function for customer t is denoted u x t l t q t ∈ n + , where the jth component corresponds to the consumed quantity of product j. In symbols,
where the arguments in the right-hand side depend on and are defined by
with boundary conditions
or equivalently, where the sum is defined to be zero when b t j = 1. Note that with this definition, x 1 i t = x i t and q 1 t = q t . The interpretation of the definition in (1) is the following: If product j is the customer's first preference, then we drain as much of it as possible (depending on the available quantity of the resources used by product j, the quantity required by the customer, and the bid prices). If j is not the first preference, we drain quantity following the preference order of the products with higher priority than j, and then satisfy as much of any residual demand as possible from j. When b t j = n t + 1, this implies that the nopurchase option is preferred to product j, so product j is not consumed at all. Note that because x < 1, then q j t r j − i∈A j i < q j t . This has two main consequences: First, it is not necessary to include q j t as a separate argument in the minimum in (1). Second, the demand quantity q t will never be fully satisfied, that is, no product will ever consume all the available unmet demand.
Define R t x t to be the revenue-to-go over periods t t + 1 T ; starting with a vector x t of remaining capacities and bid prices . We then have the following set of recursive forward equations for determining the revenues
for t = 1 T , with boundary conditions
The total sample path revenue is given by
Our objective is to maximize the expected revenue function, g = E R , over the bid prices:
Here, and in what follows, expectation is taken with respect to the random sample path .
Sample Path Analysis
As it was mentioned before, our computational approach is a generalization of the one used for computing bid prices by Topaloglu (2008) . Indeed, if n t = 1 for all customers in our model (i.e., all customers have only one preferred product), then our formulation becomes close to the one studied there. A minor technical difference is the way Topaloglu (2008) treats multiunit requests, because they are embedded in the incidence matrix A.
Structure of the Revenue Function
We start by analyzing the sample path revenue function R t x t as a function of the bid prices . In particular, by allowing partial acceptance of requests, the function u j x t l t q t defined by (1) is continuous in . However, it is not differentiable in general. For example, assuming n t = 1 for all requests t, the values i such that
are nondifferentiable points of u j x t l t q t , for 1 ≤ i ≤ m. Indeed, we cannot even guarantee that R t x t is differentiable with respect to w.p.1, because the event q t r j − i∈A j i = x h t , for x h t = min x i t i ∈ A j , can occur with some positive probability (e.g., with positive probability we can get a sequence of high-quantity requests such that the value u j x t l t q t in (1) for a sequence of consecutive ts is determined by the fact that q t r j − i∈A j i = x h t ). This fact violates well-known sufficient conditions for the differentiability of g , and in particular for interchanging differentiation and expectation (e.g., see Glasserman 1994 ).
To overcome these technical difficulties, we add a smoothing factor: We perturb the remaining capacities x i t by a small positive amount t i . Specifically, we redefine the sample path as = l t q t t t = 1 T , where t i , i = 1 m is a random variable uniformly distributed on 0 for some small ≤ min x i t . Then we consider the following variation of the problem (3)-(4):
T u x t − t l t q t + R t+1 x t + 1 (8)
With this new formulation, following with the argument in the previous paragraph, the event q j t r j − i∈A j i = x j h t , h ∈ A j occurs with probability zero. Therefore, the acceptance function u j x t − t l t q t becomes differentiable w.p.1. Using the composition defined by (8)- (9), it is not hard to see that the revenue function becomes differentiable w.p.1. as well. In summary, the modeling decisions that lead to a smooth revenue function span three dimensions: (1) we allow partial acceptance of requests, (2) the function is differentiable, and (3) remaining capacities are perturbed with a random noise coming from a continuous distribution.
We are now able to calculate the gradient of the revenue function with respect to . Using the chain rule, we then obtain the set of backward equations for the derivatives with respect to i :
We get a similar set of backward equations for the derivatives with respect to x i :
(We include a detailed derivation of the partial derivatives of the revenue function in the e-companion, §A1.) Note that the general form of the two gradients is very similar. The term in the parentheses is simply the marginal revenue for accepting one extra unit of product j minus the marginal displacement cost over the legs used by product j-in other words, product j's displacement adjusted revenue. This quantity is multiplied by the gradients of the acceptance function ( / i u j x l q or / x i u j x l q ) to give the marginal value in the current period. Adding this to the marginal revenue-to-go gives the total gradient.
Gradients of the Acceptance Function u j ·
We next determine the gradients of u j x l t q t . Assuming there is a unique minimum in definition (1), one can determine for all i the following partial derivative:
The partial derivatives of the first two cases are based on the definitions in (2): If there is no unique minimum between the capacity and bid-price constraints in definition (1), then the derivative may not exist.
In the first case of (12), the quantity of demand accepted varies according to a slight increase in the value of i , under two possible situations: (i) resource i is used by product j, this means that there is a slight decrease in the value of r j − A T j ; and/or (ii) resource i is used by some product of higher preference than j. The latter produces cross network effects, meaning that the increase in the value of i produces a variation in the acceptance of a product of higher preference in either direction (increment or decrement) and this could cause a variation in the acceptance of product j itself. Specifically, for the first case of (12), a cross network effect could cause the residual unmet demand q j t to be increased (because of more fluid draining from above) and potentially change the quantity accepted for product j.
The second case of (12) also refers to network effects, but here the binding condition for product j is resource h. As explained above, a slight increase in the value of i may cause a variation in the acceptance function of a higher preference product. If that product uses resource h, such a variation could affect the amount of available resource h left for product j. These two cases rooted in cross network effects that may occur within the preference lists scale the complexity of the analysis here with respect to Equation (10) in Topaloglu (2008) .
The third case occurs when the acceptance function for product j is zero, which means that some resource used by j has already been exhausted.
A similar reasoning provides the derivatives with respect to x i : Assuming there is a unique minimum in definition (1), then one can determine for each resource i the following partial derivative: is uniquely binding for product j, i.e., if 0 < q
The partial derivatives of cases 2 and 3 in (14) are based on the definitions in (2):
If there is no unique minimum in definition (1), then the derivative may not exist. Comparing (14) with Equation (12) in Topaloglu (2008), we see again the scaling in the complexity of the technical details.
Complexity of the Calculation of the Sample Path Derivatives
Based on the recursion in (10), the procedure for calculating a sample-based gradient accounting for choice behavior consists of two passes. In the forward pass, it keeps track of the state of the network observed by the arriving stream of customers, namely, the available capacity met by customer t and the binding condition that defined the quantity allocated to each product j in her preference list (either residual demand constrained quantity q j t r j − i∈A j i , or residual network capacity x j t ). If the number of resources used by any product is upper bounded by M, and the maximum number of possible elements in a preference list is at most L, then the complexity of this forward pass is O T ML .
The backward pass rebuilds the state of the network found by each customer t and calculates the revenue gradients with respect to x and accordingly, first by computing for each product j in the preference list l t the gradients of the acceptance function (using the already calculated and stored partial derivatives of the acceptance function for higher preference products), and then using them to calculate the revenue function gradients, according to Equations (10) and (11). It can be shown that the complexity of this backward pass is O T ML 3 (see the algorithm pseudocode in §A4 in the e-companion). Because M is usually a small number (e.g., the maximum number of legs in a one-way itinerary could be around M = 4), and L could also be argued to take rather small values (e.g., L could represent the number of flights made available by the airline website as the outcome of a search; say, L = 15), then the overall complexity of the sample path derivative calculation is linear in the size T of the sample path.
It is interesting to note that for the special case of no-choice behavior, i.e., for L = 1, the complexity of our proposed algorithm is O T M , which is smaller (by a constant factor) than the complexity reported in Topaloglu (2008, §3.2) . Our complexity is achievable if the incidence matrix A is stored in an efficient data structure, such as an array of incidence lists.
Properties of the Revenue Function
4.4.1. Non-Quasi Concavity. The result of this section is indeed a negative one. We show that, in general, the sample path revenue function is not quasi concave in the bid prices.
5 This implies that it is hard to guarantee global convergence of a steepest-ascent type of algorithm like the one that we will present in §5.
To show the non-quasi concavity of the revenue function, we consider a network with three products and three legs, and a sample path of three clients, illustrated in Figure 1 if y < 0 which satisfies the conditions described in §3. Define = 0 2 0 , for 2 ∈ 70 100 150 . Table 1 shows the values of the revenue function when processing demand under each vector : Each row contains the quantities u j allocated to each of the three customers and the revenues obtained from each of them. The last column shows the total revenue. 
Optimality of Allowing Negative Bid
Prices. The fact that usually bid prices are associated with the opportunity cost of capacity does not preclude the fact that for a given sample path, there could be an optimal set of bid prices including negative values. Indeed, by setting negative bid prices, the airline could take advantage of the substitution behavior on the costumers' side in order to maximize revenue. The following example illustrates this situation.
Consider a small network with four legs and five products, and suppose that there is just one unit of capacity available in each of the legs. Take a sample path with three customers. Figure 2 illustrates the configuration of the network and the preferences of the customers. The first customer wants to fly from A to B. The second customer has only product 5 in her preference list, for flying from A to D using legs 1, 3, and 4. The third customer wants to fly from B to C and prefers to use leg 3 over 2. It is easy to check that the optimal policy is to reject the first request and accept the second one, so that the third customer is forced to substitute into product 2 because leg 3 will no longer be available. The total revenue of this policy is 550 and requires the following bid prices to be operated: This observation avoids the need for a projection step to the positive orthant in the iterative algorithm of §5.
Continuity and Differentiability.
We start by including a few preliminary results on the boundedness of the derivative of the revenue function with respect to leg capacities and bid prices. Their proofs are included in §A2 in the e-companion.
Lemma 1. The sample path derivatives verify
for some constant K R , and for all 1 ≤ i ≤ m.
Next, Proposition 1 justifies the interchange of the expectation and differentiation operators on a sample path . Proposition 1. For the randomly perturbed model (8)-(9), the gradient E R exists for all , and E R = E R .
In addition, the following result shows that the expected value of the derivatives of the revenue function with respect to bid prices is Lipschitz continuous.
Lemma 2. For remaining capacities x t and x t processed under bid prices and , respectively, there exists a positive constant B R such that
These results are analogous to the ones in §A of the online supplement of Topaloglu (2008) . However, the more complex definition of the partial derivatives in §4.2 imply that more cases should be analyzed in the proofs. The different way of treating multiunit requests also introduces some technical differences in the derivation of our results.
Stochastic Gradient Algorithm
In this section we look at using the sample path gradients in a stochastic approximation (SA) method. In general, SA methods generate a single sample path per iteration, and then a gradient from this sample is used as a "steepest ascent" direction. A step is taken in this direction and the procedure is repeated.
Algorithm and Implementation Details
To maximize g = E R over m , we require an initial point 0 , and a sequence of step sizes k k = 1 2 3 satisfying In particular, we have chosen a step size k = A/ B + k , for constants A > 0 B ≥ 0.
Our implementation of the stochastic gradient method proceeds as follows:
Stochastic gradient (SG) algorithm
Given an initial set of bid-prices 0 , do:
a. Generate a new demand stream k , and calculate its associated revenue gradient: R k−1 k . b. Set the new step size: k = A/ B + k . c. Update the bid prices for the next iteration, using the equation
Step 2. Return N . Stop.
A few comments about the implementation of this algorithm are in order. We run a fixed number N of iterations to improve an initial set of bid prices (typically, N is in the order of thousands). In practice, various stopping criterion can be employed to terminate the algorithm, though one weakness of stochastic gradient methods is that they lack good ones (Shapiro 2000) .
Even though a single gradient per iteration is calculated in Step 1.a, one could simulate multiple sample paths, compute gradients on each of them, and average the gradients to obtain a more reliable direction of improvement. In fact, in a commercial implementation, Step 1.a could be run on parallel processors, with each CPU generating its own demand stream and calculating the corresponding sample path gradient. Finally, the step size set in Step 1.b is a common choice. Alternative step size rules for more general stochastic quasi-gradient methods can be found in Pflug (1988) .
Convergence
Even though our algorithm is unlikely to be globally convergent, it does have robust local convergence properties. The next result summarizes our main theoretical contribution.
Theorem 1. The sequence of bid prices k k = 1 2 3 generated by our stochastic gradient algorithm satisfies the following facts with probability 1:
1. The sequence g k converges. 2. We have lim k→ g k = 0
3. Every limit point of the sequence k k = 1 2 is a stationary point of g .
Proof. Let k be the history of the algorithm until Step 1.a of iteration k, i.e.,
We show here that the function g = E R satisfies the following conditions:
The function g is continuously differentiable and there exists some constant L such that
(c) There exists a positive constant c such that
There exist positive constants K 1 and K 2 such that
Condition (a) is satisfied because revenues are always positive, given that r j > 0 for all j.
Condition (b) follows from Lemma 2 (by taking L = mB R ) and Proposition 1.
For part (c), we note that
because the gradient of the sample path revenue function for bid prices k−1 under sample path k is not affected by how the bid prices k−1 are reached from the initial values 0 . Using Proposition 1 and fixing the value of c = 1, it follows that condition (c) is satisfied at equality for all k = 1 2 Finally, because from Lemma 1, R k−1 k ≤ mK R , then taking K 1 = mK R 2 and K 2 arbitrarily small and positive, condition (d) holds.
Hence, conditions (a)-(d) hold, and the statement of the theorem follows from Proposition 4.1 in Bertsekas and Tsitsiklis (1996) .
Computational Results
In this section, we first describe the implementation and experimental design details of the SG algorithm that we used in our tests. Then, we report results for several network examples under different choice models.
Experimental Setup
For our numerical experiments, we use a slight generalization of the function y suggested by Topaloglu (2008) . Specifically, we define For all our test instances, we will define and implement a sample path generator that will be used for both the optimization method and the experimental simulations. The booking horizon will be partitioned into T small time periods, so that the probability of having more than one customer arrival in each of them be negligible. We generate N streams of customer demand as follows: For each period t, we simulate a Bernoulli random variable with rate . If there is indeed an arrival, we assume that the requested quantity is q t = 1, and simulate a preference list (according to the choice model under consideration). To perturb the capacities, upon each arrival we generate ti ∼ Unif 0 10 −7 i = 1 m Next, we calculate an initial set of bid prices for our SG method. To this end we use the deterministic linear program (DLP), a widely implemented method to calculate bid prices for network RM that is formulated under the independent demand assumption. From our choice model based on ranking products, the independent, first-choice demand for product j is calculated by counting, within a sample path, how many times j appears first in the preference list of the customers. Taking the sample mean across the N simulated sample paths gives an estimate of the independent demand mean for product j, E D j . The dual solution of the DLP is a first order approximation for the marginal value of capacity, and defines the initial bid prices 0 of our SG algorithm. We also tried other initial bid prices, like null values and the ones obtained under the CDLP model of Liu and van Ryzin (2008) , but the derived revenue performance was poorer.
From these initial bid prices, and using the sample path generator, the SG algorithm iteratively produces new sets of bid prices. After N iterations, we obtain the output of the algorithm. To ensure that the first steps go in the best possible direction, for the first few iterations (usually the first 25-50) we compute the sample path gradient of the revenue function by taking the mean gradient over 50 sample paths (recall the related discussion in §5.1).
Following the usual airline practice, we reoptimize the bid prices during the booking horizon. That is, during the simulation, after a prespecified number of periods, the bid prices are recalculated accounting for an update of the demand to come and the remaining capacities. For SG, the initial bid prices 0 in a reoptimization stage are the output N of the previous stage.
We implemented the stochastic gradient algorithm and the rest of the methodologies using C++ and Cplex Callable Library version 9.0, and ran our experiments on an AMD Turion X2 Ultra Dual-Core (CPU of 2.10 Ghz and RAM of 3 Gb), under Windows Vista Home Premium.
Numerical Experiments
The first two sets of numerical experiments are based on corresponding examples taken from papers published earlier in the literature. The purpose of them is to compare the performance of our method with others already available. The downside is that given the different sources considered, the benchmark results are not presented in a uniform fashion. Our third example is based on real airline data and illustrates the practical potential of the algorithm.
6.2.1. Example 1. The following set of experiments was extracted from the CDLP-based study of Miranda Bront et al. (2009, §6) , and comprises three instances with networks of growing complexity. The choice model used for all instances is the latent class multinomial logit, where a customer belongs to a segment l ∈ 1 L , and each segment l is defined by a related consideration set C l ⊂ . From the firm's perspective, each arriving customer belongs to segment l with probability p l , where L l=1 p l = 1. The arrival stream of segment-l customers is a Poisson process with rate l = p l . Following the notation in §3.1.1, we denote v lj the preference weight of product j, and v l0 the weight of the no-purchase alternative.
We test our SG bid prices with respect to three benchmarks: DLP-based and CDLP-based bid prices (i.e., the dual solution of DLP and CDLP, respectively), and primal CDLP. All bid prices (based on SG, DLP, and CDLP) are operated following the regular industry practice: accept a request of product j as long as r j ≥ i∈A j i . DLP-based and CDLPbased bid prices are reoptimized 9 and 19 times, and SG-based bid prices (which are more computationally intensive) are reoptimized 4 times. Primal CDLP revenues result from showing the sequence of offer sets extracted from the corresponding LP formulation.
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This policy is known to lead to a high revenue performance (again, see Miranda Bront et al. 2009 ). As we did with the bid-price methods, we also considered applying reoptimizations of primal CDLP over the booking horizon, but the results were worse than applying it only once.
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For the three experiments below, the maximum number of iterations for SG was set between 5,000 and 8,000, and as mentioned above, the original bidprices 0 were calculated using DLP. For computing the revenues, we simulated between 100 and 200 streams of demand, and process each stream under each of the methods. We also report the objective function value of the optimal CDLP solution (denoted "CDLP UB" in the figures below), which has been proven to be an upper bound of the stochastic DP formulation (Liu and van Ryzin 2008, Proposition 1).
Example 1.1. The first instance, called "Parallel Flights," is based on the network shown in Figure 3 . There are three nonstop flights and two fare classes per leg: low (L) and high (H).
We consider four customer segments for this instance, specified in Table 2 , that capture four possible choice patterns related to price and time sensitivity. For all the experiments of this instance we defined a booking horizon of T = 300 periods, giving an aggregate mean demand volume of 150 passengers.
We change the weights v l0 as parameters in the experiments to analyze the impact of varying the nopurchase attractiveness on the method performance. A parameter scales all leg capacities, where = 1 corresponds to the original base case. For a constant 6 Following a suggestion from practitioners with ample experience in testing CDLP performance, we show the offer sets following an increasing order of expected revenues, i.e., for each offer set S in the primal solution, we compute j∈S r j L l=1 p l v lj / l∈C l ∩S v lj + v l0 , and sort them increasingly. When simulating the revenue performance of primal CDLP, if there is a customer arrival with a certain preference list, the first listed product that is also in the offer set will be sold. 7 This result is in contrast to the observation in Liu and van Ryzin (2008, §7) . In two sets of numerical experiments there, they report that reoptimizing primal CDLP leads to a better performance in most of the cases. We point out here though that the order in which they display the offer sets is different. demand rate (here, = 0 5), a decrement in flight capacity raises the congestion of the network. The revenue and load factor results are shown in Table 3 . For instance, the first row in the tables represents the case where capacities are c = 0 4 × 30 50 40 = 18 30 24 and v 0 = 1 5 5 1 , i.e., the weight for the no-purchase option for segments 1 and 4 is one, and for segments 2 and 3 is five. Figure 4 shows a 95% confidence interval (CI) for the revenue gaps of all the methods considered with respect to the solution of primal CDLP. The results show that SG generally outperforms the rest of the bid-price methods, and even primal CDLP for most cases. CDLP and SG bid prices seem to perform better for the cases in which the capacity factor is lower, and the network is more congested. It is worth noting that even for the worse performance cases the revenues of SG still match the ones corresponding to primal CDLP. CDLP bid prices, on the other hand, seem to perform poorly for the low congested network instances. It is also interesting to note that for a given network scenario (i.e. a row in Table 3 ), the revenue gains from SG versus other bidprice methods do not come from an increment in the volume of sales, but rather from a change in the passenger mix, because generally there are no significant differences in the load factors. Example 1.2. This "Small Network" example is based on a more complex, though still small, network Table 2 Segment Definitions for Parallel Flights Instance with seven flight legs (two fare classes per leg) and 22 products. Unlike the previous instance, some products involve two resources (connecting flights), leading to more interdependencies between them, allowing for more revenue improvement opportunities. For completeness, we include in the e-companion a description of the network and the products (Figure A1) , and of the 10 customer segments (Table A3) . For this instance, the number of periods in the booking horizon is T = 1 000, giving a mean demand volume of 910 customers per stream.
The revenue and load factor results are shown in Table A4 in the e-companion; Figure 5 shows a 95% CI for the mean revenue gaps of all the methods with respect to primal CDLP. The detailed values for the revenue gaps can be found in Table A5 in the e-companion.
The results show that, except for experiment 7 (with a clear dominance of primal CDLP), SG has a similar or better performance than primal CDLP and outperforms the other bid-price policies in all cases. Again, the improvements are more significant for the high congestion cases (experiments 1 to 6). Generally CDLP provides better bid-price results than DLP, which is explained by the fact that the former explicitly accounts for the choice behavior of the arriving customers. When DLP outperforms the CDLP (experiments 2, 9, and 12), the difference is minor. Like in Example 1.1, the load factors of SG are comparable to other bid-price-based load factors, and higher than those from primal CDLP, indicating that bidprice methods tend to sell more tickets than primal CDLP. In addition, SG manages to improve the passenger mix. In this example, the maximum reoptimization time for SG examples varied between one and three minutes, whereas for DLP and CDLP were under a second for most cases. Example 1.3. This Hub-and-Spoke instance consists of four airports connected through a hub, giving a total of eight resources and 80 products. The full description is available in the e-companion (network in Figure A2 , products in Table A6 , and segments in Table A7 ).
For this instance, the booking horizon was divided in T = 2 000 periods, with a mean of 1,732 customers per sample path. The maximum execution time of a reoptimization varied between 199 and 383 seconds for SG, between 1 and 970 seconds for CDLP, and were under a second for DLP. The results are shown in Tables A8 and A9 in the e-companion, and in Figure 6 . The revenue performance of SG is better than the one of CDLP in half of the cases, and comparable to it in five other cases. There are two cases in which primal CDLP is significantly better than all bid-price policies (experiments 7 and 10). The output bid prices from DLP and CDLP, on the other hand, produce worse results than SG in all the examples. The differences can be quite significant, with gaps of up to 33% considering SG versus DLP, and 15% for SG versus CDLP bid prices. The SG load factors in Table A8 (in the ecompanion) are lower than other bid-price-based methods, providing once again evidence that the revenue gains from SG bid prices do not come from high volume sales, but rather from picking an appropriate passenger mix. Here, both SG and primal CDLP are taking advantage of the price insensitive customers, forcing them to buy up to the higher fares.
Based on Examples 1.1, 1.2, and 1.3, a somewhat surprising observation is the poor performance of the straight application of the dual solution of CDLP. As a plausible explanation, note that whereas the primal solution of CDLP gives a collection of offer sets, its dual solution gives just a single offer set in each of Note. Some values were too high or too low to be shown in this graph; see Table A9 in the e-companion for a complete description of the results.
the reoptimizations: the one defined by all products j satisfying r j ≥ i∈A j i . We also note in Figures 4-6 that the performance of SG bid prices relative to primal CDLP deteriorates as increases (i.e., as we move to the right in the graphs), though SG remains dominant among bid-price policies. Further evidence is provided in Table A8 in the e-companion. Finally, we also compare the performance of our SG with the algorithm in Topaloglu (2008) (with no choice). To this end, we truncated the preference lists of the customers to just one element so that if the most preferable product is not available, the customer does not substitute. The purpose is to isolate the incremental revenues provided by the stochastic gradient nature of the algorithm from the revenues due to considering choice behavior. Overall, when SG accounts for choice, it is almost consistently better than when ignoring it, leading to an average 5%-7% of additional revenues, with gaps that can scale up to more than 10%. The latter occurs under low values of or when the market share is significant (i.e., attractiveness of the no-purchase option is low). See Table A10 in the e-companion for details.
Example 2.
The following example was extracted from Meissner and Strauss (2011a, §6) . It is based on the small network of Figure 7 with 16 products, five resources, and capacity vector x T = 12 8 8 8 8 . The choice model used for this example is the same as the one used for Example 1: customers Table 4 . Each demand scenario provides a different degree of overlapping between segments, from low to high. The booking horizon is divided in T = 80 small periods. Following the definition in Meissner and Strauss (2011a) , the tightness of capacities is controlled by scaling the arrival rate with a parameter that we denote . We consider = 0 9 1, and 1 1.
For all the experiments, SG ran for 5,000 iterations and was reoptimized twice during the booking horizon. We generated 200 streams of demand to evaluate revenues. The performance of SG bid prices is compared against the performance of the different policies reported in Meissner and Strauss (2011a) : D-CDLP (network decomposition scheme based on the dual outcome of CDLP, matching the policy DCOMP in Miranda Bront et al. 2009 ); TSA (for time sensitive approximation, is an affine approximation of the dynamic programming value function proposed by Zhang and Adelman 2009); TISA (for time and inventory sensitive approximation, is a nonlinear approximation of the dynamic programming value function proposed by Meissner and Strauss 2011b); and D-TSA (network decomposition scheme based on the outcome of TSA). For all these policies, the control variables are offer sets that are decided dynamically according to the remaining capacity. Results are shown in Table 5 . We observe that the revenue from SG bid prices is generally slightly outperformed by the rest of the policies, though in five of the nine scenarios, SG beats at least one of the other methods. The maximum difference against SG is of 7%. But regarding computational times, despite the small size of the example, Meissner and Strauss (2011b) report numbers between 42 seconds for TSA and more than 10 hours for TISA for the = 1 (high overlap) scenario. No times are reported for D-CDLP, but from Miranda Bront et al. (2009) we know they may be significant. On the other hand, the running time of SG was consistently below 10 seconds for all the experiments. Hence, we can conclude that the trade-off between revenue improvements and time consumption is quite favorable for SG even for small size networks.
6.2.3. Example 3. This real-world example was derived from proprietary raw data of a major U.S. carrier, and shows the practical potential of our algorithm. The data included booking and class availability records for 10 morning and early afternoon nonstop flights between La Guardia airport (LGA) in New York City and O'Hare International airport (ORD) in Chicago, all departing on Friday, June 12, 2009. The booking data was extracted from the revenue accounting database, which stores one record Notes. The fourth column lists the products that each segment considers for the three different scenarios. For example, for segment 1, 2 4 1 3 means C 1 = 2 4 in the low overlap scenario, C 1 = 2 4 1 in the medium overlap scenario, and C 1 = 2 4 1 3 in the high overlap scenario.
per ticket issued. The availability data describes the number of available seats for each of the fare classes, for every flight offered by the airline. There is also a field for the average revenue value corresponding to each class. There is one record per flight bucket, for different snapshot dates during the booking horizon. Snapshot data is daily for the last week of the booking horizon, and weekly for earlier dates. After some preliminary preprocessing and cleaning of the raw data, following the general approach sketched in §1, the first phase was to estimate the parameters of the choice-based demand model. To this end, and consistent with the airline practice and recent literature (see §2), we assumed an underlying MNL demand model. Given the dramatically different distribution of bookings across time, we split the booking horizon in two pieces: The first one corresponds to the last T = 11 days before departure (not including the departure day), with a total of 56 fare classes available and 179 realized bookings (scenario 1); the second one only considers the departure day and the day before (i.e., T = 2), with a total of 51 fare classes available and 199 bookings (scenario 2). Within each piece of the booking horizon, we assume a single customer class. This corresponds to assuming homogeneous preferences among customers for the whole period under consideration. Note that this is a plausible assumption because given the market and day of week considered, most passengers are likely business travelers. Although the last minute bookings may correspond to less price sensitive passengers, the difference is already captured by the split of the horizon. The estimation was performed using the expectation-maximization method described in Vulcano et al. (2011) . The booking horizon is divided in periods t = 1 T , and a demand rate t is inferred for each period, together with the (homogeneous) preference weights v j s for the different products. The quality of the estimation was verified through an insample, 2 -test between the predicted and observed number of bookings, giving p-values 0.91 and 0.98, respectively, for both scenarios.
In the second phase, we tested the revenue performance of primal CDLP and our SG bid prices. For SG, we used the estimated parameters of the demand model to simulate streams of arrivals and preference lists. The maximum number of iterations was set at 10,000 for the first optimization, taking less than a minute. For computing the revenues, we simulated 50 streams of demand and reoptimized the bid prices twice during the booking horizon using 5,000 streams each time. For every demand scenario, and similarly to the previous examples, we added a capacity factor to analyze how the performance of the different methods is affected by changing the load factor of the network. Results are included in Table 6 . They show that SG and primal CDLP have similar performance for the least congested instances (i.e., high capacity factors), and that SG tends to outperform primal CDLP as the load factor of the network grows. Like in Example 1, the advantage of SG over primal CDLP comes from selling more tickets (reflected in higher load factors), though maintaining a good passenger mix.
Conclusions
In this paper, we have proposed a continuous capacity/demand model for the choice-based network RM problem, when the operating control policy is driven by bid prices. The model admits a simple calculation of the sample path gradient of the network revenue function. This gradient is then used to construct a stochastic steepest ascent algorithm, provably convergent (w.p.1) to a stationary point of that value function. A potential concern may be related to the fact that the objective function is not quasi concave in the bid prices, and therefore the convergence points are not even guaranteed to be local optima. It should be noted though that the alternative approaches to choice-based RM with weak market segmentation also give rise to challenging optimization problems. That is, they heuristically solve NP-hard subproblems (like Strauss 2011a and Miranda Bront et al. 2009 ) and rely on column generation. Our approach is practically appealing because of three main reasons. First, the stochastic processes that characterize the demand under choice behavior can be very general, including latent class MNL models and buy-up/buy-down type of behavior which have deserved recently significant attention in the industry practice. Second, our methodology is evolutionary, in the sense that our algorithm and its inputs and outputs can be mounted over the current infrastructure of RM systems, keeping the separation between the forecasting/estimation and optimization modules. Third, though intensive, the proposed algorithm is simple to implement, relatively efficient from a computational point of view, and in our simulation experiments it produces significant revenue increases compared to the results obtained using bid-prices derived from traditional methods. Moreover, the revenue performance of the SG bid prices turned out to be comparable to other choice-based methods that are incompatible with current RM systems. All in all, given its strong theoretical foundation and appealing computational properties, we think it is an interesting venue for real-world implementations.
Finally, as possible extensions, we believe that the connection between bid prices and offer sets is worth exploring (this is indeed the topic of our follow-up project, Chaneton et al. 2010) , as well as an in-depth study of negative bid prices under choice behavior.
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