Abstract. We solve the thin-slit diffraction problem for two-dimensional lattice waves. More precisely, for the discrete Helmholtz equation on the semi-infinite square lattice with data prescribed on the left boundary (the aperture), we use lattice Green's functions and a discrete Sommerfeld outgoing radiation condition to derive the exact solution everywhere in the lattice. The solution is a discrete convolution that can be evaluated in closed form for the wave number k = 2. For other wave numbers, we give a recursive algorithm for computing the convolution kernel.
2.1) of the discrete Helmholtz equation on the semi-infinite lattice with a Dirichlet condition on the left boundary:
Here f j is supported only for j ∈ Σ for a finite set of integers Σ, and U is required to satisfy an outgoing boundary condition specified in section 2.7. System (1.3) is a discrete version of the classical thin-slit diffraction problem; we use discrete versions of classical arguments to derive the solution. As shown in Figure 1 .1, the solution of this discrete diffraction problem closely captures the behavior of the numerical experiment for all four values of ω.
We have also plotted in blue the diffraction pattern predicted by standard R-S theory [10, 9] for a two-dimensional continuum:
where H 1 is the Hankel function of the first kind and r denotes the magnitude of the vector r that joins (x, y) to (0, ξ), a point on the aperture. As expected, the continuum theory diverges from the numerical experiment as ω increases. Along the way to the solution, we apply recent asymptotic estimates of the lattice Green's function derived by Martin [24] to derive a discrete version of the Sommerfeld outgoing radiation condition. Having expressed the solution of (1.3) as a discrete convolution, we describe in detail a nontrivial computation of the convolution kernel. This involves applying different results from the literature to generate useable lattice Green's functions. For the particular wavenumber k = 2, we are able to evaluate the convolution kernel in closed form. For k = 2, the numerical evaluation of the convolution solution of (1.3) is far faster than finding the steady-state solution to (1.1) through time-stepping.
Motivation.
We are motivated by two application areas of recent interest: metamaterials and analog circuits. Of course, other applications exist, including massspring lattices and numerical discretizations of the continuum wave equation.
Left-handed two-dimensional inductor-capacitor metamaterial.
Starting from the integer lattice Z 2 , suppose there is an inductor connecting each node (i, j) to a common ground plane, and suppose that there is a capacitor connecting each node (i, j) to its four nearest neighbors (i ± 1, j ± 1). Assume that all inductances equal L and all capacitances equal C, where both L and C are positive constants. In this case, Kirchhoff's laws of voltage and current imply the following second-order equation for the voltage V ij across the inductor at node (i, j):
This equation admits plane wave solutions
as long as the following dispersion relation is satisfied:
For both m = 1 and m = 2, we see that ω/φ m > 0 while dω/dφ m < 0; for this reason, this type of inductor-capacitor lattice is referred to as a left-handed metamaterial [14] . Metamaterials have been of great recent theoretical and experimental interest [28, 18, 23] . Experimental groups have succeeded in fabricating artificial materials for which the dispersion relation is close to (1.5) for specific intervals of frequencies ω ∈ [ω − , ω + ]; see [15] , for example.
Standard two-dimensional inductor-capacitor lattice.
In this system, there is a capacitor connecting each node (i, j) to ground and inductors connecting each node to its nearest neighbors. Let u ij denote the voltage across the capacitor. Assuming all inductances equal L and all capacitances equal C, Kirchhoff's laws of voltage and current can be used to derive (1.1a) with c 2 = (LC) −1 :
An inductor-capacitor lattice of this type was used to design a high-frequency power amplifier [2] on chip. Experimental measurements of the chip show that it generates 125 mW of power at 85 GHz, one of the best reported results at a frequency above 60 GHz for any chip on a Silicon substrate [3] . The same lattice can be used in a different mode of operation as a Fourier transform device [1] or as an electrical prism [25] . Nonlinear versions of this lattice, where the capacitors are voltage-dependent, exhibit nonlinear constructive interference [5] , which can be used to generate highpower, high-frequency harmonics of input signals [22] .
1.2.
Unified treatment via analysis of the discrete model. For the standard lattice, one is often interested in waves whose wavelength is large compared to the lattice spacing h. In this case, one may take the continuum limit of (1.6). The steps are standard: divide both sides of (1.6) by h 2 , define the per-unit-length inductance and capacitanceL = L/h andĈ = C/h, and then take h → 0. The discrete Laplacian Δ d is replaced by the continuum Laplacian Δ.
Note, however, that one cannot take the continuum limit of (1.4) in the same way-dividing both sides by h 2 , definingL andĈ in the same way, and taking h → 0 leads to blow-up on the right-hand side. Of course, we could have determined this from the dispersion relation (1.5) because ω → ∞ in the long-wave limit φ 1 , φ 2 → 0.
Here we avoid continuum limits and instead directly analyze the discrete Helmholtz diffraction problem (1.3) . This provides a unified treatment, valid when (1.1a) is either the standard discrete wave equation (1.6) or the left-handed discrete wave equation (1.4) , and also valid for all waves, including waves with wavelength comparable to the lattice spacing h, which are of greatest interest in applications. Note that
• if we start from (1.1) as it is written and search for solutions of the form u ij (t) = e ıωt U ij , we obtain (1.3) with
• if we start from (1.1) where (1.1a) is replaced by (1.4) for i ≥ 1 and search for solutions of the form V ij (t) = e ıωt V ij , we obtain (1.3) with k 2 = (ω 2 LC) −1 . This shows that the solution of (1.3) can be used to solve propagation and diffraction problems for both standard and left-handed lattices. The solution can also be used to solve problems for composite right/left-handed (CRLH) [27] and dual-composite right/left-handed (d-CRLH) [13] lattices, where parallel and/or series LC blocks are used between nodes to bring about realistic dispersion relations that interpolate between (1.5) and the standard dispersion relation of (1.6). We have shown in past work [8] that in CRLH and d-CRLH lattices, voltages are governed by fourth-order discrete wave equations that reduce to (1.3a) if one assumes time-harmonic solutions.
Just as continuum diffraction theories may be derived starting from the continuum Helmholtz equation (Δ+k 2 )U = 0, our diffraction theory proceeds from (1.3a). Before getting into the derivation, we review prior work on similar problems.
Prior work.
The most relevant prior work is that of Shaban and Vainberg [30] ; this paper solves the general propagation problem on a d-dimensional lattice with no boundaries. A detailed analysis proving that the discrete Sommerfeld condition singles out a unique solution of the problem is given. Together with the paper of Islami and Vainberg [20] , this paper explains that, for example, as t → ∞, the solution of the time-dependent problem (1.1) approaches U e iωt , where U solves (1.3). We should also mention the work of Schultz [29] , who uses pointwise estimates of the Green's functions for the discrete wave equation to analyze the solution of both linear and nonlinear lattice wave equations in two and three spatial dimensions. Other papers from the numerical analysis literature [4, 32] analyze problems similar to (1.3) to determine how closely solutions of the discrete problem approximate solutions of the continuum problem.
While analytical considerations are very important, our goals in this paper are different. We provide, firstly, a physical derivation of the solution of the discrete diffraction problem (1.3). The arguments we use are discrete versions of arguments originally put forth by Sommerfeld. Our arguments are constructive and can be generalized to other lattice topologies, including the two-dimensional triangular and hexagonal lattices [7] . Secondly, we write the solution of (1.3) in a way that enables fast and accurate computation of discrete diffraction patterns. Despite their importance for practitioners who use lattices in electromagnetic and circuit applications, these considerations are absent from prior work on this topic. Both [30] and [20] do not describe the actual shape of discrete diffraction patterns and how they differ from continuum diffraction patterns with the same parameters.
Derivation of the discrete R-S theory.
We proceed in stages, building up from basic identities to a discrete diffraction formula. The summation by parts and discrete Green's identity have appeared before [16, 31, 11] ; we include our own derivations to keep this paper self-contained.
Summation by parts.
The discrete version of integration by parts is
also referred to as Abel's lemma. This also gives
Green's second identity.
We associate the indices i and j with the horizontal and vertical directions, respectively. Let Ω be the rectangular region of the discrete lattice defined by
Now apply (2.3) to each of the inner sums grouped inside curly braces. The result is precisely (2.4).
Remark.
For (i, j) ∈ ∂Ω, let δn denote the discrete derivative in the outward normal direction, so that on the four sides of the rectangle we have
Let us return to (2.4) and consider the sum along the top side of the rectangle. It is easy to rewrite the sum using δn:
Carrying out the same procedure on all four sides, (2.4) can be summarized as
which is of precisely the same form as the continuum version of Green's second identity.
Removing one point.
Fix (p, q) ∈ Ω. Let U pq denote the average over the neighbors of U pq :
Then a direct calculation using (1.2) shows that
Let Ω 0 = Ω − (p, q) be the rectangle with the point (p, q) removed. Then adding (2.6) to (2.5) gives
Suppose U and V both satisfy (1.3a) in the region Ω 0 . Then
so the previous equation reduces to
Lattice Green's function.
Let G ij;pq be the Green's function for (1.3a) centered at the point (p, q), evaluated at (i, j). By definition, G ij;pq must satisfy
The lattice Green's function G ij;pq that satisfies (2.8) is quite well known [21, 17] . Using trigonometric identities, one may write it in the form (2.9)
From (2.9), it is evident that the lattice Green's function centered at (p, q) evaluated at (i, j) is the same as the lattice Green's function centered at (0, 0) evaluated at
Henceforth, we use G i−p,j−q to denote G i−p,j−q;00 , i.e., if we do not specify otherwise, G denotes the lattice Green's function centered at (0, 0).
Diffraction.
Assume that U solves (1.3a) in Ω. By definition, G i−p,j−q solves (1.3a) in the punctured rectangle Ω 0 . Therefore, in (2.7), we can replace V ij by G i−p,j−q . Note that V pq is then replaced by G 00 . The left-hand side of (2.7) reduces to
so we obtain
Then the previous equation can be written U pq = S 1 + S 2 , where (2.10)
and (2.11)
Discrete Sommerfeld outgoing radiation condition.
Our goal now is to show that if U satisfies a discrete Sommerfeld outgoing radiation condition [30] , then lim M→∞ S 2 = 0. First let us estimate the three sums on the right-hand side of S 2 by (2.12)
Consider a point (m, n) on any of the three sides (top, right, bottom) of the rectangle included in S 2 . In polar coordinates centered at (0, 0), we have (m, n) = (R cos α, R sin α). Along the sides of the rectangle, we see that
. Then, using a stationary phase calculation, Martin obtains the asymptotic form of the Green's function
where there are two cases [24] . In the first case, 0 < k 2 < 4,
In the second case, 4 < k 2 < 8,
Using these results, let us treat the three sides in turn.
Top side. Consider the quantity
where i ∈ [1, M] . In this section, when we use G ij , we mean G ij;pq , the lattice Green's function centered at (p, q). Note that S For any α ∈ [π/4, π/2], let r = cot α. Let rM denote the greatest integer less than rM . Then the sequence ( rM , M) has angle α in the limit, where M → ∞. Clearly, the sequence of points ( rM , M + 1) also has angle α in the M → ∞ limit. The reason we mention this is that the asymptotic form of δnG iM will depend on G iM as well as G iM+1 . We think of the sequence ( rM , M) as a "discrete ray" of asymptotic angle α.
Along this ray with i = rM , the asymptotic form of G gives, as M → ∞,
To obtain this expression, we used
So, along the top side, the discrete Sommerfeld outgoing radiation condition is
Assuming this condition holds for all α ∈ [π/4, π/2] (or equivalently for each i ∈ [1, M]) as M → ∞, the first term on the right-hand side of (2.12) goes to zero as M → ∞.
Right/bottom sides.
Calculations completely analogous to those just presented lead us to discrete Sommerfeld outgoing radiation conditions on the right side of the rectangle of interest (2.14)
as well as the bottom side of the rectangle of interest
We give the calculations leading to these conditions in Appendix B.
Method of images.
We have shown that if (2.13), (2.14), and (2.15) hold, then S 2 -defined in (2.11)-vanishes. Then
We now use the method of images to further simplify (2.16). Consider the lattice Green's function centered about the point (−p, q); by definition, this function satisfies
Because G − i,j;p,q satisfies (2.8) in Ω and (1.3a) in Ω 0 , we can replace G in (2.16) by G − . Then, because G − i,j;p,q vanishes for i = 0, the second term on the right-hand side of (2.16) vanishes, and we obtain
Of course, by (1.3b), we know that U 0j = f j and that f j is supported only for j ∈ Σ. Hence (2.18)
Note from (2.18) that the desired Green's function is
Therefore, for each value of k, it is sufficient to find G such that Δ d + k 2 G gives +1 at (1, 0), −1 at (−1, 0), and zero everywhere else.
Discrete R-S formula.
Let us examine the behavior of our solution (2.18) on p = 0. Using (2.19), we get
Obviously, this does not match the true boundary condition (1.3b). To remedy the situation, we redefine U pq on the boundary. Theorem 2.1. The discrete diffraction problem (1.3a) is solved exactly by
Proof. There are two cases. First let us examine what happens for p ≥ 2. Since p − 1 ≥ 1, we may use the top branch of (2.22) to compute U p−1,q and the other four values of U upon which (Δ d + k 2 )U depends. This yields 
In the above calculation, we used (2.21) to go from (2.23) to (2.24).
Since (2.22) solves (1.3a) exactly and also satisfies the boundary condition (1.3b), it is an exact solution of the discrete diffraction problem (1.3). We refer to (2.22) as the discrete R-S formula.
Convolution.
We can now use the expression for G given in (2.9) to write
Note that (2.26) depends on j and q only through (q − j). Slightly abusing notation, we write G
. Next, note that U 0,j is supported only for j ∈ Σ. Putting everything together, we write (2.22) as a discrete convolution:
Computing the lattice Green's function.
The main task in numerically evaluating (2.22) is to compute the lattice Green's function. For large values of m and n, the integrands in (2.9) and (2.26) both suffer from extremely rapid oscillations and a curve of singularities where σ(ξ, η; k) = 0. Fortunately, there is a way to compute G mn that does not use numerical quadrature. [24] provides expressions for the diagonal elements of the lattice Green's function in terms of Legendre functions:
Diagonal elements. Recent work by Martin
blows up at z = 1, we cannot use the above expressions when k 2 = 4. We return to this point later.
3.2.
Off-diagonal elements. Using 8-fold symmetry, we need only to compute the lattice Green's function G(m, n) in one octant of the plane. To do this, we apply a set of recurrence relations due to Morita [26] . Other recursive approaches may be found in the physics literature [12, 21] . Morita's equations use the diagonal elements of the lattice Green's function to uniquely determine the remaining elements:
For k 2 = 4, we use (3.1) and (3.2) in turn and compute all values of G − 1,j;p,q needed to evaluate (2.22) . We have developed Mathematica code [6] that uses recurrence relation (3.2) to compute the lattice Green's function G. The code then uses G and the discrete convolution (2.27) to compute the diffracted field U .
For k 2 = 4, a different approach is needed.
3.3.
Green's function for k 2 = 4. In this case, we note that the discrete Helmholtz operator simplifies to a sum of the nearest neighbor elements of U :
Using this representation of Δ d + 4, we find by inspection the lattice Green's function (3.4) 4) and (2.20) , we obtain (3.6) 
The diagonal and antidiagonal elements alternate between +1/2 and −1/2, but do not decay to zero. Again, we could add arbitrary multiples of H i,j and/or
In computations, when k 2 = 4, we use (3.6).
Discrete R-S solution:
Green's function (3.6) together with the discrete R-S formula (2.22), we obtain in closed form the exact steady-state solution of (1.1) with u 0,j (t) = e 2ıt for |j| ≤ A and u 0,j (t) = 0 for |j| > A. For example, with a small aperture A = 2 we obtain u m,n (t) = U m,n e 2ıt , where
Let us label the left-most column of this solution as the m = 0 column. Then for all (m, n) with m ≥ 1, we find that the sum over the nearest neighbors vanishes, i.e., 4U m,n = 0. Then, by (3.3), we obtain so, as claimed, u m,n (t) gives an exact solution. The solution is steady-state in the sense that it is assumed that the driving force has been in existence since t = −∞.
The solution for all other aperture sizes is similar: the initial wave splits into two traveling waves of half the amplitude moving at angles +π/4 and −π/4. The traveling waves are multiplied by −1 each time they move one unit to the right.
Conclusion.
We opened this paper by describing a time-domain numerical experiment and proceeded to develop a discrete theory that exactly solves the steadystate version of the problem for all values of the driving frequency ω. The question remains, For which values of ω does the continuum theory usefully predict the discrete result?
To address this question, we plot in Figure 4 .1 the position of the first minimum of the diffraction pattern as predicted by the continuous R-S theory (blue) and discrete R-S theory (black) for various values of k 2 = ω 2 /c 2 and constant amplitude input. For k 2 0.14, both diffraction patterns have no minima. Above this value, the diffraction pattern looks qualitatively like that in Figure 1 1a) , we obtain κ = cos
−1 . According to Figure 4 .1, ω 2 /c 2 = 1 is where the discrete and continuum theories begin to diverge. Putting everything together, we see that if waves occupy less than nine lattice nodes, the continuous R-S theory no longer accurately predicts the output. In this case, the discrete R-S theory should be used.
Using similar lattice Green's function methods, discrete R-S theories can be derived for other regular lattices, such as the two-dimensional honeycomb, two-dimen-sional triangular, and three-dimensional cubic lattices. We expect that for all such media, discrete diffraction theories can answer questions regarding short-wavelength phenomena in situations where continuum diffraction theories cannot. (1.1b) .
Boundary conditions. To mimic a semi-infinite domain, we use first-order absorbing boundary conditions of Engquist-Majda [19] type on the top, right, and bottom boundaries. We accomplish this through the vector b ∈ R N 2 in (A.1). For any node j that borders the left boundary, where there is a Dirichlet condition, we set b j = 0. For all other nodes, we set b j = 1 if node j is a noncorner boundary node, b j = 2 if node j is a corner boundary node, and b j = 0 otherwise.
To see the effect of the damping term represented by b, consider a noncorner boundary node on the right boundary of the square lattice. Then, rewriting (A.1) using two-dimensional indices, we obtain
What if we instead had an infinite domain? Then, at the same boundary node (m, n), we would instead have the equation
where the term in parentheses is a simple finite difference. Equation (A.4) is a firstorder, spatially discretized version of the Engquist-Majda absorbing boundary condition (ABC). Our lattice equation (A.1) is equivalent to the infinite lattice equation (A.3) plus the boundary condition (A.4) for nonforced, noncorner boundary nodes. To see what happens at the corners, let us examine (A.1) in the upper-right corner. Again using two-dimensional indices, we obtain
This equation follows from the infinite lattice equation (A.3) together with the spatially discrete ABCs
The reason for setting b j = 2 for corner nodes should now be clear.
We close by stating that, given how we have defined b, a discrete ABC similar to (A.4) holds on the top, right, and bottom boundaries. A discrete ABC similar to (A.6) holds at the lower-right corner.
Physical interpretation. We may interpret (A.1) as a second-order equation for voltage u that can be derived from Kirchhoff's laws for an inductor-capacitor lattice as described in section 1.1.2. In this case, the b term arises from connecting nonforced boundary nodes to grounded resistors whose resistance equals the local lattice impedance L/C. Our ABC amounts to impedance matching, a well-known concept in circuit design.
Time-stepping. Starting from (A.1), we discretize in time using centered differences. Let u k denote our numerical approximation to u(kΔt). Let B be a diagonal matrix with entries equal to the vector b. Then our scheme is
Since I and B are both diagonal, it is trivial to solve for u k+1 at each time step. To generate u 1 given u 0 , we take one step using the standard semi-implicit Euler method applied to (A.1).
For ω = 1/2, we choose Δt = 2π/(128ω). For ω = √ 2, we choose Δt = 2π/(256ω). For ω = 11/4, we choose Δt = 2π/(320ω). Finally, for ω = 3/2, we choose Δt = 2π/(384ω).
As this is a linear problem, it is easy to analyze the stability of the scheme by writing it as a map from (u k−1 , u k ) to (u k , u k+1 ). For all values of ω used in this paper, our time-step Δt is chosen so that the eigenvalues of the mapping lie strictly inside the unit circle in the complex plane, ensuring stability. Appendix B. Discrete Sommerfeld conditions. Our purpose here is to give conditions on U under which the second and third terms on the right-hand side of (2.12) vanish. These terms correspond, respectively, to the right and bottom sides of the rectangle over which S 2 is summed in (2.11). The derivations here are completely analogous to that of section 2.7.1. As before, when we use G ij , we mean G ij;pq , the lattice Green's function centered at (p, q). To obtain this expression, we used R = M 1 + rM 2 /M 2 → M sec α, again, as M → ∞. This shows that, along the right side of the rectangle, the discrete Sommerfeld outgoing radiation condition is (2.14). To obtain this expression, we used R = M rM 2 /M 2 + (−M + 1) 2 /M 2 → M csc α. Therefore, along the bottom side, the discrete Sommerfeld outgoing radiation condition is (2.15). Again, assuming this condition holds for all α ∈ [−π/2, −π/4] (or, equivalently, for each i ∈ [1, M]) as M → ∞, the third term on the right-hand side of (2.12) goes to zero as M → ∞.
