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ABSTRACT 
The aim of paper is to find the numerical solutions of sixth order linear and nonlinear differential equations with two point 
boundary conditions. The well known Galerkin method with Bernstein and modified Legendre polynomials as basis 
functions is exploited. In this method, the basis functions are transformed into a new set of basis functions, which satisfy 
the homogeneous form of Dirichlet boundary conditions. A rigorous matrix formulation is derived for solving the sixth order 
BVPs. Several numerical examples are considered to verify the efficiency and implementation of the proposed method. 
The numerical results are compared with both the exact solutions and the results of the other methods available in the 
literature. The comparison shows that the performance of the present method is more efficient and yields better results. 
Keywords  
Galerkin method; linear and nonlinear BVP; Bernstein and Legendre polynomials. 
Academic Discipline and Sub-Disciplines 
Education 
SUBJECT CLASSIFICATION 
Mathematics, Numerical Analysis 
TYPE (METHOD/APPROACH) 
Research Paper 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Council for Innovative Research 
Peer Review Research Publishing System 
Journal: Journal of Advances in Mathematics 
 
Vol 7, No. 2 
editor@cirworld.com 
www.cirworld.com, member.cirworld.com 
 
                                                                                   ISSN 2347-1921 
1181 | P a g e                                                     M a r c h  1 8 ,  2 0 1 4   
1. INTRODUCTION 
Agarwal [1] has discussed the theorems of the conditions for the existence and uniqueness of solutions of the sixth-order 
BVPs thoroughly in a book, but no numerical methods are contained there in. Non-numerical techniques were developed 
by Baldwin [2, 3] for solving such BVPs. Moreover, Chandrasekhar [4] determined that when an infinite horizontal layer of 
fluid is heated from below and is under the action of rotation, instability sets in. When this instability is as ordinary 
convection, the ordinary differential equation is sixth-order. Generally, sixth-order boundary value problem arises in the 
mathematical modeling of astrophysics; the narrow convecting layers which are believed to surround A-type stars [5]. 
Boutayeb and Twizell [6] developed a family of numerical methods for the solution of special and general nonlinear sixth-
order BVPs. Numerical methods for the solution of special and general sixth-order BVPs with application to Benard layer 
eigenvalue problem were introduced by Twizell and Boutayeb [7]. Glatzmaier [8] also noticed that dynamo action in some 
stars may be modeled by such BVPs. Siddiqi et al. [9] presented the Quintic spline solution of linear sixth-order BVPs. 
Siraj-ul-Islam et al. [10] used nonpolynomial splines approach to the solution of sixth-order BVPs. Siddiqi and Akram [11] 
developed septic spline solutions of sixth-order BVPs. On the other hand, Chawla and Katti [12] presented numerical 
methods of solutions implicitly, although the authors concentrated their attention on fourth order BVPs. A second order 
method was introduced in [13] for solving special and general sixth-order BVPs and in later work Twizell and Boutayeb [7] 
developed finite difference methods of order two, four, six and eight for solving such problems. Gamel et al. [14] used 
Sinc-Galerkin method for the solution of sixth-order BVPs. Wazwaz [15] developed decomposition and modified domain 
decomposition methods to find the solution of the sixth-order BVPs. Siddiqi and Twizell [16] solved the sixth-order BVPs 
using polynomial splines of degree six where spline values at the mid knots of the interpolation interval and the 
corresponding values of the even order derivatives were related through consistency relations. Recently, Khan and 
Sultana [17] used parametric quintic spline solution for sixth order two point BVPs. Fazal-i-Haq et al. [18] developed the 
solution of sixth order BVPs by collocation method using Haar wavelets. Akram and Siddiqi [19] presented the solution of 
sixth order BVPs using non-polynomial spline technique. Logmani and Ahmadinia [20] derived numerical solution of sixth 
order BVPs with sixth degree B-spline functions. 
In this paper, we consider Galerkin method [21] with Bernstein and Legendre polynomials [22] as basis functions for the 
numerical solution of a general sixth-order linear boundary value problem given by 
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Subject to the following two types of boundary conditions         
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where 4,2,1,0,, iBA ii  are finite real constants and 6,1,0, iai  and r  are all continuous and differentiable functions of  
x  defined on the interval [a, b]. The boundary value problem (1) is to be solved with both the boundary conditions of type I 
and type II. 
However, in section 2 of this paper, we give a short description on Bernstein and Legendre polynomials. In section 3, the 
formulation for solving linear sixth-order BVP by Galerkin weighted residual method with Bernstein and Legendre 
polynomials is described. In particular, the proposed method with the boundary conditions of type I, eqn. (2a) is presented 
in section 3.1 where as the proposed method with the boundary conditions of type II, eqn. (2b) is presented in section 3.2. 
Then we deduce similar formulation for nonlinear problems in the next section. In section 4, numerical examples for both 
linear and nonlinear BVPs are considered to verify the proposed formulation. Finally the conclusions of the paper are 
given in the last section.  
2. PIECEWISE POLYNOMIALS  
(a) Bernstein Polynomials 
The general form of the Bernstein polynomials [22] of nth degree over the interval [ , ]a b  is defined by  
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Note that each of these n+1 polynomials having degree n satisfies the following properties: 
0)()( , xBi ni  if  0i  or ni  .  
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For these properties, Bernstein polynomials are used in the trail functions satisfying the corresponding homogeneous form 
of the essential boundary conditions in the Galerkin method to solve a BVP. 
(b) Legendre Polynomials  
The general form of the Legendre polynomials [22] of degree n  is defined by  
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We write first few modified Legendre polynomials over the interval [0, 1]: 
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Since the modified Legendre polynomials have special properties at 0x
 
and 1x : 0)0( np  
and 1,0)1(  npn  
respectively, so that they can be used as set of basis function to satisfy the corresponding homogeneous form of the 
Dirichlet boundary conditions to derive the matrix formulation of fourth order BVP over the interval [0, 1]. 
3. FORMULATION OF SIXTH ORDER BVP 
In this section we first derived the matrix formulation for sixth order linear BVP and then we extend our idea for solving 
nonlinear BVP. To solve the boundary value problem (1) by the Galerkin method we approximate )(xu  as 
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Here )(0 x  is specified by the essential boundary conditions and 0)()( ,,  bBaB nini  for each ni ,2,1 . Using (3) into 
eqn. (1), the weighted residual equations are 
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3.1 Formulation I 
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Integrating by parts the terms up to second derivative on the left hand side of (4), we get each term after applying the 
conditions prescribed in type I, eqn (2a) as 
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Substituting eqns. (5), (6), (7), (8) and (9) into eqn. (4) and using approximation for )(~ xu given in eqn. (3) and after 
rearranging the terms for the resulting equations we get a system of equations in the matrix form as  
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2
1,42
2
2,4 )()()()( BxBa
dx
d
AxBa
dx
d
BxBa
dx
d
AxBa
dx
d
bx
nj
ax
nj
bx
nj
ax
nj 































 
  1,3 )( AxBa
dx
d
ax
nj 







                  (10c) 
Solving the system (10a), we find the values of the parameters i  and then substituting these parameters into eqn. (3), 
we get the approximate solution of the desired BVP (1).  
3.2 Formulation II 
In the same way of section (3.1), integrating by parts the terms consisting fifth, fourth, third, and second derivatives on the 
left hand side of (4), and applying the conditions prescribed in eqn. (2b), we get a system of equations in the matrix form 
as  
njFD ji
n
i
ji ,,2,1,
1
, 

             (11a) 
where 
          )()()()()()()( ,,1,2,32
2
,43
3
,54
4
,65
5
, xBxBaxBa
dx
d
xBa
dx
d
xBa
dx
d
xBa
dx
d
xBa
dx
d
D ninjnjnj
b
a
njnjnjji 











   
                   
bx
ninj
ax
ninj
bx
ninjnjni xBxBa
dx
d
xBxBa
dx
d
xBxBa
dx
d
dxxBxBa



























 )()()()()()()()( ,,64
4
,,62
2
,,62
2
,,0  
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             
ax
ninj xBxBa
dx
d









 )()( ,,64
4
     
bx
ninj
ax
ninj
bx
ninj xBxBa
dx
d
xBxBa
dx
d
xBxBa
dx
d
 



















 )()()()()()( ,,53
3
,,5,,5   
                   
bx
ninj
ax
ninj
bx
ninj
ax
ninj xBxBa
dx
d
xBxBa
dx
d
xBxBa
dx
d
xBxBa
dx
d


































 )()()()()()()()( ,,3,,42
2
,,42
2
,,53
3
                                                                                                                                       
 
ax
ninj xBxBa
dx
d







 )()( ,,3              (11b) 
           )()()()()()()()( 0,1,2,32
2
,43
3
,54
4
,65
5
, xxBaxBa
dx
d
xBa
dx
d
xBa
dx
d
xBa
dx
d
xBa
dx
d
xrBF njnjnj
b
a
njnjnjnjj 








     
             2,63
3
4,64,6,00 )()()()()( BxBa
dx
d
AxBa
dx
d
BxBa
dx
d
dxxBxa
bx
nj
ax
nj
bx
njnj 






















  
             
bx
ninj
ax
nj
bx
nj
ax
nj xBa
dx
d
xBa
dx
d
xBa
dx
d
AxBa
dx
d






























 ,,53
3
0,50,52,63
3
)()()()(   
            
bx
ninj
ax
nj
bx
nj
bx
ninj xBa
dx
d
AxBa
dx
d
BxBa
dx
d
xBa
dx
d




































 ,,42
2
2,52
2
2,52
2
,,53
3
)()()()(   
            
bx
ninj
ax
nj
bx
nj
ax
ninj xBa
dx
d
AxBa
dx
d
BxBa
dx
d
xBa
dx
d




























 ,,32,42,4,,42
2
)()()()(   
 
ax
ninj xBa
dx
d







 ,,3 )(                     (11c)  
Solving the system (11a), we find the values of the parameters i and then substituting these parameters into eqn. (3), we 
get the approximate solution of the desired BVP (1). 
 For nonlinear BVP, we first compute the initial values on neglecting the nonlinear terms and using the system (11). Then 
using the Newton’s iterative method we find the numerical approximations for desired nonlinear BVP. This formulation is 
described through the numerical examples in the next section.  
4. NUMERICAL EXAMPLES 
To test the applicability of the proposed method, we consider two linear and one nonlinear problems consisting of both 
types of boundary conditions. For all the examples, the solutions obtained by the proposed method are compared with the 
exact solutions. All the calculations are performed by MATLAB 10. The convergence of linear BVP is calculated by                            
  )(
~)(~ 1 xuxuE nn , 
where )(~ xnu  denotes the approximate solution using n-th polynomials and   depends on the problem which varies from 
710 to 910 . In addition, the convergence of nonlinear BVP is assumed when the absolute error of two consecutive 
iterations,   satisfies  
 Nn
N
n uu
~~ 1 , 
where N  is the Newton’s iteration number and   varies from 1110  to 1310 . 
Example 1: Consider the linear differential equation [9, 11, 17, 18, 19] 
10,6
6
6
 xeu
dx
ud x                                (12a) 
subject to boundary conditions of type I in eqn. (2a): 
.2)1(,1)0(,)1(,0)0(,0)1(,1)0( euueuuuu                 (12b) 
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The analytic solution of the above problem is, .)1()( xexxu   
Using the method illustrated in the previous section and different number of polynomials, the maximum absolute errors 
and the previous results obtained so far, are summarized in Table 1.  
Table 1: Observed maximum absolute errors of example 1. 
Number of 
Polynomial 
used 
Present method 
Reference results 
Bernstein Legendre 
10 1310216.1   1210877.7   9104821.1  ,  Siddiqi et al [9] 
91046.7  ,  Siddiqi and Akram [11] 
111039.9  , Khan and Sultana [17] 
11103404.4  ,  Fazal-i-Haq et al [18] 
91055.2  ,  Akram and Siddiqi [19] 
11 1510331.2   1310185.1   
12 1610220.2   1410951.5   
13 1610220.2   1510771.8   
 
Example 2: Consider the linear differential equation [10, 17, 20]                                                
11),sin5cos2(6
6
6
 xxxxu
dx
ud
        (13a) 
subject to boundary conditions of type II in eqn. (2b): 
  ,1sin21cos4)1(),1sin(2)1cos(4)1(,0)1()1(  uuuu               (13b) 
  .1sin121cos8)1(),1sin(12)1cos(8)1( )()(  iviv uu                (13c) 
The analytic solution of the above BVP is, .sin)1()( 2 xxxu   
Using the method mentioned in this paper, the maximum absolute errors, shown in Table 2, are listed to compare with 
existing results obtained so far. 
Table 2: Observed maximum absolute errors of example 2. 
Number of 
Polynomial 
used 
Present method  
Reference results Bernstein Legendre 
11 1110905.5   1110905.5   
111045.9  , Siraj-ul-Islam et al [10] 
91047.3  , Khan and Sultana [17] 
510801.5  ,  Loghmani and Ahmadinia [20] 
12 1410655.7   1410928.6   
13 1410661.7   1410932.6   
14 1610776.2   1510400.7   
 
Example 3: Consider the nonlinear differential equation [15] 
10,2
6
6
 xeu
dx
ud x           (14a)                 
consisting of boundary conditions of type I defined in eqn. (2a) 
 .)1(,1)0(,)1(,1)0(,)1(,1)0( 111   euueuueuu        (14b) 
The exact solution of this BVP is, .)( xexu   
Consider the approximate solution of )(xu  as  
1,)()()(~
1
,0  

nxBaxxu
n
i
nii                            (15) 
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Here )1(1)( 10
 exx  is specified by the essential boundary conditions in (14b). Also 0)1()0( ,,  nini BB  for each 
ni ,,2,1  . 
Using (15) into equation (14a), the Galerkin weighted residual equations are                       
 






1
0
,
2
6
6
,,2,1,0)(~
~
nkdxxBeu
dx
ud
nk
x                                         (16) 
 Integrating first term of (16) by parts, we obtain 
       






1
0
1
0
5
5
,
1
0
5
5
,,6
6 ~)(~
)()(
~
dx
dx
ud
dx
xdB
dx
ud
xBdxxB
dx
ud nk
nknk
  
dx
dx
ud
dx
xBd
dx
ud
dx
xdB nknk
4
4
1
0
2
,
21
0
4
4
,
~)(~)(






  [Since 0)0()1( ,,  nknk BB ] 
dx
dx
ud
dx
xBd
dx
ud
dx
xBd
dx
ud
dx
xdB nknknk
3
3
1
0
3
,
3
1
0
3
3
2
,
21
0
4
4
,
~)(~)(~)(
















  
dx
dx
ud
dx
xBd
dx
ud
dx
xBd
dx
ud
dx
xBd
dx
ud
dx
xdB nknknknk
2
2
1
0
4
,
4
1
0
2
2
3
,
3
1
0
3
3
2
,
21
0
4
4
,
~)(~)(~)(~)(

























   
1
0
4
,
4
1
0
2
2
3
,
3
1
0
3
3
2
,
21
0
4
4
,
~)(~)(~)(~)(




































dx
ud
dx
xBd
dx
ud
dx
xBd
dx
ud
dx
xBd
dx
ud
dx
xdB nknknknk           
 dx
dx
ud
dx
xBd nk
~)(
1
0
5
,
5
                                             (17) 
Putting (17) into equation (16) and using approximation for )(~ xu , we obtain 
dxexBxBxBaxBxBe
dx
xdB
dx
xBdn
i
n
j
x
nknjnijnkni
xnink  
 














1
1
0 1
,,,,,0
,
5
,
5
))()()(()()(2
)()(
  
i
x
nink
x
nink
x
nink
x
nink
dx
xBd
dx
xBd
dx
xBd
dx
xBd
dx
xBd
dx
xdB
dx
xBd
dx
xdB









































 0
3
,
3
2
,
2
1
4
,
3
2
,
2
0
4
,
4
,
1
4
,
4
, )()()()()()()()(
 

1
3
0
3
2
,
2
0
4
0
4
,
1
4
0
4
,
1
0
,
2
0
0
5
,
5 )()()(
)(
)(
































 
x
nk
x
nk
x
nk
nk
xnk
dx
d
dx
xBd
dx
d
dx
xdB
dx
d
dx
xdB
dxxBe
dx
d
dx
xBd 

  
0
4
,
4
1
1
4
,
4
0
3
,
3
1
1
3
,
3
0
3
0
3
2
,
2 )()()()()(


















































x
nk
x
nk
x
nk
x
nk
x
nk
dx
xBd
e
dx
xBd
dx
xBd
e
dx
xBd
dx
d
dx
xBd 
     (18) 
 The above equation (18) is equivalent to matrix form 
  GABD  )(                   (19a) 
where the elements of A, B, D, G are kikii dba ,, ,, and kg respectively, given by 
1
4
,
4
,
1
0
,,0
,
5
,
5
,
)()(
)()(2
)()(


















 
x
nink
nkni
xnink
ki
dx
xBd
dx
xdB
dxxBxBe
dx
xdB
dx
xBd
d   
0
3
,
3
2
,
2
1
3
,
3
2
,
2
0
4
,
4
, )()()()()()(




























x
nink
x
nink
x
nink
dx
xBd
dx
xBd
dx
xBd
dx
xBd
dx
xBd
dx
xdB                     (19b)              
                                                                                   ISSN 2347-1921 
1188 | P a g e                                                     M a r c h  1 8 ,  2 0 1 4   
 


n
j
x
nknjnijki dxexBxBxBab
1
1
0
,,,, ))()()((                                     (19c) 

0
4
,
4
1
1
4
,
4
0
3
,
3
1
1
3
,
31
0
,
2
0
0
5
,
5 )()()()(
)(
)(













































 
x
nk
x
nk
x
nk
x
nk
nk
xnk
k
dx
xBd
e
dx
xBd
dx
xBd
e
dx
xBd
dxxBe
dx
d
dx
xBd
g 

  
0
3
0
3
2
,
2
1
3
0
3
2
,
2
0
4
0
4
,
1
4
0
4
, )()()()(





































x
nk
x
nk
x
nk
x
nk
dx
d
dx
xBd
dx
d
dx
xBd
dx
d
dx
xdB
dx
d
dx
xdB 
                (19d) 
The initial values of these coefficients i  are obtained by applying Galerkin method to the BVP neglecting the nonlinear 
term in (14a). That is, to find initial coefficients we will solve the system  
 GDA                                (20a) 
where the matrices are constructed from  
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Once the initial values of the i  are obtained from eqn. (20a), they are substituted into eqn.(19a) to obtain new estimates 
for the values of i . This iteration process continues until the converged values of the unknown parameters are obtained. 
Substituting the final values of the parameters into eqn. (15), we obtain an approximate solution of the BVP (14).  
The maximum absolute errors, for different number of polynomials, are shown in Table 3 with 7 iterations. 
Table 3: Observed maximum absolute errors of example 3 using 7 iterations. 
Number of 
Polynomial 
used 
Present method  
Reference results Bernstein Legendre 
6 710145.2   710143.2   
610389.1  , Wazwaz [15] 
 
8 710242.2   710240.2   
10 710114.3   710114.3   
11 810542.9   810540.9   
 
Example 4: Consider the nonlinear boundary value problem [10] 
10,)1(4020 636
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 with boundary conditions type II, defined in eqn. (2b) 
 .
16
1
)1(,1)0(,
24
1
)1(,
6
1
)0(,2ln
6
1
)1(,0)0( )()(  iviv uuuuuu       (21b) 
                                                                                   ISSN 2347-1921 
1189 | P a g e                                                     M a r c h  1 8 ,  2 0 1 4   
The exact solution of this BVP is, ).1ln(
6
1
)( xxu   
Following the proposed method in this paper and as in example 3; the maximum absolute errors for this problem are 
summarized in Table 4. 
Table 4: Observed maximum absolute errors of example 4 using 5 iterations. 
Number of 
Polynomial 
used 
Present method  
Reference results Bernstein Legendre 
7 710915.8   710915.8   
111068.2  , Siraj-ul-Islam et al [10] 
8 810908.8   810905.8   
9 910870.9   910864.9   
10 1110794.4   1110790.4   
 
5. CONCLUSIONS 
In this paper, Galerkin method has been applied for the approximate solution of sixth-order BVPs using Bernstein and 
Legendre polynomials as basis functions with two different types of boundary conditions. We have concentrated our 
attention not only on the performance of the results but also on the formulation. Some numerical examples of both linear 
and nonlinear BVPs have been demonstrated to verify the efficiency of the proposed method. We have found a good 
agreement with the exact solutions and some results are better than the results obtained by the previous methods so far. 
The proposed method can be coded easily and may be extended for numerical solutions of any even higher order BVPs 
as well.  
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