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Abstract. Despite the great advances in visual recognition, it has been
witnessed that recognition models trained on clean images of common
datasets are not robust against distorted images in the real world. To
tackle this issue, we present a Universal and Recognition-friendly Image
Enhancement network, dubbed URIE, which is attached in front of ex-
isting recognition models and enhances distorted input to improve their
performance without retraining them. URIE is universal in that it aims
to handle various factors of image degradation and to be incorporated
with any arbitrary recognition models. Also, it is recognition-friendly
since it is optimized to improve the robustness of following recognition
models, instead of perceptual quality of output image. Our experiments
demonstrate that URIE can handle various and latent image distortions
and improve the performance of existing models for five diverse recogni-
tion tasks where input images are degraded.
Keywords: Visual recognition, Image enhancement
1 Introduction
The development of deep learning has made the great advances in visual recog-
nition. Especially, the recent advances in this field have been concentrated on
accurate and comprehensive understanding of high-quality images taken in lim-
ited environments. However, images in the real world are often corrupted by
various factors including adverse weather conditions, sensor noise, under- or
over-exposure, motion blur, and compression artifact. Since most of existing
recognition models do not consider these factors, their performance could be
easily degraded when input image is corrupted [4,11,42], which could be fatal in
safety-critical applications like autonomous driving.
A straightforward way to resolve this issue is to improve the quality of input
image fed to recognition models by a preprocessing method. Image restoration
seems suited to this purpose at first glance, but unfortunately, it is not in general
for the following reasons. First, most of restoration methods assume that images
are degraded by a single and known factor of corruption. They are thus hard to
handle realistic recognition scenarios where images can be corrupted by various
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Fig. 1. Overall architecture of URIE. The Selective Enhancement Modules (SEM) are
indicated by gray rectangles. Details of these modules are illustrated in Fig. 2.
factors whose types and degrees are hidden. Second, they are not trained for
visual recognition but for human perception. Hence input images restored by
them do not always guarantee performance improvement of recognition models
as demonstrated in [4,16,24,35]. Finally, recent restoration networks tend to be
heavy in computation, thus could make the entire system overly expensive when
integrated with recognition models.
This paper addresses the problem through a novel image enhancement model
dedicated to robust visual recognition in the wild. We call our model Universal
and Recognition-friendly Image Enhancement network, dubbed URIE, since we
keep the following properties in our mind when developing the model. (1) Uni-
versally applicable: Our model aims to be attached in front of any existing recog-
nition models to improve their robustness in any situations without retraining
them. To this end, it has to deal with various factors of degradation whose types
and intensities are latent, and be applicable to diverse recognition tasks and
models. (2) Recognition friendly : Our model should be optimized for improving
the performance of following recognition models, instead of making images look-
ing plausible. (3) Computationally efficient : The complexity of our model has to
be low to minimize the computational burden it additionally imposes.
We come up with a new network architecture and its own training strategy
to implement these properties. In particular, the architecture of URIE is devised
to deal with various and latent distortions efficiently and effectively. To handle
diverse image distortions, URIE runs a large number of different image enhance-
ment procedures internally by a single feed-forward path. At the same time,
it has the capability to select enhancement procedures appropriate for dealing
with the latent type of input distortion. These features are given by Selective
Enhancement Module (SEM), a basic building block of URIE. The architecture
of URIE composed of SEMs is illustrated in Fig. 1. Each SEM provides two
different steps towards image enhancement. Hence, by concatenating SEMs, the
network will have an exponentially large number of enhancement procedures.
Moreover, each SEM has an attention mechanism that assigns a larger attention
weights to its enhancement step more appropriate to deal with the input distor-
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tion than the other; this enables URIE to dynamically select useful enhancement
procedures depending on the latent type of distortion.
In addition, our new training method enables URIE to be recognition-friendly
as well as universal. During training, URIE is coupled to an image classification
network pretrained on the original ImageNet dataset [3]. It is then trained in
an end-to-end manner to improve the performance of the classifier on distorted
images. As training data, we adopt ImageNet-C [11], in which images of the
original ImageNet are degraded by 19 classes of distortion. This training strat-
egy gives URIE the recognition-friendly property since the training objective is
not the perceptual quality of output image but the recognition performance of
the coupled classifier. In addition, we expect that training on such a large-scale
dataset with a variety of corruptions allows our model to be less sensitive to the
task and architecture of the following recognition model, analogously to Ima-
geNet pretrained networks that have been used for various purposes [22,23,30]
other than their original target.
The efficacy of URIE is evaluated on five different recognition tasks, in which
recognition models are pretrained on clean images and tested with URIE on
corrupted ones with no finetuning. Experimental results demonstrate that URIE
improves recognition performance in the presence of image distortions including
those unseen during training, and regardless of target tasks and recognition
networks coupled with it. URIE is also compared with the state-of-the-art image
restoration model [32], and outperforms it in terms of both recognition accuracy
and computational efficiency. In summary, our contribution is four-fold:
• We introduce a new method towards robust visual recognition. Our method
improves the robustness of existing recognition models without retraining
them through a single and universal image enhancement module.
• We propose a novel network architecture for image enhancement that can
handle various and latent types of image distortions effectively and efficiently.
• We present a new training strategy that enables our enhancement model to
be universally applicable and recognition-friendly.
• In our experiments, our model improves the recognition performance of ex-
isting models substantially in the presence of various image distortions re-
gardless of tasks and models it is tested on.
2 Related Work
2.1 Fragility of Visual Recognition Models
Fragility of deep neural networks for visual recognition has been studied to
comprehend their robustness against challenging conditions that they often en-
counter in the real world. Diamond et al. [4] demonstrated that image classifi-
cation networks are sensitive to noise and blur. Similarly, Pei et al. [24] showed
that haze can degrade the performance of classification networks. On the other
hand, Zendel et al. [42] defined various factors of image degradation appearing
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frequently in autonomous driving scenarios, and analyzed the robustness of ex-
isting semantic segmentation networks to them. Hendrycks and Dietterich [11]
studied performance degradation of image classifiers by simulated image distor-
tions. These results indicate that existing recognition networks trained on clean
images are fragile in the presence of image distortion. Geirhos et al. [7] showed
that one way to resolve this issue is to finetune models to distorted images but
such models are not well generalized when tested on other distortion types.
Our work is motivated by these observations. We address the above prob-
lem through an image enhancement model that deals with a variety of image
distortions and is optimized to improve the robustness of recognition models.
2.2 Recognition of Distorted Images
Previous methods to robust recognition of distorted images can be grouped into
two classes: direct recognition and recognition-friendly image enhancement.
Direct recognition of corrupted images. Classical methods in this cate-
gory rely on visual features robust against image distortions like blur-invariant
features [9,38]. Recent methods focus on developing new network architectures
and training strategies dedicated to the robust recognition. Wang et al. [36] and
Singh et al. [31] developed neural networks for classifying low resolution images,
and Lee et al. [14] proposed a multi-task network for understanding road mark-
ings in rainy days and nighttime. Also, domain adaptation techniques have been
widely adopted for corruption-aware training of recognition models. Consider-
ing different types of degradation as individual domains, they allow models for
object detection and semantic segmentation to be adapted to adverse weather
conditions [2,27,39] and nighttime images [26].
Recognition-friendly image enhancement. Models in this category are de-
signed and trained to enhance input images so that it becomes more informative
and task-optimized for following recognizers. Diamond et al. [4] proposed a dif-
ferentiable image processing module learned jointly with a classifier for improved
classification of noisy and blurred images. Similarly, Liu et al. [19] developed de-
noising networks for classification and semantic segmentation of noisy images.
Gomez et al. [8] studied network architectures that enhance images taken in
difficult illumination conditions for robust visual odometry. Sharma et al. [29]
investigated a way to dynamically predict image processing filters that are ap-
plied to input images and make them more classification-friendly.
The aforementioned methods of both categories are limited in terms of uni-
versality as they handle a single degradation type and/or are optimized for only
one recognition task. On the other hand, our goal is to build a single enhancement
model that can cope with various types of image degradation and be attached
to any architectures for any recognition tasks.
2.3 Image Restoration
Most of image restoration methods focus on a single type of image distortion
(e.g., denoising [43], deblurring [21], dehazing [15], deraining [40], and super-
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resolution [5]), and consequently they are incapable of handling real world im-
ages where the type and intensity of distortion are hidden in general. A few
network architectures for image restoration are designed to handle various types
of degradation [18,33], but not at the same time as they have to be trained
for each restoration objective. Recently, the above issue of conventional image
restoration has been addressed by new architectures that can deal with various
and latent factors of degradation [32,41]. However, they are not optimized for
image recognition, thus may not guarantee improved performance of coupled vi-
sual recognition models. In addition, since they are computationally heavy, they
will increase the complexity of overall system significantly if integrated.
3 URIE: Architecture and Training
Our final target in this paper is to improve the robustness of existing recognition
models to diverse image distortions without retraining them. URIE is proposed
to address this challenging problem by converting an input image degraded by
latent distortion into another that can be recognized more reliably by any exist-
ing models. To this end, it is designed and trained to be universally applicable to
various image distortions and recognition architectures, while being recognition-
friendly for improved performance of the following recognition models.
Specifically, URIE is devised to derive many different enhancement proce-
dures from a single feed-forward architecture, and at the same time, to dynam-
ically select procedures useful to handle the input distortion. Thanks to these
features, URIE can be universally applicable to a large variety of image dis-
tortions whose types and intensities are latent. This architecture is embodied
by a series of basic building blocks, which we call SEMs. Furthermore, we pro-
vide a new training method that enables URIE to be recognition-friendly and
universally applicable to any recongnition models.
The remainder of this section presents details of SEM, discusses overall ar-
chitecture and other design points of URIE, and describes our training strategy
that makes URIE universally applicable and recognition-friendly.
3.1 Selective Enhancement Module
In URIE, an image enhancement procedure is represented as a sequence of con-
volution layers. As a basic building block of the network, SEM provides in-
dividual steps towards image enhancement (i.e., convolution layers) so that a
series of such steps forms an enhancement procedure. To be specific, a single
SEM presents two diverse enhancement steps, and has the capability to estimate
which one among them is more appropriate to deal with the input distortion.
The detailed architecture of SEM is illustrated in Fig. 2.
The two enhancement steps in SEM have separate convolution layers asso-
ciated with different normalization operations, Instance Normalization (IN) [34]
and Batch Normalization (BN) [12]. We adopt these two different normalization
operations to learn a pair of diverse and complementary enhancement functions.
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Fig. 2. Details of SEM. ⊕ and ⊗ indicate element-wise summation and multiplication
between feature maps, respectively.
IN has been used in neural style transfer to normalize the style of image while
keeping its major content by normalizing statistics per image independently. Re-
garding a distortion type as an image style, we expect the enhancement step with
IN to moderate the effect of distortion for individual images. On the other hand,
the enhancement step with BN maintains the distortion information disregarded
by the other, and is trained by considering a variety of distorted images together
within each minibatch. We thus expect that it is complementary to its IN coun-
terpart and useful for understanding input distortion. Empirical justification of
using IN and BN can be found in the supplementary material.
The two outputs of these enhancement steps are fed to the attention module
that determines which one among them is more useful to deal with the input
distortion for each channel and each local patch of the input image. Let Fin ∈
Rw×h×C and Fbn ∈ Rw×h×C be the output feature maps of the two enhancement
steps with resolution of w × h and C channels. They are first aggregated by
element-wise summation into a single feature map, then we divide it into the 4×4
regular grid and conduct average pooling on each cell so that feature vectors for
16 local patches are obtained. The local feature vectors are then concatenated
into one large vector, which is in turn fed to the following fully connected layers.
The final output of the fully connected layers are two score vectors sin ∈ R16C
and sbn ∈ R16C , each of whose elements indicates how useful a specific channel
of Fin or Fbn is for handling the distortion in a specific local patch.
The score vectors sin and sbn are used to compute attention weights. They
are first reshaped into score tensors Sin ∈ R4×4×C and Sbn ∈ R4×4×C , then
converted to attention weight tensors Ain and Abn of the same dimension through
the element-wise softmax operation:
Ain[i, j, c] =
expSin[i, j, c]
expSin[i, j, c] + expSbn[i, j, c]
, (1)
Abn[i, j, c] =
expSbn[i, j, c]
expSin[i, j, c] + expSbn[i, j, c]
. (2)
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The spatial dimension of the two attention tensors are enlarged to w × h by
bilinear interpolation to be multiplied to the outputs of the two enhancement
steps, Fin and Fbn. The final output of SEM, denoted by Y ∈ Rw×h×C , is then
computed by weighted summation of Fin and Fbn:
Y =
(
A′in ⊗ Fin
)⊕ (A′bn ⊗ Fbn), (3)
where A′in and A
′
bn are the resized attention tensors, ⊗ indicates element-wise
multiplication, and ⊕ denotes element-wise summation.
Note that the attention tensors have both spatial (i.e., patch) and channel
dimensions. In Eq. (3), the channel-wise attention facilitates more flexible and
diverse integration of the two enhancement steps since different channels can
be processed by different enhancement steps; although a SEM provides only
two enhancement steps, the number of their output combinations is in principle
extremely large. On the other hand, the patch-wise attention allows to process
different image regions with different enhancement processes.
3.2 Overall Architecture
Table 1. Details of URIE. W ×H
denotes the input resolution.
Output Layer specification
(1) W ×H 9× 9 conv, 32, stride 1
(2) W/2×H/2 2× 2 max pool, stride 2
(3) W/2×H/2 SEM[3× 3, 64, stride 1]
(4) W/4×H/4 2× 2 max pool, stride 2
(5) W/4×H/4 SEM[3× 3, 64, stride 1]
(6) W/2×H/2 2× bilinear upsampling
(7) W/2×H/2 concat[(3), (6)]
(8) W/2×H/2 SEM[3× 3, 32, stride 1]
(9) W ×H 2× bilinear upsampling
(10) W ×H concat[(5), (9)]
(11) W ×H SEM[3× 3, 16, stride 1]
(12) W ×H 3× 3 conv, 3, stride 1
The overall architecture of URIE is illus-
trated in Fig. 1. Its structure resembles U-
Net [25], but is clearly distinct from the con-
ventional U-Net architectures in that its all
layers, except for the first and the last, are
not ordinary convolution layers but SEMs in-
troduced in Sec. 3.1. The reason for follow-
ing the design principle of U-Net is two-fold.
First, it effectively enlarges the receptive field
so as to capture high-level semantic informa-
tion. This is essential for URIE that performs
recognition-aware image enhancement, unlike
ordinary restoration models that do not nec-
essarily need to understand image contents.
Second, it is computationally efficient since it
reduces the sizes of intermediate features us-
ing pooling operations. Reducing feature res-
olution may degrade the perceptual quality of output as a side effect, which
however is not our concern since our objective is improved recognition perfor-
mance of following recognition model.
The key components in this architecture are SEMs, which allow URIE to
handle multiple and latent factors of image degradation efficiently and effectively.
Since each SEM provides two enhancement steps and a sequence of such steps
can be regarded as an individual enhancement procedure, the concatenation of
SEMs leads to an exponentially large number of enhancement procedures, which
can handle a large variety of distortions. Moreover, through the attentions drawn
by SEMs, URIE can dynamically select enhancement procedures depending on
8 Taeyoung Son, Juwon Kang, Namyup Kim, Sunghyun Cho and Suha Kwak
the latent type of input distortion. Since the selection is done for each local patch
of the input image through the patch-wise attentions, URIE can handle different
image regions with different enhancement procedures. This is more useful and
realistic than applying a single enhancement function to the whole input image
since individual regions of the input could be distorted by different factors in
realistic scenarios, e.g., images with locally different haze densities with respect
to depths, and images partially over- and under-exposed at the same time.
The specification of URIE, including the size of convolution kernels and the
number of channels per layer, is given in Tab. 1. In the table, SEM[k × k, C,
stride s] means that each convolution layer in the SEM consists of C number of
k × k kernels with stride s. Note that we set the size of convolution kernels for
the first layer especially large to capture rich information about image distortion
and to enlarge the receptive field of our shallow network architecture.
3.3 Training Strategy
Our training scheme for URIE is based on two key ideas. (1) Recognition-aware
loss: We employ a pretrained recognition network to provide URIE with supervi-
sory signals that lead it to be recognition-friendly. Specifically, URIE is coupled
with a recognition network that is pretrained on clean images and frozen during
training. It is then trained to minimize a recognition loss of the pretrained model
on distorted images in an end-to-end manner. (2) Large-scale learning with dis-
torted images: We suggest learning URIE using a large-scale image dataset in
the presence of diverse distortions so that it may learn enhancement functions
insensitive to distortion types and recognition models. This is motivated by the
fact that deep neural networks trained in large-scale datasets have been used
for various purposes other than their original targets (e.g., ImageNet pretrained
classifiers used for other recognition tasks [22,23,30]).
In detail, we employ ResNet-50 [10] pretrained on the original ImageNet [3]
as the coupled recognition model, and adopt the ImageNet-C dataset [11] as our
training data. URIE is then trained on the ImageNet-C to minimize the cross-
entropy loss of the pretrained model. The training dataset consists of images from
the original ImageNet yet corrupted artificially by in total 19 different distortions
with 5 intensity levels. We use only 15 distortion classes? among them to degrade
training images, and call them seen corruptions. The other distortion classes??
are kept as unseen corruptions for evaluating the generalization ability of our
model in testing. Note that clean images from the original ImageNet are also
used for training to prevent URIE from being biased to distortions.
3.4 Discussion
How our model works. To investigate how URIE works, we apply the model
trained in Sec. 3.3 to random images sampled from other datasets and corrupted
? Gaussian noise, shot noise, impulse noise, defocus blur, glass blur, motion blur, zoom
blur, snow, frost, fog, brightness, contrast, elastic transform, pixelation, jpeg.
?? Speckle noise, Gaussian blur, spatter, saturation.
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(a) (b) (c) (d)
Fig. 3. Example outputs of URIE. (a) Distorted input images. (b) Outputs of URIE.
(c) Ground-truth images. (d) Magnitudes of per-pixel intensity change by URIE.
by the same synthetic distortions with the ImageNet-C. Note that URIE is di-
rectly used as-is with no finetuning. Qualitative results of URIE on these images
are given in Fig. 3. Interestingly, URIE does alleviate the effect of distortions to
some degree although it is not trained explicitly for that purpose. More impor-
tantly, Fig. 3(b) and 3(d) demonstrate that it tends to manipulate salient local
areas only (e.g., object parts) and ignore remainders (e.g., background). This
behavior is a result of the recognition-aware learning in Sec. 3.3 that prompts
the model to focus more on image regions important for recognition.
Comparison to SKNet. URIE shares a similar idea with the Selective Kernel
Network (SKNet) [17] that adopts a self-attention mechanism to utilize inter-
mediate feature maps selectively. However, the two models are clearly distinct
since their overall architectures and training schemes are totally different due
to their different objectives: image classification in SKNet, and image enhance-
ment in URIE. Besides the above, their attention mechanisms are different in
the following aspects. First, SKNet selects from convolution layers of different
kernel sizes to implement dynamic receptive fields, but URIE selects from those
with different normalization operations, IN and BN, to adapt dynamically to
the latent input distortion. Second, SKNet draws only channel-wise attentions,
but URIE takes both channel and spatial locations into account when drawing
attentions to treat different image regions differently.
Comparison to OWAN. OWAN [32] is the current state of the art in image
restoration. It is similar with URIE in that both models consider multiple and
latent types of image distortion and use attentions to select appropriate image
manipulation process dynamically. The major differences between URIE and
OWAN lie in their techniques impelementing the ideas. OWAN draws attentions
on a number of convolution layers to select useful ones among them, thus has
to compute individual feature maps of the layers, which is time consuming. On
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the other hands, URIE selects from only two enhancement steps, but mix their
outputs up in a patch- and channel-wise manner by drawing attention weights
on individual channels and local patches. This scheme allows our model to enjoy
an extremely large number of output combinations while keeping computational
efficiency. Thanks to these differences, URIE is substantially more efficient than
OWAN, about 6 times faster in terms of multiply-accumulate operations.
4 Experiments
In this section, we empirically verify that URIE improves performance of di-
verse recognition models for image classification, object detection, and semantic
segmentation on real and artificially degraded images. For image restoration
performance of URIE, refer to Tab. 5 of the supplementary material.
4.1 Training Configurations
Each training image is first resized to 256×256, cropped to 224×224, and flipped
horizontally at random for data augmentation. It is then degraded on-the-fly
by the synthetic distortion generator of the ImageNet-C [11], where the type
and intensity of distortion are chosen at random. Note that only the 15 seen
corruptions are used during training as described in Sec. 3.3. For optimization,
we employ Adam [13] with learning rate 0.001, and decay the learning rate every
8 epochs by 10. Our model is trained for 30 epochs with mini-batches of size 112.
4.2 Experimental Configurations
For evaluation of our model, we employ widely used image recognition datasets,
ImageNet [3], CUB [37], and PASCAL VOC [6], and generate three different
versions of their test or validation sets: Clean–original uncorrupted images, Seen–
images degraded by the 15 seen corruptions, and Unseen–images degraded by
the 4 unseen corruptions. We did not generate the datasets on-the-fly but prior
to evaluation so that they are fixed during testing. In addition, our model is
evaluated on the collection of real haze images introduced in [24].
To verify the effectiveness of URIE, it is compared with two different im-
age processing models. One of them is OWAN [32], the state-of-the-art image
restoration model devised to deal with multiple and latent types of image dis-
tortion. OWAN is trained on the same data with ours for fair comparisons,
but by using the original loss proposed in [32] since it is not straightforward
to train this model with our recognition-aware loss on the large-scale dataset
due to its heavy computational complexity (refer to Sec. 3.4). The other one is
URIE-MSE, which is a restoration-oriented variant of URIE and trained using a
Mean-Squared-Error loss instead of the recognition-aware loss. URIE and these
two models are evaluated in terms of performance of coupled recognizers on the
aforementioned datasets. Note that they are never finetuned to test datasets,
and all the recognizers coupled with them are trained on the clean images and
tested on the distorted images as-is.
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Table 2. Classification accuracy on the ImageNet dataset. The numbers in parentheses
indicate the differences from the baseline. V16, R50, and R101 denote VGG-16, ResNet-
50, and ResNet-101, respectively.
OWAN URIE-MSE URIE
Clean Seen Unseen Clean Seen Unseen Clean Seen Unseen
V16 69.8 (-0.2) 31.6 (+2.0) 39.8 (+0.8) 59.5 (-10.5) 32.3 (+2.7) 38.1 (-0.9) 67.1 (-2.9) 42.4 (+12.8) 44.8 (+5.8)
R50 74.4 (-0.4) 42.6 (+2.0) 50.3 (+1.2) 66.7 (- 7.8) 44.5 (+3.9) 49.3 (+0.2) 72.9 (-1.6) 55.1 (+14.5) 56.5 (+7.4)
R101 75.9 ( 0.0) 47.4 (+1.5) 54.6 (+0.8) 68.8 (- 7.1) 50.0 (+4.1) 54.0 (+0.2) 74.1 (-1.8) 57.8 (+11.9) 59.4 (+5.6)
Table 3. Classification accuracy on the CUB dataset. The numbers in parentheses
indicate the differences from the baseline. V16, R50, and R101 denote VGG-16, ResNet-
50, and ResNet-101, respectively.
OWAN URIE-MSE URIE
Clean Seen Unseen Clean Seen Unseen Clean Seen Unseen
V16 79.1 ( 0.0) 50.4 (+4.2) 42.3 (+1.7) 68.5 (-11.6) 50.5 (+4.3) 39.6 (-1.0) 77.9 (-1.2) 58.8 (+12.6) 48.9 (+8.3)
R50 84.6 ( 0.0) 52.8 (+3.3) 48.2 (+1.2) 76.5 (- 8.1) 58.4 (+8.9) 49.3 (+2.1) 83.7 (-0.9) 64.7 (+15.2) 54.9 (+7.7)
R101 84.9 (-0.1) 55.5 (+3.6) 48.5 (+1.8) 76.2 (- 8.8) 59.9 (+8.0) 50.5 (+3.8) 84.1 (-0.9) 67.1 (+15.2) 56.6 (+9.9)
(a) (b) (c) (d) (e) (a) (b) (c) (d) (e)
Se
en
U
n
se
en
Fig. 4. Qualitative results on the CUB dataset. (a) Input distorted images. (b) OWAN.
(c) URIE-MSE. (d) URIE. (e) Ground-truth images. For all images, their grad-CAMs
drawn by the ResNet-50 classifier are presented alongside. Examples in the first row
are degraded by seen corruptions and the others are by unseen corruptions.
4.3 Performance Evaluation
Classification on ImageNet. We first evaluate and compare the effectiveness
of URIE and the other two models for classification on the ImageNet valida-
tion set. For evaluation, they are integrated with three different classification
networks: VGG-16 [30], ResNet-50 [10] and ResNet-101 [10]. As can be seen
in Tab. 2, the performance improvement by URIE is substantial in the case of
seen corruptions and nontrivial for unseen corruptions as well, regardless of the
classification network it is integrated with. These results suggest that URIE is
universally applicable to diverse corruptions and to various recognition models.
Also, the performance gap between URIE and the other two methods is signif-
icant, which verifies the advantage of our method. In particular, the difference
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Table 4. Object detection performance of SSD 300 in mAP (%) on the VOC 2007
dataset. The numbers in parentheses indicate the differences from the baseline.
OWAN URIE-MSE URIE
Clean Seen Unseen Clean Seen Unseen Clean Seen Unseen
77.4 (0.0) 51.3 (+1.7) 60.2 (+0.9) 76.5 (-0.9) 52.7 (+3.1) 59.9 (+0.6) 76.5 (-0.9) 59.4 (+9.8) 62.7 (+3.4)
(a) (b) (c) (d) (e) (a) (b) (c) (d) (e)
Se
en
U
n
se
en
Fig. 5. Qualitative results of SSD 300 on the VOC 2007 dataset. (a) Corrupted input.
(b) OWAN. (c) URIE-MSE. (d) URIE. (e) Ground-truth. Examples in the top three
rows are degraded by seen corruptions and the others are by unseen corruptions.
between URIE and URIE-MSE in performance shows the clear advantage of our
recognition-aware training. Moreover, URIE-MSE is comparable to OWAN, al-
though it is six times more efficient as discussed in Sec. 3.4. This demonstrates
the advantage of the network architecture we proposed. Unfortunately, URIE
marginally degrades the performance in the case of clean; we suspect that the
architecture of URIE could be biased to distortions while OWAN has more skip
connections and better preserves input consequently.
Fine-grained classification on CUB. Our model and the others are evaluated
on the CUB validation set to examine if they work universally even in other
domains where data distributions are different from that of the training data,
i.e., ImageNet. The evaluation setting in this dataset is the same with that of
the ImageNet classification. As summarized in Tab. 3, all models turn out to be
transferable to some degree in spite of the domain gap between the ImageNet and
CUB datasets; we suspect that this is an effect of the large-scale training using
the ImageNet-C. However, URIE demonstrates its superiority over the other
models by outperforming them substantially. Fig. 3 presents qualitative results
of the models and their grad-CAMs [28] computed by the ResNet-50 classifier
using the ground-truth labels. In this figure, grad-CAMs computed from the
results of URIE are closest to those of ground-truth images, which means that
URIE best recovers image regions critical for correct classification.
Object detection and segmentation on PASCAL VOC. This time we
evaluate the effectiveness of our model for object detection and semantic seg-
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Table 5. Semantic segmentation performance of DeepLab v3 in mIoU (%) on the VOC
2012 dataset. The numbers in parentheses indicate the differences from the baseline.
OWAN URIE-MSE URIE
Clean Seen Unseen Clean Seen Unseen Clean Seen Unseen
78.7 (-0.2) 58.2 (+3.3) 65.4(+2.1) 78.1 (-0.8) 60.1 (+5.2) 63.6 (+0.3) 78.6 (-0.3) 67.0 (+12.1) 67.2 (+3.9)
(a) (b) (c) (d) (e) (a) (b) (c) (d) (e)
Se
en
U
n
se
en
Fig. 6. Qualitative results of DeepLab v3 on the VOC 2012 dataset. (a) Corrupted
input. (b) OWAN. (c) URIE-MSE. (d) URIE. (e) Ground-truth. Examples in the top
two rows are degraded by seen corruptions and the others are by unseen corruptions.
mentation on the PASCAL VOC dataset to validate its universal applicability
to totally different recognition tasks. We employ SSD 300 [20] for object detec-
tion and DeepLab v3 [1] for semantic segmentation as the recognition models.
Following the convention, the object detection model is evaluated on the VOC
2007 test set while the segmentation model is tested on the VOC 2012 valida-
tion set. Tab. 4 and 5 summarize performance of the two recognition models, and
Fig. 5 and 6 present their qualitative results when coupled with URIE and the
two restoration models. In both of object detection and semantic segmentation,
URIE improves recognition performance noticeably, and clearly outperforms the
other two models for both seen and unseen corruptions.
Classification on Haze-20. Finally, the effectiveness of URIE is evaluated on
the Haze-20 dataset [24], containing haze images of 20 object classes captured in
real environments. This dataset is paired with another set, HazeClear-20, a col-
lection of real haze-free images of the same 20 object categories. URIE and the
two restoration models are applied to both of datasets and evaluated in terms of
performance of a ResNet-50 classifier taking their results as input. This setting
is challenging for the three models since they are trained only with synthetically
distorted images. Moreover, Pei et al. [24] demonstrated by extensive experi-
ments that existing dehazing algorithms do not help improve classification per-
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Table 6. Accuracy of the ResNet-50 classifier on the Haze-20 and HazeClear-20
datasets. The numbers in parentheses indicate the differences from the baseline.
OWAN URIE-MSE URIE
Haze HazeClear Haze HazeClear Haze HazeClear
58.7 (+1.7) 97.8 (-0.1) 53.4 (-3.6) 94.4 (-3.5) 60.8 (+3.8) 97.6 (-0.3)
Sheep Bird Sheep People
People
0.173
People
0.033
People
0.046
People
0.353
Car Dog Sheep Car
Boat
0.439
Bridge Dog BoatBridge
Boat
0.450
Boat
0.041
Boat
0.518
Car
0.176
Car
0.033
Car
0.046
Car
0.253
Sheep Sheep Bird Bird
Bird
0.326
Bird
0.376
Bird
0.534
Bird
0.984
(a) (b) (c) (d) (a) (b) (c) (d)
Fig. 7. Qualitative results on the Haze-20 dataset. (a) Corrupted input. (b) OWAN.
(c) URIE-MSE. (d) URIE. Top-1 prediction of the ResNet-50 classifier together with
its confidence score and grad-CAM are presented alongside per example.
formance on the Haze-20 dataset. Nevertheless, as summarized in Tab. 6, URIE
is still able to improve the classification accuracy in the presence of real-world
haze, and at the same time, outperforms the two restoration methods. Fig. 7
shows that URIE enhances areas around objects better than OWAN and URIE-
MSE, and consequently allows the coupled classifier to predict the correct class
label and draw attention most accurately.
5 Conclusion
This paper has presented a new image enhancement network dedicated to robust
visual recognition in the presence of input distortion. Our network is universally
applicable to various types of image distortions and many different recognition
models. At the same time, it is recognition-friendly since it is optimized to im-
prove robustness of recognition models taking its output as input. These features
of our model are given by a novel network architecture and a training strategy
we carefully designed. The advantages of our model have been verified through-
out experiments in various settings. We however have found that our model
marginally degrades performance on distortion-free images. Next on our agenda
is to resolve this issue by revising the model architecture.
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