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2Abstract. As a continuation of previous work of the first author with S. Ranjbar
[26] on a special form of variational inequalities in Hadamard spaces, in this paper
we study equilibrium problems in Hadamard spaces, which extend variational in-
equalities and many other problems in nonlinear analysis. In this paper, first we
study the existence of solutions of equilibrium problems associated with pseudo-
monotone bifunctions with suitable conditions on the bifunctions in Hadamard
spaces. Then to approximate of an equilibrium point, we consider the proximal
point algorithm for pseudo-monotone bifunctions. We prove existence of the se-
quence generated by the algorithm in several cases in Hadamard spaces. Next,
we introduce the resolvent of a bifunction in Hadamard spaces. We prove con-
vergence of the resolvent to an equilibrium point. We also prove △-convergence
of the sequence generated by the proximal point algorithm to an equilibrium
point of the pseudo-monotone bifunction and also the strong convergence with
additional assumptions on the bifunction. Finally, we study a regularization of
Halpern type and prove the strong convergence of the generated sequence to an
equilibrium point without any additional assumption on the pseudo-monotone bi-
function. Some examples in fixed point theory and convex minimization are also
presented.
Keywords: Hadamard space, equilibrium problem, Halpern regularization, prox-
imal point algorithm, pseudo-monotone bifunction, strong convergence,△-convergence.
1. Introduction
Let (X, d) be a metric space. A geodesic from x to y is a map γ from the closed
interval [0, d(x, y)] ⊂ R to X such that γ(0) = x, γ(d(x, y)) = y and d(γ(t), γ(t′)) =
|t − t′| for all t, t′ ∈ [0, d(x, y)]. The image of γ is called a geodesic (or metric)
segment joining from x to y. When it is unique, this geodesic segment is denoted
3by [x, y]. The space (X, d) is said to be a geodesic space if every two points of X are
joined by a geodesic, and X is said to be uniquely geodesic if there is exactly one
geodesic joining x and y for each x, y ∈ X. A subset Y of X is said to be convex,
if for any two points x, y ∈ Y , the geodesic joining x and y is contained in Y , that
is, if γ : [0, d(x, y)] −→ X is a geodesic such that x = γ(0) and y = γ(d(x, y)), then
γ(t) ∈ Y, ∀t ∈ [0, d(x, y)].
Let X be a uniquely geodesic space and Y ⊂ X. The convex hull of Y (denoted by
conv(Y )) is the intersection of all convex subsets of X that contain Y . We recall
the following lemma from [33], which will be used in the next section.
Lemma 1.1. Let X be unique geodesic metric space and let A be a subset of X.
We set C0(A) = A and for every integer n ≥ 0, we let Cn+1(A) be the union of all
the geodesic segments in X that join pairs of points in Cn(A). Then, the geodesic
convex hull conv(A) of A is given by
conv(A) =
⋃
n≥0
Cn(A).
A geodesic triangle ∆(x1, x2, x3) in a geodesic metric space (X, d) consists of three
points x1, x2 and x3 in X (the vertices of ∆) and a geodesic segment between each
pair of vertices (the edges of ∆). A comparison triangle for the geodesic triangle
∆(x1, x2, x3) in (X, d) is a triangle ∆¯(x1, x2, x3):= ∆(x¯1, x¯2, x¯3) in the Euclidean
plane E2 such that dE2(x¯i, x¯j) = d(xi, xj) for i, j ∈ {1, 2, 3}, where dE2 is the usual
metric in R2. A geodesic space is said to be a CAT(0) space if all geodesic triangles
satisfy the following comparison axiom. Let ∆ be a geodesic triangle in X, and let
∆¯ be a comparison triangle for ∆. Then, ∆ is said to satisfy the CAT(0) inequality
4if for all x, y ∈ ∆ and all comparison points x¯, y¯ ∈ ∆¯,
d(x, y) ≤ dE2(x¯, y¯).
A complete CAT(0) space is called a Hadamard space. We now collect some
elementary facts about CAT(0) spaces, which will be used in the proofs of our main
results.
Lemma 1.2. Let X be a CAT(0) space and x, y ∈ X then, for each t ∈ [0, 1], there
exists a unique point z ∈ [x, y] such that d(x, z) = td(x, y) and d(y, z) = (1−t)d(x, y).
Proof. See Lemma 2.1 (iv) of [18]. 
We will use the notation (1 − t)x ⊕ ty for the unique point z satisfying in the
above statement.
Lemma 1.3. Let X be a CAT(0) space. Then for all x, y, z ∈ X and t, s ∈ [0, 1],
we have
(i) d((1 − t)x⊕ ty, z) ≤ (1− t)d(x, z) + td(y, z),
(ii) d((1 − t)x⊕ ty, (1− s)x⊕ sy) = |t− s|d(x, y),
(iii) d((1− t)z ⊕ tx, (1− t)z ⊕ ty) ≤ td(x, y),
(iv) d2((1− t)x⊕ ty, z) ≤ (1− t)d2(x, z) + td2(y, z)− t(1− t)d2(x, y).
Proof. (i) see Lemma 2.4 of [18], (ii) see [13], (iii) see Lemma 3 of [28], (iv) see
Lemma 2.5 of [18]. 
Berg and Nikolaev in [7, 8] introduced the concept of quasi-linearization along
these lines. Let us formally denote a pair (a, b) ∈ X ×X by
−→
ab and call it a vector.
5Then quasi-linearization is defined as a map 〈·, ·〉 : (X×X)×(X×X) → R defined by
〈
−→
ab,
−→
cd〉 =
1
2
{d2(a, d) + d2(b, c)− d2(a, c) − d2(b, d)} (a, b, c, d ∈ X).
It is easily seen that 〈
−→
ab,
−→
cd〉 = 〈
−→
cd,
−→
ab〉, 〈
−→
ab,
−→
cd〉 = −〈
−→
ba,
−→
cd〉 and 〈−→ax,
−→
cd〉+〈
−→
xb,
−→
cd〉 =
〈
−→
ab,
−→
cd〉 for all a, b, c, d, x ∈ X. We say that X satisfies the Cauchy-Schwarz inequal-
ity if 〈
−→
ab,
−→
cd〉 ≤ d(a, b)d(c, d) for all a, b, c, d ∈ X. It is known (Corollary 3 of [8])
that a geodesically connected metric space is a CAT(0) space if and only if it satisfies
the Cauchy-Schwarz inequality.
A Hadamard space X is called flat Hadamard space iff inequality in Part (iv) of
Lemma 1.3 is equality. A well-known result asserts that a flat Hadamard space is
isometric to a closed convex subset of a Hilbert space. It is easy to check that in a
flat Hadamard space X, for each x, y, z, u ∈ X and 0 ≤ λ ≤ 1,
〈−→xy,
−−−−−−−−−−−−→
x(λz ⊕ (1− λ)u)〉 = λ〈−→xy,−→xz〉+ (1− λ)〈−→xy,−→xu〉. (1.1)
Let (X, d) be a Hadamard space, {xn} be a bounded sequence in X and x ∈
X. Let r(x, {xn}) = lim sup d(x, xn). The asymptotic radius of {xn} is given by
r({xn}) = inf{r(x, {xn})|x ∈ X} and the asymptotic center of {xn} is the set
A({xn}) = {x ∈ X|r(x, {xn}) = r({xn})}. It is known that in a Hadamard space,
A({xn}) is singleton.
Definition 1.4. A sequence {xn} in a Hadamard space (X, d)△-converges to x ∈ X
if A({xnk}) = {x}, for each subsequence {xnk} of {xn}.
We denote △-convergence in X by
△
−→ and the (strong) metric convergence by →.
6Lemma 1.5. Let X be a complete CAT(0) space. Then, every bounded closed convex
subset of X is △-compact; i.e. every bounded sequence in it, has a △-convergent
subsequence.
Proof. Proposition 3.6 of [27]. 
Let X be a complete CAT(0) space. Then, every closed convex subset K of X
is △-closed in the sense that it contains all △-limit points of every △-convergent
sequence.
A function f : X →]−∞,+∞] is called:
(1) convex iff
f(λx⊕ (1− λ)y) ≤ λf(x) + (1− λ)f(y), ∀x, y ∈ X and λ ∈ (0, 1)
(2) quasiconvex iff
f(λx⊕ (1− λ)y) ≤ max{f(x), f(y)}, ∀x, y ∈ X and λ ∈ (0, 1)
(3) quasiconcave iff −f is quasiconvex.
A function f : X →] − ∞,+∞] is called proper iff D(f) := {x ∈ X : f(x) <
+∞} 6= ∅. f is called lower semicontinuous (shortly, lsc) at x ∈ D(f) iff
lim inf
y→x
f(y) ≥ f(x)
and it is called △-lower semicontinuous (shortly △-lsc) at x ∈ D(f) iff
lim inf
y
△
→x
f(y) ≥ f(x).
It is well known result that each convex and lsc function is △-lsc.
7Let K ⊂ X be nonempty. Consider f : K × K → R, f is called a bifunction.
An equilibrium problem for f and K as briefly EP (f ;K) consists of finding x∗ ∈ K
such that
f(x∗, y) ≥ 0, ∀y ∈ K. (EP )
x∗ is called an equilibrium point. We denote the set of all equilibrium points for
(EP ) by S(f ;K). Each equilibrium problem has a dual, which is named ”convex
feasibility problem” (for short, CFP ). It consists of finding x∗ ∈ K such that
f(x, x∗) ≤ 0, for all x ∈ K. A convex feasibility problem for f and K is denoted
by CFP (f,K). Equilibrium problems extend and unify several problems in opti-
mization, variational inequalities, fixed point theory and many other problems in
nonlinear analysis. Here, K ⊂ X denotes a nonempty, closed and convex set unless
explicitly states otherwise. Take o ∈ X, where o is an arbitrary but fixed point (o
is called base-point). The following conditions may be used throughout the paper,
therefore we denominate them as:
P1: f(x, x) = 0 for all x ∈ K.
P2: f(·, y) : K → R is upper semi-continuous for all y ∈ K.
P3: f(x, ·) : K → R is convex and lower semi-continuous for all x ∈ K.
f is called monotone, iff
P4: f(x, y) + f(y, x) ≤ 0, for all x, y ∈ K.
f is called pseudo-monotone, iff
P4∗: Whenever f(x, y) ≥ 0 with x, y ∈ K it holds that f(y, x) ≤ 0.
f is called θ-undermonotone, iff
P4•: There exists θ ≥ 0 such that f(x, y) + f(y, x) ≤ θd2(x, y), for all x, y ∈ K.
f is called coercive, iff
8P5: Let o ∈ X be the base-point. Then for any sequence {xk} ⊂ K satisfying
lim d(xk, o) = +∞, there exists u ∈ K and n0 ∈ N such that f(xn, u) ≤ 0, for all
n ≥ n0.
Equilibrium problems for monotone and pseudo-monotone bifunctions have been
extensively studied in Hilbert, Banach as well as in topological vector spaces by
many authors (see [9, 12, 16, 21, 23] and many other references). Recently some
authors have studied on equilibrium problems in Hadamard manifolds (see [15, 32]).
In order to extend and unify of the related results from Hilbert spaces and Hadamard
manifolds as well as extension of some recent works on variational inequalities and
minimization problems in Hadamard spaces (see [26, 34, 36] ), we study monotone
and pseudomonotone equilibrium problems in Hadamard space setting.
The paper has been organized as follows. In the sequel of introduction, we present
some well-known lemmas in the Hadamard space framework. In Section 2, we study
the existence of solutions of equilibrium problems. In Section 3, in order to approx-
imate an equilibrium point, we use an auxiliary problem. Existence of solutions
of the auxiliary problem is not guaranteed for bifunctions with usual assumptions
P1, P2, P3, P4, P4∗ , P4• in general Hadamard spaces. In this section we study the
existence of solutions of the auxiliary problem in several special cases. Section 4 is
devoted to introduce the resolvent operator for pseudo-monotone bifunction and its
strong convergence to an equilibrium point. In Section 5, we prove ∆-convergence of
the proximal point algorithm for pseudo-monotone bifunctions in Hadamard spaces.
Since the strong convergence (convergence in metric) does not occur even in Hilbert
9space, in Section 6, we prove strong convergence a regularized version of the se-
quence of Halpern type in Hadamard spaces. Finally in Section 7, some examples
and applications will be presented. Now, we present some lemmas that we need
them in the next section.
Lemma 1.6. With conditions P1, P2 and P3, every solution of CFP (f,K) solves
EP (f,K).
Proof. See Lemma 2.4 of [22] 
Corollary 1.7. If f satisfies P1, P2, P3 and P4∗, then EP (f,K) and CFP (f,K)
have the same solution set.
The following lemma, which is KKM lemma in complete CAT(0) spaces, has been
proved on finite dimensional Hadamard manifolds in [15]. The proof is similar for
complete CAT(0) spaces, but for completeness of the paper, we rewrite the proof in
complete CAT(0) spaces.
Lemma 1.8. Suppose X is a complete CAT(0) space and K ⊂ X. Let G : K → 2K
be a mapping such that for each x ∈ K, G(x) is △-closed. Suppose that
i) ∀x1, · · · , xm ∈ K, conv({x1, · · · , xm}) ⊂
⋃m
i=1G(xi),
ii) there exists x0 ∈ K such that G(x0) is △-compact,
then
⋂
x∈K G(x) 6= ∅.
Proof. Take x1, · · · , xm ∈ K and define D({x1, · · · , xm}) :=
⋃m
i=1Di, where D1 =
{x1} and, for any 2 ≤ j ≤ n, Dj = {z ∈ γxj ,y|y ∈ Dj−1} such that γxj ,y is
the geodesic joining xj to some y ∈ Dj−1. Therefore D({x1, · · · , xm}) is a closed
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subset of conv({x1, · · · , xm}). Let y1 = x1, in the sequel any element yk ∈ Dk ⊆
D({x1, · · · , xm}) can be written as
yk = γ(tk), (1.2)
where tk ∈ [0, 1] and γ is the geodesic joining xk to some yk−1 ∈ Dk−1. To each
xi, we associate a corresponding vertex ei of the simplex σ = 〈e1, · · · , em〉 ⊂ R
m+1.
Let T : σ → D({x1, · · · , xm}) be the mapping which is defined by induction as the
following form: For λ1 = e1, define T (λ1) = x1 and in the sequel, suppose that
1 < k ≤ m, if λk ∈ 〈e1, · · · , ek〉\〈e1, · · · , ek−1〉, then λk = tkek + (1 − tk)λk−1 for
some tk ∈ (0, 1] and λk−1 ∈ 〈e1, · · · , ek−1〉. Hence we define T (λk) = γk(tk), where
γk is the geodesic joining xk to T (λk−1) and tk is the unique element in [0, 1] such
that T (λk) = γk(tk).
The equality (1.2) shows that T (σ) coincides with D({x1, · · · , xm}). Now we show
that T is continuous. For any j = 1, 2, let λj =
∑m
i=1 t
j
i ei ∈ σ, for some sequences
{tji}
m
i=1 ⊂ [0, 1] satisfying
∑m
i=1 t
j
i = 1. By definition, we have that T (λ
j) = γjm(t
j
m),
where γjm joins xm to T (
∑m−1
i=1 t
j
iei). Now let L := diam(D(〈x1, · · · , xm〉)), in turn
by parts (ii) and (iii) of Lemma 1.3, we have:
d(T (λ1), T (λ2)) ≤ d(γ1m(t
1
m), γ
1
m(t
2
m)) + d(γ
1
m(t
2
m), γ
2
m(t
2
m))
≤ |t1m − t
2
m| d(xm, T (
∑m−1
i=1 t
1
i ei)) + d(T (
∑m−1
i=1 t
1
i ei), T (
∑m−1
i=1 t
2
i ei))
≤ L|t1m − t
2
m|+ d(T (
∑m−1
i=1 t
1
i ei), T (
∑m−1
i=1 t
2
i ei)).
By recursion, we obtain that d(T (λ1), T (λ2)) ≤ L
∑m
i=1 |t
1
i − t
2
i |.
This shows that the continuity of T . Consider the closed sets {Ei}
m
i=1, defined by
11
Ei := T
−1(D({x1, · · · , xm}) ∩G(xi)). Let us prove that for every I ⊂ {1, · · · ,m},
conv({ei|i ∈ I}) ⊂
⋃
i∈I
Ei. (1.3)
Indeed, let λ =
∑k
j=1 tijeij ∈ conv({ei1 , · · · , eik}), with {tij} ⊂ [0, 1] such that
∑k
j=1 tij = 1. Since, by the hypothesis:
T (λ) ∈ D({xi1 , · · · , xik}) ⊆ conv({xi1 , · · · , xik}) ⊆
k⋃
n=1
G(xin),
then there exists j ∈ {1, · · · , k} for which T (λ) ∈ G(xij )
⋂
D({xi1 , · · · , xik}) and,
consequently, λ ∈ Eij . By applying KKM lemma to the family {Ei}
m
i=1, we get
existence of a point λˆ ∈ conv({e1, · · · , em}) such that λˆ ∈
⋂m
i=1Ei, so T (λˆ) ∈
⋂m
i=1G(xi). We have already proved that the family of ∆-closed sets {G(x) ∩
G(x0)}x∈K has the finite intersection property. Since G(x0) is△-compact, it implies
that
⋂
x∈K G(x) =
⋂
x∈K(G(x0) ∩G(x)) 6= ∅. 
2. Existence of Solutions
In this section, we are going to study existence of the solutions of equilibrium
problems in complete CAT(0) spaces. In [21] Iusem, Kassay and Sosa proved exis-
tence of the solutions of pseudo-monotone equilibrium problems in Hilbert spaces.
Now, we want to extend their results to Hadamard spaces. We assume that X is
a Hadamard space and K ⊂ X is closed and convex. Let o ∈ X be the basepoint
and for each n ∈ N, set Kn = {x ∈ K|d(o, x) ≤ n}. Since Kn is nonempty for
sufficiently large n, without loss of generality, we may assume that Kn is nonempty
for all n ∈ N. Suppose that f satisfies P1, P2 and P3. We define for each y ∈ K,
Lf (n, y) := {x ∈ Kn|f(y, x) ≤ 0}.
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By applying Lemma 1.6 with Kn instead of K, we conclude that
⋂
y∈Kn
Lf (n, y) ⊆
{x ∈ Kn|f(x, y) ≥ 0,∀y ∈ Kn}, i.e. each solution of the convex feasibility problem
restricted to Kn is a solution of the equilibrium problem restricted to Kn. Take
K◦n ⊂ K, the intersection of K with the open ball of radius n around o, i.e. K
◦
n =
{x ∈ K|d(o, x) < n}. We need the following technical lemmas for the existence
result.
Lemma 2.1. Let f satisfy P1, P2 and P3. If for some n ∈ N and some x¯ ∈
⋂
y∈Kn
Lf (n, y) there exists y¯ ∈ K
◦
n such that f(x¯, y¯) ≤ 0, then f(x¯, y) ≥ 0 for all
y ∈ K.
Proof. A trivial extension of Lemma 3.7 of [22] to geodesic spaces. 
Definition 2.2. f : K × K → R is called properly quasi-monotone, if for every
finite set A of K and every y ∈ conv(A), min
x∈A
f(x, y) ≤ 0.
Lemma 2.3. If f satisfies one of the following conditions
i) f(·, y) is quasi-concave for all y ∈ K and P1 holds,
ii) f(x, ·) is quasi-convex for all x ∈ K and P1 and P4∗ hold,
then f is properly quasi-monotone.
Proof. Let A = {x0, x1, · · · , xk} ⊂ K and y ∈ conv(A) be arbitrary. By Lemma
1.1, there is an integer n ≥ 0 such that y ∈ Cn(A). We will show min
x∈A
f(x, y) ≤ 0.
Suppose to the contrary, f(x, y) > λ > 0, ∀x ∈ A.
(i) By quasi-convexity of −f(·, y) and the definition of C1(A), we have:
−f(u, y) ≤ max{−f(x, y)|x ∈ A} < −λ < 0, ∀u ∈ C1(A)
13
Again by the definition of C2(A) we get
−f(v, y) ≤ max{−f(u, y)|u ∈ C1(A)} ≤ −λ < 0, ∀v ∈ C2(A)
and finally by induction we get 0 = −f(y, y) ≤ −λ < 0, which is a contradiction.
ii) By using P4∗, we have f(y, xi) ≤ 0, for all i ∈ {0, · · · , k}. Now if f(y, xi) = 0
for some i, then again by using P4∗, we have f(xi, y) ≤ 0, that is a contradiction.
Therefore f(y, xi) < 0 for all 0 ≤ i ≤ k. Next by the quasi-convexity of f(y, ·)
and Lemma 1.1 and similar to the part (i) we get a contradiction, which proves the
lemma. 
Theorem 2.4. Suppose that f is properly quasi-monotone and P1, P2, P3 and P5
hold, then EP (f,K) admits a solution.
Proof. Let n ∈ N be arbitrary, we are going to use Lemma 1.8 with Kn instead of K
and G(y) := Lf (n, y). Therefore we must check the validity of its hypotheses. First
we verify condition (i) of Lemma 1.8.
Take x0, x1, · · · , xk ∈ Kn and x¯ ∈ conv({x0, x1, · · · , xk}). We must verify that
x¯ ∈
k⋃
i=0
Lf (n, xi), i.e. x¯ ∈ Kn and f(xi, x¯) ≤ 0 for some i. Since Kn is convex, there-
fore x¯ ∈ Kn and the rest of this fact is followed from properly quasi-monotonicity
assumption, which guarantees that min
0≤i≤k
f(xi, x¯) ≤ 0.
Now we verify condition (ii) of Lemma 1.8. Since f(y, ·) is convex and lower semi-
continuous, therefore G(y) = Lf (n, y) = {x ∈ Kn|f(y, x) ≤ 0} is closed and convex.
Also G(y) is bounded, because it is contained in Kn. Hence by Lemma 1.5, G(y) is
△-compact, for all y ∈ K. Therefore we are within the hypotheses of Lemma 1.8
and we can conclude that
⋂
y∈Kn
Lf (n, y) 6= ∅, for each n ∈ N, so that for each n ∈ N
14
we may choose xn ∈
⋂
y∈Kn
Lf (n, y). We distinguish two cases:
i) There is n ∈ N such that d(o, xn) < n. In this case xn ∈ K
◦
n solves EP (f,K) by
Lemma 2.1.
ii) d(o, xn) = n for all n ∈ N. In this case P5 ensure existence of u ∈ K and n0 > 0
such that f(xn, u) ≤ 0 for all n ≥ n0. Take n
′ ≥ n0 such that d(o, u) < n
′, then
f(xn′ , u) ≤ 0 and u ∈ K
◦
n′ . Again xn′ turns out be a solution of EP (f,K) by Lemma
2.1. 
Theorem 2.5. Let f satisfy P1, P2, P3 and P4∗, then EP (f,K) has a solution if
and only if P5 holds.
Proof. Take x∗ ∈ S(f,K), then f(x∗, y) ≥ 0 for all y ∈ K. By P4∗ we have
f(y, x∗) ≤ 0 for all y ∈ K. Hence P5 holds.
Now, by Lemma 2.3, P1 and P4∗ imply that f is properly quasi-monotone, then by
Theorem 2.4, EP (f,K) has a solution if P5 holds. 
The following theorem also shows the existence of solutions for some equilibrium
problems. It has been essentially proved on finite dimensional Hadamard manifolds
in [15] and we rewrite the proof in Hadamard spaces.
Theorem 2.6. Let f : K ×K → R be a bifunction such that
i) for any x ∈ K, f(x, x) ≥ 0;
ii) for every x ∈ K, the set {y ∈ K|f(x, y) < 0} is convex;
iii) for every y ∈ K, x 7→ f(x, y) is △-upper semicontinuous;
iv) there exists a △-compact set L ⊆ X and a point y0 ∈ L ∩K such that
f(x, y0) < 0, for all x ∈ K\L,
then there exists a point x0 ∈ L ∩K satisfying f(x0, y) ≥ 0, for all y ∈ K.
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Proof. G : K → 2K is defined by G(y) := {x ∈ K|f(x, y) ≥ 0}, for each y ∈ K.
Since f(·, y) is △-upper semicontinuous, G(y) is △-closed for all y ∈ K. In turn
by condition (iv) there exists a point y0 ∈ K such that G(y0) ⊆ L, so G(y0) is
△-compact. We are going to use Lemma 1.8, thus we must prove that for every
y1, · · · , ym ∈ K, we have conv({y1, · · · , ym}) ⊂
⋃m
i=1G(yi).
To this end, suppose to the contrary that there exists a point x′ such that x′ ∈
conv({y1, · · · , ym}) but x
′ 6∈
⋃m
i=1G(yi), i.e.
f(x′, yi) < 0, 1 ≤ i ≤ m.
This implies that for all 1 ≤ i ≤ m, we have yi ∈ {y ∈ K|f(x
′, y) < 0}. Since
{y ∈ K|f(x′, y) < 0} is convex hence we have:
x′ ∈ conv({y1, · · · , ym}) ⊆ {y ∈ K|f(x
′, y) < 0}, but by (i), we have f(x′, x′) ≥ 0,
which is a contradiction. Then by Lemma 1.8, there exists x0 ∈ K such that
x0 ∈
⋂
y∈K G(y), with x0 ∈ G(y0) ⊆ L ∩K. In the other words there exists a point
x0 ∈ L ∩K satisfying f(x0, y) ≥ 0, for all y ∈ K. 
3. An Auxiliary Problem
In this section, we consider the proximal point scheme for pseudo-monotone equi-
librium problems in Hadamard spaces to approximate an equilibrium point. The
proximal point algorithm for pseudo-monotone bifunction f : K×K → R generates
the sequence {xk} which is given by the following process. Given x0 ∈ X arbitrary,
inductively for xk−1 ∈ K, xk satisfies in the following inequality
f(xk, y) + λk−1〈
−−−−→xk−1xk,
−−→xky〉 ≥ 0, ∀y ∈ K, (3.1)
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where {λk} is a positive sequence. WhenX is a Hilbert space and f is θ-undermonotone
and λk > θ, ∀k ∈ N, Iusem and Sosa in [23] proved existence and uniqueness of the
sequence generated by (3.1). They also proved the weak convergence of the sequence
to an equilibrium point of f , when f is a pseudo-monotone bifunction. Unfortu-
nately, we cannot obtain existence of the sequence {xk} defined by (3.1) in general
Hadamard spaces for each bifunction f with the usual conditions P1, P2, P3, P4,
P4∗ and P4• discussed in Section 2. In [26] the first author and Ranjbar proved
the existence of the sequence defined by (3.1) and its ∆-convergence for bifunction
f(x, y) = 〈
−−→
Txx,−→xy〉, where T : X → X is a nonexpansive mapping. In this section,
we study the existence of the sequence given by (3.1) in some other cases. In order
to prove existence and uniqueness of the sequence {xk} satisfying (3.1), consider the
bifunction f˜ which is defined by
f˜(x, y) = f(x, y) + λ〈
−→
x¯x,−→xy〉. (3.2)
where x¯ ∈ X and f is a bifunction that satisfies P1, P2, P3 and P4• and λ > θ.
First we prove the uniqueness of the sequence {xk} satisfying (3.1). Assume that
both x′ and x′′ solve EP (f˜ ,K). Note that
0 ≤ f˜(x′, x′′) = f(x′, x′′) + λ〈
−→
x¯x′,
−−→
x′x′′〉,
0 ≤ f˜(x′′, x′) = f(x′′, x′) + λ〈
−−→
x¯x′′,
−−→
x′′x′〉.
By summing the both sides of the above inequalities, we have:
0 ≤ f(x′, x′′) + f(x′′, x′)− λd2(x′, x′′) ≤ (θ − λ)d2(x′, x′′).
Since λ > θ, we deduce that x′ = x′′.
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Lemma 3.1. Let f satisfy P1, P2, P3, P4• and λ > θ, then f˜ satisfies P4 and
P5.
Proof. First we prove that f˜ satisfies P4. Note that
f˜(x, y) + f˜(y, x) = f(x, y) + f(y, x) + λ〈
−→
x¯x,−→xy〉+ λ〈
−→
x¯y,−→yx〉
= f(x, y) + f(y, x)− λd2(x, y) ≤ (θ − λ)d2(x, y) ≤ 0.
Now we show that f˜ satisfies P5. Take and fix o ∈ X, then take a sequence {xk} such
that lim d(o, xk) = +∞ and let u = PK(x¯), where PK : X −→ K is the projection
map onto K. Since by Theorem 2.2 of [17], we have, 〈
−→
x¯u,−−→xku〉 ≤ 0. Therefore we
have:
f˜(xk, u) = f(xk, u) + λ〈
−−→
x¯xk,
−−→xku〉 = f(xk, u) + λ〈
−→
x¯u,−−→xku〉+ λ〈
−−→uxk,
−−→xku〉
≤ f(xk, u)− λd
2(u, xk) ≤ −f(u, xk) + θd
2(u, xk)− λd
2(u, xk)
= −f(u, xk)− (λ− θ)d
2(u, xk), (3.3)
where in the second inequality we have used from θ-undermonotonicity of f . Now
take z in the domain of f(u, ·) and t ∈ R with t < f(u, z), since f(u, ·) is convex,
proper and lower semicontinuous, by Lemma 3.2 of [1] there are v ∈ X and a real
number t < s ≤ f(u, z) such that
f(u, y) ≥
1
s− t
〈−→vz,−→vy〉+ s ∀y ∈ K,
therefore by setting y = xk, we have: −f(u, xk) ≤
−1
s−t
〈−→vz,−−→vxk〉−s. Now by Cauchy-
Schwarz inequality, we have:
− f(u, xk) ≤
1
s− t
d(v, z)d(v, xk)− s ≤
1
s− t
d(v, z)d(u, xk)+
1
s− t
d(v, z)d(v, u)− s.
(3.4)
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By replacing (3.4) in (3.3), we have:
f˜(xk, u) ≤ d(xk, u)[
1
s − t
d(v, z) − (λ− θ)d(u, xk)] +
1
s− t
d(v, z)d(v, u) − s. (3.5)
Since λ− θ > 0 and lim d(xk, o) = +∞, so that lim d(xk, u) = +∞, it follows easily
from (3.5) that lim f˜(xk, u) = −∞ as k → +∞. So that f˜(xk, u) ≤ 0, for sufficiently
large k. Therefore f˜ satisfies P5. 
Proposition 3.2. Let f satisfy P1, P2, P3, P4• and λ > θ. If f˜(x, ·) is convex
for all x ∈ K, then EP (f˜ ,K) has a unique solution.
Proof. It is clear that f˜ satisfies P1, P2 and P3. Also Lemma 3.1 shows that f˜
satisfies P4 and P5. Hence Theorem 2.5 implies that f˜ has a solution. Uniqueness
of the solution has already been proved. 
By Proposition 3.2, if f˜(x, ·) is convex for all x ∈ K, then EP (f˜ ,K) has a unique
solution, but since y 7→ 〈
−→
x¯x,−→xy〉 is not convex in general unless in flat Hadamard
spaces, then the conditions of Proposition 3.2 are satisfied in these spaces and we
have the following corollary.
Corollary 3.3. Let f satisfy P1, P2, P3, P4• and λ > θ. If X is a flat Hadamard
space, then EP (f˜ ,K) has a unique solution.
If the function y 7→ 〈
−→
x¯x,−→xy〉 is convex, existence of a solution for f˜ is concluded by
the usual conditions on the bifunction f . But in general y 7→ 〈
−→
x¯x,−→xy〉 is not convex
in Hadamard spaces. In the following theorems we try to overcome this problem
and prove the existence of solutions for f˜ in some special cases.
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In order to prove existence of an equilibrium point for f˜ when f is cyclic monotone
we recall the definition of cyclic monotonicity of bifunctions from [19] and a lemma
that we need to prove the main result.
Definition 3.4. f : K × K → R is said to be cyclic monotone iff for each n ∈ N
and each x1, x2, · · · , xn ∈ X
f(x1, x2) + f(x2, x3) + · · · + f(xn, x1) ≤ 0
Lemma 3.5. Suppose that f : K ×K → R is monotone and P1 is satisfied. Also
f is convex respect to the second variable and upper hemi-continuous (upper semi-
continuous along geodesics) respect to the first variable. Let x¯ ∈ K, then the follow-
ing are equivalent:
i) there exists x ∈ K such that f(z, x) + 〈
−→
xx¯,−→xz〉 ≤ 0, ∀z ∈ K
ii) there exists x ∈ K such that f(x, z) ≥ 〈
−→
xx¯,−→xz〉, ∀z ∈ K
Proof. (ii) ⇒ (i) is trivial by the monotonicity of f . We prove (i) ⇒ (ii). For all
z ∈ K and 0 ≤ t ≤ 1, take zt = tz ⊕ (1 − t)x. By convexity of f respect to the
second argument, we have
0 = f(zt, zt) ≤ tf(zt, z) + (1− t)f(zt, x) ≤ tf(zt, z) + (1− t)〈
−→
x¯x,−→xzt〉
= tf(zt, z) +
1−t
2 {d
2(x¯, zt)− d
2(x, zt)− d
2(x¯, x)}
= tf(zt, z) +
1−t
2 {td
2(x¯, z) + (1− t)d2(x¯, x)− t(1− t)d2(z, x)− t2d2(z, x)− d2(x¯, x)}
= tf(zt, z) +
t(1−t)
2 {d
2(x¯, z)− d2(x¯, x)− d2(z, x)}
Therefore
f(zt, z) ≥ (1− t)〈
−→
xx¯,−→xz〉
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Letting t→ 0, by upper hemi-continuity of f respect to the first argument, we get
f(x, z) ≥ 〈
−→
xx¯,−→xz〉, ∀z ∈ K
as desired. 
Theorem 3.6. Let f : K ×K → R be a cyclic monotone bifunction which satisfy
P1, P2 and P3. Then f˜ has a solution.
Proof. Without loss generality from now to the end of this section, we take λ = 1
in EP (f˜ ,K). By similar argument of Propositions 5.1 and 5.2 of [19], f(z, x) ≤
g(x) − g(z), where g is a convex and lower semi-continuous function on X. By
Theorem 4.2 of [1], for a given x¯ ∈ K there exists exactly one x ∈ K such that
g(x) − g(z) ≤ 〈
−→
x¯x,−→xz〉, ∀z ∈ K,
then
f(z, x) + 〈
−→
xx¯,−→xz〉 ≤ 0, ∀z ∈ K
Now Lemma 3.6 implies the interested result. 
Now we want to prove existence of an equilibrium point for f˜ when f satisfies a
cyclic pseudo-monotonicity condition. In [20] cyclic pseudomonotonicity was defined
for pseudomonotone operators. In [24] we defined it for pseudomonotone bifunctions
as follows.
i) f is called n -pseudomonotone if the following implication holds:
f (x1, x2) ≥ 0, f (x2, x3) ≥ 0, ..., f (xn−1, xn) ≥ 0 =⇒ f (xn, x1) ≤ 0;
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ii) f is called cyclic pseudomonotone, if f is n-pseudomonotone for all n ∈ N.
In order to prove existence of solution for f˜ , we define a stronger version of cyclic
pseudo-monotonicity as follows.
Definition 3.7. f is called n -pseudomonotone of type (I), if the following implica-
tion holds:
f (x1, x2) + f (x2, x3) + ...+ f (xn−2, xn−1) ≤ f (x1, xn) =⇒ f (xn, xn−1) ≤ 0
First we prove that the recent definition is stronger than the definition of cyclic
pseudomonotonicity.
Theorem 3.8. If f : K × K → R is n-pseudomonotone of type (I) and P1 is
satisfied, then f is n-pseudomonotone.
Proof. Take x1, x2, ..., xn ∈ K, and let f(x1, x2) ≥ 0, f(x2, x3) ≥ 0, ... , f(xn−1, xn) ≥
0. Since P1 and n-pseudomonotonicity of type (I) imply that P ∗4 , hence we have:
f(xn−1, xn−2) + f(xn−2, xn−3) + ...+ f(x2, x1) ≤ f(xn−1, xn).
Now n-pseudomonotonicity of type (I) implies f(xn, x1) ≤ 0, as desired. 
Proposition 3.9. Assume that f : K × K → R is cyclic pseudomonotone of type
(I), and there are u, v ∈ K such that f(u, v) > 0. Then
(i) there exists a function g : K → R such that f (x, y) ≥ g (y)− g (x) ;
(ii) if f (·, y) is concave for each y ∈ K, then g is convex.
Proof. (i) Let f : K×K → R be n-pseudomonotone of type (I) and f(u, v) > 0. Note
that the definition of n-pseudomonotone of type (I) implies f(x1, x2) + f(x2, x3) +
... + f(xn−2, v) > f(x1, u) for each x1, x2, · · · , xn−2 ∈ K. Now we define ϕ(x1) =
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infx2,...,xn−2,n≥3{f(x1, x2) + f(x2, x3) + ... + f(xn−2, v)} ≥ f(x1, u). Hence we have
f(x1, x2)+infx3,...,xn−2,n≥3{f(x2, x3)+...+f(xn−2, v)} ≥ infx2,...,xn−2,n≥3{f(x1, x2)+
... + f(xn−2, v)}, therefore f(x1, x2) ≥ ϕ(x1) − ϕ(x2). Taking g = −ϕ, we have
f (x, y) ≥ g (y)− g (x).
(ii) If ∀y ∈ K, f(·, y) is concave, then for all λ ∈ (0, 1) and z1, z2 ∈ K, we have:
ϕ(λz1 + (1 − λ)z2) = infx2,...,xn−2,n≥3{f(λz1 + (1 − λ)z2, x2) + ... + f(xn−2, v)} ≥
λ infx2,...,xn−2,n≥3{f(z1, x2) + ... + f(xn−2, v)} + (1 − λ) infx2,...,xn−2,n≥3{f(z2, x2) +
...+ f(xn−2, v)} = λϕ(z1) + (1− λ)ϕ(z2). Therefore g = −ϕ is convex. 
Theorem 3.10. Let f be a cyclic pseudomonotone bifunction of type (I) which
satisfies P2. If f is concave respect to the first argument and there exist u, v ∈ K
such that f(u, v) > 0, then f˜ has a solution.
Proof. By Proposition 3.9, f(x, y) ≥ g(y)− g(x), where g is convex and lower semi-
continuous. Therefore by Theorem 4.2 of [1], for each x¯ ∈ K there exists x ∈ K
such that
g(y)− g(x) ≥ 〈
−→
xx¯,−→xy〉, ∀y ∈ K.
This implies that f˜ has a solution. 
Problem 3.11. We have already proved existence of solution for EP (f˜ ,K) or equiv-
alently existence of a sequence which satisfies (3.1) by imposing some conditions on
the monotone or pseudomonotone bifunction f and the Hadamard space X, but we
don’t know whether the problem (3.2) has a solution without these extra conditions.
23
4. Convergence of Resolvent
Now consider a monotone bifunction f : K ×K → R. Assume that for each λ > 0
and x¯ ∈ K, the equilibrium problem for f˜ (see (3.2)) has a solution that is unique.
This unique solution is denoted by Jfλ x¯ and it is called the resolvent of f of order
λ > 0 at x¯. The resolvent Jfλ or briefly Jλ for monotone bifunctions in Hilbert and
Banach spaces has been introduced by Ait Mansour et al. in [31](see also [19]). In
Hadamard spaces, we proved existence of the resolvent in some special cases in the
previous section. In the following theorem we prove Jλ is firmly nonexpansive and
then prove that for each x ∈ X, Jλx converges strongly to an equilibrium point of
f as λ → 0, if S(f,K) 6= ∅. First we recall the definitions of firmly nonexpansive
and quasi firmly nonexpansive mappings.
Definition 4.1. A mapping T : X → X is called firmly nonexpansive iff
〈−→xy,
−−−→
TxTy〉 ≥ d2(Tx, Ty), ∀x, y ∈ X
T is called quasi firmly nonexpansive if Fix(T ) 6= ∅, where Fix(T ) is the set of all
fixed point of T , and
〈−→xp,
−−→
Txp〉 ≥ d2(Tx, p), ∀x ∈ X
for each p ∈ Fix(T ).
Proposition 4.2. Let f : K × K → R be a bifunction and λ > 0 such that Jλx
exists.
i) If f is monotone, then the mapping x 7→ Jλx is firmly nonexpansive
ii) If f is pseudomonotone and S(f,K) 6= ∅, then Jλx is quasi-firmly nonexpansive.
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Proof. (i) First suppose that f is monotone. Take two points x, z ∈ X. We have
f(Jλx, y) + λ〈
−−−→
xJλx,
−−−→
Jλxy〉 ≥ 0, ∀y ∈ K (4.1)
and also
f(Jλz, y) + λ〈
−−→
zJλz,
−−→
Jλzy〉 ≥ 0, ∀y ∈ K (4.2)
Now letting y = Jλz in (4.1) and y = Jλx in (4.2). Then summing the recent
inequalities, by the monotonicity of f , we get
〈
−−−→
xJλx,
−−−−→
JλxJλz〉+ 〈
−−→
zJλz,
−−−−→
JλzJλx〉 ≥ 0
By a straightforward computation and using quasi-inner product properties, we get
〈−→xz,
−−−−→
JλxJλz〉 ≥ d
2(Jλx, Jλz),
which follows the desired result. Also the recent inequality implies nonexpansiveness
of Jλ by Cauchy-Schwarz inequality.
(ii) If f is pseudomonotone, then set y = p ∈ S(f,K) in (4.1), since f(Jλx, p) ≤ 0,
we get
〈
−−−→
xJλx,
−−−→
Jλxp〉 ≥ 0,
which implies that
〈−→xp,
−−−→
Jλxp〉 ≥ d
2(Jλx, p).

It is easy to see that in two cases of Proposition 4.2, S(f,K) = Fix(Jλ).
Before the main result of this section we need to prove Kadec-Klee property in
Hadamard spaces.
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Proposition 4.3. Suppose that xn is ∆-convergent to x and there exists y ∈ X such
that lim sup d(xn, y) ≤ d(x, y), then xnconverges strongly to x.
Proof. By the definition and properties of quasi-linearization, we have
d2(xn, x) = 〈
−−→xnx,
−−→xnx〉 = 〈
−−→xnx,
−−→xny〉+ 〈
−−→xnx,
−→yx〉
= 〈−−→xny,
−−→xny〉+ 〈
−→yx,−−→xny〉+ 〈
−−→xnx,
−→yx〉
= d2(xn, y) + 2〈
−→yx,−−→xnx〉 − d
2(x, y)
Taking limsup when n→ +∞, by Theorem 2.6 of [2] and the hypotheses, we get
lim sup d2(xn, x) ≤ lim sup d
2(xn, y)− d
2(x, y) ≤ 0
as desired. 
Theorem 4.4. Let f : K × K → R be a monotone bifunction that satisfy P1, P3
and ∆-upper semicontinuity respect to the first argument and S(f,K) 6= ∅. If for
each λ > 0 and x ∈ K, Jλx exists, then Jλx converges strongly to p ∈ S(f,K),
which is the nearest point of S(f,K) to x as λ→ 0.
Proof. Take p ∈ S(f,K). By Proposition 4.2, d(Jλx, p) ≤ d(x, p). Therefore {Jλx}
is bounded. Suppose that there is a sequence λn converges to 0 such that Jλnx
∆-converges to q. By ∆-upper semicontinuity of f and (4.1), we get f(q, y) ≥ 0 for
each y ∈ K, hence q ∈ S(f,K). Note that by monotonicity of f , f(Jλx, p) ≤ 0, for
all p ∈ S(f,K). Therefore (4.1) implies that 〈
−−−→
xJλx,
−−−→
Jλxp〉 ≥ 0. Hence
d2(Jλx, x) ≤ 〈
−−−→
xJλx,
−→xp〉, ∀p ∈ S(f,K)
By Cauchy-Schwarz inequality
d(x, Jλx) ≤ d(x, p), ∀p ∈ S(f,K) (4.3)
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Now taking λ = λn and taking liminf when n → +∞, since d(x, ·) is convex and
continuous, then it is ∆-lower semicontinuous and we get
d(x, q) ≤ d(x, p), ∀p ∈ S(f,K)
Therefore q = PS(f,K)x. This proves the ∆-convergence of Jλx to PS(f,K)x as λ→ 0.
By (4.3), we have
d(x, Jλx) ≤ d(x, PS(f,K)x)
Now by Proposition 4.3, Jλx converges strongly to PS(f,K)x as λ→ 0. 
Remark 4.1. Theorem 4.4 is true also for pseudomonotone bifunctions if Jλx exists.
But since by Proposition 3.2, condition λ > θ ≥ 0 is essential for existence of solution
to f˜ and therefore existence of Jλx, we explored Theorem 4.4 only for monotone
bifunctions.
5. Proximal Point Algorithm
In this section, we study the convergence of proximal point method for equilibrium
problems that the bifunction f satisfies P1, P2, P3, P4∗ and P4• by assuming ex-
istence of a sequence that satisfies (3.1). For computational and numerical purposes
and since the existence of the sequence satisfying (3.1) is not guaranteed in general,
we consider an inexact version of (3.1). Let θ be the under monotonicity constant
of f . Take a sequence of regularization parameters {λk} ⊂ (θ, λ¯], for some λ¯ > θ.
Take x0 ∈ X and construct the sequence {xk} ⊂ K as follows:
Given xk, then we take yk such that d(xk, yk) ≤ ek, in turn xk+1 is a unique solution
of problem EP (fk,K), where fk : K ×K → R is defined as
fk(x, y) = f(x, y) + λk〈
−→ykx,
−→xy〉. (5.1)
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where
∑∞
k=1 ek < +∞. Throughout this section, we assume that
∑∞
k=1 ek < +∞.
Lemma 5.1. Consider EP (f,K), where f satisfies P1, P2, P3, P4∗ and P4•. If
EP (f,K) has a solution, then the sequence {xk}, which is generated by (5.1), is
bounded and lim d(xk, xk+1) = 0.
Proof. Take x∗ ∈ S(f,K). Note that f(xk+1, x
∗) + λk〈
−−−−→ykxk+1,
−−−−→
xk+1x
∗〉 ≥ 0. Since
f(xk+1, x
∗) ≤ 0, hence we have 〈−−−−→ykxk+1,
−−−−→
xk+1x
∗〉 ≥ 0, which implies that
d2(xk+1, x
∗) + d2(yk, xk+1) ≤ d
2(yk, x
∗).
Therefore, we conclude
d2(xk+1, x
∗) + d2(yk, x
∗) + d2(xk+1, x
∗)− 2〈
−−→
ykx
∗,
−−−−→
xk+1x
∗〉 ≤ d2(yk, x
∗)
=⇒ 2d2(xk+1, x
∗) ≤ 2〈
−−→
ykx
∗,
−−−−→
xk+1x
∗〉 ≤ 2d(yk, x
∗)d(xk+1, x
∗)
=⇒ d(xk+1, x
∗) ≤ d(yk, x
∗) ≤ d(xk, x
∗) + d(xk, yk)
Hence, we have
d(xk+1, x
∗) ≤ d(xk, x
∗) + ek. (5.2)
Therefore lim d(xk, x
∗) exists.
Also from d2(xk+1, x
∗) + d2(yk, xk+1) ≤ d
2(yk, x
∗), we have:
d2(xk+1, x
∗) + d2(xk, yk) + d
2(xk+1, xk)− 2〈
−−→ykxk,
−−−−→xk+1xk〉
≤ d2(xk, yk) + d
2(xk, x
∗) + 2〈−−→ykxk,
−−→
xkx
∗〉.
Thus, we have:
d2(xk+1, xk) ≤ d
2(xk, x
∗)− d2(xk+1, x
∗) + 2〈−−→ykxk,
−−−−→
xk+1x
∗〉.
By Cauchy-Schwarz inequality, we get:
d2(xk+1, xk) ≤ d
2(xk, x
∗)− d2(xk+1, x
∗) + 2ekd(xk+1, x
∗).
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Since lim d(xk, x
∗) exists and
∑∞
k=1 ek < +∞, therefore lim d(xk+1, xk) = 0.

Theorem 5.2. Consider EP (f,K), where f satisfies P1, P3, P4∗ and P4•. If
f(·, y) is △-upper semicontinuous for all y ∈ K and EP (f,K) has a solution, then
the sequence {xk} generated by (5.1), is △-convergent to some solution of EP (f,K).
Proof. Fix y ∈ K. Since xk+1 solves EP (fk,K), hence we have:
0 ≤ fk(xk+1, y) = f(xk+1, y)+λk〈
−−−−→ykxk+1,
−−−→xk+1y〉 ≤ f(xk+1, y)+λkd(yk, xk+1)d(xk+1, y)
≤ f(xk+1, y) + λk[d(yk, xk) + d(xk, xk+1)]d(xk+1, y).
Since {λk} and {xk} are bounded and by Lemma 5.1, lim d(xk+1, xk) = 0, we have:
0 ≤ lim inf f(xk, y), ∀y ∈ K. (5.3)
On the other hand, since {xk} is bounded and K is closed and convex, there exist
a subsequence {xki} of {xk} and x
′ ∈ K such that xki
△
−→ x′. Now since f(·, y) is
△-upper semicontinuous for all y ∈ K, we have:
0 ≤ lim inf f(xk, y) ≤ lim sup f(xki , y) ≤ f(x
′, y)
for all y ∈ K. So that x′ ∈ S(f,K).
It remains to prove that there exists only one △-cluster point of {xk}. Let x
′, x′′ be
two △-cluster points of {xk} so that there exist two subsequences {xki} and {xkj}
of {xk} whose △ − lim points are x
′ and x′′ respectively. We have already proved
that x′ and x′′ are solutions of EP (f,K). In turn by (5.2), we can assume that
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lim d(xk, x
′) = δ1 and lim d(xk, x
′′) = δ2. On the other hand, we have:
2〈−−−−→xkixkj ,
−−→
x′′x′〉 = d2(xki , x
′) + d2(xkj , x
′′)− d2(xki , x
′′)− d2(xkj , x
′).
Letting i→ +∞, and then j → +∞, we get lim
j→+∞
lim
i→+∞
〈−−−−→xkixkj ,
−−→
x′′x′〉 = 0. Also, we
can write the left side of the above statement as:
2〈−−−−→xkixkj ,
−−→
x′′x′〉 = 2〈
−−−→
xkix
′,
−−→
x′′x′〉+ 2〈
−−→
x′x′′,
−−→
x′′x′〉+ 2〈
−−−→
x′′xkj ,
−−→
x′′x′〉.
By taking lim sup from the above statement and using Theorem 2.6 of [2], we con-
clude, d2(x′, x′′) ≤ 0, hence x′ = x′′. This establishes that the set of all △-cluster
points of {xk} is singleton. 
Definition 5.3. A bifunction f : K ×K → R is called strongly monotone, if there
exists α > 0 such that: f(x, y) + f(y, x) ≤ −αd2(x, y), for all x, y ∈ K.
Also, a bifunction f : K×K → R is called strongly pseudo-monotone, if there exists
a β > 0 such that if f(x, y) ≥ 0, then f(y, x) ≤ −βd2(x, y), for all x, y ∈ K.
It is obvious that if f is strongly monotone, then f is strongly pseudo-monotone.
Theorem 5.4. Consider EP (f,K), where f satisfies P1, P2, P3, P4∗, P4• and
S(f,K) 6= ∅. If each one of the following conditions satisfies:
i) f is strongly pseudo-monotone,
ii) f(x, ·) is strongly convex for all x ∈ K,
iii) f(·, y) is strongly concave for all y ∈ K,
then the sequence {xk} generated by (5.1), is strongly convergent to a point of
S(f,K).
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Proof. Take x∗ ∈ S(f,K). In each part, we show xk converges strongly to x
∗ ∈
S(f,K).
i) Since f(x∗, xk) ≥ 0, by assumption there is β > 0 such that, f(xk, x
∗) ≤
−βd2(xk, x
∗) for all k ∈ N. Next, by (5.3) in the proof of Theorem 5.2, we have
lim inf f(xk, x
∗) ≥ 0. Therefore by taking liminf, we have:
0 ≤ lim inf f(xk, x
∗) ≤ lim inf(−βd2(xk, x
∗)) = −β lim sup d2(xk, x
∗) and hence, we
deduce that xk −→ x
∗.
ii) Let λ ∈ (0, 1) and set wk = λxk⊕(1−λ)x
∗ for all k ∈ N. Since f(xk, ·) is strongly
convex, we have:
0 ≤ f(xk, wk) + λk−1〈
−−−−→yk−1xk,
−−−→xkwk〉
≤ λf(xk, xk) + (1− λ)f(xk, x
∗)− λ(1− λ)d2(xk, x
∗) + (1− λ)λk−1〈
−−−−→yk−1xk,
−−→
xkx
∗〉.
Hence, we have: λd2(xk, x
∗) ≤ λk−1〈
−−−−→yk−1xk,
−−→
xkx
∗〉. By using Cauchy-Schwarz in-
equality, we get: λd(xk, x
∗) ≤ λk−1d(yk−1, xk) ≤ λk−1(d(yk−1, xk−1)+d(xk−1, xk)) ≤
λk−1(ek−1 + d(xk−1, xk)). Now, from Lemma 5.1, we conclude that xk −→ x
∗.
iii) Let λ ∈ (0, 1) and set wk = λxk ⊕ (1 − λ)x
∗, for all k ∈ N. Since f(·, x∗) is
strongly concave, we have:
λf(xk, x
∗) + (1− λ)f(x∗, x∗) + λ(1− λ)d2(xk, x
∗) ≤ f(wk, x
∗) ≤ 0.
Now we get: f(xk, x
∗) ≤ −(1−λ)d2(xk, x
∗). Next, by (5.3) in the proof of Theorem
5.2 and taking liminf, we have:
0 ≤ lim inf f(xk, x
∗) ≤ −(1 − λ) lim sup d2(xk, x
∗), and hence, we deduce that the
sequence {xk} is strongly convergent to x
∗ ∈ S(f,K).

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6. Halpern Regularization
Let K ⊆ X be closed and convex, and f : K×K → R be a bifunction and suppose
that θ is the undermonotonicity constant of f . Take a sequence of regularization
parameters {λk} ⊂ (θ, λ¯], for some λ¯ > θ and x0 ∈ X. Consider the following
Halpern regularization of the proximal point algorithm for equilibrium problem:


f(yk, y) + λk−1〈
−−−−→xk−1yk,
−→yky〉 ≥ 0, ∀y ∈ K,
xk = αku⊕ (1− αk)yk,
(6.1)
where u ∈ X and the sequence {αk} ⊂ (0, 1) satisfies limαk = 0 and
∑+∞
k=1 αk = +∞.
We will prove the strong convergence of the generated sequence by (6.1) to a solution
of EP (f,K) that the bifunction f satisfies P1, P2, P3, P4∗ and P4•. In fact, we
prove xk → x
∗ = ProjS(f,K)u. First we give an essential lemma that we need in the
sequel.
Lemma 6.1. [35] Let {sk} be a sequence of nonnegative real numbers, {ak} be a
sequence of real numbers in (0, 1) with
∑∞
k=1 ak = +∞ and {tk} be a sequence of
real numbers. Suppose that
sk+1 ≤ (1− ak)sk + aktk, ∀k ∈ N
If lim sup tkn ≤ 0 for every subsequence {skn} of {sk} satisfying lim inf(skn+1−skn) ≥
0, then lim sk = 0.
Theorem 6.2. Suppose that f satisfies P1, P3, P4∗, P4• and S(f,K) 6= ∅. If
f(·, y) is △-upper semicontinuous for all y ∈ K, then {xk} converges strongly to
ProjS(f,K)u, where {xk} is a sequence generated by (6.1).
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Proof. Since S(f,K) is closed and convex, therefore we assume that x∗ = ProjS(f,K)u.
Note that f(yk, x
∗) + λk−1〈
−−−−→xk−1yk,
−−→
ykx
∗〉 ≥ 0. In turn, since by P4∗ every element
of S(f,K) solves CFP (f,K), we have f(yk, x
∗) ≤ 0, thus 〈−−−−→xk−1yk,
−−→
ykx
∗〉 ≥ 0, i.e.
we have
d2(x∗, xk−1)− d
2(x∗, yk)− d
2(xk−1, yk) ≥ 0. (6.2)
Hence d(x∗, yk) ≤ d(x
∗, xk−1). On the other hand by (6.1), we have:
d(x∗, xk) ≤ αkd(x
∗, u) + (1 − αk)d(x
∗, yk) ≤ αkd(x
∗, u) + (1 − αk)d(x
∗, xk−1) ≤
max{d(x∗, u), d(x∗, xk−1)} ≤ · · · ≤ max{d(x
∗, u), d(x∗, x0)}.
Therefore {xk} is bounded. Since d(x
∗, yk) ≤ d(x
∗, xk−1) for all k ∈ N, {yk} is
bounded. Now, by (6.1), we have:
d2(xk+1, x
∗) ≤ (1− αk+1)d
2(yk+1, x
∗) + αk+1d
2(u, x∗)− αk+1(1 − αk+1)d
2(u, yk+1).
Since by (6.2), d2(x∗, yk+1) ≤ d
2(x∗, xk), therefore
d2(xk+1, x
∗) ≤ (1− αk+1)d
2(xk, x
∗) + αk+1d
2(u, x∗)− αk+1(1− αk+1)d
2(u, yk+1).
(6.3)
In the sequel, we show d(xk+1, x
∗) → 0. By Lemma 6.1, it suffices to show that
lim sup(d2(u, x∗)− (1−αkn+1)d
2(u, ykn+1)) ≤ 0 for every subsequence {d
2(xkn , x
∗)}
of {d2(xk, x
∗)} satisfying lim inf(d2(xkn+1, x
∗)− d2(xkn , x
∗)) ≥ 0.
For this, suppose that {d2(xkn , x
∗)} is a subsequence of {d2(xk, x
∗)} such that
lim inf(d2(xkn+1, x
∗)− d2(xkn , x
∗)) ≥ 0. Then
0 ≤ lim inf(d2(x∗, xkn+1)−d
2(x∗, xkn)) ≤ lim inf(αkn+1d
2(x∗, u)+(1−αkn+1)d
2(x∗, ykn+1)
−d2(x∗, xkn)) = lim inf(αkn+1(d
2(x∗, u)−d2(x∗, ykn+1))+d
2(x∗, ykn+1)−d
2(x∗, xkn))
≤ lim supαkn+1(d
2(x∗, u)− d2(x∗, ykn+1)) + lim inf(d
2(x∗, ykn+1)− d
2(x∗, xkn))
= lim inf(d2(x∗, ykn+1)− d
2(x∗, xkn)) ≤ lim sup(d
2(x∗, ykn+1)− d
2(x∗, xkn)) ≤ 0.
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Therefore, we conclude that lim(d2(x∗, ykn+1)− d
2(x∗, xkn)) = 0, hence by (6.2), we
get lim d2(xkn , ykn+1) = 0.
On the other hand, there are a subsequence {ykni+1} of {ykn+1} and p ∈ K such
that ykni+1
△
−→ p and
lim sup(d2(u, x∗)−(1−αkn+1)d
2(u, ykn+1)) = lim(d
2(u, x∗)−(1−αkni+1)d
2(u, ykni+1))
Since ykni+1
△
−→ p. Hence, we have:
0 ≤ lim sup(f(ykni+1, y) + λkni 〈
−−−−−−−→xkniykni+1,
−−−−→ykni+1y〉)
≤ lim sup(f(ykni+1, y) + λknid(xkni , ykni+1)d(ykni+1, y)) ≤ f(p, y),
for all y ∈ K. Therefore p ∈ S(f,K). Now, since x∗ = ProjS(f,K)u, hence
lim sup(d2(u, x∗)− (1− αkn+1)d
2(u, ykn+1)) ≤ d
2(u, x∗)− d2(u, p) ≤ 0.
Therefore Lemma 6.1 shows that
d(xn+1, x
∗)→ 0. (6.4)
Also, (6.2) implies that d(yn+1, x
∗)→ 0, which is the desired result.

7. Applications to Fixed Point Theory and Convex Minimization
In this short section we present two examples of equilibrium problems in Hadamard
spaces.
1. Let X be a Hadamard space. T : X → X is called pseudo-contraction iff
〈
−−−→
TxTy,−→xy〉 ≤ d2(x, y), ∀x, y ∈ X.
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It is easy to check that if T is pseudo-contraction, then f(x, y) = 〈
−−→
Txx,−→xy〉 is a
monotone bifunction. If T is nonexpansive, which is a stronger condition, then
J
f
λ = J
T
λ , where J
T
λ is the resolvent of T (see [4, 5, 26]). Now the results of this
paper is applicable to find and approximate an equilibrium point of f , which is a
solution of variational inequality for T .
2. To solve the constraint minimization problem
min
x∈K
ϕ(x),
which the constraint set K is a convex and closed subset of a Hadamard space X
and ϕ : X →] − ∞,+∞] is a convex, proper and lower semicontinuous function,
we can consider the monotone bifunction f(x, y) = ϕ(y) − ϕ(x) on K × K. It
is easy to see that Jfλ = J
ϕ
λ , where J
ϕ
λ is the resolvent of ϕ. (see [3, 4]). Then
the methods discussed in Sections 4-6 are applicable to approximate an equilibrium
point of f , which is a minimum point of ϕ on K. In fact Theorem 6.2 in case
f(x, y) = ϕ(y)−ϕ(x) extends Theorem 3.2 of [14], which the sequence λn is constant.
There are several examples of convex functions and minimization in Hadamard
spaces. Some examples are energy functional on a Hadamard space and computation
of median and means for a finite family of points in a Hadamard space. For more
examples and explanations, the interest reader can consult [3, 4].
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