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Abstract We report on an extensive study of the bene-
fits and limitations of current deep learning approaches
to object recognition in robot vision scenarios, introduc-
ing a novel dataset used for our investigation. To avoid
the biases in currently available datasets, we consider
a natural human-robot interaction setting to design a
data-acquisition protocol for visual object recognition
on the iCub humanoid robot. Analyzing the perfor-
mance of off-the-shelf models trained off-line on large-
scale image retrieval datasets, we show the necessity
for knowledge transfer. We evaluate different ways in
which this last step can be done, and identify the ma-
jor bottlenecks affecting robotic scenarios. By studying
both object categorization and identification problems,
we highlight key differences between object recognition
in robotics applications and in image retrieval tasks,
for which the considered deep learning approaches have
been originally designed. In a nutshell, our results con-
firm the remarkable improvements yield by deep learn-
ing in this setting, while pointing to specific open chal-
lenges that need be addressed for seamless deployment
in robotics.
G. Pasquale · L. Natale
Humanoid Sensing and Perception, Istituto Italiano di Tec-
nologia, Via Morego 30, Genova, IT
E-mail: giulia.pasquale@iit.it
G. Pasquale · F. Odone · L. Rosasco
Dipartimento di Informatica, Bioingegneria, Robotica e In-
gegneria dei Sistemi, Universita´ degli Studi di Genova, Via
Dodecaneso 35, Genova, IT
G. Pasquale · L. Rosasco
Laboratory for Computational and Statistical Learning
(IIT@MIT), Massachusetts Institute of Technology, Bldg. 46-
5155, 43 Vassar Street, Cambridge, MA
L. Rosasco
Center for Brains, Minds and Machines, Massachusetts In-
stitute of Technology, 77 Massachusetts Avenue, Cambridge,
MA
Keywords Humanoid Robotics · Robot Vision ·
Visual Object Recognition · Machine Learning · Deep
Learning · Transfer Learning · Image Dataset · Dataset
Collection · Representation Invariance · iCub
1 Introduction
Artificial intelligence has recently progressed dramat-
ically, largely thanks to the advance in deep learning.
Computational vision, specifically object recognition, is
perhaps the most obvious example where deep learning
has achieved so stunning results to raise the question
of whether this problem is actually solved (Krizhevsky
et al 2012; Simonyan et al 2014; Szegedy et al 2015;
He et al 2015, 2016). Should this be the case, robotics
would be a main field where the benefits could have far
reaching effect. Indeed, the lack of reliable visual skills
is largely considered a major bottleneck for the success-
ful deployment of robotic agents in everyday life (Kemp
et al 2007).
With this perspective in mind, we have recently
started an effort to isolate and quantify the benefits and
limitations, if any, of deep learning approaches to visual
object recognition in robotic applications (Pasquale et al
2015, 2016a). The remarkable performance of deep learn-
ing methods for object recognition has in fact been pri-
marily reported on computer vision benchmarks such
as (Griffin et al 2007; Everingham et al 2010, 2015; Rus-
sakovsky et al 2015), which are essentially designed for
large-scale image retrieval tasks and are hardly repre-
sentative of a robotic application setting (a motivation
common to other recent works such as (Pinto et al 2011;
Leitner et al 2015; Oberlin et al 2015; Borji et al 2016)).
Clearly, visual perception is only one of the possible
sensory modalities equipping modern robots, that can
be involved in the object recognition process (see for
example (Luo et al 2017; Higy et al 2016)). In addition
it has been shown that the physical interaction with the
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environment can be used to aid perception (Pinto et al
2016), demonstrating that there is more than “just”
vision to object recognition. Nonetheless, visual recog-
nition of objects is evidently the very first and critical
step for autonomous agents to act in the real world.
Current deep learning-based artificial systems perform
so well in this task, that it seems natural to ask how far
they can go, before further perceptual cues are needed.
To this end, in this work we focus on the problem of
object recognition in robotics using only visual cues.
We consider a prototypical robotic scenario, where a
humanoid robot is taught to recognize different objects
by a human through natural interaction. We started
with the design of a dataset tailored to reflect the visual
“experience” of the robot in this scenario. This dataset
is rich and easy to expand to include more data and
complex perceptual scenarios. It includes several ob-
ject categories with many instances per category, hence
allowing to test both object categorization and identi-
fication tasks. Notably, the dataset is segmented into
multiple sets of image sequences per object, represent-
ing specific viewpoint transformations like scaling, in-
and out-of-plane rotations, and so forth. It provides a
unique combination that, to our knowledge, was miss-
ing in the literature, allowing for articulated analyses
of the robustness and invariance properties of recogni-
tion systems within a realistic robotic scenario. Since
we used the iCub robot (Metta et al 2010), we called it
iCubWorld Transformations (iCWT for short).
We performed extensive empirical investigation us-
ing different state-of-the-art Convolutional Neural Net-
work architectures, demonstrating that off-the-shelf mod-
els do not perform accurately enough and pre-trained
networks need to be adapted (fine-tuned) to the data
at hand to obtain substantial improvements. However,
these methods did not quite provide the close to per-
fect accuracy one would wish for. We hence proceeded
taking a closer look at the results, starting from the
question of whether the missing gap could be imputed
to lack of data. Investigating this latter question high-
lighted a remarkable distance between iCWT and other
datasets such as ImageNet (Russakovsky et al 2015).
We identified clear differences between the object recog-
nition task in robotics with respect to scenarios typi-
cally considered in learning and vision. In fact, as we
show in the paper, our empirical observations on iCWT
are extended to other robotic datasets like, e.g., Wash-
ington RGB-D (Lai et al 2011).
Along the way, our analysis allowed also to test the
invariance properties of the considered deep learning
networks and quantify their merits not only for catego-
rization but also for identification.
The description and discussion of our empirical find-
ings is concluded with a critical review of some of the
main venues of improvements, from a pure machine
learning perspective but also taking extensive advan-
tage of the robotic platform. Indeed, bridging the gap
in performance appears to be an exciting avenue for
future multidisciplinary research.
In the next Section we discuss several related works,
while the rest of the paper is organized as follows: Sec. 2
introduces the iCWT dataset and its acquisition set-
ting. In Sec. 3 we review the deep learning methods
considered for our empirical analysis, which is reported
in Sec. 4 for the categorization task and in Sec. 5 for
object identification. In Sec. 6 we finally show how the
same observations drawn from experiments on iCWT
hold also for other robotic datasets, specifically we con-
sider Washington RGB-D (Lai et al 2011). Sec. 7 con-
cludes our study with the review of possible directions
of improvement for visual recognition in robotics.
1.1 Deep Learning for Robotics
Deep Learning methods are receiving growing atten-
tion in robotics, and are being adopted for a variety
of problems such as object recognition (Schwarz et al
2015; Eitel et al 2015; Pinto et al 2016; Held et al
2016; Pasquale et al 2016a), place recognition and map-
ping (Su¨nderhauf et al 2015, 2016), object affordances (Nguyen
et al 2016), grasping (Redmon and Angelova 2015; Pinto
and Gupta 2016; Levine et al 2016) and tactile percep-
tion (Baishya and Ba¨uml 2016). We limit our discussion
to the work on object recognition, which is more rele-
vant to this paper.
In (Schwarz et al 2015; Eitel et al 2015) the au-
thors demonstrate transfer learning from pre-trained
deep Convolutional Neural Networks (CNNs) and pro-
pose a way to include depth information from an RGB-
D camera by encoding depth data into RGB with col-
orization schemes. The main idea of (Schwarz et al
2015) is to extract a feature vector from the CNN and
train a cascade of Support Vector Machines (SVMs) to
discriminate the object’s class, identity and position,
while (Eitel et al 2015) proposes a pipeline to fine-tune
the CNNs weights on RGB-D input pairs. Both works
focus on the Washington RGB-D benchmark (Lai et al
2011) and improve its state-of-the-art performance. In
this paper, we consider a less constrained setting, in
that CNNs are trained with data acquired by the robot
during natural interaction (which undergo, therefore,
more challenging viewpoint transformations). We adopt
similar techniques for transfer learning, but we assess a
wide range of architectures and fine-tuning approaches.
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Fig. 1 iCWT categories. For each category in iCWT, we report one example image for one instance. (Red) categories appear
also in the ILSVRC 2012 dataset. (Black) categories appear in ImageNet but not in ILSVRC (see supplementary material for
more details).
The work in (Pinto et al 2016) shows how the robot
can use self-generated explorative actions (like pushing
and poking objects) to autonomously extract example
data and train a CNN. In contrast to (Pinto et al 2016),
the use of a human teacher (see Sec. 2 for details on the
acquisition setup) gives us more control on the object
transformations. On the other hand, our work could be
extended by introducing self-supervision using explo-
rative actions similar to the ones in (Pinto et al 2016).
The work in (Held et al 2016) and our work in (Pasquale
et al 2016a) are closely related to the work presented
in this paper in that they investigate invariance prop-
erties of CNNs and how to improve them in order to
learn from few examples. They focus, however, on in-
stance recognition, whereas in this paper we include
in the analysis – thus significantly extending (Pasquale
et al 2016a) – the problem of object categorization. In
addition, we perform a detailed investigation of various
transfer learning approaches and present a systematic
evaluation of the recognition performance for specific
viewpoint transformations.
1.2 Datasets for Visual Recognition in Robotics
In the literature, several datasets have been used to
benchmark visual object recognition in robotics: COIL (Nene
et al 1996), ALOI (Geusebroek et al 2005), Washing-
ton RGB-D (Lai et al 2011), KIT (Kasper et al 2012),
SHORT-100 (Rivera-Rubio et al 2014), BigBIRD (Singh
et al 2014), Rutgers Amazon Picking Challenge RGB-
D Dataset (Rennie et al 2016) are only some examples.
One of the main characteristic of these datasets is to
capture images of an object while it undergoes view-
point transformations. However, these datasets are usu-
ally acquired in strictly controlled settings (i.e. using a
turntable), because they are aimed to provide also pose
annotations. As a consequence, image sequences differ
from the actual data that can be gathered by a robot in
its operation: they do not show substantial variations
of objects’ appearance and often background or light
changes are missing or under-represented. See (Leitner
et al 2015) for a review of the major limitations of cur-
rent datasets.
The NORB dataset (LeCun et al 2004), albeit ac-
quired in a similar turntable setting, is one of the first
benchmarks released in support of the investigation of
invariance properties of recognition methods. A similar
study focusing on deep learning methods is described
in (Borji et al 2016) using the iLab-20M dataset. This
aims to be a comprehensive benchmark for visual object
recognition that, while representing a high number of
object instances, provides also varied images of each ob-
ject. While presenting a remarkably higher variability,
however, also iLab-20M is acquired in a turntable set-
ting (to collect pose annotations), hence suffering from
similar limitations.
Our iCWT dataset separates from previous work in
that objects are captured during “natural” transforma-
tions. Acquisition is performed in a “semi-controlled”
setting intended to reproduce typical uncertainties faced
by the visual recognition system of a robot during a
real-world task. Very few works in the literature con-
sider “real” (i.e. non-synthetic) transformations when
evaluating the invariance properties of visual represen-
tations (see, e.g., (Goodfellow et al 2009)). To our knowl-
edge, iCWT is the first dataset to address invariance-
related questions in robotics. Moreover, it accounts for
a much wider range of visual transformations with re-
spect to previous datasets. In the following, we discuss
the data collection and the acquisition setting in detail.
Note that, while we used an initial subset of iCWT
in (Pasquale et al 2016a), in this paper we present the
dataset for the first time in its entirety.
2 The iCubWorld Transformations Dataset
The iCubWorld Transformations (iCWT) is a novel bench-
mark for visual object recognition, which we use for
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Fig. 2 Semantic variability. Sample images for the differ-
ent object instances in the mug category to provide a quali-
tative intuition of the semantic variability in iCubWorld. See
Fig. 14 in the supplementary material for more examples.
the empirical analysis in this work. iCWT is the lat-
est release within the iCubWorld1 project, whose goal
is to benchmark and improve artificial visual systems
for robotics. iCubWorld datasets (Fanello et al 2013;
Pasquale et al 2015) are designed to record a prototyp-
ical visual “experience” of a robot while it is performing
vision-based tasks. To this end, we devised and imple-
mented a simple human-robot interaction application,
during which we acquire images for the dataset from
the robot’s cameras.
There is a remarkable advantage in collecting iCub-
World directly from the robot platform. The resulting
data collection offers a natural testbed, as close as pos-
sible to the real application. This ensures that the per-
formance measured off-line on iCubWorld can be ex-
pected to generalize well when the system is deployed
on the actual robot. Note that this aspect of iCubWorld
is extremely relevant since visual biases make it typi-
cally difficult to generalize performances across differ-
ent datasets and applications, as already well known
from previous work (Pinto et al 2008; Torralba and
Efros 2011; Khosla et al 2012; Hoffman et al 2013; Rod-
ner et al 2013; Model and Shamir 2015; Stamos et al
2015; Tommasi et al 2015) and also shown empirically
in Sec. 4.1 of this paper.
Currently, to acquire iCubWorld releases we did not
make extensive use of the robot’s physical capabilities
(e.g., manipulation, exploration, etc.). This was done
because latest deep learning methods already achieve
remarkable performance by relying solely on visual cues
and our goal was to evaluate their accuracy in isola-
tion in a robotic setting. While exploiting the robot
body could provide further advantages to modeling and
recognition (see for instance (Moldovan et al 2012), (Leit-
ner et al 2014) and (Dansereau et al 2016)), it would
also prevent us to assess the contribution of the visual
component alone.
2.1 Acquisition Setup
During data acquisition a human “teacher” shows an
object to the robot and pronounces the associated la-
bel. The robot exploits bottom-up visual cues to track
and record images of the object while the human moves
1 https://robotology.github.io/iCubWorld/
Fig. 3 Visual transformations. Excerpts from the se-
quences acquired for one mug, representing the object while
it undergoes specific visual transformations.
Table 1 Summary of the iCubWorld Transformations
dataset
# Categories
# Obj. per
# Days Transformations
# Frames per
Category Session
20 10 2
2D ROT, 3D ROT
150
SCALE, BKG
MIX 300
and shows it from different poses. Annotations are au-
tomatically recorded for each image in terms of the ob-
ject’s label (provided by the human) and bounding box
(provided by the tracker).
Differently from all previous releases of iCubWorld,
for the acquisition of iCWT we decided to rely on a
tracker based on depth segmentation (Pasquale et al
2016b) instead of one based on the detection of ob-
ject motion, because this greatly simplifies the acquisi-
tion while providing more stable and precise bounding
boxes.
We developed an application to scale the acquisition
seamlessly to hundreds of objects, which were collected
during multiple interactive sessions. iCWT is available
on-line and we plan to make also this application pub-
licly available in order for other laboratories to use the
same protocol to collect their own (or possibly con-
tribute to) iCubWorld. The proposed acquisition ap-
proach allows to build large-scale data collections, fully
annotated through natural interaction with the robot
and with minimal manual intervention. Moreover, the
application can be directly deployed on other iCub robots
and, being relatively simple, can also be adapted to
other platforms.
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2.2 Dataset Overview
iCWT includes 200 objects evenly organized into 20
categories that can be typically found in a domestic en-
vironment. Fig. 1 reports a sample image for each cat-
egory in iCWT: 11 categories (in red in the figure) are
also in the ImageNet Large-Scale Visual Recognition
Challenge (ILSVRC) 2012 (Russakovsky et al 2015),
i.e. we found semantically and visually similar classes
among the 1000 of the classification challenge. The re-
maining 9 categories do not appear ILSVRC but be-
long (or are similar) to a synset in the larger ImageNet
dataset (Deng et al 2009). To provide a qualitative in-
tuition of the semantic variability within a given cate-
gory, namely the different visual appearance of object
instances in the same category, Fig. 2 shows a sample
image from the 10 instances in the mug category. We
refer the reader to the supplementary material (Fig. 14)
for example images of all object instances in iCWT.
In iCWT each object is shown in multiple image
sequences while it undergoes specific visual transforma-
tions (such as rotations, scaling or background changes).
For each object instance, we acquired 5 image sequences,
while the human supervisor was performing a different
visual transformation on the object. Fig. 3 reports ex-
cerpts of these sequences, which contain, respectively:
2D Rotation The human rotated the object parallel
to the camera image plane. The same scale
and position of the object were maintained
(see Fig. 3, first row).
3D Rotation Similarly to 2D rotations, the object was
kept at same position and scale. However,
this time the human applied a generic rota-
tion to the object (not parallel to the image
plane). As a consequence different “faces”
of the object where shown to the camera
(Fig. 3, second row).
Scale The human moved the object towards the
cameras and back, thus changing the ob-
ject’s scale in the image. No change in the
object orientation (no 2D or 3D rotation)
was applied (Fig. 3, third row).
Background The human moved the object around the
robot, keeping approximately the same dis-
tance (scale) and pose of the object with
respect to the camera plane. Because the
robot tracks the object, the background changes
while the object appearance remains approx-
imately the same (Fig. 3, fourth row).
Mix The human moved the object freely in front
of the robot, as a person would naturally do
when showing a new item to a child. In this
sequence all nuisances in all combinations
can appear (Fig. 3, fifth row).
Each sequence is composed by approximately 150
images acquired at 8 frames per second in the time in-
terval of 20s, except for the Mix sequence that lasted
40s and comprises ∼ 300 images. As anticipated, the
acquisition of the 200 objects was split into multiple
sessions performed in different days. The acquisition
location was always the same (with little uncontrolled
changes in the setting across days). The illumination
condition was not artificially controlled, since we wanted
to investigate its role as a further nuisance: to this end,
we acquired objects at different times of the day and
in different days, so that lighting conditions are slightly
changing across the 200 objects (but not within the five
sequences of an object, which were all acquired in the
span of few minutes). Moreover, we repeated the ac-
quisition of each object in two different days, so that
we ended up with 10 sequences per object, contain-
ing 5 visual transformations in 2 different illumination
conditions. The adopted iCub’s cameras resolution is
640 × 480. Both left and right images provided by the
iCub’s stereo pair were acquired, to allow for offline
computation of the disparity map and possibly fur-
ther improvement of the object’s localization and seg-
mentation.We recorded the centroid and bounding box
of the object provided by the tracker at each frame.
Tab. 1 summarizes the main characteristics of iCub-
World Transformations. We refer to the iCub’s web-
site 2 for details about the cameras and their setting.
3 Methods
3.1 Deep Convolutional Neural Networks
Deep Convolutional Neural Networks (CNNs) are hi-
erarchical models iterating multiple processing layers.
Their structure aims to map the input (say, an im-
age) into a series of feature maps or representations
that progressively select the visual features which are
most relevant to the considered task. The prototypi-
cal structure of a CNN (see Fig. 4) alternates blocks
of (i) convolution (followed by element-wise non linear-
ities, as sigmoids (Bishop 2006) or ReLUs (He et al
2015)), and (ii) spatial pooling and downsampling. The
convolution (plus non linear) layers are such to pro-
gressively extract, from the image, maps of selected
and more complex features (from edges to local pat-
tern up to object parts), which are relevant to the task
2 http://www.icub.org/
4 https://www.clarifai.com/technology
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Fig. 4 Example of a Convolutional Neural Network (Sec. 3.1) and of the two knowledge transfer approaches considered in this
work (Sec. 3.2). (Blue Pipeline) Feature Extraction: in this case the response of one of the layers is used as a feature vector
for a “shallow” predictor like RLSCs, SVMs (see Sec. 3.2.1), which is trained on the new task. (Red Pipeline) Fine-tuning:
in this case the network is trained end-to-end to the new task by replacing the final layer and using the original model as a
“warm-restart” (see Sec. 3.2.2). Network image from 4.
at hand (Chatfield et al 2014; Yosinski et al 2014; Don-
ahue et al 2014; Zeiler and Fergus 2014). Spatial down-
sampling and pooling layers make these features more
robust (ideally, invariant) to transformations of the in-
put at increasingly larger scales. A common strategy
in image classification is to follow these blocks with
one or more fully connected layers (namely, a stan-
dard Neural Network). In classification settings, the last
layer is a softmax function, which maps the output into
class-likelihood scores, whose maximum is the predicted
class.
The modular structure of CNNs allows training their
parameters (namely, convolution filters) simultaneously
for all layers (also known as end-to-end learning) via
back-propagation (LeCun et al 1989). Given the large
number of parameters to be optimized (in the order of
millions), CNNs typically need large amounts of train-
ing data to achieve good performance. Often, the train-
ing examples are artificially increased by synthetically
modifying the images (data augmentation). To further
mitigate the risk of overfitting, regularization techniques
such as L2 regularization, dropout (Hinton et al 2012;
Srivastava et al 2014) or, more recently, batch normal-
ization (Ioffe and Szegedy 2015), have proved helpful.
In this work we investigate the performance of mod-
ern CNNs on the robotic setting of iCubWorld. To this
end, we selected four architectures achieving the highest
accuracy on the ImageNet Large-Scale Visual Recog-
nition Challenge (ILSVRC) (Russakovsky et al 2015).
We used their implementation trained on ILSVRC 2012
and publicly available within the Caffe (Jia et al 2014)
framework. Specifically we consider CaffeNet5, a vari-
ation of AlexNet (Krizhevsky et al 2012), and VGG-
5 https://github.com/BVLC/caffe/tree/master/models/
bvlc_reference_caffenet
166 (Simonyan et al 2014). These two models concate-
nate a number of convolution layers (5 and 13) with
3 fully connected layers and comprise around 60 and
140M parameters respectively. Then we consider GoogLeNet7 (Szegedy
et al 2015) and ResNet-508 (He et al 2016), which
slightly diverge from the standard CNN structure de-
scribed above in that they respectively employ so-called
inception modules or residual connections, and the num-
ber of parameters is also reduced (4M for GoogLeNet,
22 layers, and 20M for ResNet-50, 50 layers).
3.2 Transfer Learning Techniques
The need for large datasets to successfully train deep
CNNs could in principle prevent their applicability to
problems where training data is scarce. However, re-
cent empirical evidence has shown that the knowledge
learned by a CNN on a large-scale problem can be
“transferred” to multiple domains. In this section we
review two of the most well-established methods which
we empirically assess in our experiments, namely fea-
ture extraction and fine-tuning.
3.2.1 Feature Extraction
It has been shown that CNNs trained on large, var-
ied image datasets can be used on smaller datasets
as generic “feature extractors”, leading to remarkable
performance (Schwarz et al 2015; Oquab et al 2014;
6 http://www.robots.ox.ac.uk/$\sim$vgg/research/
very_deep/
7 https://github.com/BVLC/caffe/tree/master/models/
bvlc_googlenet
8 https://github.com/KaimingHe/
deep-residual-networks
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Table 2 Feature extraction layers for the four architectures
considered in this work. We used the notation adopted in
Caffe, in which the number identifies the layer number and
the label specifies its type (i.e., fully connected or pooling
layer).
Model Output Layer
CaffeNet fc6 or fc7
GoogLeNet pool5/7x7 s1
VGG-16 fc6 or fc7
ResNet-50 pool5
Su¨nderhauf et al 2015; Pasquale et al 2016a). This is
typically done by training a classifier (such as a Support
Vector Machine (SVM) or a Regularized Least Squares
Classifier (RLSC) (Bishop 2006)) on feature vectors ob-
tained as the activations of intermediate network lay-
ers. This strategy, depicted in Fig. 4 (Blue pipeline),
can also be interpreted as changing the last layer of the
CNN and training it on the new dataset, while keeping
fixed all other network parameters.
Implementation Details. We used this strategy to
transfer knowledge from CNNs trained on ImageNet to
iCWT. The CNN layers used for our experiments are
reported in Tab. 2 for the four architectures considered
in the paper. We used RLSC with a Gaussian Kernel as
classifier for the CNN-extracted features. In particular
we implemented the Nystro¨m sub-sampling approach
proposed in (Rudi et al 2015; Rudi and Rosasco 2017),
which is computationally appealing for mid and large-
scale settings and significantly speeded up our experi-
mental evaluation. We refer to the supplementary ma-
terial for details on model selection and image prepro-
cessing operations.
3.2.2 Fine-tuning
A CNN trained on a large image dataset can also be
used to “warm-start” the learning process on other (po-
tentially smaller) datasets. This strategy, known as fine-
tuning (Chatfield et al 2014; Simonyan et al 2014), con-
sists in performing back-propagation on the new train-
ing set by initializing the parameters of the network to
those previously learned (see Fig. 4 (Red pipeline)). In
this setting it is necessary to adapt the final layer to
the new task (e.g., by changing the number of units
in order to account for the new number of classes to
discriminate).
A potential advantage of fine-tuning is that it allows
to adapt the parameters of all layers to the new problem
(rather than only those in the final layer). This flexibil-
ity however comes at the price of a more involved train-
ing process: the choice of the (many) hyper-parameters
Table 3 Fine-tuning protocols for CaffeNet and GoogLeNet.
Base LR is the starting learning rate of all layers that are
initialized with the original model. The FC layers that are
learned from scratch are indicated using their names in Caffe
models (2nd row), specifying the starting learning rate used
for each of them. For the other parameters, we refer the reader
to Caffe documentation.
CaffeNet GoogLeNet
adaptive conservative adaptive conservative
Base LR 1e-3 0 1e-5 0
fc8: 1e-4 loss3/classifier: 1e-2
Learned
fc7: 1e-4 loss1(2)/classifier: 1e-3
FC Layers
fc8: 1e-2
fc6: 1e-4 loss1(2)/fc: 1e-3
fc7: 50 pool5/drop 7x7 s1: 60
Dropout (%)
fc6: 50 loss1(2)/drop fc: 80
Solver SGD Adam
LR Decay Policy Polynomial (exp 0.5) No decay
# Epochs 6 36 6
Batch Size 256 32
available (e.g., which layers to adapt and how strongly)
can have a critical impact on performance, especially
when dealing with large architectures and smaller train-
ing sets. Fine-tuning has been recently used to trans-
fer CNNs learned on ImageNet to robotic tasks (see,
e.g., (Eitel et al 2015; Pinto and Gupta 2016; Redmon
and Angelova 2015; Pasquale et al 2016a; Nguyen et al
2016)).
Implementation Details. We extensively experimented
fine-tuning of CaffeNet and GoogLeNet, for which we
report in the paper systematic and statistically robust
performance trends on the proposed benchmark. Since
VGG-16 and ResNet-50 have remarkably longer train-
ing times, for these models we performed less systematic
experiments, that confirmed analogous trends (which
we do not report).
After testing several hyper-parameters settings, we
identified two fine-tuning “regimes” as representatives,
which we selected for our analysis: one updating only
fully-connected layers, while keeping convolution layers
fixed, and another one more aggressively adapting all
layers to the training set. We refer to these two pro-
tocols as conservative and adaptive and report their
corresponding hyper-parameters in Tab. 3 (the two are
characterized by different learning rates for each net-
work layer).
We refer to the supplementary material for our anal-
ysis of fine-tuning regimes and the model selection pro-
tocols implemented in our fine-tuning experiments.
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Fig. 5 Average classification accuracy of off-the-shelf net-
works (trained on ILSVRC) tested on iCWT (Dark Blue) or
on ImageNet itself (Gray). The test sets for the two datasets
are restricted to the 11 shared categories (see Sec. 2). (Light
Blue) reports the classification accuracy when the same net-
works are “transferred” to iCubWorld (see Sec. 4.1 for de-
tails). The (Orange line) shows the recognition chance of a
random classifier.
4 Results on Object Categorization
In this Section we present our empirical investigation of
deep learning methods in the robotic setting of iCub-
World.
4.1 Deep Learning and (the Need for) Knowledge
Transfer
Modern datasets for visual recognition, as the ILSVRC,
comprise million images depicting objects in a wide
range of natural scenes. This extreme variability opens
the question of whether datasets such as iCWT, which
represent a smaller “reality”, could be interpreted as
their sub-domains. If this was the case, deep models
trained on ImageNet would achieve high performance
on iCWT as well.
To address this question, we evaluated four off-the-
shelf CNNs (see Sec. 3.1) for the task of image clas-
sification on iCWT. For this experiment we restricted
the test set to the 11 categories of iCWT that appear
also in the ILSVRC (see Sec. 2 and Fig. 1). We com-
pared these results with the accuracy achieved by the
same models on the corresponding 11 categories of the
ImageNet dataset. The test set for iCWT was com-
posed, for each category, by the images of all 10 ob-
ject instances, including all 5 transformations for one
day and the left camera (unless differently specified,
we always used this camera for the experiments), for a
total of ∼ 9000 images per category. For testing on Ima-
geNet, we downloaded the images of the corresponding
11 categories (refer to the supplementary material for
the synset IDs), comprising on average ∼ 1300 images
per category.
Fig. 5 reports the average classification accuracy on
iCWT (Dark Blue) and ImageNet (Gray). It can be
observed that there is a substantial ∼ 50− 60% perfor-
mance drop when testing on iCWT. While a detailed
and formal analysis of cross-domain generalization ca-
pabilities of deep learning models is outside the scope of
this work (see, e.g., (Tommasi et al 2015; Hoffman et al
2013; Rodner et al 2013)), in the supplementary mate-
rial we qualitatively provide some interesting evidence
of this effect. Note that in this case we have restricted
the 1000-dimensional output vector provided by the off-
the-shelf CNNs, to the considered 11 classes (we report
in the supplementary material the same results when
considering the entire 1000-dimensional prediction).
Knowledge Transfer. The performance in Fig. 5 shows
that all models performed much better than chance
(Orange line), suggesting that the networks did retain
some knowledge about the problem. Therefore, it seems
convenient to transfer such knowledge, rather than train-
ing an architecture “from scratch”, essentially by “adapt-
ing” the networks trained on ImageNet to the new set-
ting (see Sec. 3.2).
In Fig. 5 we report the classification performance
achieved by models where knowledge transfer has been
applied (Light Blue). For these experiments we followed
the protocol described in Sec. 3.2.1, where RLSC pre-
dictors are trained on features extracted from the deeper
layers of the CNNs. We created a training set from
iCWT by choosing 9 instances for each category for
training and keeping the 10th instance for testing. We
repeated the experiment for 10 trials in order to allow
each instance of a category to be used in the test set
and Fig. 5 reports the average accuracy over these tri-
als. We observe a sharp improvement for all networks,
which achieve a remarkable accuracy in the range of
∼ 70 − 90%. While performance on ImageNet is still
higher, such gap seems to be reduced for more recent
architectures. What are the reasons for this gap? In the
following we empirically address this question.
4.2 Do we need more data?
While knowledge transfer can remarkably reduce the
amount of data needed by deep CNNs in order to learn
a new task, the size and richness of the training set
remains a critical aspect also when performing trans-
fer learning. A common practice to train deep CNNs in
computer vision is to artificially augment the example
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Fig. 6 Recognition accuracy vs # frames. (Left) Accu-
racy of CaffeNet and GoogLeNet models fine-tuned according
to the conservative and adaptive strategies (see Sec. 3.2.2).
(Right) Accuracy of RLSC classifiers trained over features ex-
tracted from the 4 architectures considered in this work (see
Sec. 3.2.1).
images by applying synthetic transformations like rota-
tions, reflections, crops, illumination changes, etc. From
this perspective, in a robotic setting data augmenta-
tion can be achieved by simply acquiring more images
(“frames”) depicting an object, while viewpoint or illu-
mination change naturally. On the other hand, in a typ-
ical robotic application it is expensive to gather many
different object instances to be shown to the robot.
In this Section, we investigate the impact of these
aspects in robot vision, taking iCubWorld as a testbed.
Note that in the following we use the term instance to
refer to a specific object belonging to a given category,
while frame denotes a single image depicting an object.
4.2.1 What do we gain by adding more frames?
To compare the performance of models trained on an
increasing number of frames, we consider a 15-class cat-
egorization task on iCWT. For each category (see the
supplementary material for their list) we used 7 object
instances for training, 2 for validation and 1 for test-
ing. We created training sets of increasing size by sam-
pling randomly N = 10, 50, 150 and finally 300 frames
from each image sequence of an object (we recall that
each object in iCWT is represented by 10 sequences
containing 5 isolated visual transformations acquired in
2 days). Validation and test sets contained all images
available for the corresponding instances. To account
for statistical variability, we repeated the experiment
for 10 trials, each time leaving out a different instance
for testing. For this experiment, we considered only one
of the two available days in iCWT. We used only the left
camera, apart from when sampling 300 frames, where
we drew images also from the right camera. The num-
ber of frames per category therefore ranged from 350
to 10500.
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Fig. 7 Recognition accuracy vs # instances (number
of object instances available during training). (Left) Accu-
racy of CaffeNet and GoogLeNet models fine-tuned according
to the conservative and adaptive strategies (see Sec. 3.2.2).
(Right) Accuracy of RLSC classifiers trained over features ex-
tracted from the 4 architectures considered in this work (see
Sec. 3.2.1).
Fig. 6 reports the average classification accuracy of
different models as more example frames are provided.
Surprisingly, most architectures achieve high accuracy
already when trained on the smallest training set and
show little or no improvement when new data is avail-
able. This finding is in contrast with our expectations,
since increasing the dataset size does not seem key to
a significant improvement in performance. To further
support this finding, in the supplementary material we
report results for the same experiment when using less
example instances per category. Moreover, in Sec. 6.1
we report similar observations on the Washington RGB-
D dataset.
Secondary observations:
• Fine-tuning and RLSC achieve comparable accu-
racy (both for CaffeNet and GoogLeNet).
• We confirm the ILSVRC trends, with more recent
networks generally outperforming older ones.
• CaffeNet performs worse when training data is scarce
because of the high number of parameters to be
learned in the 3 fully connected layers (see Sec. 3
and the supplementary material).
4.2.2 What do we gain by adding more instances?
We evaluated then the impact of experiencing less or
more example object instances per category. We con-
sider this process as increasing the semantic variability
of the training set, in contrast to increasing the geo-
metric variability by showing more frames of a given
object. To this end, we kept the same 15-class catego-
rization task of Sec. 4.2.1 and created multiple training
sets each containing an equal number of 900 frames per
category, but sampled from an increasing number of in-
stances per category, namely 1, 3, 5 and 7 (i.e., we took
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Fig. 8 Different training regimes in robot vision and image
retrieval settings.
all 900 frames from one instance per category, then 300
frames from each of the 3 instances per category, and
so forth). Validation and test sets are as in the previous
experiment and we repeated again the experiment for
10 trials.
Results in Fig. 7 show that increasing the seman-
tic variability dramatically improves the accuracy of all
models by a similar margin (more than 20%), and per-
formance does not saturate at 7 example instances per
category. To further support this finding, in the supple-
mentary material we report results for the same experi-
ment when discriminating between even less categories
(10 and 5) and in Sec. 6.1 we show a similar effect on
the Washington RGB-D dataset.
Finally, it is worth noting that, when few example
objects per category are available, adaptive fine-tuning
(Dark Blue and Red) provides worst performance, sug-
gesting that adapting ImageNet features (which are “op-
timized” for a rich categorization task) is not convenient
if the dataset has poor semantic variability, as we also
discuss in Sec. 4.2.3.
4.2.3 Robot Vision and Image Retrieval
In this Section we considered two major aspects associ-
ated to visual object recognition: semantic and geomet-
ric variability of objects’ appearance. We observed that,
while essentially the same problem is addressed both in
robot vision and image retrieval, it is cast within two
different regimes (see Fig. 8). In both cases it is possible
to gather a large amount of image examples. However,
typically, in image retrieval, each image depicts a dif-
ferent object instance (as an example, ILSVRC train-
ing set comprises ∼ 1000 images per category, 1 image
per instance). On the opposite end of the spectrum, in
robot vision it is easy to gather many images of an ob-
ject (the robot can observe it from multiple viewpoints),
but there is a remarkable limitation in the number of
instances that can be experienced.
Our analysis has shown that the limited semantic
variability that characterizes our setting dramatically
reduces the recognition accuracy, even when relying on
pre-trained deep learning models. Moreover, contrarily
to our expectations, we observed that feeding more ob-
ject views to the network (i.e., increasing the geomet-
ric variability) does not alleviate this lack: classifiers
trained on very few, or many, object views, and fixed
semantic variability, achieved identical performance.
This represents a problem, because usually a robot
has access to limited instance examples of categories
to be learned. In this perspective, adopting “data aug-
mentation” strategies to artificially increase semantic
variability, could be a viable solution. In Sec 8 we dis-
cuss how this problem may be addressed in the future,
while in the following we focus our analysis on the in-
variance and robustness of deep representations to ge-
ometric (viewpoint) transformations.
4.3 Invariance to Viewpoint Transformations
Invariance, i.e., robustness to identity-preserving visual
transformations, is a desirable property of recognition
systems, since it increases the capability of generaliz-
ing the visual appearance of an object from a limited
number of examples (ideally, just one) (Anselmi et al
2016a,b).
In this Section, we investigate to what extent CNN
models are invariant to the viewpoint transformations
represented in iCWT.
We considered the same 15-class categorization prob-
lem introduced in Sec. 4.2.2, where we use 7 instances
per category for training, 2 for validation and 1 for test-
ing. However, in this case we did not mix example im-
ages from all the 5 available sequences (2D Rotation,
3D Rotation, Scale, Background and Mix). Instead, we
performed training (and validation) using only an indi-
vidual transformation, and then tested the model on the
others. We considered two different training set sizes:
a larger one, with including all images from each se-
quence (i.e. ∼ 150 × 7 = 1050 images per category),
and a smaller one, subsampling images of a factor of
7 (i.e. 150 images per category), in order to reproduce
the two extreme sampling conditions as in Fig. 6. As
a reference, we considered a 6-th training set (All ), of
same size, obtained by randomly sampling images from
the other 5 training sets. This training set is analogous
to those used in the experiments in Sec. 4.2.2 and 4.2.1.
We consider only one of the two available days in iCWT,
since we aim to exclude nuisances due to illumination
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Fig. 9 Generalization performance across different visual transformations. Models were trained on one of the 5
transformations in iCWT (horizontal axis), and then tested on all transformations (title of the subplot). Accuracy is reported
separately in each plot for each tested transformation. The bars indicate the (small) performance improvement achieved by
including all frames of a sequence (higher end of bars) instead of subsampling ∼ 20 of them (lower end of bars).
or setting changes that can happen from one day to an-
other. We repeated the experiment for 10 trials as in
previous tests.
Since in this Section we focus on the invariance of
representations extracted from networks trained on Im-
ageNet, we report only the accuracy of the approach
based on training RLSC on off-the-shelf features (see
Sec. 3.2.1). We refer to (Pasquale 2017) for additional
results reported by fine-tuning strategies. Fig. 9 shows
the generalization capabilities of models trained on a
single transformation (indicated on the horizontal axis)
and tested on a different one (indicated in title of the
subplot). Each bar starts at the accuracy achieved by
the small training set and goes up to the accuracy
achieved by the large training set, from which we sud-
denly note that there is no improvement by consider-
ing all frames from the sequence of a transformation,
even on the transformation itself (i.e., all bars are very
short). This explains and confirms the trend observed
in Fig. 6.
Overall, the classifiers perform well only on trans-
formations that have been included – even with a few
examples – in the training set: best performance is al-
ways achieved when training and test set include the
same transformation, or when all transformations are
included in the training set (All). While generalization
failure from 2D to 3D rotations of the object is ex-
pected, it is quite surprising that generalization also
fails between affine transformations, namely Scale, 2D
Rotation and Background, which the CNN could have
learned from ImageNet. We will investigate this aspect
in Sec. 5.2, by studying the invariance of CNNs in the
context of object identification.
It is finally worth noting that training on the Mix
sequence achieves considerably good performance when
tested on every specific transformation. This suggests
that showing an object to the robot in a natural way,
with transformations appearing in random combina-
tions (instead of systematically collecting sequences com-
prising individual transformations), is a good approach
to obtain predictors invariant to these transformations.
5 Results on Object Identification
Object identification is the task of discriminating be-
tween specific instances within a category, and it is
clearly of paramount importance for robot to correctly
interact with the environment. In this Section we eval-
uate the performance of deep learning models on this
task using iCubWorld.
The problem has been largely addressed with meth-
ods based on keypoints and template matching (Lowe
2004; Philbin et al 2008; Collet et al 2009, 2011a,b;
Muja et al 2011; Crowley and Zisserman 2014). How-
ever, it has recently been observed that approaches that
rely on holistic visual representations perform typically
better in scenarios characterized by substantial varia-
tions of objects’ appearance (Ciliberto et al 2013). Fol-
lowing this, we focus the analysis on the methods con-
sidered in Sec. 3.
5.1 Knowledge Transfer: from Categorization to
Identification
We investigated knowledge transfer in the context of ob-
ject identification, specifically to determine to what ex-
tent performance are affected by the number of frames
per object. We addressed this question by building an
experimental setting similar to the one investigated for
12 Giulia Pasquale et al.
10 50 150 300
#frames/seq
20
30
40
50
60
70
80
90
100
a
cc
u
ra
cy
 (%
)
FINE TUNING
CaffeNet adapt
CaffeNet cons
GoogLeNet adapt
GoogLeNet cons
10 50 150 300
#frames/seq
20
30
40
50
60
70
80
90
100
RLSC
CaffeNet
GoogLeNet
VGG-16
ResNet-50
Fig. 10 Recognition accuracy vs # frames (Identifi-
cation). (Left) Accuracy of CaffeNet and GoogleNet models
fine-tuned according to the conservative and adaptive strate-
gies (see Sec. 3.2.2). (Right) Accuracy of RLSC classifiers
trained over features extracted from the 4 architectures con-
sidered in this work (see Sec. 3.2.1).
categorization, i.e., considering tasks on iCWT with in-
creasing number of example images. We selected 50 ob-
jects from the dataset by taking all instances from the
book, flower, glass, hairbrush and hairclip categories.
Note that these categories do not appear in the ILSVRC.
We created four training sets containing respectively
10, 50, 150 and 300 images per object, sampled ran-
domly from the 4 transformation sequences 2D Rot,
3D Rot, Scale and Bkg (see Sec. 2). From each train-
ing set, 20% images were retained for validation. The
images from the Mix sequence were used to test the
classification accuracy of the methods. As for the cat-
egorization experiment, only the images from a single
day were used.
Fig. 10 reports the average accuracy of models trained
on a growing number of example images per object. Dif-
ferently from what observed for categorization (Sec. 4.2.1),
in this case adding images of an object greatly improves
performance (with a 15-20% margin). We also notice
that, differently from categorization, in this case the
adaptive fine-tuning (Dark Blue and Red) significantly
outperforms the other strategies (RLSC and conserva-
tive fine-tuning). This finding confirms recent empiri-
cal evidence (Sharif Razavian et al 2014) that adapting
CNNs trained on ImageNet (rather than “from scratch”)
is beneficial also in identification tasks. It also confirms
and extends results from the instance retrieval litera-
ture (Babenko et al 2014; Gordo et al 2016), which show
that several, different, images of objects are necessary
for such adaptation.
5.2 Invariance to Viewpoint Transformations
Similarly to Sec. 4.3, we investigated object identifi-
cation on isolated viewpoint transformations. To this
end, we kept the same 50-class identification task of
Sec. 5.1 and restricted the training set to contain only
images from a single transformation sequence among
the 5 available in iCWT. The resulting models were
tested separately on the remaining transformations to
assess their ability to generalize to unseen viewpoints.
As in Sec. 4.3 we considered one day and evaluated only
methods based on training RLSC on top of off-the-shelf
features.
Fig. 11 reports the accuracy of models trained on
a single transformation, using respectively 10 frames
per object (lower end of bars) or 150 (upper end of
bars), and tested on the others. It can be noticed that
the improvement observed in Fig. 10 is confirmed and
clarified in this setting. Adding images containing var-
ied transformations (that is, from the Mix training set)
helps to generalize to the individual transformations.
In addition, adding images from a single transforma-
tion always improves performance on the others (also
the profile of the upper ends of the bars is slightly flat-
ter, i.e., with smaller gaps between one transformation
to another).
We conclude that the viewpoint invariance of off-
the-shelf representations is small, but adding more views
of an object can remarkably boost it. While this is pos-
itive, in real world applications, where a robot typically
has to learn novel objects on the fly, collecting exten-
sive object views is probably unfeasible. To this end, in
the following Section we report on a simple strategy we
proposed to increase the invariance of CNNs and hence
reduce the number of example frames needed to learn
new objects “online”.
5.2.1 Improving Viewpoint Invariance of CNNs
The performance improvement achievd by the adaptive
fine-tuning strategy (Fig. 10) may be explained by the
fact that adapting the inner layers of CNNs with im-
ages representing viewpoint variations improves the in-
variance of the internal network representation to such
transformations.
In this Section we investigate this effect in detail.
We consider the same learning setting of Fig. 11, i.e.,
RLSC trained on few example frames of a single vi-
sual transformation. Instead of off-the-shelf features,
we compare using features from different CaffeNet or
GoogLeNet models, previously fine-tuned on a selected
image set from iCWT. Specifically, we consider the fol-
lowing fine-tuning strategies:
• iCubWorld identification (iCWT id). This set
contains all transformation sequences available in
iCWT for a number of objects. It is conceived to
investigate if the CNN can learn to be invariant
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Fig. 11 Generalization performance across different visual transformations (Identification). RLSC are trained
on one of the 5 transformations in iCWT (horizontal axis), and then tested on the other transformations (title of the subplot).
Accuracy is reported separately in each plot for each tested transformation. The bars indicate the performance improvement
achieved by including all frames of a sequence (higher end of bars) instead of subsampling ∼ 10 of them (lower end of bars)
.
to experienced viewpoint changes. We used objects
belonging to categories not involved later in the
considered 50-class identification task (oven glove,
squeezer, sprayer, body lotion and soda bottle). Fine-
tuning was performed with the adaptive strategy for
an identification task. The validation set was ob-
tained following the protocol of Sec. 5.1.
• iCubWorld categorization (iCWT cat). Same
set as (iCWT id), but fine-tuning performed on a
5-class categorization task. The validation set was
obtained following the protocol of Sec. 4.2.1. This
set is conceived to test the same hypothesis of learn-
ing viewpoint invariance, but at the category rather
than instance level.
• iCubWorld + ImageNet (iCWT + ImNet).
Same as (iCWT cat), but images of the 5 cate-
gories are sampled also from ImageNet. Note that
most iCWT categories do not appear in ILSVRC
but are contained in synsets in the larger ImageNet
dataset (see supplementary material for the synset
list). This set is conceived to investigate if learn-
ing category-level viewpoint invariance jointly with
semantic variability can be beneficial.
• ImageNet (ImNet). This dataset differs from pre-
vious ones and contains the 5 ImageNet synsets cor-
responding to the 5 categories of the 50 objects on
which the CNN would be later used as feature ex-
tractor (book, flower, glass, hairbrush and hairclip,
see Sec. 5.1). Fine-tuning was performed on the cat-
egorization task. This set is conceived to investigate
the effect of focusing the CNN on the categories of
the objects to be discriminated later on, by learning
category-level features from data available on-line.
Fig. 12 reports the accuracy of RLSC trained on fea-
tures from CaffeNet (top, Orange) or GooLeNet (bot-
tom, Blue) fine-tuned on each of these image sets. Train-
ing was performed identically to Sec. 5.1, on the smaller
set containing 10 examples per instance. It can be no-
ticed that preliminary fine-tuning on sequences avail-
able in iCWT for an identification task (iCWT id) is
particularly effective, leading to the highest improve-
ment over off-the-shelf features. We also observe that
all approaches that involve preliminary fine-tuning over
transformation sequences in iCWT do provide an accu-
racy increase. Interestingly, fine-tuning on correspond-
ing categories in ImageNet (ImNet), degrades perfor-
mance, possibly since it has increased invariance to intra-
class variations between instances, which are in fact rel-
evant for the identification task.
Comparing with Fig. 11, it can be observed that
RLSC trained on (iCWT id) features from 10 exam-
ples per object now performs better or on par with off-
the-shelf features from 150 examples per object. The
proposed strategy is a viable approach to build robust
feature extractors: training, possibly offline, a CNN to
learn invariances by collecting images of objects un-
dergoing various transformations and then using the
resulting features online to train new classifiers using
only few images.
Note on Object Categorization. We repeated the
experiment of Fig. 9 using features from these pre-fine-
tuned CNNs. However, our results (reported in sup-
plementary material) showed that, in this setting, per-
formance does not improve with respect to off-the-shelf
features. This futrther confirms our findings in Sec. 4.2.3,
that networks trained on ILSVRC are highly optimized
for categorization and adapting them to datasets like
iCWT does not provide a clear advantage.
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Fig. 12 Same experiment setting as in Fig. 11, but using different image representations, provided by CaffeNet (top, Orange)
or GoogLeNet (bottom, Blue) network models, previously fine-tuned according to different strategies (see Sec. 5.2.1).
6 Results on Washington RGB-D
In this Section we show that the conclusions drawn from
our results on iCWT are supported by similar trends on
other robotic datasets. Specifically, we consider Wash-
ington RGB-D (WRGB-D for short) (Lai et al 2011).
WRGB-D is a turntable dataset comprising 300 ob-
jects organized into 51 categories. The number of ob-
jects per category ranges from 3 to 14 (6 on average).
For each object, 3 RGB-D sequences were acquired by a
camera mounted at∼ 1m from the object and 30, 45, 60◦
elevation angles. In each sequence, the camera performed
one revolution around the table at constant speed, record-
ing ∼ 250 640 × 480 frames. In the literature (and in
our evaluation) a reduced dataset version is usually em-
ployed, including every fifth frame, cropped to tightly
include the object, for a total of 41877 images.
6.1 Object Categorization Benchmark
The benchmark categorization task consists in discrim-
inating between the 51 categories, by leaving out one
instance per category for testing. We considered this
task in our experiments and, as in the literature, we
averaged performance on the same 10 trials released by
the authors (Lai et al 2011), each time leaving out dif-
ferent 51 instances for testing. We used a random 20%
of the training set for validation.
As a first sanity check, we evaluated our methods
on this benchmark: Table 4 compares our results with
two recent works that achieve the state-of-the-art by
employing CaffeNet with similar transfer learning ap-
proaches. In particular, in (Schwarz et al 2015) SVM
classifiers are trained on off-the-shelf features, while
in (Eitel et al 2015) the network is fine-tuned. Note
that we consider results exploiting only RGB, without
depth information. It can be observed that, with Caf-
feNet, our methods achieve comparable results, and the
best performance is achieved by ResNet-50 features.
We then repeated this experiment by increasing ei-
ther the number of (i) example instances per category
or (ii) example images per object. The goal of this eval-
uation is to reproduce respectively the setting of Fig. 7
and Fig. 6.
When increasing the number of example instances
per category, we fixed the overall number of example
images such that, similarly to Sec. 4.2.2, we first sam-
pled all example images for a category from one in-
stance (around 150), then 50% images from each of two
instances, and so forth, until all instances from all cat-
egories were included. Since, differently from iCWT,
in WRGB-D each category has a different number of
available training instances (from 2 to 13 since one is
left for testing), for each category we stopped adding in-
stances when all were included. Specifically, while most
categories have at least 3 training instances available,
we could train only 25 categories (out of 51) on 5 in-
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Table 4 Categorization benchmark on WRGB-D:
Comparison with state-of-the-art.
Method Accuracy (%)
Schwarz et al. 2015 83.1± 2.0
Eitel et al. 2015 84.1 ± 2.7
CaffeNet RLSC 83.1± 2.8
CaffeNet FT adapt 81.9± 2.7
CaffeNet FT cons 83.6± 2.4
GoogLeNet RLSC 84.6± 2.8
GoogLeNet FT adapt 82.4± 2.8
GoogLeNet FT cons 83.9± 2.3
VGG-16 RLSC 87.5± 2.3
ResNet-50 RLSC 89.4 ± 3.1
stances, and just 10 (5) categories on 7 (or more) in-
stances. Fig. 13(a) reports results of this experiment.
Conversely, Fig. 13(b-e) report results of experiments
where we fixed the maximum number of example in-
stances per category to different values (1, 2, 3 and all)
and, for each value, we repeated the experiment mul-
tiple times by progressively increasing the number of
sampled frames per instance (starting from 10 to all
available).
For this evaluation, we considered the three trans-
fer learning techniques based on CaffeNet, reported in
Fig. 13 in Orange (Dashed, RLSC; Bold, conservative
fine-tuning) and Red (Bold, adaptive fine-tuning). We
left out the other methods because we assessed how
they compare both on iCWT and on the reference RGB-
D categorization task.
These results replicate the findings of iCWT: adding
new instances (slope in Fig. 13(a)) leads to mich higher
performance improvement than than adding example
views (slopes in Fig. 13(b-e)). In this latter case a “jump”
in performance is achieved only when a new instance is
added to the training set. Note that best results are
achieved in Fig. 13(a), when including all training in-
stances, with just ∼ 1/6 of the frames of those usually
used in the reference benchmark (which corresponds to
the all training set in Fig. 13(e)). We point out that
performance saturates at 5 instances per category in
Fig. 13(a) because, as explained above, in WRGB-D
there are very few categories with more instances to be
included.
6.2 Object Identification Benchmark
The identification task considered in the literature on
WRGB-D (Lai et al 2011), consists in discriminating
between the 300 objects in the dataset. For each object,
the sequences recorded at 30◦ and 60◦ elevation angles
are used for training, while the one recorded at 45◦ for
Table 5 Identification benchmark on WRGB-D: Com-
parison with state-of-the-art.
Method Accuracy (%)
Schwarz et al. 2015 92.0
Held et al. 2016 93.3
CaffeNet RLSC 94.0
CaffeNet FT adapt 94.0
CaffeNet FT cons 92.7
GoogLeNet RLSC 94.3
GoogLeNet FT adapt 93.9
GoogLeNet FT cons 92.5
VGG-16 RLSC 94.5
ResNet-50 RLSC 96.0
testing. We considered this task, using a random 20%
of the training set for validation.
We first evaluated our methods on this benchmark:
Table 5 compares our results with the state-of-the-art
achieved in (Schwarz et al 2015) and in (Held et al
2016). This latter is recent paper that aims to improve
performance on object identification by exploiting deep
architectures (specifically, CaffeNet) previously fine-tuned
on “multi-view” image sequences. Here we refer to the
accuracy that they report by applying a fine-tuning pro-
tocol similar to our conservative strategy. From Table 5
it can be noticed that our pipeline provides better re-
sults, when relying on CaffeNet, and best performance
is achieved again by ResNet-50 features.
Similarly to object categorization, we repeated the
experiment by progressively increasing the number of
example images per instance (from 10 to all available).
From the results reported in Fig. 13(f), it can be no-
ticed that, as for iCWT, and differently from the cat-
egorization setting, the performance gain provided on
this task by adding object views to the training set is
remarkable. In this case, the accuracy reported in the
reference benchmark is achieved only when using all
training images.
7 Discussion and Future Work
In this work we reported on an extensive experimen-
tal validation of the application of latest deep learning
methods to visual object recognition in robotics. We
challenged these methods on a setting that was specif-
ically designed to represent a prototypical real world
scenario. Our results showed that deep learning leads
to remarkable performance for both category and in-
stance recognition. We showed also that proper adop-
tion of knowledge transfer strategies – in particular mix-
ing deep learning with “shallow” classifiers – plays a key
role, in that they leverage on the visual representation
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Fig. 13 Categorization and Identification on WRGB-D varying # frames and # instances. (a) Object Categoriza-
tion varying # instances per category (horizontal axis). (b-e) Object Categorization varying # frames per instance (horizontal
axis), for different fixed numbers of instances per category (plot title). (f) Object Identification varying the number of #frames
per instance (horizontal axis). The three transfer learning methods indicated in the legend are applied to CaffeNet.
learned on large-scale datasets to achieve high perfor-
mance in the robotic application.
However, a substantial gap still exists between the
performance that can be obtained in the two domains.
Our analysis shows that one reason for this gap is lim-
ited semantic variability of data collected in robotics
settings (due to the intrinsic cost of acquiring training
examples). Moreover, we need to push further these re-
quirements since the error rate of robotic recognition
systems will need to be as close as possible to zero in
order to be considered for production and deployment
in real applications.
In this Section, we consider directions for future re-
search to address these limitations and present how, in
our opinion, the visual recognition problem could be
addressed in robotics.
Improving Invariance. Our experiments in Sec. 4.3
and 5.2 showed that off-the-shelf CNNs are mostly lo-
cally invariant, i.e., their representation is robust to
small viewpoint changes, but these models can learn
specific invariances from image sequences that are easy
to collect in robotics settings. While local invariance
has been of main interest to computer vision in the
past (Lowe 2004; Mikolajczyk and Schmid 2004), cur-
rent research on invariance is focused on learning rep-
resentations robust to more “global” visual transfor-
mations (Anselmi et al 2016a,b). Our results confirm
that improving invariance is crucial to perform visual
recognition in the real world (Pinto et al 2008, 2011;
Borji et al 2016; Poggio and Anselmi 2016). The role
of viewpoint invariance in object categorization, which
evidenced unexpected results in our setting, must also
be further investigated (to this end see also (Zhao et al
2016; Zhao and Itti 2016)).
“Augmenting” Semantic Variability: Real and
Synthetic Data. Our results pointed out how this
aspect is key to object categorization. The simplest
method for increasing semantic variability is to share
data acquired from different robot platforms. This strat-
egy has been used to learn hand-eye coordination on a
manipulator (Levine et al 2018). Similarly, the goal of
the Million Object Challenge (Oberlin et al 2015) is to
create a sharing platform for data acquired by laborato-
ries owning a Baxter robot9. Along a similar direction,
we plan to extend iCubWorld with the help of the com-
munity of the iCub robot (more than 30 research groups
worldwide). This could also allow to extend the analy-
sis presented in this work by introducing much larger
variability. Indeed, this is another critical aspect that
we started to address in the supplementary material.
A complementary approach follows the idea of data
augmentation. More or less sophisticated synthetic im-
age transformations (e.g., 2D rotation, flip, crop/scaling,
background and illumination changes) are already stan-
dard practice to simulate variations of instance appear-
ance. Visual augmentation to cope for semantic vari-
ability is a more challenging problem, although recent
work on inverse graphics (Mansinghka et al 2013; Kulka-
rni et al 2014) is a starting point in this direction. The
potentials of this approach are limitless since, by syn-
thetic generation, objects and environment parameters
(viewpoint, lighting, texture, etc.) can be endlessly cre-
ated and tuned to the application requirements. Gen-
eralization to real conditions would then clearly de-
pend on the realism of simulated data, but the domain
9 http://www.rethinkrobotics.com/
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shift could be eventually tackled with transfer learn-
ing approaches. The work of (Handa et al 2016; Zhang
et al 2017) for indoor scene recognition and ShapeNet
datasets (Chang et al 2015; Wu et al 2015) datasets are
examples of this strategy.
Integrating 3D Information. The integration of depth
and RGB information with deep CNNs has been re-
cently proved to help object recognition in robotics (Schwarz
et al 2015; Eitel et al 2015; Redmon and Angelova
2015; Carlucci et al 2016). The spatial structure of
the scene can also be exploited as an additional self-
supervisory signal, or prior information, to make the
prediction more robust. Examples are the work of (Song
et al 2015), where memory about the room helps dis-
criminating between old and novel objects. Interest-
ingly, (Pillai and Leonard 2015) implement a SLAM-
aware detection system where the object’s 3D position
is projected back to frames in order to help the recog-
nition. With this approach, object instances could also
be autonomously discovered by the robot.
Exploiting Temporal Coherence. While it is im-
portant to push the limits of visual recognition at the
image level, a robot is typically exposed to a continu-
ous stream of frames, where visual information is cor-
related. Accuracy may be remarkably improved by ex-
ploiting this correlation, ranging from simple solutions
as temporal averaging of predictions (Pasquale et al
2015) to more complex architectures including recent
recurrent networks (Donahue et al 2015). The tempo-
ral correlation among consecutive frames can be ex-
ploited as self-supervisory signal, too. Recent works ex-
ploit this information to learn visual representations in
absence of frame-level annotations (Wang and Gupta
2015; Goroshin et al 2015b,a; Jayaraman and Grauman
2015; Agrawal et al 2015).
Self-supervised Learning. We opted for the help of
a “teacher” for the acquisition of iCWT because we
needed a relatively fine control on the object move-
ments to isolate viewpoint transformations. However,
making the acquisition self-supervised, i.e., implement-
ing explorative strategies through which the robot au-
tonomously interacts with the environment to collect
examples, would allow to extend iCubWorld datasets,
while limiting human effort. Training instances in this
scenario could be gathered autonomously by detecting
invariances in the data which correspond to physical en-
tities (e.g., coherent motion patterns (Wang and Gupta
2015) or bottom-up saliency cues). Strategies specific to
the robotic domain could be devised by integrating mul-
tiple sensory modalities (Sinapov et al 2014; Higy et al
2016) and a repertoire of explorative actions (Monte-
sano et al 2008; Fitzpatrick et al 2003; Ho¨gman et al
2016; Pinto et al 2016)).
Multi-task Learning. In this work we adopted a stan-
dard classification approach where no similarity or re-
lation is assumed among classes. However, objects and
categories have common features (think to object parts
like wheels, legs, and so forth). Incorporating informa-
tion about class similarities can significantly improve
performance, especially if training data is limited. In
the literature on multi-task learning several approaches
have been proposed to enforce these relations on the
learning problem, when they are available a-priori (Ev-
geniou et al 2005; Joachims et al 2009; Fergus et al
2010), or to learn them, when unknown (Argyriou et al
2008; Minh and Sindhwani 2011; Dinuzzo et al 2011;
Ciliberto et al 2015).
Incremental Learning. A robotic recognition system
should guarantee reliability in lifelong scenarios, by learn-
ing to adapt to changing conditions. In line with the
literature on “learning to learn” and transfer learn-
ing (Thrun and Mitchell 1995; Tommasi et al 2010;
Kuzborskij et al 2013), strategies to exploit knowledge
of previous, well-represented classes, in order to im-
prove prediction accuracy on novel, under-represented
ones, ultimately would be a key component of robotic
recognition systems to be deployed in real world appli-
cations, as observed in recent work (Camoriano et al
2017; Sun and Fox 2016).
8 Conclusions
In this paper we presented a systematic experimen-
tal study on the application of deep learning meth-
ods for object recognition to robot vision settings. For
our tests we have devised a prototypical vision task for
a humanoid robot in which human-robot interaction
is exploited to obtain realistic supervision and train
an object recognition system. We presented the iCWT
dataset and an in-depth investigation of the perfor-
mance of state-of-the-art CNNs applied to our scenario.
Results confirm deep learning is a remarkable step for-
ward. However, there is still a lot that needs to be done
to reach the level of robustness and reliability required
by real world applications. We identified specific chal-
lenges and possible directions of research to bridge this
gap. We are confident that the next few years will be
rich of exciting progress in robotics.
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A Objects in the iCWT Dataset
Fig. 14 shows one example image for each object in the iCub-
World Transformations (iCWT) dataset. We report the asso-
ciated ImageNet synset in Red for categories among the 1000
classes of the ILSVRC (Russakovsky et al 2015), in Black for
others (Deng et al 2009).
B Testing Off-the-shelf CNNs
In Fig. 5 we observed that testing off-the-shelf CNNs to iCWT
leads to poor accuracy. In this Section we provide details on
this experiment and some qualitative explanations for the
observed performance drop.
B.1 Image Preprocessing
We first evaluated the impact of processing with CNNs coarser
or finer regions around the object of interest. Specifically, we
compared extracting from the images either (i) a square re-
gion of fixed radius centered on the object or (ii) the bounding
box provided by depth segmentation (obtained as explained
in Sec. 2.1). In both cases, we included more or less back-
ground (respectively fixing the radius to 256 or 384 and leav-
ing a margin of 30 or 60 pixels around the bounding box).
Then we reproduced the operations described at the ref-
erence page of Caffe models (see Tab. 6). These basically
consist in subtracting the mean image (or the mean pixel) of
the training set and running the CNN on a grid of fixed-size
crops (227 × 227 for CaffeNet and 224 × 224 for the other
models) at multiple scales. The final prediction is computed
by aggregating the predictions of the crops. Since, however,
in our case, the considered region is already cropped around
the object, we also tried considering only one central crop.
Fig. 15 reports the experiment of Fig. 5, when testing off-
the-shelf CNNs on iCWT with the described pre-processing
options. It can be noticed that (i) a finer localization of the
object (Blue and Green) provides better performance and (ii)
considering more than the central crop provides a little or no
advantage at all.
Based on this finding, for all the experiments reported in
the paper we opted for extracting a square 256 × 256 region
from the image (whose resolution is 640×480) and considering
only the central crop (Light Green in Fig. 15). We opted for
a fixed-size region rather than the bounding box from depth
segmentation, since this latter has varying shape and should
be resized anysotropically to be processed by the CNNs, thus
impacting on the viewpoint transformations we aim to study.
Note that when applying the networks to ImageNet, we used
the multi-crop strategy suggested for each architecture.
Table 6 Image preprocessing executed before feeding the
networks.
Model
Mean
Scaling
Crop
Subtraction Extraction
CaffeNet
image
mean image size 2× 2 grid + center
ResNet-50 (256× 256) mirrored
GoogLeNet pixel 256× 256 2× 2 grid + center
mirrored
VGG-16 pixel
shorter side to 5× 5 grid
256, 384, 512 at each scale
mirrored
B.2 1000-class Categorization Results
In Fig. 5 we compared the accuracy of off-the-shelf CNNs
tested on iCWT and ImageNet, selecting the 11 scores of the
considered classes from the vector of 1000 scores produced
by the CNNs trained on the ILSVRC. In Fig. 16 we report
the accuracy of the same experiment, when considering 1000
scores. As it can be noticed, performance drops significantly
and proportionally for all models and both test sets (since
now chance level for the model is 1/1000). Note that, in
this way, the models provide worse-than-chance predictions
on iCWT, if chance level for iCWT is considered 1/11).
B.3 Viewpoint Biases
In this Section we follow-up Sec. 4.1 and show potential bi-
ases in ImageNet, that may prevent off-the-shelf CNNs to
generalize to iCWT. Keeping our observations qualitative, we
analyze frame-level predictions in order to understand which
views are actually “harder” to recognize and compare them
with prototypical examples in ImageNet.
We report results for GoogLeNet (CaffeNet behaved simi-
larly) and a subset of the test set considered in Fig. 5: specif-
ically, 2 representative categories and Scale and 2D Rotation
image sequences. As in Fig. 5, the prediction was computed
as the maximum among the 11 scores selected from the CNN
output. In Fig. 17we report frame-level predictions on Scale
(Top) and 2D Rotation (Bottom) sequences, separately per
category. In each plot, rows represent the sequences of the 10
instances of the category: the frame index is reported in the
horizontal axis and each frame is a vertical bar: White if the
prediction is correct, Red if it is wrong, Black if the sequence
is finished.
It can be noted that, since during the Scale acquisition
the operator was moving the object back and forth in front
of the robot (starting close and moving backward), the CNN
fails when the object is far, hence at a smaller scale (red bars
mostly concentrated in the right half of rows). This confirms
recent studies (Herranz et al 2016) pointing out that the scale
bias of object-centric datasets as ImageNet prevents CNNs
Are we done with object recognition? The iCub robot’s perspective. 23
book
n02870526
cellphone
n02992529
flower
n11669921
glass
n03438257
hairbrush
n03475581
hair clip
n03476684
mouse
n03793489
coffee mug
n03063599
perfume
n03916031
remote
n04074963
ring binder
n02840245
soap dispenser
n04254120
sunglasses
n04356056
wallet
n04548362
pencil case
n03908618
oven glove
n02885462
squeezer
n04293119
sprayer
n02754103
body lotion
n02862916
soda bottle
n03983396
Fig. 14 Example images for the 200 objects in iCubWorld Transformations.
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Fig. 15 Average classification accuracy of off-the-shelf net-
works tested on iCWT segmenting the object according to
different strategies.
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Fig. 16 Average classification accuracy of off-the-shelf net-
works (trained on ILSVRC) tested on iCWT (Dark Blue) or
on ImageNet itself (Gray). The test sets for the two datasets
are restricted to the 11 categories in common (see Sec. 2).
trained on them to generalize to real world, scene-centric,
settings. Another example regards 2D Rotation sequences,
where the operator was rotating the object, keeping the same
face visible, at a constant speed. In these sequences it can
be noticed that the CNN fails at periodic time intervals, cor-
responding to less common views in ImageNet. In fact, soap
dispensers and mugs in ImageNet are mostly placed on ta-
bles and, consequently, the CNNs fails when these are rotated
from the vertical.
C Model Selection
In this Section we provide details on the hyper-parameter
selection for the methods adopted in the paper (Sec. 3.2).
cellphone
50 100 150
1
2
3
4
5
6
7
8
9
10
mouse
50 100150200
1
2
3
4
5
6
7
8
9
10
mug
50 100 150 200
1
2
3
4
5
6
7
8
9
10
remote
50 100 150 200
1
2
3
4
5
6
7
8
9
10
soap dispenser
50 100 150
1
2
3
4
5
6
7
8
9
10
cellphone
50 100 150
1
2
3
4
5
6
7
8
9
10
mouse
50 100150200
1
2
3
4
5
6
7
8
9
10
mug
50 100 150 200
1
2
3
4
5
6
7
8
9
10
remote
50 100 150 200
1
2
3
4
5
6
7
8
9
10
soap dispenser
50 100 150
1
2
3
4
5
6
7
8
9
10
cellphone
50 100 150
1
2
3
4
5
6
7
8
9
10
mouse
50 100 150
1
2
3
4
5
6
7
8
9
10
mug
50 100150200
1
2
3
4
5
6
7
8
9
10
remote
50 100150200
1
2
3
4
5
6
7
8
9
10
soap dispenser
50 100 150
1
2
3
4
5
6
7
8
9
10
cellphone
50 100 150
1
2
3
4
5
6
7
8
9
10
mouse
50 100 150
1
2
3
4
5
6
7
8
9
10
mug
50 100 5 20
1
2
3
4
5
6
7
8
9
10
remote
50 100150200
1
2
3
4
5
6
7
8
9
10
soap dispenser
50 100 150
1
2
3
4
5
6
7
8
9
10
2D Rotation
Scale
Fig. 17 Frame-level predictions of GoogLeNet on image se-
quences containing the Scale (Top) and 2D Rotation (Bot-
tom) transformations, reported for 2 representative cate-
gories. The sequences of the 10 instances belonging to each
category are represented as matrix rows (frame index in the
horizontal axis). In each row, frame predictions over the se-
quence are represented as vertical bars: White if correct, Red
if wrong (Black if the sequence is ended).
C.1 Feature Extraction and RLSC
We illustrate some design choices for the pipeline presented
in Sec. 3.2.1.
To extract CNN representations, we considered fully-connected
layers providing a vector global image representation. These
were specified for each architecture in Tab. 2: in particular,
for CaffeNet and VGG-16 we tried either fc6 or fc7 layers as
explained in the following.
We then resorted to (Rudi et al 2015) to implement RLSC
with Gaussian Kernel and Nystro¨m subsampling. The major
hyper-parameters of this algorithm the number m of train-
ing examples sampled to approximate the kernel matrix, the
Gaussian’s σ and the regularization parameter λ. While the
latter two were assigned based on standard cross-validation,
that we performed for each experiment, in the following we
report how we empirically determined a reasonable range for
m.
We considered two categorization tasks on iCWT, repre-
sentative of the smallest and larger tasks that we expected to
run in our analysis: respectively ∼ 170 and ∼ 6300 examples
per class, for 15 classes (similarly to Sec. 4.2.1). Fig. 19 and 18
report the average accuracy respectively for the small and
large experiment. We used image representations from the
four considered architectures, using either fc6 layer (Gray) or
fc7 (Pink) for CaffeNet and VGG-16. We increased logarith-
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Fig. 18 Accuracy reported by training RLSC on image
representations extracted by the four considered CNNs. A
“large” categorization experiment is performed (∼ N = 95K
training examples) and m is varied between
√
N and 15K
(horizontal axis). Performance on the same day of training
(Light colors) and on a different one (Dark colors) is reported.
mically the value of m (horizontal axis) starting from
√
N , N
being the size of the training set. For the small experiment we
stopped at N , whereas for the large experiment we stopped
at values where we observed very little performance improve-
ment. Performance on the same day of training is reported in
light Gray/Pink, on a different day in dark Gray/Pink.
From this experiment we observed that fc6 features con-
sistently outperformed fc7, hence we decided to use this layer
when extracting representations from off-the-shelf CaffeNet
or VGG-16. Then, we observed that relatively small values
of m could provide good accuracies with far smaller train-
ing times and therefore we selected m = min(15K,N) in all
experiments.
It is worth noting that we performed a similar experiment
(not reported) with CNNs previously fine-tuned on subsets
of iCWT and, in that case, fc7 features were better. Hence,
we used this layer in the experiments of Sec. 5.2.1. This is
in line with recent work showing that, while lower layers pro-
vide more “general” features, more “specialized” features can
be extracted from higher layers in models trained on closer
domains.
C.2 Fine-tuning
In this Section we provide details on the fine-tuning proce-
dures and the definition of the two adaptive and conservative
strategies reported in Tab. 3.
C.2.1 General Protocol
Image preprocessing was similar to the one described in B.1
(except that, as per Caffe standard, during training a ran-
dom 227× 227 crop, randomly mirrored, was extracted). Im-
portantly, the training set was shuffled, since we observed
that similarity of images within a mini-batch (as consecutive
frames would be) negatively affected convergence. We evalu-
ated performance on a validation set every epoch and finally
chose the model at the best epoch. We set the mini-batch
size to values specified in Caffe (reported in Tab. 3). The
number of epochs was fixed empirically, observing that per-
formance saturated after ∼ 6 epochs but for the conservative
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Fig. 19 Similar to Fig. 18 but on a “small” categorization
experiment (∼ N = 2500 training examples), varying m be-
tween
√
N and N .
fine-tuning of CaffeNet, which involves learning the parame-
ters of the 3 fully-connected layers and takes more epochs to
converge (we stopped at 36).
C.2.2 Hyper-parameters Choice
While model selection is per se an open problem when deal-
ing with deep networks, in our setting this issue is even more
complicated by the fact that we do not target a fixed reference
task, but plan to span over a wide range of tasks comprising
small and large training sets. To this end in this Section we
report on the empirical analysis we set up in order to un-
derstand the effect and relative importance of the (many)
hyper-parameters involved in fine-tuning deep architectures
as CaffeNet or GoogLeNet.
We considered the same two “small” and “large” cate-
gorization tasks adopted to perform parameter selection for
RLSC as described in C.1 and fine-tuned CaffeNet and GoogLeNet
by varying the values of multiple hyper-parameters. In the
following, we report this analysis separately for the two ar-
chitectures.
CaffeNet. We considered the parameters in Tab. 3 and
varied them in the following way:
– Base LR: the starting learning rate of the layers that are
initialized with the parameters of the off-the-shelf model.
We tried 10−3, 5 ∗ 10−4, 10−4, 5 ∗ 10−5, 10−5, 10−6, 0.
– Learned FC Layers: which fully-connected (FC) layers are
learned from scratch with their specific starting LR. We
tried to learn (i) only fc8 with starting LR set to 10−2,
or (ii) including also fc7 and (iii) finally also fc6. As an
empirical rule, every time we included one more layer to
learn from scratch, we decreased the starting LR of these
layers of a factor of 10 (hence 10−3 in (ii) and 10−4 in
(iii)).
– Dropout: percentage of dropout in FC layers. We tried
50% (default Caffe value) or 65%.
– Solver: the algorithm used for the stochastic gradient
descent. We used the SGD solver (Bottou 2012) in Caffe.
– LR Decay Policy: the decay rate of the learning rates. We
tried either polynomial decay with exponent 0.5 or −3,
or step decay decreasing the LR of a factor of 10 every 2
epochs.
We tried all possible combinations of values. For the pa-
rameters not mentioned, we kept their value as in Caffe ref-
erence models.
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Fig. 20 Accuracy provided by CaffeNet fine-tuned with dif-
ferent strategies: either learning from scratch only fc8 (Left)
or fc6, fc7 and fc8 (Right). Performance is reported for
both the same day of training (Light Gray) and a differ-
ent one (Dark Gray). We tried multiple values of base LR on
the “small” training set (Continuous Line), and one small,
medium and large values of base LR (Dots) on the “large”
one.
We observed that the Dropout percentage had a small in-
fluence and left it to the default value. We also observed that
the polynomial LR Decay Policy with 0.5 slope consistently
provided 5-10% better accuracy. The most critical parame-
ters proved being the Base LR and the Learned FC Layers.
As an example, in Fig. 20 we report the accuracy obtained re-
spectively when learning only fc8 (Left) or fc6, fc7 and fc8
(Right). In both cases, we repeated fine-tuning with different
Base LR for all other layers, varied from 10−3 to 0 (horizon-
tal axis). Performance is reported, as in Fig. 19 and 18, for
both the same day of training (Light Gray) and a different
one (Dark Gray). While we tried all values of Base LR on
the “small” experiment (Continuous Line), for the “large”
experiment we limited to one small, medium and large value
(Dots).
It can be observed that fine-tuning by learning from scratch
only the last layer (fc8) is more robust to the small training
set, for any Base LR (Continuos Line in the range 40-60%),
achieving best performance with higher Base LR (10−3). On
the other hand, learning from scratch fc6-7-8 with small Base
LR (10−5 or 0) achieves best performance on the large training
set. This is explained by noting that the three layers fc6, fc7
and fc8 involve a lot of parameters.
Based on these findings, we identified two representative
strategies providing best performance respectively in small
and large-scale settings: learning fc8 with large Base LR (10−3),
that we call adaptive strategy, since it quickly adapts all lay-
ers to the new training set, and learning fc6-7-8 with Base
LR set to 0, that we call the conservative strategy, since it
slowly adapts only fully-connected layers.
GoogLeNet. As explained in (Szegedy et al 2015), this
architecture is composed of a main branch, terminating with
one FC layer (loss3/classifier), and two identical “auxiliary”
branches terminating with two FC layers (loss1(2)/fc, loss1(2)/classifier).
By considering this structure, we explored the following fine-
tuning strategies:
– Base LR: varied as for CaffeNet.
– Learned FC Layers: we always learned loss3/classifier from
scratch with starting LR set to 10−2; regarding the aux-
iliary branches, we tried (i) to cut them out, (ii) to learn
also loss1(2)/classifier from scratch with starting LR equal
to 10−2, or, finally, (iii) to learn from scratch both loss1(2)/fc
and loss1(2)/classifier, with starting LR set to 10−3.
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Fig. 21 Classification accuracy provided by fine-tuning
GoogLeNet according to different strategies: either using the
Adam solver (Left) or SGD (Right). The rest of the figure is
similar to Fig. 20
– Dropout: we tried either the default Caffe values (40%
for loss3/classifier and 70% for loss1(2)/fc) or 60% for
loss3/classifier and 80% for loss1(2)/fc.
– Solver: we tried either SGD or Adam (Kingma and Ba
2015) solvers in Caffe.
– LR Decay Policy: when using SGD, we used polynomial
decay with exponent 0.5 or −3; when using Adam, we
kept the learning rate constant.
As for CaffeNet, we tried all combinations and left other
parameters to default Caffe values.
We first observed that for this architecture the impact
of the Learned FC Layers from scratch was small, with the
three strategies behaving similarly. We chose the last one (iii),
that was slightly more stable. We also observed a little benefit
from using higher Dropout percentages.
One critical aspect was instead the choice of the Solver.
To this end, in Fig. 21 we report the accuracy achieved re-
spectively when using Adam (Left) or SGD (Right). In the
latter case, we applied the polynomial LR Decay Policy with
0.5 exponent, since it was consistently better. Performance
is reported, as in Fig. 20, for both the same day of training
(Light Gray) and a different one (Dark Gray). We fine-tuned
again with different Base LR from 10−3 to 0 (horizontal axis),
trying all values on the “small” experiment (Continuous Line)
and one small, medium and large value for the “large” exper-
iment (Dots).
It can be observed that the SGD solver is more robust
to variations of the Base LR, but we opted for Adam, which
provides better accuracies for mid-range values of Base LR,
both for the small and the large setting. Similarly to CaffeNet,
we identified an adaptive fine-tuning strategy with with Base
LR set to 0 and a more conservative strategy with Base LR
set to 10−5.
D Additional Experiments on Categorization
In this Section we report additional results to show that the
trends observed in the conditions considered in the paper hold
also in other settings.
D.1 What do we gain by adding more frames?
Fig. 24 reports the experiment of Fig. 6, when performed in-
cluding only 3 object instances per category in the training
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Fig. 22 Recognition accuracy vs # instances (number
of object instances available during training). Same experi-
ment as Fig. 7 executed for a 10-class categorization problem.
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Fig. 23 Recognition accuracy vs # instances (number
of object instances available during training). Same experi-
ment as Fig. 7 executed for a 5-class categorization problem.
10 50 150 300
#frames/seq
20
30
40
50
60
70
80
90
100
a
cc
u
ra
cy
 (%
)
FINE TUNING
CaffeNet adapt
CaffeNet cons
GoogLeNet adapt
GoogLeNet cons
10 50 150 300
#frames/seq
20
30
40
50
60
70
80
90
100
RLSC
CaffeNet
GoogLeNet
VGG-16
ResNet-50
Fig. 24 Recognition accuracy vs # frames (number of
object views available during training). Same experiment as
Fig. 6 but training only on 3 object instances per category.
set. For completeness, here we provide the list of the consid-
ered 15 categories: cellphone, mouse, coffee mug, pencil case,
perfume, remote, ring binder, soap dispenser, sunglasses,
flower, wallet, glass, hairbrush, hair clip, book.
This result confirms that adding more object views can-
not be used as a viable strategy to improve categorization
accuracy, which remains constant and definitely lower than
the performance achieved with 7 example instances per cate-
gory (above ∼ 70%, see Fig. 6).
D.2 What do we gain by adding more instances?
Fig. 22 and 23 report the experiment of Fig. 7, when dis-
criminating between respectively 10 and 5 object categories
(rather than 15). As it can be noticed, accuracy increases re-
markably as more instances per category are made available,
confirming that semantic variability is critical even in settings
that involve few categories.
D.3 Improving Viewpoint Invariance of CNNs
As mentioned at the end of Sec. 5.2.1, here we investigate
whether image representations from CNNs fine-tuned on sub-
sets of iCWT can be better than off-the-shelf features also for
categorization tasks.
We repeat the 15-class task of Fig. 9, performed by sam-
pling ∼ 20 frames per sequence, by training RLSC on fea-
tures from the CNNs fine-tuned as in Sec. 5.2.1. Note that for
(ImNet) dataset we fine-tuned over the 15 ImageNet synsets
corresponding to the 15 categories that involved in the cat-
egorization task. From the results reported in Fig. 25 (using
the same notation as in Fig. 12), it can be clearly observed
that none of these representations is better than off-the-shelf
features for the categorization task.
E Generalization Across Days
In this Section we test robustness to changes of illumination,
background, etc., which are neither semantic nor geometric.
The purpose of this material is to show how these aspects,
albeit not in the scope of the paper, are very important and
will be subject of future investigation.
We consider the common situation where the robot is
asked to recognize an object that was showed him on a past
day, possibly in a slightly different setting. We ask whether
even small contextual variations (like a different time of day,
or background configuration) can degrade the accuracy of the
considered deep learning methods.
To this end, while, in all experiments of the paper, train-
ing and testing is always performed on the same day of ac-
quisition, in the following we report the performance drop
experienced when testing the same models on a different day
(we recall that in the current release of iCWT each sequence
acquisition is repeated in two different days).
Categorization. Fig. 26 report the performance drop ob-
served respectively for the experiment of Fig. 6 (addition of
example frames) and Fig. 7 (addition of object instances).
The drop is computed as the difference between the accuracy
reported in Fig. 6 (Fig. 7) and the accuracy achieved when
testing the models on a different day.
In both experiments, performance degrade (from 5% up
to almost 30% for the adaptive fine-tuning). A larger drop
for fine-tuning (adaptive in particular) suggests that this ap-
proach is more prone to overfitting the training day. On the
contrary, the ∼ 5% drop experienced when using less aggres-
sive strategies as RLSC suggests that features from off-the-
shelf networks as GoogleNet and ResNet-50 can be quite ro-
bust.
Note that, when adding more example views, accuracy
does not improve on the training day and even degrade on
another day (Fig. 26 and Fig. 6). Differently, when adding
more example instances, accuracy increases in both cases, but
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Fig. 25 Same experimental setting as in Fig. 9: here we compare training RLSC on different image representations, provided
by CaffeNet (Top, Orange) or GoogLeNet (Bottom, Blue) fine-tuned according to different strategies (see Sec. D.3).
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Fig. 26 Categorization accuracy vs # frames - Gen-
eralization across days. Drop in performance (difference
between test accuracy) observed when testing the models
trained for the categorization task reported in Sec. 4.2.1 on
the same day of training and on a different one.
more on the training day than on another one (Fig. 27 and
Fig. 7).
Identification. Differently, in this setting adaptive fine-tuning
does not exhibit a similar dramatic drop: in Fig. 28 the drop
with respect to Fig. 10 is small for all methods and does not
increase by adding example frames. This positively indicates
that adding example views in identification does not overfit
the training day, and equally improves performance also on a
different day.
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Fig. 27 Categorization accuracy vs # instances -
Generalization across days. Drop in performance (differ-
ence between test accuracy) observed when testing the models
trained for the categorization task reported in Sec. 4.2.2 on
the same day of training and on a different one.
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Fig. 28 Identification accuracy vs # frames - Gen-
eralization across days. Drop in performance (difference
between test accuracy) observed when testing the models
trained for the identification task reported in Sec. 5.1 on the
same day of training and on a different one.
