ABSTRACT. Let g be a classical Lie algebra, e ∈ g a nilpotent element and g e ⊂ g the centraliser of e. We prove that g e = [g e , g e ] if and only if e is rigid. It is also shown that if e ∈ [g e , g e ], then the nilpotent radical of g e coincides with [g(1) e , g e ], where g(1) e ⊂ g e is an eigenspace of a characteristic of e with the eigenvalue 1.
INTRODUCTION
Let g be a semisimple (or reductive) Lie algebra over an algebraically closed field F (char F = 0) and x ∈ g. The main objects of our study here are the centraliser g x and its derived algebra [g x , g x ]. There are two natural questions: for what elements x we have x ∈ [g x , g x ] and a stronger one, when g x = [g x , g x ]. Evidently only a nilpotent element x can satisfies any of these conditions. Let e ∈ g be a nilpotent element. By the Jacobson-Morozov theorem it can be included into an sl 2 -triple {e, h, f } in g. Set g(λ) := {ξ ∈ g | ad (h)·ξ = λξ} and g(λ) e = g(λ) ∩ g e . Nilpotent elements e such that e ∈ [g e , g e ] were studied in [4] , where they are called compact, and in [7] , where they are called reachable. Extending results of [7] , we show that if e is reachable and g is a classical Lie algebra, then g(λ+1) e = [g (1) e , g(λ) e ] for all λ, see Theorem 10.
The irreducible components of the algebraic varieties g (m) = {ξ ∈ g | dim g ξ = m}
are called the sheets of g. Their description was obtained by Borho and Kraft in [1] , [2] in terms of the so-called parabolic induction. One of the basic results is that each sheet contains a unique nilpotent orbit. If a nilpotent orbit coincides with a sheet, it is said to be rigid. A nilpotent element is said to be rigid, if its orbit is rigid. If g e = [g e , g e ], then e is rigid by an almost trivial reason (see Proposition 11). We prove that in the classical Lie algebras the converse is true. This answers a question put to me by A. Premet at the Ascona conference in August (2009). In the exceptional Lie algebras there are rigid elements such that g e = [g e , g e ], see Remark 3. Interest in [g e , g e ] is motivated by a connection with finite W -algebras U(g, e) and their 1-dimensional representations. Recall that U(g, e) is a deformations of the universal enveloping algebras U(g e ) and the commutators [ξ, η] of ξ, η ∈ g e naturally appear in the commutator relation of U(g, e), see e.g. [8, Section 3.4] .
As was explained to me by A. Premet, the equality g e = [g e , g e ] implies that U(g, e) has at most one non-trivial 1-dimensional representation.
BASIS OF A CENTRALISER
In this section we fix a basis of a centraliser, which is used throughout the paper, and state a few easy useful facts. Let V be a finite dimensional vector space over F and let e be a nilpotent element ofĝ = gl(V). Let k be the number of Jordan blocks of e and W ⊆ V a (k-dimensional) complement of Im e in V. Let d i denote the size of the ith Jordan block of e. We always assume that the Jordan blocks are ordered such that
Choose a basis w 1 , w 2 , . . . , w k in W such that the vectors e j ·w i with 1 i k, 0 j d i −1 form a basis of V, and put
If ξ ∈ĝ e , then ξ(e j ·w i ) = e j ·ξ(w i ), hence ξ is completely determined by its values on W .
The only restriction on ξ(w i ) is that e d i ·ξ(w i ) = ξ(e d i ·w i ) = 0. Since vectors e s ·w i form a basis of V, the centraliserĝ e has a basis {ξ
An sl 2 -triple {e, h, f } can be chosen in such a way that
Using this equality, it is not difficult to describe h-eigenspaces g(λ) in terms of ξ j,s i . For example, g(1) e is generated by ξ Let ( , ) V be a non-degenerate symmetric or skew-symmetric bilinear form on V, i.e., (v, w) V = ε(w, v) V , where v, w ∈ V and ε = +1 or −1. Let σ :ĝ →ĝ be a linear mapping such that (x·v, w) V = −(v, σ(x)·w) V for all v, w ∈ V and x ∈ĝ. Then σ in an involutive automorphism ofĝ. Letĝ =ĝ 0 ⊕ m be the symmetric decomposition ofĝ corresponding to the σ-eigenvalues ±1. The elements x ∈ m have the property that (x·v,
Set g :=ĝ 0 and let e be a nilpotent element of g. Since σ(e) = e, the centraliserĝ e of e in g is σ-stable and (ĝ e ) 0 =ĝ σ e = g e . This yields the g e -invariant symmetric decomposition g e = g e ⊕ m e .
Lemma 1.
In the above setting, suppose that e ∈ĝ 0 is a nilpotent element. Then the cyclic vectors {w i } and thereby the spaces {V[i]} can be chosen such that there is an involution i → i ′ on the set {1, . . . , k} satisfying the following conditions:
Proof. This is a standard property of the nilpotent orbits in sp(V) and so(V), see, for example, [3, Sect. 
Then g e is generated (as a vector space) by the vectors ξ
, where ε(i, j, s) = ±1 depending on i, j and s in the following way
form a basis of m e . In the following we always normalise w i as above and enumerate the Jordan blocks such that i ′ ∈ {i, i + 1, i − 1} keeping inequalities d i d j for i < j. In this basis {e s ·w i } the matrix of the restriction of the Killing
is anti-diagonal with entries ±1.
REACHABLE NILPOTENT ELEMENTS
Let g be a reductive Lie algebra and e ∈ g a nilpotent element. We include it into an sl 2 -triple {e, h, f } and let g(λ) stand for the ad (h)-eigenspace with eigenvalue λ. Set g(λ) x := g x ∩ g(λ). We fix a non-degenerate invariant bilinear form κ on g.
In [7] an element x ∈ g is called reachable if
Clearly each reachable element is nilpotent. Since g(0) e is a reductive subalgebra, the representation of g(0) e on g (1) e is completely reducible. Therefore e ∈ [g e , g e ] if and only if e ∈ [g(1) e , g (1) e ]. Following [7] , we continue to study the derived algebra of a centraliser g e for reachable e.
Lemma 2. Letf
Proof. If a 1 , a 2 ⊂ g are two irreducible representations of any subalgebra sl 2 ⊂ g and dim a 1 = dim a 2 , then necessarily κ(a 1 , a 2 ) = 0. Applying this to the sl 2 -triple {e, h, f } we get that κ defines a non-degenerate pairing between g(−1) f and g (1) e . It remains to notice
Remark 1. In the following we need only the fact thatf is non-zero on g(1) e . But a proof of the weaker statement is not any easier.
Suppose that e ∈ĝ = gl(V) is given by a partition ((d+1) m , d n ) with both m and n being non-zero. Thenĝ(0) e = gl m ⊕ gl n by [5, Sect. 3] . One can easily compute that ∈ sl m for the irreducibleĝ(0) esubrepresentation sl m ⊂ĝ(2) e . Since [ĝ(1) e ,ĝ(1) e ] isĝ(0) e -invariant, the whole subspace sl m is contained in it. In order to prove the inclusion for the "sl n -part" (in case n > 1), we take [ξ
. By Lemma 2, the skew-symmetric formf is non-degenerate onĝ(1) e . The subspace sl m ⊕ sl n ⊂ĝ(2) e , being a non-trivialĝ(0) e -module, is orthogonal to f (with respect to κ), hence [ĝ(1) e ,ĝ(1) e ] contains at least one non-zero vector of the form ae 1 + be 2 . Recall that (2) e .
In the following we are going to deal with the orthogonal and symplectic Lie algebras and freely use results and assumptions of subsection 1.1.
Lemma 5.
Suppose g is either sp(V) or so(V) and e ∈ g is given by a rectangular partition d k .
• If (−1)
Proof. The assertions concerning g(0) e follow, for example, from [5, Sect. 3, Prop. 2] .
Recall that W ⊂ V is a k-dimensional complement of Im e. and each ξ ∈ g e is completely determined by its values on W . Therefore g(2m) e can be identified with the set of ξ ∈ Hom(W, e m ·W ) such that (ξ(w),
Identifying W and e m ·W by means of e m , we see that (ξ(w), w ′ ) = −(w, ξ(w ′ ) for a non-degenerate symmetric or skew-symmetric bilinear form (w, w ′ ) := (w, e d−1 ·w ′ ) V on W , and that is the only condition on ξ. In case the form is symmetric, we get g(2m) e ∼ = Λ 2 F k , and if it is skew-symmetric, then g(2m) e ∼ = S 2 F k .
Lemma 6. Let g be either so(V) or sp(V) and e ∈ g a nilpotent element defined by a partition
Proof. By Lemma 5, the subspace g(2) e decomposes into a direct sum of irreducible g(0) erepresentations as follows g (2) It is natural to suggest that the following conditions are equivalent:
(i) e is reachable and g(0) e is semisimple; (ii) g e = [g e , g e ].
Clearly, condition (i) is necessary for (ii). Below we prove that in the classical Lie algebras it is also sufficient. Given x ∈ĝ and a non-negative integer q let x q ∈ĝ be the qth power of x (as a matrix).
Note that if g is either so(V) or sp(V), the number q is odd, and x ∈ g, then also x q ∈ g.
This remains true for a product x 1 . . . x q of q elements x i ∈ g.
Theorem 7. Suppose that g is a simple classical Lie algebra and e ∈ g a nilpotent element. Then conditions (i) and (ii) are equivalent.

Proof. Actually, we need to show only that (i) implies (ii). Suppose first that g = sl(V). Then g(0)
e is semisimple exactly in two cases: e = 0 and e is regular. In the first of them there is nothing to prove. In the second case, where g e is commutative, e is not reachable.
Suppose g is either so(V) or sp(V) and e ∈ g satisfies (i). According to the description of reachable nilpotent elements [7, Theorem 2.1. (4) ], e has Jordan blocks of sizes (d, d − 1, . . . , 1) with positive multiplicities (r d , . . . , r 1 ). Let e = e d + e d−1 + . . . + e 1 be a decomposition of e according to the sizes of Jordan blocks. We assume that e i ·V[t] = 0 if dim V[t] = i. Then e 1 = 0 and e i e j = 0 for i = j. Since g(0) e is semisimple, it is contained in [g e , g e ]. Using Lemma 5, it is not difficult to see that the nilpotent radical of g e contains g(0) e -subrepresentations of the form , vectors of the second type come from pairs r i = r j = 1 with i = j as ξ q,s p ± ξ p,s ′ q , where pth Jordan block is the unique block of size i and qth Jordan block is the unique block of size j.
Recall that e 1 = 0. Lemma 6 implies that e 2 ∈ [g(1) e , g (1) e ]. Applying the same lemma to the partition (3 r 3 , 2 r 2 ), we obtain that r 2 e 3 − r 3 e 2 is contained in [g (1) e , g (1) for all s. It remains to deal with pairs (i, j), where i = j and r i = r j = 1. Let t → t ′ be the same involution on the set of Jordan blocks as in Lemma 1. Suppose that the Jordan block of size i has number p and the Jordan block of size j has number q. Then p ′ = p and q ′ = q. In particular, i and j have the same parity. Assume that i > j. Then trivial g(0) e -representations associated with the pair (i, j) are generated by the vectors
with 0 s j − 1.
Note that x(s + 1) = [e i , x(s)]. Thus we only need to show that x(0) is contained in the derived subalgebra. The Jordan block number p + 1 has size i − 1. Without any doubt, i − 1 has different from i parity. Hence (p + 1) ′ = p + 2 and p + 2 < q. Take two elements y, z ∈ g e :
and compute their commutator according to (1):
This completes the proof.
In [7] a question was raised whether the properties e ∈ [g e , g e ] and g(λ + 1) = [g(1) e , g(λ) e ] are equivalent. The positive answer was given for g = sl(V) and λ 1, see [7, Theorem 4.5] . Here we prove the equivalence for sp(V) and so(V). Of course, if g(2) e = [g(1) e , g(1) e ], then e is reachable.
Lemma 8. For any reductive Lie algebra g and any nilpotent element e ∈ g we have
Proof. Let t ⊂ g(0) e be a maximal torus. Then z g (t) = t⊕h, where h is a reductive subalgebra and e ∈ h. Moreover h e = h ∩ g e contains no semisimple elements. In other words, e is a distinguished nilpotent element in h. Therefore e ∈ h is even cf. [3, Theorem 8.2.3] and h(1) e = 0. It follows that g(1) e contains no non-zero g(0) e -invariant vectors and g(1) e = [g(0) e , g (1) e ].
Lemma 9. Suppose g is either sp(V) or so(V) and e ∈ g is reachable. Then [g(1) e , g(1) e ] = g(2) e .
Proof. Since e is reachable, it has Jordan blocks of sizes (d, d − 1, . . . , 1) (with positive multiplicities). Recall that g is a symmetric subalgebra ofĝ = gl(V), see Section 1 for more details. In other words,ĝ = g ⊕ m is a Z 2 -grading andĝ e = g e ⊕ m e . Suppose ξ 
To conclude the proof note thatĝ (1) Suppose now that λ is even andx = ξ j,s i ∈ĝ(1) e , y = ξ b,t a ∈ĝ(λ) e are non-commuting elements. According to (2) , sizes of Jordan blocks with numbers a and b are of the same parity. In particular, if i ∈ {a, b}, then j,
. Let a ⊂ĝ e be a subspace generated by all ξ j,t i such that |d i − d j | = 1. We have shown that g(λ + 1) e ⊂ [g(1) e , g(λ) e ] + a + m e . Note that a = (a ∩ g) ⊕ (a ∩ m). Hence it remains to prove that
Suppose Remark 2. It is also possible to verify the equality g(λ + 1) e = [g(λ) e , g(1) e ] directly, by writing down bases of g(λ) e , g(1) e and computing the commutators.
RIGID NILPOTENT ELEMENTS
The irreducible components of the quasi-affine varieties
are called the sheets of g. Their description was obtained by Borho and Kraft [1] , [2] . One of the main results is that each sheet contains exactly one nilpotent orbit. Nilpotent orbits, which coincide with sheets, are said to be rigid, and all their elements are said to be rigid as well. In the classical Lie algebras the classification of rigid nilpotent elements was obtained by Kempken [6, Subsection 3.3] . (Note that rigid orbits are called original in [6] .) Namely, an element e of so(V) or sp(V) is rigid if and only if it is given by a partition
. . , 1 r 1 ) with all multiplicities r i being positive and
• if g = so(V) and d i is odd, then r i = 2;
• if g = sp(V) and d i is even, then r i = 2.
In view of [5, Sect. 3] , the last two conditions mean that g(0) e has no factors isomorphic to so 2 and therefore is semisimple.
Proposition 11. Let g be a semisimple Lie algebra and x ∈ g such that g x = [g x , g x ]. Then x is a rigid nilpotent element.
Proof. Assume that e is not rigid. Then any sheet S, containing e, contains also nonnilpotent elements and they form a non-empty open subset in S. In particular, there is a curve x : F → S such that dim g x(t) = dim g e for all t ∈ F, lim t→0 x(t) = e, and x(t) is not nilpotent for all t = 0. Thereby [g x(t) , g x(t) ] = g x(t) for all non-zero values of t. In the limit, dimension of the commutant cannot increase. Hence dim[g e , g e ] < dim g e . This contradiction completes the proof.
Theorem 12. Let g be a simpe classical Lie algebra and e ∈ g a nilpotent element. Then g e = [g e , g e ] if and only if e is rigid.
Proof. Due to Proposition 11, we need to prove only one implication. Assume that e is rigid. In type A this means that e = 0 and there is nothing to prove.
Suppose that g is either sp(V) or so(V). Comparing descriptions of Kempken [6] , reproduced above, and of Panyushev [7, Theorem 2.1.(4)], we conclude that e is reachable. It follows from the Kempken's results, that g(0) e is semisimple. Therefore we have: e is reachable and g(0) e is semisimple. This is exactly condition (i), and the equality g e = [g e , g e ] holds by Theorem 7.
Remark 3. In exceptional Lie algebras there are rigid nilpotent elements such that e ∈ [g e , g e ]. The simplest example is provided by a short root vector e in the simple Lie algebra of type G 2 . Since dim(g e ) = 6, this element is rigid. Here g(1) e = 0 and therefore e is not reachable.
