Square Functions and the $A_\infty$ Property of Elliptic Measures by Kenig, C. et al.
ar
X
iv
:1
40
9.
71
31
v1
  [
ma
th.
AP
]  
25
 Se
p 2
01
4 Square Functions and the A∞ Property of
Elliptic Measures
C. Kenig∗, B. Kirchheim, J. Pipher & T. Toro†
July 8, 2018
1 Introduction
In this paper, we provide a new means of establishing solvability of the
Dirichlet problem on Lipschitz domains, with measurable data, for second
order elliptic, non-symmetric divergence form operators. We will show that
a certain optimal Carleson measure estimate for bounded solutions of such
operators implies a regularity result for the associated elliptic measure.
We consider divergence form elliptic operators L in Rn+, where L = divA(X)∇,
and A(X) = (aij(X))
n
i,j=1 is a real n× n matrix with aij ∈ L∞ satisfying the
uniform ellipticity condition: there exists λ > 0 such that for all ξ ∈ Rn, one
has
(1.1) λ|ξ|2 ≤ 〈A(X)ξ, ξ〉 ≤ λ−1|ξ|2.
The matrix A is not be assumed to be symmetric. For future reference, when
we say that a bound depends only on the ellipticity , we will mean that it
depends only on λ and supi,j‖aij‖L∞ .
We begin by briefly recalling of some of the properties of solutions to such
operators, and refer the reader to previous literature for the details. In par-
ticular, we will use the definitions and results in Section 1 of [KKPT]. Since
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the coefficients of L are merely bounded and measurable, solutions to Lu = 0
are initially defined in a weak sense. However, by the fundamental work of
De Giorgi, Nash and Moser, weak solutions are Holder continuous in the
interior of some order that depends only on the ellipticity of the operator,
and positive solutions satisfy a Harnack principle. The results of Littman,
Stampacchia, and Weinberger [LSW] are also valid in the non-symmetric set-
ting. In particular, a Lipschitz domain Ω is regular for the Dirichlet problem.
That is, let ug denote the weak solution of Lug = 0 in Ω with u = g, for g
continuous on ∂Ω. Then the map g → ug(X) is a positive bounded linear
functional which in turn is represented by a probability measure ωX .
Returning for the moment to the setting of the upper half space, we see that
for any bounded Borel measurable function F on Rn−1, one can uniquely solve
the Dirichlet problem (by integration against the elliptic measure). That is
if
(DP)
{
Lu = 0 in Rn+
u|∂Rn+ = F on ∂Rn+
then for X ∈ Rn+
(1.2) u(X) =
ˆ
∂Rn+
F dωX ,
where ωX is the elliptic measure with pole at X .
By Harnack’s principle, this family of measures is mutually absolutely con-
tinuous. We will be concerned with the further regularity properites of the
measures ωX, such as mutual absolute continuity with respect to Lebesgue
measure on ∂Rn+. The solvability of the Dirichlet problem for L with data
in Lp(dx) is characterized by means of a precise relationship between these
elliptic measures associated to L and Lebesgue measure. These relationships
quantify absolute continuity and are expressed in terms of the Muckenhoupt
weight classes, A∞ or Ap. In this paper, the focus is on a new character-
ization of the property that ωX belongs to A∞(dx) in terms of a Carleson
measure property of bounded solutions.
In order to describe this more concretely, let us recall some definitions.
Definition 1.1 A measure ω defined on Rn−1 belongs to the weight class
A∞(dx) if any of the following equivalent conditions hold:
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(i) For every ε ∈ (0, 1) there exists δ ∈ (0, 1) such that for any cube
Q ⊂ Rn−1 and E ⊂ Q with
(1.3)
ω(E)
ω(Q)
< δ then
|E|
|Q| < ε.
(ii) For every ε ∈ (0, 1) there exists δ ∈ (0, 1) such that for any cube
Q ⊂ Rn−1 and E ⊂ Q with
(1.4)
|E|
|Q| < δ then
ω(E)
ω(Q)
< ε.
(iii) there exists a p > 1 such that ω belongs to Ap(dx).
Definition 1.2 The measure µ is a Carleson measure in the upper half space
R
n
+ if there exists a constant C such for all cubes Q ⊂ ∂Rn+, µ(T (Q)) <
C|Q|, where |Q| denotes the Lebesgue measure of the cube Q, and T (Q) =
{X = (x, t), x ∈ S, 0 ≤ t ≤ ℓ(Q)}.
In [F], C. Fefferman discovered a property of harmonic functions, which has
proven to be a powerful tool in analysis and potential theory. Namely, if
u(x, t) is the Poisson extension of f ∈ BMO, then dµ = t|∇u|2dxdt is a
Carleson measure in the upper half space Rn+. The converse also holds for
functions that are not too large at ∞. This fact has been generalized in a
variety of ways: for harmonic functions on Lipschitz domains ([FN]), and for
more general second order elliptic operators whose elliptic measure has some
regularity with respect with to the boundary Lebesgue measure ([DKP]). The
main result in [DKP] established the equivalence between such a Carleson
measure property of a solution to Lu = 0 with boundary data in BMO and
the A∞ property of the elliptic measure. In this paper, we show that this
equivalence remains true when the data is merely assumed to be bounded and
the Carleson measure is estimated by the L∞ norm instead of the (smaller)
BMO norm of the data. See the statement in Corollary 3.2.
The strategy of the present paper is modeled on, and extends, a geometric
construction developed in [KKPT], where boundary value problems for non-
symmetric, real divergence form operators were first systematically studied.
In that paper, a closely related Carleson property of bounded solutions was
shown to be equivalent to the A∞ property of elliptic measure. Roughly
speaking, that property involved an L1 version of the Carleson condition for
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gradients of approximants to bounded solutions. Such a Carleson condition
on approximants had appeared earlier in the literature in connection with
H1−BMO duality and the Corona Theorem. ([G], Chapter VIII.) The key to
proving (1.3) in Definition 1.1 lay in constructing a function whose oscillation
was large on a set of small ω-measure, and deriving a pointwise L1 lower
bound on the gradient of the solution with this oscillating data. (By contrast,
the strategy in [DKP] was to prove A∞ through (1.4) by constructing a
function with small BMO norm on a set of small Lebesgue measure.) A
main contribution of the present paper is the construction, in Section 2, of
an oscillating data function on a set of small elliptic measure for which the
C. Fefferman L2-type Carleson condition on gradients of solutions is large.
The following question for dyadic martingales in [0, 1] provided us with a
model problem: given a set E ⊂ [0, 1] of measure zero, find a bounded
dyadic martingale which is infinite on E. We provide a positive (quantita-
tive) answer to this question in Section 2, which then led us to the desired
construction.
The Carleson measure conditions we consider here are essentially localized
integrals of square functions. The square function, defined in Section 3 below,
has played a substantial role in solvability of boundary value problems since
its appearance in classical complex function theory, where it is referred to as
an “area integral”. In the classical setting of harmonic functions in Euclidean
spaces, the square function and the non-tangential maximal function have
equivalent Lp norms for any p > 0 ([S]). In the more general setting of
solutions to second order elliptic operators L, the comparability of Lp norm
bounds (on all subdomains) is in fact equivalent to the A∞ property of the
elliptic measure associated to L ([KKPT]). As a result of the construction in
this paper, this last statement can be refined: A∞ follows from a one sided
norm estimate of the square function by the non-tangential maximal function
on the boundary (Theorem 3.2).
Square function estimates in the upper half space are dealt with in Section
3, following the geometric constructions leading to the data function with a
large oscillation. Section 4 contains the generalizations to Lipschitz domains.
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2 Functions with large oscillations on small
sets
Lemma 2.1 Let ω be a doubling measure supported in all of Rn, then ω(∂Q) =
0 for any dyadic cube Q.
Let us introduce some notation. Let Q0 = [0, 1]
n ⊂ Rn and intQ0 = O0. Let
D0 the collection of dyadic cubes in Q0.
Proof. It is enough to do the proof in the case of the unit cube Q0. Note
that ω(O0\[η, 1 − η]n) goes to 0 as η goes to 0 and that for each x ∈ ∂Q0
there is a y such that |x−y| <
√
nη
2
and B(y, η
3
) ⊂ Oo\[η, 1−η]n. So take any
maximal system Bj , j ∈ J of disjoint balls of radius η3 in Oo\[η, 1 − η]n. It
is now clear that the enlarged balls (2 + 3
√
n)Bj, j ∈ J cover all of ∂Q0 and
thus ω(∂Q0) ≤
∑
j∈J ω((2 + 3
√
n)Bj) ≤ C
∑
j∈J ω(Bj) ≤ ω(O0\[η, 1 − η]n)
which tends to 0 as η → 0.
Definition 2.1 Let ε0 > 0 be given and small. If E ⊂ O0, a good ε0-cover
for E of length k is a collection of nested open sets {Oi}ki=1 with E ⊆ Ok ⊆
Ok−1 ⊆ · · · ⊆ O1 ⊆ O0 such that for l = 1, . . . , k,
(i) Ol ⊆
⋃∞
i=1 S
(l)
i ,
⋃∞
i=1 S
(l)
i \Ol ⊂ ∂Q0, where each S(l)i is a dyadic cube in
R
n,
(ii)
⋃∞
i=1 S
(l)
i ⊂
⋃∞
i=1 S
(l−1)
i and
(iii) for all 1 ≤ l ≤ k, ω(Ol
⋂
S
(l−1)
i ) ≤ ε0ω(S(l−1)i ).
In the definition above the only difference between Ol and
⋃∞
i=1 S
(l)
i is that we
require Ol to be an open subset of the unit cube while the dyadic cubes S(l)i
are assumed to be closed and might intersect the boundary of the unit cube,
condition (i) reflects this fact. Condition (ii) ensures that for each S
(l)
i there
exists S
(l−1)
j such that S
(l)
i ⊂ S(l−1)j . Note that condition (iii) in Definition
2.1 above implies that each S
(l)
i is properly contained in some S
(l−1)
j . To
see this, observe that since Ol ⊂ Ol−1, S(l)i must intersect some S(l−1)j . The
inclusion S
(l−1)
j ⊂ S(l)i is not possible for ω(S(l−1)j ) ≤ ω(S(l−1)j ∩ Ol) and (iii)
gives a contradiction. If in Definition 2.1 above we can take k = +∞ then
{Ol} is called a good cover of infinite length.
5
Lemma 2.2 If {Ol} is a good ε0-cover of E of length k and k ≥ l > m ≥ 1,
then ω(S
(m)
j ∩ Ol) ≤ εl−m0 ω(S(m)j ).
Proof. From the remark following the definition above, we have
Om+1 ∩ S(m)j ⊆
⋃{
S
(m+1)
i : S
(m+1)
i ⊂ S(m)j
}
and the inequality (iii) in Definition 2.1 can be iterated l −m times.
Lemma 2.3 Given ε0 > 0, there exists δ0 > 0 such that if E ⊆ O0 and
ω(E) ≤ δ0, then E has a good ε0-cover of length k, with k →∞ as ω(E)→ 0.
(In fact, k ∼ logω(E)
log ε0
.)
Proof. Let 0 < ε′0 < 1 be fixed, to be determined later. Let U ⊆ O0 be an
open set containing E such that ω(U) < 2ω(E) if ω(E) > 0 or as small as
needed if ω(E) = 0. Set
(2.1) Ôk = {x :Mω(XU)(x) > ε′0} ,
where
(2.2) Mω(g)(x) = sup
{
1
ω(B)
ˆ
B
g dω : B ball containing x,B ⊆ O0
}
.
Note that Ôk is open and since U is open then U ⊆ Ôk. Moreover since ω is
doubling,
(2.3) ω(Ôk) ≤ C
ε′0
ω(U) <
2C
ε′0
ω(E).
If
(2.4)
2C
ε′0
ω(E) ≤ 2Cδ0
ε′0
<
1
8
,
then Ôk has a Whitney decomposition, Ôk =
⋃
i Ŝ
(k)
i , and for each Ŝ
(k)
i there
exists a point P
(k)
i ∈ Ôck such that dist (P (k)i , Ŝ(k)i ) ≃ diam (Ŝ(k)i ). Since
P
(k)
i ∈ Ôck, for any ball B containing P (k)i , ω(U∩B)ω(B) ≤ ε′0. Thus choosing a ball
of radius comparable to diam Ŝ
(k)
i and containing Ŝ
(k)
i , we have
(2.5)
ω(U ∩ Ŝ(k)i )
ω(Ŝ
(k)
i )
≤ Cε′0 < ε0,
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taking ε′0 small enough depending only on the doubling constant of ω. Thus,
given ε0, select ε
′
0 so that (2.5) holds then select an δ0 so that (2.4) also holds.
Let k be the largest integer such that
(
C
ε′0
)k
ω(E) < 1
8
. Let
(2.6) Ok = O0 ∩ Ôk, and S(k)i = Ŝ(k)i if Ŝ(k)i ⊂ Q0.
Note that U ⊂ Ok. Since ω(∂Q0) = 0, Ol ⊆
⋃∞
i=1 S
(l)
i with
⋃∞
i=1 S
(l)
i \Ol ⊂
∂Q0 and (2.5) still holds with S
(k)
i in place of Ŝ
(k)
i . We conclude that
(2.7) ω(U) ≤ ε0ω(Ok).
Moreover (2.3) ensures that
(2.8) ω(Ok) ≤ C
ε′0
ω(U) ≤ 2C
ε′0
ω(E).
For k − 1 ≤ j ≤ 1, with k as above, set
(2.9) Ôj−1 =
{
x : Mω(XOj) > ε
′
0
}
and Oj−1 = O0 ∩ Ôj−1.
Our choice of δ0 ensures that Ôj−1 admits a dyadic decomposition Ôj−1 =
∪iŜ(j−1)i . As before we select {S(j−1)i }i which satisfy ω(Oj∩S(j−1)i ) ≤ ε0ω(S(j−1)i )
(see (2.5)). Note that (2.8) yield
(2.10) ω(Oj−1) ≤ C
ε′0
ω(Oj) ≤
(
C
ε′0
)k−j
ω(Ok) ≤ 2
(
C
ε′0
)k−j+1
ω(E).
It is straightforward to show that {Oi}ki=1 is a good ε0-cover for E. Note that
by the definition of k,
(
C
ε′0
)k
ω(E) ∼ 1, that is by our choice of ε′0 in terms
of ε0, k ∼ logω(E)log ε0 and k →∞ as ω(E)→ 0.
We need to introduce some additional notation. In particular we describe
a way to select half of the children of any given dyadic cube. Note that
any dyadic cube in Rn is a translation and dilation of the unit cube [0, 1]n.
In particular if Q ⊂ Q0 of side length ℓ(Q) = 2−m for some m ≥ 0 then
Q = Πni=1
[
τi
2−m
, τi+1
2−m
]
with 0 ≤ τi < 2−m − 1. Let eQ =
(
τ1
2−m
, . . . , τn
2−m
)
be
the southwest corner of Q, then Q = eQ + 2
−mQ0 = eQ + ℓ(Q)Q0. Let Q0 =
∪2ni=1Q(0)i , where the Q(0)i ’s are the children of Q0. Select any 2n−1 children
of Q0 for example {Q0i }2
n−1
i=1 . Let Q˜0 = ∪2
n−1
i=1 Q
(0)
i . For Q = eQ + ℓ(Q)Q0 a
dyadic cube in Q0, let Q˜ = eQ + ℓ(Q)Q0.
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Lemma 2.4 Let ω be a doubling measure in Rn. There exists α0 ∈ (0, 14)
depending on n and the doubling constant on ω such that for any dyadic cube
S in Rn, if {Qi}2
n
i=1 denote its children and S˜ = ∪2
n−1
i=1 then
(2.11) α0 ≤ ω(S˜)
ω(S)
≤ 1− α0.
Proof. Note that with the notation above for i = 1, . . . , 2n, 1
2
Qi ⊂ Qi ⊂
S ⊂ 3Qi. Thus since ω is doubling ω(S) ≤ κω(12Qi), where κ > 1 depends
on n and the doubling constant of ω. Note that ω(S˜) ≥ ω(Qi) ≥ 1κω(S) and
ω(S˜) = ω(S\ ∪2n
i=2n−1+1 Qi) ≤ ω(S)− ω(12Q2n) ≤
(
1− 1
κ
)
ω(S). This shows
(2.11) with α0 =
1
κ
.
Remark 2.1 Let S be a dyadic cube and let xS be its center. S˜ can be chosen
such that for 0 < r < r0 = r0(n), there exist balls B1 ⊂ S˜ and B2 ⊂ S\S˜ of
radius rℓ(S), and dist (xS, Bi) ≃ rℓ(S) with comparison constants depending
only on n.
Lemma 2.5 Let ω be a doubling measure in Rn. Given M ≫ 1 there exists
δ0 > 0 such that if E ⊂ O0 with ω(E) < δ and δ ≤ δ0 then there is a function
F ∈ L∞(ω) such that for all x ∈ E
(2.12)
∑
Q,Q′∈D0,x∈Q′⊂Q
∣∣∣∣ 
Q
Fdω −
 
Q′
Fdω
∣∣∣∣2 ≥M,
where Q′ is a child of Q.
Proof. Let ε0 = ε0(M) > 0 to be determined later, and let δ0 be the
corresponding quantity from Lemma 2.3. Assume ω(E) < δ0 then E has a
good ε0-cover {Oi}ki=1 with k ∼ logω(E)log ε0 . Let {S
(l)
i }1≤l≤k,i≥1 be as in Definition
2.1.
Let
(2.13) Ul = ∪i≥1S(l)i and U˜l = ∪i≥1S˜(l)i ,
where S˜
(l)
i is as in Lemma 2.4. Recall that Ol ⊂ Ul, Ul\Ol ⊂ ∂Q0 and by
assumption ω(∂Q0) = 0. Note that since E ∩ ∂Q0 by Definition 2.1 we have
(2.14) E ⊆ Uk ⊆ Uk−1 ⊆ · · · ⊆ U1
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and for all 1 ≤ l ≤ k
(2.15) ω(Ul ∩ S(l−1)i ) ≤ ε0ω(S(l−1)i ).
Define
(2.16) F =
k∑
j=2
χU˜j−1\Uj .
We first remark that the function F only takes values 0 and 1. In fact, let
x ∈ Rn, χU˜j−1\Uj (x) = 1 if and only if x ∈ U˜j−1\Uj . Since x /∈ Uj then x /∈ Ul
for any l = j, . . . , k because in this case Ul ⊂ Uj . Since U˜l ⊂ Ul then x /∈ U˜l
for l = j, . . . , k. In particular for l = j, . . . , k, χU˜l\Ul+1 = 0. On the other
hand since x ∈ U˜j−1 then x ∈ Uj−1 ⊂ Ul for any l ≤ j−1 and χUl−1\Ul(x) = 0
Thus there is at most one j for which χUj−1\Uj (x) is different than 0. That is
F = χ{x:F (x)=1}.
For x ∈ E, as x ∈ Ol for all l = 1, . . . , k, there is S(l)i ∋ x. Let T (l)i be the
child of S
(l)
i containing x. In order to prove (2.12) we need to estimate
(2.17)
 
S
(l)
i
Fdω −
 
T
(l)
i
Fdω.
We consider each term separately.
 
S
(l)
i
Fdω =
1
ω(S
(l)
i )
k∑
j=2
ω
(
(U˜j−1\Uj) ∩ S(l)i
)
=
1
ω(S
(l)
i )
l∑
j=2
ω
(
(U˜j−1\Uj) ∩ S(l)i
)
+
1
ω(S
(l)
i )
k∑
j=l+2
ω
(
(U˜j−1\Uj) ∩ S(l)i
)
+
ω
(
(U˜l\Ul+1) ∩ S(l)i
)
ω(S
(l)
i )
,
(2.18)
9
and
 
T
(l)
i
Fdω =
1
ω(T
(l)
i )
k∑
j=2
ω
(
(U˜j−1\Uj) ∩ T (l)i
)
=
1
ω(T
(l)
i )
l∑
j=2
ω
(
(U˜j−1\Uj) ∩ T (l)i
)
+
1
ω(T
(l)
i )
k∑
j=l+2
ω
(
(U˜j−1\Uj) ∩ T (l)i
)
+
ω
(
(U˜l\Ul+1) ∩ T (l)i
)
ω(T
(l)
i )
,
(2.19)
For 2 ≤ j ≤ l, T (l)i ⊂ S(l)i ⊂ Ul ⊂ Uj thus
ω
(
(U˜j−1\Uj) ∩ S(l)i
)
= 0 and ω
(
(U˜j−1\Uj) ∩ T (l)i
)
= 0.
For l + 2 ≤ j ≤ k by Lemma 2.2 and the fact that ω is doubling we have
ω
(
(U˜j−1\Uj) ∩ T (l)i
)
≤ ω
(
(U˜j−1\Uj) ∩ S(l)i
)
≤ ω
(
U˜j−1 ∩ S(l)i
)
≤ εj−1−l0 ω(S(l)i ) ≤ εj−1−l0 κω(T (l)i ),(2.20)
where the constant κ only depends on n and the doubling constant of ω.
Therefore,∣∣∣∣∣∣
 
Sli
Fdω −
 
T
(l)
i
Fdω −
ω
(
(U˜l\Ul+1) ∩ S(l)i
)
ω(S
(l)
i )
−
ω
(
(U˜l\Ul+1) ∩ T (l)i
)
ω(T
(l)
i )
∣∣∣∣∣∣
≤
k∑
j=l+2
εj−1−l0 + ε
j−1−l
0 κ ≤ (1 + κ)
ε0
1− ε0 .(2.21)
Note that since S˜
(l)
i ⊂ S(l)i ,
ω
(
(U˜l\Ul+1) ∩ S(l)i
)
= ω
(
(S˜
(l)
i \Ul+1) ∩ S(l)i
)
= ω
(
S˜
(l)
i ∩ U cl+1
)
= ω
(
S˜
(l)
i
)
− ω
(
S˜
(l)
i ∩ Ul+1
)
.(2.22)
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Hence since for every j, ω(Uj\Oj) = 0 by Lemma 2.1,
(2.23)∣∣∣ω ((U˜l\Ul+1) ∩ Sli)− ω (S˜(l)i )∣∣∣ ≤ ω (S(l)i ∩ Ul+1) = ω (S(l)i ∩ Ol+1) ≤ ε0ω (S(l)i ) .
Combining (2.11) with (2.23) we obtain
ω
(
S˜
(l)
i
)
− ε0ω
(
S
(l)
i
)
≤ ω
(
U˜l\Ul+1 ∩ S(l)i
)
≤ ω
(
S˜
(l)
i
)
+ ε0ω
(
S
(l)
i
)
(α0 − ε0)ω
(
S
(l)
i
)
≤ ω
(
U˜l\Ul+1 ∩ S(l)i
)
≤ (1− α0 + ε0)ω
(
S
(l)
i
)
(2.24)
To estimate ω
(
U˜l\Ul+1 ∩ T (l)i
)
, we need to consider two cases, either T
(l)
i ⊂
S˜
(l)
i or not. If T
(l)
i ⊂ S˜(l)i then as in (2.22) and (2.24) and by the doubling
properties of ω we have
(2.25) ω
(
U˜l\Ul+1 ∩ T (l)i
)
= ω
(
S˜
(l)
i ∩ T (l)i
)
− ω
(
T
(l)
i ∩ Ul+1
)
.
and∣∣∣ω (U˜l\Ul+1 ∩ T (l)i )− ω (T (l)i )∣∣∣ ≤ ω (T (l)i ∩ Ul+1)
= ω
(
T
(l)
i ∩Ol+1
)
≤ ω
(
S
(l)
i ∩ Ol+1
)
≤ ε0 ω
(
S
(l)
i
)
≤ κε0 ω(T (l)i ),(2.26)
which implies
(2.27) (1− κε0)ω
(
T
(l)
i
)
≤ ω
(
U˜l\Ul+1 ∩ T (l)i
)
≤ ω
(
T
(l)
i
)
.
Combining (2.24) and (2.27) we have
(2.28)
−1+α0−ε0 ≤
ω
(
(U˜l\Ul+1) ∩ S(l)i
)
ω
(
S
(l)
i
) − ω
(
(U˜l\Ul+1 ∩ T (l)i
)
ω
(
T
(l)
i
) ≤ (κ+ 1) ε0−α0
Combining (2.21) and (2.28) we have that
(2.29)∣∣∣∣∣
 
S
(l)
i
Fdω −
 
T
(l)
i
Fdω
∣∣∣∣∣ ≥ min {1− α0 + ε0, α0 − (κ+ 1)ε0} − (1 + k) ε01− ε0 .
11
In the case T
(l)
i 6⊂ S˜(l)i then T (l)i ∩ U˜l\Ul+1 ⊂ ∂T (l)i , and by Lemma 2.1,
ω
(
T
(l)
i ∩ U˜l\Ul+1
)
= 0. This combined with (2.24) yields
(2.30) α0− ε0 ≤
ω
(
(U˜l\Ul+1) ∩ S(l)i
)
ω
(
S
(l)
i
) − ω
(
(U˜l\Ul+1) ∩ T (l)i
)
ω
(
T
(l)
i
) ≤ 1−α0+ ε0
Combining (2.21) and (2.30) we have that
(2.31)
∣∣∣∣∣
 
S
(l)
i
Fdω −
 
T
(l)
i
Fdω
∣∣∣∣∣ ≥ min {α0 − ε0, 1− α0 + ε0}−(1+k) ε01− ε0 .
Choose ε0 small enough so that in both cases, that (2.29) and (2.31)
(2.32)
∣∣∣∣∣
 
S
(l)
i
Fdω −
 
T
(l)
i
Fdω
∣∣∣∣∣ ≥ min{α02 , 1− 2α0} = β0.
For x ∈ E since x ∈ Ol for all l = 1, . . . , k and for k ≥ 2
(2.33)
∑
Q,Q′∈D0,x∈Q′⊂Q
∣∣∣∣ 
Q
Fdω −
 
Q′
Fdω
∣∣∣∣2 ≥ (k − 1)β20 ≥ kβ202 ≥M
choosing δ ≤ δ0 so that k ∼ logω(E)log ε0 ≥
log δ0
log ε0
≥ 2M
β20
.
3 The domain above the graph of a Lipschitz
function
We start the section working on the upper half plane Rn+ = {(x, t) : t > 0},
with boundary Rn−1, x ∈ Rn−1. We will denote points in Rn+ by capital let-
ters. Let S ⊂ Rn−1 be a cube. Let AS = (xS, ℓ(S)) ∈ Rn+, where xS is the cen-
ter of S and ℓ(S) is the side-length of S. For v = (v1, . . . , vn) ∈ Rn−1, ‖v‖ =
maxi|vi|, and |v| =
(∑n−1
i=1 |vi|2
) 1
2 .We then have S = {x ∈ Rn−1 : ‖x− xS‖ < ℓ(S)/2}.
Recall that
(3.1) T (S) = {X = (x, t), x ∈ S, 0 ≤ t ≤ ℓ(S)}
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and for η > 0
(3.2)
TηS =
{
X = (x, t) : x ∈ S, η
2
ℓ(S) ≤ t ≤ ℓ(S)
}
and Aη(S) =
(
xS,
η
2
ℓ(S)
)
.
For γ > 0, h > 0 and x ∈ Rn−1, let
Γγ(x, 0) =
{
Y = (y, s) ∈ Rn+ : |y − x| ≤ γs
}
and
Γhγ(x, 0) = {Y ∈ Γγ(x, 0), Y = (y, s) : 0 < s ≤ h} .
Recall that L = divA(X)∇ denotes a divergence form elliptic operator in
R
n
+, where A(X) = (aij(X))
n
i,j=1 is a real n×nmatrix with aij ∈ L∞ satisfying
the uniform ellipticity condition, but not necessarily symmetric, and that ωX
is the elliptic measure for L with pole atX . The main estimate in this section
is the following:
Proposition 3.1 Fix a cube Q ⊂ Rn−1, and the corresponding point AQ =
(xQ, ℓ(Q)). Then, if E ⊂ Q is a Borel set, there are constants δ0 > 0, γ > 0,
and C1 > 0, depending only on dimension and ellipticity, and a Borel set
H ⊂ Q, such that if ωAQ(E) < δ0 and u is the solution to (DP), with
F = χH then
(3.3) C1k
1
2 ≤ Sγℓ(Q)γ (u)(x, 0) for all (x, 0) ∈ E.
Here
(3.4) Sγℓ(Q)γ (u)(x, 0) =
(ˆ
Γ
γℓ(Q)
γ (x,0)
|∇u(Y )|2|Y − (x, 0)|2−ndY
) 1
2
and
(3.5) k =
[
log
1
ωAQ(E)
]
.
The proof of Proposition 3.1 requires several lemmas. To simplify the nota-
tion we first assume that Q = Q0. We set F as in (2.16), with ω = ω
AQ0 and
H = {x ∈ Rn−1F (x) = 1} as in Lemma 2.5, so that F = χH . By the maxi-
mum principle 0 ≤ u ≤ 1. We now use the construction in Section 2. Note
13
that if x ∈ E then x ∈ Ul, l = 1, . . . , k. Fix such an l, there exists a unique
S
(l)
i ⊂ Ul such that x ∈ S(l)i (possibly removing points in E ∩∪S(l)i ⊂ ∪l∂S(l)i
a subset of both ω and Lebesgue measure zero (see Lemma 2.1)). Moreover
there exists a unique Ŝ
(l)
i , a child of S
(l)
i , such that x ∈ Ŝ(l)i .
Lemma 3.1 There exist a > 0, η > 0, ε0 > 0 and a corresponding δ0 > 0
depending only on the ellipticity and the dimension, so that if E is as in
Lemma 2.3, F is a above and u is the solution (DP), with F = χH then
(3.6)
∣∣∣u(Aη (S(l)i ))− u(Aη (Ŝ(l)i ))∣∣∣ ≥ a.
Proof. Let K (X, (y, 0)) = K (X, y) , X ∈ Rn+, y ∈ Rn−1 be the kernel
function (see [KKPT], (1.15)). Then,
u
(
Aη(S
(l)
i )
)
=
ˆ
S
(l)
i
K
(
Aη(S
(l)
i ), y
)
F (y)dω(y)(3.7)
+
ˆ
cS
(l)
i
K
(
Aη(S
(l)
i ), y
)
F (y)dω(y).
We first estimate the second term. Let ri,l = ℓ(S
(l)
i ). By the boundary Ho¨lder
estimate ((1.9) in [KKPT]), since |Aη(S(l)i )− xS(l)i | =
η
2
ri,l, we obtain that
(3.8)
ˆ
cS
(l)
i
K
(
Aη
(
S
(l)
i
)
, y
)
F (y)dω(y) ≤ C
 |Aη(S(l)i )− xS(l)i |
ri,l
β ≤ Cηβ
where C and β depend only on the ellipticity and n. To handle the first term,
we recall from [KKPT] (1.15) and the doubling property of ω (a consequence
of (1.13) in [KKPT] and the Harnack principle (1.16) in [KKPT]), that
(3.9) K
(
Aη(S
(l)
i ), y
)
≃ 1
ω(S
(l)
i )
, for y ∈ S(l)i
with comparability constants depending on the dimension, the ellipticity and
η.
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From the definition of F , the first term equals:
l∑
j=2
ˆ
S
(l)
i
K
(
Aη(S
(l)
i ), y
)
χU˜j−1\Uj (y)dω(y)(I)
+
k∑
j=l+2
ˆ
S
(l)
i
K
(
Aη(S
(l)
i ), y
)
χU˜j−1\Uj (y)dω(y)(II)
+
ˆ
S
(l)
i
K
(
Aη(S
(l)
i ), y
)
χU˜l\Ul+1(y)dω(y)(III)
= I + II + III
Since S
(l)
i ⊂ Ul ⊂ Uj for 2 ≤ j ≤ l then I= 0. To estimate II, for l+2 ≤ j ≤ k,
note that by Lemma 2.2
ω
(
(U˜j−1\Uj) ∩ S(l)i
)
≤ ω
(
U˜j−1 ∩ S(l)i
)
(3.10)
≤ ω(Uj−1 ∩ S(l)i ) ≤ εj−1−l0 ω
(
Sji
)
.(3.11)
Hence for ε0 small, using (3.9) and (3.10) we have
II ≤ C(η)
k∑
j=l+2
εj−1−l0 ≤ C˜(η)ε0.(3.12)
Thus by (3.7), (3.8), (I), (II), (III) and (3.12) we have
(3.13)∣∣∣∣∣u(Aη(S(l)i ))−
ˆ
S
(l)
i
K
(
Aη(S
(l)
i ), y
)
χU˜l\Ul+1(y)dω(y)
∣∣∣∣∣ ≤ Cηβ + C˜(η)ε0.
We next consider the second term inside the absolute value. Recall from
Section 2 (2.13) that S˜
(l)
i ⊂ S(l)i ⊂ Ul and Ul+1 ⊂ Ul. Then S(l)i ∩
(
U˜l\Ul+1
)
=
S˜
(l)
i \
(
S˜
(l)
i ∩ Ul+1
)
. Then
ˆ
S
(l)
i
K
(
Aη(S
(l)
i ), y
)
χU˜l\Ul+1(y)dω(y) =ˆ
S˜
(l)
i
K
(
Aη
(
S
(l)
i
)
, y
)
dω(y) −
ˆ
S˜
(l)
i ∩Ol+1
K
(
Aη
(
S
(l)
i
)
, y
)
dω(y).(3.14)
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Arguing as in the treatment of II above (see (3.9)), we see by (2.15) that
(3.15)∣∣∣∣∣
ˆ
S˜
(l)
i ∩Ul+1
K
(
Aη
(
S
(l)
i
)
, y
)
dω(y)
∣∣∣∣∣ ≤ C(η)ω(S(l)i ) · ω
(
S˜
(l)
i ∩ Ul+1
)
≤ C(η)ε0.
In order to further analyze the first term we use Lemma 3.2 below, which says
that there exist η0 small, and α1, 0 < α1 < 1, depending only on ellipticity
and dimension, such that, for all 0 < η < η0, we have
(3.16) α1 ≤
ˆ
S˜
(l)
i
K
(
Aη
(
S
(l)
i
)
, y
)
dω(y) ≤ 1− α1.
We continue with the proof of Lemma 3.1 assuming that (3.16) holds. Using
(3.13), (3.14), (3.15) and (3.16) we obtain
(3.17) u
(
Aη
(
S
(l)
i
))
=
ˆ
S˜
(l)
i
K
(
Aη
(
S
(l)
i
)
, y
)
dω(y) + e1,
where |e1| ≤ C1ηβ + C˜1(η)ε0. A similar argument shows that
(3.18) u
(
Aη
(
Ŝ
(l)
i
))
=
ˆ
Ŝ
(l)
i
K
(
Aη
(
Ŝ
(l)
i
)
, y
)
χU˜l\Ul+1(y)dω(y) + e2,
where |e2| ≤ C2ηβ + C˜2(η)ε0.
Next, with α1, η0 as in (3.16) above, choose η1 ≤ η0 so small that if 0 < η ≤
η1, C1η
β ≤ α1
2
, and C2η
β ≤ α1
16
. We first consider the quantity
´
Ŝ
(l)
i
K
(
Aη
(
Ŝ
(l)
i
)
, y
)
dω(y).
Applying the boundary Ho¨lder estimate ((1.9) in [KKPT]) to the solution
1− ´
Ŝ
(l)
i
K(X, y)dω(y) in the box T
(
Ŝ
(l)
i
)
, we obtain that
(3.19)
ˆ
Ŝ
(l)
i
K
(
Aη
(
Ŝ
(l)
i , y
)
dω(y)
)
= 1− e3,
where 0 ≤ e3 ≤ C3ηβ. Choose now η2 ≤ η1 so that for 0 < η2 ≤ η1, we have
0 ≤ e3 ≤ α132 . We next turn to estimating
(3.20)
ˆ
Ŝ
(l)
i
K
(
Aη
(
S
(l)
i
)
, y
)
χU˜l\Ul+1(y)dω(y).
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Note that Ŝ
(l)
i ∩ U˜l\Ul+1 ⊂ Ŝ(l)i ∩S˜(l)i ∩UCl+1 =
[
Ŝ
(l)
i ∩ S˜(l)i
]
\
[
Ŝ
(l)
i ∩ S˜(l)i ∩ Ul+1
]
.
We consider two cases:
Case 1: Ŝ
(l)
i ∩ S˜(l)i = ∅, that is Ŝ(l)i was not one of the children chosen to
form S˜
(l)
i . In this case the integral in (3.20) is 0 and hence by (3.18)
(3.21) u
(
Aη(Ŝ
(l)
i )
)
= e2.
Case 2: Ŝ
(l)
i ∩ S˜(l)i = Ŝ(l)i , that is Ŝ(l)i was chosen to form S˜(l)i . In this case,
we have by (3.18), (3.19), (3.9) and (iii) in Definition 2.1 that
u
(
Aη(Ŝ
(l)
i )
)
=
ˆ
Ŝ
(l)
i
K
(
Aη(Ŝ
(l)
i ), y
)
χU˜l\Ul+1(y)dω(y) + e2
=
ˆ
Ŝ
(l)
i
K
(
Aη(Ŝ
(l)
i ), y
)
dω(y)−
ˆ
Ŝ
(l)
i ∩Ul+1
K
(
Aη(Ŝ
(l)
i ), y
)
dω(y) + e2
= 1− e3 + C˜3(η)ε0 + e2.(3.22)
In order to control e1, e2, e3 and the additional error in (3.22) choose ε0 small
enough so that
|C˜1(η2)ε0| ≤ α1
4
|C˜2(η2)ε0| ≤ α1
16
|C˜3 (η2) ε0| ≤ α1
32
,
and from now on fix η = η2 and ε0. Note that the choice of η2, ε0 depends
only on ellipticity and dimension. Thus (3.17) becomes
(3.23)∣∣∣∣∣u(Aη2(S(l)i ))−
ˆ
S˜
(l)
i
K(Aη2
(
S
(l)
i ), y
)
dω(y)
∣∣∣∣∣ ≤ |e1| ≤ C1ηβ2+C˜1(η2)ε0 ≤ α12 +α14
which combined with (3.16) yields
(3.24)
α1
4
≤ u
(
Aη2(S
(l)
i )
)
≤ 1− α1
4
.
Consider now u
(
Aη2(Ŝ
(l)
i )
)
. In Case 1, we show that u
(
Aη2(Ŝ
(l)
i )
)
= e2
where |e2| ≤ C2ηβ2 + |C˜2(η2)ε0| ≤ α116 + α116 = α18 . In Case 2, we have
u
(
Aη2(Ŝ
(l)
i )
)
= 1 − e3 + C˜3(η2)ε0 + e2, and 0 ≤ e3 ≤ α132 , |e2| ≤ α116 +
α1
16
, |C˜3(η2)ε0| ≤ α132 . Thus in Case 2, we have:
(3.25) 1− α1
16
− α1
8
≤ u
(
Aη2(Ŝ
(l)
i )
)
≤ 1.
17
Hence, in Case 1 by (3.21) and (3.24) we have
u
(
Aη2(S
(l)
i
)
)− u
(
Aη2(Ŝ
(l)
i )
)
≥ α1
4
− α1
8
≥ α1
8
,
while in Case 2 by (3.22) and (3.24) we have
u
(
Aη2(Ŝ
(l)
i )
)
− u
(
Aη2(S
(l)
i )
)
≥ 1− α1
16
− α1
8
− 1 + α1
4
=
α1
16
,
and Lemma 3.1 follows (once we have established Lemma 3.2 below).
Lemma 3.2 There exist η0 > 0, and α1 ∈ (0, 1), both depending only on the
ellipticity and the dimension, so that, with the notations above, we have for
all 0 < η < η0,
α1 ≤
ˆ
S˜
(l)
i
K
(
Aη(S
(l)
i ), y
)
dω(y) ≤ 1− α1.
Proof. By translation and scaling, we can assume S
(l)
i = Q0, S˜
(l)
i = Q˜0,
Aη = Aη(Q0) = (xQ0 , η/2) (see (3.2)), and prove that if u is the solution to{
Lu = 0 in Rn+
u|Rn−1 = χQ˜0
it satisfies α1 ≤ u(Aη) ≤ 1 − α1 for 0 < η ≤ η0. Consider 0 < η < η0,
η0 ≤ r0(n) < 1, the constant in Remark 2.1. Consider the ball B1 ⊂ Q˜0 with
radius η, as in Remark 2.1. Let x1 be the center of B1, and let A =
(
x1,
η
M
)
,
where M will be chosen depending on the ellipticity and the dimension. Let
v(y, t) = 1 − u(y, t), so that 0 ≤ v ≤ 1. We recall that |x1 − xQ0 | ≃ η, with
comparability constants depending only on dimension. Apply the boundary
Ho¨lder continuity estimate ((1.9) in [KKPT]) to v in the region T (B1) (see
(3.1)). Then,
v(A) ≤ C
( |A− (x1, 0)|
η
)β
≤ C
(
1
M
)β
.
We now chooseM , depending on ellipticity and dimension, so that C
(
1
M
)β ≤
1
2
. Then, u(A) ≥ 1
2
. Using Harnack’s principle ( (1.6) in [KKPT]) on a chain
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of at most 2M balls of radius η
M
, we see that u(x, η/2) ≥ CM
2
. Hence, since
|x1 − xQ0 | ≃ η, applying Harnack’s principle once again, we obtain, that
u(xQ0, η/2) ≥
C˜M
2
,
which is the desired lower bound. For the upper bound, we consider u in
the ball B2 ⊂ Q0\Q˜0, with center x2 (see Remark 2.1). A similar argument,
applied to u instead of v yields u (x2, η/2) ≤ 12 , or v (x2, η/2) ≥ 12 . Apply-
ing Harnack to v, in a similar way, gives v (xQ0, η/2) ≥ C˜M2 or 1 − C˜
M
2
≥
u(xQ0, η/2), which concludes the proof.
We now turn to the proof of Proposition 3.1. First note that by translation
and scale invariance of the hypothesis and the conclusion, it suffices to prove
it for the case when Q = Q0.
Proof.[Proof of Proposition 3.1] Let
(3.26) Qlη,i =
{
(y, t) : ‖y − xli‖ ≤
1
2
ri,l +
η
4
ri,l,
η
8
ri,l ≤ t ≤ ri,l + η
4
ri,l
}
,
where ri,l = ℓ
(
S
(l)
i
)
and xli is the center of S
(l)
i . Let η be as in Lemma
3.1. Let cli =
ffl
Qlη,i
u. Using local L∞ estimates (see (1.4), (1.5) in [KKPT]),
Poincare´’s inequality and the fact that for (x, t) ∈ Qlη,i, t ∼ ri,l then for u as
in Lemma 3.1, we have∣∣∣u(Aη (S(l)i ))− u(Aη (Ŝ(l)i ))∣∣∣ ≤ ∣∣∣u(Aη (S(l)i ))− cli∣∣∣ + ∣∣∣u(Aη (Ŝ(l)i ))− cli∣∣∣
≤ C
( 
Qlη,i
∣∣u− cli∣∣2
) 1
2
+ C
( 
Qlη,i
∣∣c− cli∣∣2
) 1
2
≤ Cri,l
( 
Qlη,i
|∇u|2
) 1
2
≤ C
(ˆ
Qlη,i
|∇u|2dydt
tn−2
) 1
2
.(3.27)
Here all the constants C above depend only on ellipticity and dimension. If
we now apply Lemma 3.1, (3.27) yields
(3.28)
(ˆ
Qlη,i
|∇u|2dy dt
tn−2
)
≥ α0,
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where α0 depends only on the ellipticity and the dimension.
Note that if x ∈ E, for each l there exists i such that x ∈ S(l)i , and so,
for all (y, t) ∈ Qlη,i, |x − y| + t ≃ ri,l ≃ t, with comparability constants
depending only on ellipticity and dimension (since η only on the ellipticity
and the dimension). Thus, there exists γ, depending only on ellipticity and
dimension, so that Qlη,i ⊂ Γγγ(x, 0). Also, if x ∈ E, x ∈ S(l)i and x ∈ S(l
′)
j , with
l′ < l, then 2l−l
′
ℓ(S
(l)
j ) ≤ ℓ(S(l
′)
j ), by the proper containment of S
(l)
i into S
(l−1)
i′ ,
remarked in the statement after (iii) in Definition 2.1. Note that by choosing
m ∈ N such that 2m > 8
η
(
1 + η
4
)
then if l − l′ ≥ m we have Qlη,i ∩Ql′η,j = ∅.
In fact in this case (1 + η
4
)ri,l < 2
−(l−l′)(1 + η
4
)ri,l′ ≤ 2−m(1 + η4 )ri,l′ ≤ η8rj,l′
(see (3.26)).
Using this fact, and adding in l, we obtain
ˆ
Γγγ(x,0)
|∇u(y, t)|2dydt
tn−2
≥ a0k
m
,
k ∼ logωAQ0
log ε0
is as in Lemma 2.3, and ε0 a in Lemma 3.1. Proposition 3.1
follows.
We next give an extension of Proposition 3.1 to the domain above the graph
of a Lipschitz function
(3.29) Dϕ =
{
(x, t) : t > ϕ(x), x ∈ Rn−1, ϕ : Rn−1 → R, ‖∇ϕ‖∞ =M
}
.
If Y = (x, ϕ(x)) ∈ ∂Dϕ, we define the nontangential region
Γ˜γ(Y ) = {x ∈ Dϕ : |X − Y | ≤ (1 + γ) dist (X, ∂Dϕ)} ,
where γ > 0. Note that if X ∈ Γ˜γ(Y ), then dist (X, ∂Dϕ) ≃ |X − Y |, with
comparability constant depending only on γ. We also define truncated non-
tangential regions Γ˜γγ(Y ) as follows Γ˜
τ
γ(Y ) = Γ˜
γ(Y ) ∩B(Y, τ). Note that the
bi-Lipschitz change of variable
(3.30) Φ : Dϕ → Rn+ given by Φ(x, t) = (x, t− ϕ(x))
preserves the class of operators L under consideration as well as the non-
tangential regions, thus we obtain the following result.
Corollary 3.1 Given Dϕ ⊂ Rn as above there are positive constants δ0,
γ > 0, and C1 depending only on ellipticity, dimension and M the Lipschitz
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constant of ϕ such that for any cube Q ⊂ Rn−1 if ∆ = Φ−1(Q), A∆ =
Φ−1(AQ) and E ⊂ ∆ is a Borel set with ω(E) < δ0, where ω = ωA∆ is the
elliptic measure associated to L in Dϕ then there exists a Borel set H ⊂ ∆
such that the solution u of
(DPDϕ)
{
Lu = 0 in Dϕ
u|∂Dϕ = χH
satisfies
(3.31) C1
(
log
1
ω(E)
) 1
2
≤ Aγℓ(∆)γ (u)(x, ϕ(x)) for all (x, ϕ(x)) ∈ E.
Here ℓ(∆) = ℓ(Q) by definition and
Aγℓ(∆)γ (u)(x, ϕ(x)) =
(ˆ
Γ˜
γℓ(∆)
γ (x,ϕ(x))
|∇u(Z)|2|Z − (x, ϕ(x))|2−ndZ
) 1
2
.
Corollary 3.1 follows immediately from Proposition 3.1 by the change of
variables Φ. Note that in particular ω
AQ
R
+
n
(Φ(E)) = ω(E). To obtain our
main results, which are consequences of Proposition 3.1 and Corollary 3.1,
we return for now to the case of the upper half-plane Rn+.
Theorem 3.1 Fix a cube Q ⊂ Rn−1. Assume that for all solutions u to
(DP)
{
Lu = 0 in Rn+
u|
R
n−1
+
= χH
where H ⊂ Q is a Borel set, the following estimate holds
(3.32)
1
|(1 + γ)Q|
ˆ
T ((1+γ)Q)
t|∇u(y, t)|2dydt ≤ A,
where A is fixed and γ is the constant depending on ellipticity and dimension
from Proposition 3.1. Then if E ⊂ Q is a Borel set, ω = ωAQ, and ω(E) < δ0
with δ0 is as in Proposition 3.1, we have
(3.33)
|E|
|Q| ≤ C
[
log
1
ω(E)
]−1
,
where C depends only on dimension, ellipticity and A.
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Proof. Let E be as above, H as in Proposition 3.1. Then, provided ω(E) <
δ0 (3.3) ensures that
C1
[
log
1
ω(E)
]
≤ Sγℓ(Q)γ (u)2(x, 0),
for all (x, 0) ∈ E. Integrating over E, by Fubini, we obtain
C1
[
log
1
ω(E)
]
|E| ≤
¨
T ((1+γ)Q)
t|∇u(y, t)|2dydt ≤ A|(1 + γ)Q|,
by (3.32). Theorem 3.1 follows.
Corollary 3.2 With the notation of Theorem 3.1, assume that (3.32) holds
for any cube Q, that is the solution of (DP) with data characteristic function
of a bounded Borel set, verifies the Carleson measure condition. Then for any
cube Q0 ⊂ Rn−1, ω = ωAQ0 ∈ A∞(Q0). That is for every ε ∈ (0, 1) there
exists δ ∈ (0, 1) such that for any cube Q ⊂ Q0 and E ⊂ Q with
(3.34)
ω(E)
ω(Q)
< δ then
|E|
|Q| < ε.
Moreover, there exists p0 > 1 depending on the ellipticity, the dimension and
A, such that, for p0 ≤ p <∞, the solution of (DP) with data F continuous
and of compact support satisfies
(3.35) ‖u∗‖Lp(Rn−1) ≤ C˜‖F‖Lp(Rn−1),
with u∗(x, 0) = supX∈Γγ (x,0)|u(X)| and C˜ depending on ellipticity, dimension,
A and p.
Proof.[Proof of Corollary 3.2] Recall (see [K]) that ω ∈ A∞(ωAQ) thus given
η > 0 there is δ > 0 so that if ω(E)
ω(Q)
< δ then ω
AQ(E)
ω
AQ(Q)
< η. We consider η < δ0
to be specified and δ0 as in Theorem 3.1. In this case ω
AQ(E) < ηωAQ(Q) ≤
η < δ0 and (3.33) implies that choosing η small enough depending on ε we
have
(3.36)
|E|
|Q| ≤ C
[
log
1
ωAQ(E)
]−1
≤ C
(
log
1
η
)
< ε,
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which proves (3.34). (3.35) in turn follows from (3.34) by well known argu-
ments (see [K], [HKMP], [KS], the discussion around (4.3).)
Recall that the fact that ωAQ ∈ A∞(Q) as in (3.34) ensures that estimate
(3.37) holds (see [K]). Theorem 3.2 ensures that the converse is true and
provides a necessary and sufficient condition for the elliptic measure of a
second order differential operator in the upper half plane to be an A∞ weight
with respect to the surface measure to the boundary.
Theorem 3.2 Assume that either for some p, 1+ 1
n−2 ≤ p <∞ when n ≥ 3
or p0 ≤ p < ∞ with p0 depending only on ellipticity, when n = 2, the
following estimate holds
(3.37) ‖Sγ(u)‖Lp(Rn−1) ≤ A‖u∗‖Lp(Rn−1),
where γ as in Proposition 3.1 and
Sγ(u)(x, 0) =
(ˆ
Γγ(x,0)
|∇u(Z)|2|Z − (x, 0)|2−ndZ
) 1
2
,
for all solutions u to (DP) with data χH , where H is a bounded Borel set.
Then there exist positive constants δ1 and C1 depending only on ellipticity,
dimension, A and p such that for any cube Q ⊂ Rn−1 and any Borel set
E ⊂ Q with ω(E) = ωAQ(E) < δ1
(3.38)
|E|
|Q| ≤ C1
(
log
1
ω(E)
)− p
2
Hence for every cube Q ⊂ Rn−1, ωAQ ∈ A∞(Q).
Proof. Fix a cube Q ⊂ Rn−1, γ, δ0 as in Propostion 3.1. Let E ⊂ Q be a
Borel set, ω = ωAQ and assume ω(E) ≤ δ < δ0. Let H be the Borel set in
Proposition 3.1. Then, by (3.3), for all (x, 0) ∈ E we
(3.39) C1
[
log
1
ω(E)
]
≤ Sγℓ(Q)γ (u)2(x, 0).
Now, by Lemma 4.9 in [HKMP], we have for X ∈ Rn+ with |X − (xQ, 0)| ≥
3ℓ(Q)
(3.40) |u(x)| ≤ C
(
ℓ(Q)
|X − (xQ, 0)|
)n−2+α
,
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where α > 0 depends only on the dimension and the ellipticity. Consider
now, for (x, 0) ∈ E,
ˆ
Γγ(x,0)\Γγℓ(Q)γ (x,0)
|∇u|2(Y ) 1|Y − (x, 0)|n−2dY(3.41)
=
∞∑
j=0
ˆ
{Y=(y,t):|x−y|<γt, 2jℓ(Q)≤t≤2j+1ℓ(Q)}
|∇u(Y )|2 1|Y − (x, 0)|n−2dY
=
∞∑
j=0
Rj .
We proceed to estimate Rj , for each j. If Y belongs to the region of the
integration defining Rj , we have |Y − (x, 0)|n−2 ≃ [2jℓ(Q)]n−2. Using the
Cacciopoli estimate ((1.3) in [KKPT]), combined with (3.40) we see that
(3.42)
Rj .
(
2jℓ(Q)
)−(n−2) · (2jℓ(Q))−2 · (2jℓ(Q))n · [ ℓ(Q)
2jℓ(Q)
]n−2+α
= 2−j(n−2+α).
Thus,
(3.43)
ˆ
Γγ(x,0)\Γγℓ(Q)γ (x,0)
|∇u(Y )|2 1|Y − (x, 0)|n−2dy ≤ C,
where C depends on ellipticity and dimension. Combining (3.41), (3.43)
with (3.39), and taking δ small enough, depending only on ellipticity and
dimension, we obtain
(3.44) C˜1
[
log
1
ω(E)
]
≤ Sγ(u)2(x, 0),
for all (x, 0) ∈ E. We now take the p
2
power of both sides of (3.44) and
integrate over E with respect to Lesbesgue measure in Rn−1. We obtain
(3.45) C˜
p
2
1
[
log
1
ω(E)
] 1
2
|E| ≤
ˆ
E
Sγ(u)
p dx
We now use (3.37) to bound the right hand side of (3.45) by
(3.46) Ap
ˆ
Rn−1
(u∗)p dx = Ap
ˆ
3Q
(u∗)p dx+ Ap
ˆ
Rn−1\3Q
(u∗)p dx = I + II.
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Since 0 ≤ u ≤ 1
(3.47) I ≤ CnAp|Q|.
For II, we use the estimate (3.40). If x ∈ Rn−1\3Q, Y ∈ Γγ(x, 0), we know
that |Y − (x, 0)| ≃ dist(Y,Rn−1) ≤ |Y − (xQ, 0)|. Then
(3.48) 3ℓ(Q) ≤ |(x, 0)−(xQ, 0)| ≤ |(x, 0)−Y |+ |Y −(xQ, 0)| . |Y −(xQ, 0)|
so that
(3.49) u∗(x, 0) .
[
ℓ(Q)
|x− xQ|
]n−2+α
Hence,
II . Ap
ˆ
|x−xQ|≥3ℓ(Q)
[
ℓ(Q)
|x− xQ|
]p[n−2+α]
(3.50)
. Ap
∞∑
j=1
ˆ
3jℓ(Q)≤|x−xQ|≤3j+1ℓ(Q)
[
ℓ(Q)
3jℓ(Q)
]p[n−2+α]
dx
. Ap|Q|
∞∑
j=1
3−j(p(n−2+α)−n+1 . Ap|Q|,
since p ≥ 1 + (n − 2)−1(n ≥ 3) or p > 1
α
when n = 2. Combining (3.45),
(3.46), (3.47) and (3.50) we obtain
(3.51) C˜
p
2
1
[
log
1
ω(E)
] p
2
|E| ≤ C|Q|,
with C and C˜1 depending on ellipticity, dimension, p, A. The conclusion of
Theorem 3.2 as in (3.36).
Remark 3.1 Theorem 3.1, Corollary 3.2 and Theorem 3.2 have correspond-
ing version in domains Dϕ with ϕ Lipschitz (see (3.29)). This follows from
the change of variable argument use in Corollary 3.1.
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4 Bounded Lipschitz Domains
In this section we establish variants of the results in Section 3, valid for
bounded Lipschitz domains Ω ⊂ Rn. A bounded domain Ω ⊂ Rn is said
to be Lipschitz if there exists R > 0 such that for all P ∈ ∂Ω there is an
(n− 1)-plane L(P ) through P and a Lipschitz function ϕP defined on L(P )
such that
(4.1) Ω ∩ B(P, 2R) = {(x, t) ∈ B(P, 2R) : x ∈ L(P ), t > ϕP (x)} .
Since Ω is bounded, ∂Ω can be covered by finitely many balls {B(Pi, Ri)}i
with Pi ∈ ∂Ω and |Pi − Pj| ≥ R. Let M = max1≤i≤m LipϕPi. Since for
every P ∈ ∂Ω there exists i = 1, · · · , m such that |P − Pi| < R/2 then
B(P,R) ⊂ B(Pi, 2R) for some i and
(4.2) Ω ∩ B(P,R) = {(x, t) ∈ B(P,R) : x ∈ L(Pi), t > ϕPi(x)} .
Hence (4.2) ensures that there exists M > 0 as above such that for each
P ∈ ∂Ω, LipϕP ≤ M where ϕP is a Lipschitz function used to represent
Ω∩B(P,R/2) as in 4.1. We refer to R, m and M as the Lipschitz character
of the domain Ω.
We start with the analog of Proposition 3.1. We assume without loss of
generality that 0 ∈ Ω and let ω = ω0, be the elliptic measure with pole at 0.
Proposition 4.1 Let Ω ⊂ Rn be a bounded Lipschitz domain, and let L
an elliptic operator. Assume that ∆, a surface ball on ∂Ω has radius less
than R (as above). There are constants δ˜0 > 0, γ > 0, depending only on
the ellipticity, the dimension and the Lipschitz character of Ω such that if
E ⊂ ∆ is a Borel set with ω(E) ≤ δω(∆) where δ < δ˜0, there exists a Borel
set H ⊂ ∆ such that the solution u of
(DP)
{
Lu = 0 in Ω
u|∂Ω = χH
satisfies
(4.3) C˜1k
1
2 ≤ Aγℓ(∆)γ (u)(P ), for all P ∈ E.
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Here
Aγℓ(∆)γ (u)(P ) =
(ˆ
Γ
γl(∆)
γ (P )
|∇u(Y )|2|Y − P |2−ndy
)1
2
,
k = log ω(∆)
ω(E)
and C˜1 depends only on the ellipticity, the dimension and the
Lipschitz character of Ω.
Proof. Let ∆ = B(P∆, r) ∩ ∂Ω with P∆ ∈ ∂Ω, r ≤ R. Let ϕP∆ = ϕ.
Without loss of generality we may assume that L(P∆) = R
n−1. Then
Dϕ = {(x, t) : x ∈ Rn−1, t > ϕ(x)}
with ‖∇ϕ‖∞ ≤M (see (3.29)). Let v be the solution to
(DPDϕ)
{
Lv = 0 in Dϕ
v|∂Dϕ = χH
Consider w = v − u, in the domain
T (γ∆) = {X = (x, t) : |x− P∆| < γℓ(∆), ϕ(x) ≤ t ≤ ϕ(x) + γℓ(∆)} ,
where P∆ is the center of ∆, ℓ(∆) = r and γ ∈ (0, 1) is as in Corollary
3.1. Then, Lw = 0 in T (2γ∆), and |w| ≤ 2, w|2γ∆ ≡ 0. We now apply
the boundary Ho¨lder continuity estimate for w in T (2γ∆) (Estimate (1.9)
in [KKPT], stated for non-negative solutions, but valid for the variable sign
solutions in the form stated below) for X ∈ T (γ∆)
(4.4) |w(X)| ≤ C
[
dist(X, ∂T (2γ∆))
ℓ(∆))
]β
sup
T (2γ∆)
|w|,
where C, β depend only on the ellipticity, the dimension and the Lipschitz
character on Ω. Notice also that if X ∈ T (γ∆), then dist(X, ∂T (2γ∆)) ≃
dist (X, ∂Dϕ) ≃ dist(X, 2γ∆), with comparability constants depending only
on the Lipschitz character of Ω.
Consider now
´
Γ˜
γℓ(∆)
γ (P )
|∇w(Y )|2|Y−P |2−ndY , for P ∈ E . We split Γ˜γℓ(∆)γ (P )
into the disjoint subregions Rj with j ≥ 0 such that
Rj =
{
Y ∈ Γ˜γℓ(∆)γ (P ) : Y ∈ B(P, 2−jγℓ(∆))\B(Y, 2−j−1γℓ(∆))
}
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Note that for Y ∈ Rj , |Y − P |2−n ≃ (2−jγℓ(∆))2−n.
Combining Caccioppoli’s estimate on each Rj with the fact that |w| ≤ 2 and
(4.4) we obtain
ˆ
Γ˜
γℓ(∆)
γ (P )
|∇w(Y )|2|Y − P |2−ndY .
∞∑
j=1
1
(2−jγℓ(∆))n−2
ˆ
Γ˜
γℓ(∆)
γ (P )∩Rj
|∇w(Y )|2dY
.
∞∑
j=1
1
(2−jγℓ(∆))n
ˆ
Γ˜
γℓ(∆)
γ (P )∩(Rj−1∪Rj∪Rj+1)
|w(Y )|2dY
.
∞∑
j=1
1
(2−jγℓ(∆))n
(2−jγ)β(2−j+1γℓ(∆))n ≤ C.(4.5)
where C depends only on the ellipticity, the dimension and the Lipschitz
character of Ω. We denote by A∆ is the non-tangential point corresponding
to ∆, and by ωX and ωXDϕ the elliptic measures for the domains Ω and Dϕ
respectively.
Using (1.13), (1.14) and Theorem 1.11 in [KKPT] we obtain
(4.6)
ωA∆(E)
ωA∆Dϕ (E)
≃ 1,
with comparability constants that depend only on the ellipticity, the dimen-
sion and the Lipschitz character of Ω. Moreover, (1.15) in [KKPT] ensures
that
(4.7)
ω(E)
ω(∆)
≃ ωA∆(E)
with comparability constants depending only on the ellipticity and the di-
mension. Combining (4.6), (4.7) and Corollary 3.1, we have that, if ω(E)
ω(∆)
< δ˜0,
then ωA∆Dϕ (E) . δ˜0. Hence by (3.31) and (4.7) C1
[
log ω(E)
ω(∆)
] 1
2 ≤ Aγℓ(∆)γ (v)(P ),
for all P ∈ E. Using (4.5) since Aγℓ(∆)γ (u)(P ) ≤ Aγℓ(∆)γ (v)(P )+Aγℓ(∆)γ (w)(P ),
taking δ˜0 possibly smaller, still depending only on the ellipticity, the dimen-
sion and the Lipschitz character of Ω,
C1
[
log
ω(∆)
ω(E)
] 1
2
≤ Aγℓ(∆)γ (u)(P ) for all P ∈ E,
as desired.
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Theorem 4.1 Let Ω be a bounded Lipschitz domain, L an elliptic operator.
Assume 0 ∈ Ω, ω = ω0 is the elliptic measure in Ω corresponding to L.
Assume that for all Borel sets H ⊂ ∂Ω, the solution to the Dirichlet problem{
Lu = 0 in Ω
u|∂Ω = χH
satisfies the following Carleson bound
(4.8) sup
∆⊂∂Ω, diam(∆)≤diam(Ω)
1
σ(∆)
ˆ
T (∆)
dist(X, ∂Ω)|∇u(X)|2dX ≤ A.
Then ω ∈ A∞(dσ), i.e., there exist 0 < α < 1, 0 < β < 1 and r0 > 0
such that for all surface balls ∆ of diameter smaller than r0, we have, for
all Borel sets E ⊂ ∆ that ω(E)
ω(∆)
< α =⇒ σ(E)
σ(∆)
< β with α, β depending only
on ellipticity, dimension, Lipschitz character and A. Moreover, there exists
p0 > 1 such that the solution of the Dirichlet problem{
Lv = 0 in Ω
v|∂Ω = f ∈ C(∂Ω)
verifies the estimate ˆ
∂Ω
(v∗)pdσ ≤ C
ˆ
∂Ω
f pdσ,
for p0 ≤ p <∞, with C depending only on the ellipticity, the dimension, the
Lipschitz character of Ω, A and p.
Proof. Choose α < δ˜0, where δ˜0 is as in Proposition 4.1. Choose r0 the
radius of ∆ small enough so small that 2γr0 < R, with R as in (4.1). In
this case 2γ∆ can be regarded as a surface ball for some Dϕ. Apply now
Proposition 4.1 and integrate the square of (4.3) over E. By Fubini, we
obtain
C˜1
[
log
ω(∆)
ω(E)
]
σ(E) .
ˆ
T ((1+γ)∆)
dist (X, ∂Ω)|∇u(X)|2dX
≤ Aσ ((1 + γ)∆) . Aσ(∆),
by assumption (4.8). The conclusion holds choosing α so small that
C
C˜1
[
log
ω(∆)
ω(E)
]−1
< 1.
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The rest of the result follows from the theory of A∞ weights ([CF]) and well
known results (see [K]).
In a similar way we can prove:
Theorem 4.2 Let Ω be a bounded Lipschitz domain, L an elliptic operator.
Assume 0 ∈ Ω, ω = ω0 is the elliptic measure in Ω corresponding to L.
Assume that for all Borel sets H ⊂ ∂Ω, the solution to the Dirichlet problem{
Lu = 0 in Ω
u|∂Ω = χH
Suppose that
(4.9) ‖Aγ(u)‖Lq(∂Ω) ≤ A‖u∗‖Lq(∂Ω),
for some p, 1 + 1
n−2 ≤ q < ∞ if n ≥ 3 or q0 ≤ p < ∞ if n = 2, with q0
depending on the ellipticity and the Lipschitz character of Ω. Here γ is taken
as in Proposition 4.1. Then ω ∈ A∞(dσ). Moreover there exists p0 such that
the solution of the Dirichlet problem{
Lv = 0 in Ω
v|∂Ω = f ∈ C(∂Ω)
satisfies ˆ
∂Ω
(v∗)pdσ ≤ C
ˆ
∂Ω
f p dσ,
for p0 ≤ p <∞ with C depending only on the ellipticity, the dimension, the
Lipschitz character of Ω, A and p.
The proof of 4.2 is the same as the one of Theorem 3.2, using Proposition
4.1 instead of Proposition 3.1, and the following analog of Lemma 4.9 in
[HKMP]. For the notation used in the following lemma we refer the reader
to the beginning of this section.
Lemma 4.1 Let u be the solution to Lu = 0 in Ω a bounded Lipschitz do-
main, with boundary values χH , H a Borel set, contained in a surface ball
∆ = B(P∆, r)∩∂Ω with r < R/4. Then, there exist positive constants C and
β, depending only on dimension and ellipticity such that
(4.10) u(X) ≤ C
[
ℓ(∆)
|X − P∆|
]n−2+β
for X ∈ T
(
1
2
∆0
)
\T (2∆)
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and
(4.11) u(X) ≤ C
[
ℓ(∆)
R
]n−2+β
for X ∈ Ω\T
(
1
2
∆0
)
.
Note that by the maximum principle in this case 0 ≤ u ≤ 1. Moreover given
the definition of R (see (4.1)) in this case ∆0 = B(P∆, R)∩Ω can be seen as
the area above a Lipschitz graph inside B(P∆, R). The proof of Lemma 4.1
is identical to the one of Lemma 4.9 in [HKMP] and it is therefore omitted.
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