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Abstract
The present paper is intended to survey the interaction between relational database theory and coding theory. In particular it is
shown how an extremal problem for relational databases gives rise to a new type of coding problem. The former concernsminimal
representation of branching dependencies that can be considered as a data mining type question. The extremal conﬁgurations
involve d-distance sets in the space of disjoint pairs of k-element subsets of an n-element set X. Let X be an n-element
ﬁnite set, 0<k<n/2 an integer. Suppose that {A1, B1} and {A2, B2} are pairs of disjoint k-element subsets of X (that is,
|A1| = |B1| = |A2| = |B2| = k,A1 ∩ B1 = ∅, A2 ∩ B2 = ∅). Deﬁne the distance of these pairs by d({A1, B1}, {A2, B2}) =
min{|A1 − A2| + |B1 − B2|, |A1 − B2| + |B1 − A2|}.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
A relational database system of the schemeR(A1, A2, . . . , An)will be considered as a matrix, where the columns correspond
to the attributes Ai ’s (for example name, date of birth, place of birth, etc.), while the rows are the n-tuples of the relation r .
That is, a row contains the data of a given individual. For the sake of convenience, it is assumed that the rows of the matrix are
pairwise distinct. Let  denote the set of attributes (the set of the columns of the matrix). Let A ⊆  and b ∈ . We say that b
(functionally) depends on A (see [1,7]) if the data in the columns of A determine the data of b, that is there exist no two rows
which agree in A but differ in b. We denote this by A → b. A set function on the subsets of  can be deﬁned with the help of
functional dependency.
Deﬁnition 1. LetM be the matrix of a relational database. The function CM : 2 → 2 is deﬁned by
CM(A)= {b : b ∈ , A→ b}
for any A ⊆ . We shall write C instead of CM if it does not cause confusion.
The function deﬁned above has the following three properties.
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Proposition 2. (1) A ⊆ C(A),
(2) A ⊆ B ⇒ C(A) ⊆ C(B),
(3) C(C(A))= C(A).
Set functions satisfying properties (1)–(3) are called closure operations. Armstrong proved that the above correspondence
could be reversed.
Theorem 3 (Armstrong [1]). For any given closure C there exists a matrix M such that
CM = C.
It is evident that a matrix with a small number of rows cannot yield a complicated closure. Furthermore, as closures and
database matrices are equivalent by Armstrong’s theorem, the following number is a measure of complexity of closures.
Deﬁnition 4. Let C be a closure on . Then let
s(C)= min
M:CM=C
{number of rows in M}.
The data mining aspect of s(C) is that if we want to explore dependencies of a database, then the number of tuples (records)
can rule out those dependency systems whose minimum representation requires a larger number of rows. It is very hard to
determine s(C) for an arbitrary closure C. However, there are nice combinatorial results for certain closures [9].
Deﬁnition 5. Let Ckn denote the following closure on 
Ckn(X)=
{
X if |X|<k
 otherwise.
The following lemma gives a general lower bound for s(Ckn).
Lemma 6 (Demetrovics and Katona [10]).
(
s(Ckn)
2
)

(
n
k − 1
)
.
The exact value of s(Ckn) is determined for certain values of k.
Theorem 7 (Demetrovics and Katona [10]). The following equalities hold
(a) s(C1n)= 2, (c) s(Cn−1n )= n,
(b) s(C2n)=  1+
√
1+8n
2 , (d) s(Cnn)= n+ 1.
We give the proof of Case (b) as an example.
Proof of Case (b) of Theorem 7. Let s=s(C2n). Lemma 6 gives
( s
2
)
 n. Note that the number of the right hand side of equality
in Case (b) is the smallest s satisfying the previous inequality. If s is such, then we construct a matrixM with s rows such that
CM = C2n as follows:
M =


0 0 0 · · · 0 1 1 1 · · · 1
0 2 2 · · · 2 0 0 0 · · · 2
3 0 3 · · · 3 0 3 3 · · · 3
4 4 0 · · · 4 4 0 4 · · · 4
5 5 5 · · · 5 5 5 0 · · · 5
...
...
...
. . .
...
...
...
...
. . .
...
s s s · · · 0 s s s · · · s


.
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There is a pair of zeros in every column of M such that for different columns the zeros are in different pairs of rows, which
implies that every one-element subset of  is closed. This can be done by the choice of s. On the other hand, no two rows agree
in more than one column, so if A ⊆  with |A|> 1, then CM(A)= . 
The exact value of s(Ckn) is not known for k > 3. However, if k is ﬁxed, then its asymptotic behavior is known.
Theorem 8 (Demetrovics et al. [8]). If k is ﬁxed and n>n0(k), then
c1(k)n
(k−1)/2 s(Ckn) c2(k)n(k−1)/2.
The lower bound in Theorem 8 follows from Lemma 6. The upper bound is proven by a construction involving polynomials
over a ﬁnite ﬁeld. Füredi proved some bounds for the “other end” of the range of k.
Theorem 9 (Füredi [15]). If k is ﬁxed and n>n0(k), then
c3(k)n
(2k+1)/3 s(Cn−kn ) c4(k)nk.
As an example of interaction between database type problems and other ﬁelds of combinatorics, let us now consider the case
k = 3. From Lemma 6 we obtain that(
s(C3n)
2
)

(
n
2
)
,
hence s = s(C3n) n. Equality holds if we can construct an n× n matrixM such that:
(1) for any distinct a, b, c ∈  there are two rows equal in columns a and b, but different in c.
(2) for any distinct a, b, c ∈  there are no two rows equal in all of them.
Consider the dual problem. A column naturally determines a partition of the set Y of rows, by the equalities of its entries. We
say that a partition covers the pair (, ) (,  ∈ Y,  = ) iff  and  are in the same class of the partition. We can state the
previous two properties as follows.
Find n partitions of Y (|Y | = n) such that:
(1′) for any two partitions there exists a pair (, ) covered by both;
(2′) no pair (, ) is covered by three different partitions.
However, the number of pairs of partitions is also
(n
2
)
and different pairs of partitions cannot cover the same pair of elements
by (2′). Thus, we may conclude that (1′) and (2′) (consequently (1) and (2)) are equivalent to
(i) for any two partitions there is exactly one pair of elements, which is covered by both,
(ii) each pair of elements is covered by exactly two different partitions.
Deﬁnition 10. A collection of partitions satisfying (i) and (ii) is called an orthogonal double cover.
The existence of orthogonal double covers in various forms were investigated and a new branch of design theory grew out of
this database motivation, see [2,5,6,16,18,20–22,25], among others. For a recent review see [19].
2. Branching dependencies
Functional dependencies have turned out to be very useful. Many existing data base managing systems are based on this
concept. Let us consider the following example. Suppose that  = {A1– A4} and A1 → A2 and A3 → A4 hold. If we store
the whole matrix in the memory of a computer, then it requires 4N1N3 registers in the worst case, where N1 (N3) denotes
the number of possible different values of A1 (A3). Indeed, A1 and A3 can take values independently, but they determine A2
and A4, respectively. Thus, the number different rows is at most N1N3. However, using the given functional dependencies,
we can save a lot of memory. Indeed, it is enough to store the matrix consisting of the columns A1 and A3 (2N1N3 registers)
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together with two little matrices each having two columns. One contains values of A1 and A2 in the ﬁrst and second columns,
respectively. The ﬁrst column contains all possible values of A1, while the second one contains the values determined by the
dependency A1 → A2. The other small matrix is built up from A3 and A4 in the same way. The number of stored values is at
most 2N1N3 + 2(N2 +N4), which is usually signiﬁcantly smaller than 4N1N3.
In [11] a more general (weaker) dependency was introduced. We describe it ﬁrst in a very particular case, then we show the
usefulness of the concept. Let A ⊆  and b ∈ , we say that b (1, 2) depends on A if the values in A determine the values
in b in a “two-valued” way. That is, there exist no three rows same in A but having three different values in b. We denote it by
A
(1,2)→ b. Similarly, A (1,q)−→ b if there exist no q + 1 rows each having the same values in columns of A, but containing q + 1
different values in the column b.
Let us suppose that the database consists of the trips of an international transport truck, more precisely, the names of the
countries the truck enters.
For the sake of simplicity, let us suppose, that the truck goes through exactly four countries in each trip, (counting the start and
endpoints, too) and does not enter a country twice during one trip. Suppose furthermore, that there are 30 possible countries and
one country has at most ﬁve neighbors. Let A1– A4 denote the ﬁrst, second, third and fourth countries as attributes. It is easy to
see that A1
(1,5)→ A2, {A1, A2} (1,4)→ A3 and {A2, A3} (1,4)→ A4. Now, we cannot decrease the size of the stored matrix, as in the
case of functional ((1,1)-) dependency, but we can decrease the range of the elements of the matrix. The range of each element
of the original matrix consists of 30 values, names of countries or some codes of them (5 bits each, at least). Let us store a little
table (30 × 5 × 5 = 750 bits) that contains a numbering of the neighbors of each country, which assigns to them the numbers
0,1,2,3,4 in some order. Now we can replace attribute A2 by these numbers (A∗2), because the value of A1 gives the starting
country and the value of A∗2 determines the second country with the help of the little table. The same holds for the attribute A3,
but we can decrease the number of possible values even further, if we give a table of numbering the possible third countries for
each A1, A2 pair. In this case, the attribute A∗3 can take only 4 different values. The same holds for A4, too. That is, while each
element of the original matrix could be encoded by 5 bits, now for the cost of two little auxiliary tables we could decrease the
length of the elements in the second column to 3 bits, and that of the elements in the third and fourth columns to 2 bits.
It is easy to see, that the same idea can be applied in each case when we store the paths of a graph, whose maximal degree
is much less than the number of its vertices or when we want to store the sequence of states of a process, where the number of
all possible states is much larger, than the number of possible successor states of a state or in any case when there hold many
(1, q)-dependencies, where q is small.
The general concept that was studied in [11–13] is the (p, q)-dependency (1p q integers).
Deﬁnition 11. LetM be anm×nmatrix, with column set. LetA ⊆  and b ∈ . We say that b (p, q)-depends onA if there
are no q + 1 rows ofM such that they contain at most p different values in each column of A, but q + 1 different values in b.
The functional dependency discussed in the previous section is a special case, namely it is the (1, 1)-dependency. For a given
matrixM we deﬁne a function from the family of subsets of  into itself as follows.
Deﬁnition 12. LetM be the given matrix. Let us suppose, that 1p q. Then the mapping JMpq : 2 → 2 is deﬁned by
JMpq(A)= {b : A (p,q)→ b}.
We collect two important properties of the mapping JMpq in the following proposition, see [11].
Proposition 13. Let r,,M, p and q as above. Furthermore, let A,B ⊆ . Then
(i) A ⊆ JMpq(A),
(ii) A ⊆ B ⇒ JMpq(A) ⊆ JMpq(B).
Deﬁnition 14. Set functions satisfying (i) and (ii) are called increasing-monotone functions. We say that such an increasing-
monotone functionN is (p, q)-representable if there exists a matrixM such thatN= JMpq .
It is not known yet whether any increasing-monotone function is (p, q)-representable for arbitrary 1p<q or not. The
following is known about representability of general increasing-monotone functions.
Theorem 15 (Demetrovics et al. [11]). If
(iii) p = 1, 1<q or
(iv) p = 2, 3<q or
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(v) 2<p, p2 − p − 1<q,
then anyN is (p, q)-representable.
Let us note, that it is necessary to assume p<q if we want to (p, q)-represent a general increasing-monotone function,
because the following proposition was proved in [11].
Proposition 16. For any matrix M, JMpp is a closure operation.
A statement analogous to Theorem 3 holds for (2, 2)-representation. However, if p> 2, then this analogy cannot be continued:
Theorem 17 (Sali and Sali [26]). Let n k2(k− 1). Then Ckn is (p, p)-representable if and only if p ∈ {1, 2, . . . , k− 1} ∪ {p :
∃s ∈ N p + 1− (p + 1)/s = k − 1}.
Theorem 15 allows us to formulate the following deﬁnition.
Deﬁnition 18. For an increasing-monotone function N let spq(N) denote the minimum number of rows of a matrix that
(p, q)-representsN. IfN is not (p, q)-representable, then we put spq(N)=∞.
A lemma analogous to Lemma 6 can be proved.
Lemma 19. Let us assume that Ckn is (p, q)-representable. Then(
spq(C
k
n)
q + 1
)

(
n
k − 1
)
.
The exact value of spq(Ckn) is known in a few cases only [12].
Theorem 20 (Demetrovics et al. [12]).
spq(C
1
n)= q + 1,
s22(C
2
n)= 2n,
spp(C
n
n)=min
{
 integer:
(
− 1
p
)
 n
}
.
The proof of the last equality in Theorem 20 is based on a theorem of Lovász on k-trees [24]. The following theorem is
interesting for its proof. Note that it gives an exact value for s12(C2n) and the lower bound does not follow from Lemma 19.
Theorem 21.
s12(C
2
n)=min
{
s integer:
(
s
3
)
 2n
}
,
provided n> 452.
We prove the upper bound in Theorem 21 via construction. In fact, we consider the number of rowsm to be given, and construct
n= 
(m
3
)
2  columns so that the (1, 2)-dependency in that matrix will be exactly C2n. The construction is based on the following
theorem, which leads to coding theory type generalizations.
Theorem 22. Let |X| = n and 2k >q. The family of all q-subsets of X can be partitioned into unordered pairs (except possibly
one if
(
n
q
)
is odd), so that paired q-subsets are disjoint and if A1, B1 and A2, B2 are two such pairs with |A1 ∩ A2| k, then
|B1 ∩ B2|<k, provided n>n0(k, q).
Let us suppose, that m is an integer that satisﬁes
(m
3
)
 2n. A matrix with m rows and n columns will be constructed that
(1,2)-represents C2n. Let us denote the set of rows by X. Apply Theorem 22 with q = 3 and k = 2 to obtain disjoint pairs of
3-subsets of X. There are 
(m
3
)
2 , that is, at least n such pairs. Choose n of them. We construct a column from such a pair, as
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follows. Put 1’s in the rows indexed by the ﬁrst 3-set, 2’s in the rows indexed by the second one, and all different entries, that
are at least 3, in the other positions.
If a and b are two distinct columns, then there are no 3 rows that agree in both a and b, because we used all distinct 3-subsets
of rows, hence {a, b} (1,2)→ . On the other hand, if a is constructed from the pair of 3-subsets A1, A2 and b is constructed from
B1, B2, then either |A1 ∩ B1|< 2 or |A2 ∩ B2|< 2, so there are 3 rows which contain all identical entries in column a, but all
distinct ones in column b, hence a (1,2) b. Theorem 22 is proved using the following Hamiltonian type theorem.
Theorem 23. Let G0 = (V ,E0) and G1 = (V ,E1) be simple graphs on the same vertex set |V | = N , such that E0 ∩ E1 = ∅.
The 4-tuple (x, y, z, v) is called an alternating cycle if (x, y) and (z, v) are in E0 and (y, z) and (x, v) are in E1. Let r be the
minimum degree of G0 and let s be the maximum degree of G1. Suppose, that
2r − 8s2 − s − 1>N,
then there is a Hamiltonian cycle in G0 such that if (a, b) and (c, d) are both edges of the cycle, then (a, b, c, d) is not an
alternating cycle.
The pairs of disjoint q-subsets are obtained from neighboring vertices of a Hamiltonian cycle of type above.G0 andG1 are as
follows. The vertex set V consists of the q-subsets of X, |V | =
(
n
q
)
=N . Two q-subsets are adjacent inG0 if their intersection
is empty, while two q-subsets are adjacent in G1 if they intersect in at least k elements.
3. Coding type questions
Enomoto and Katona [14] realized that Theorem 22 really speaks about a certain kind of distance-like concept. Deﬁne the
closeness of the pairs {A1, B1} and {A2, B2} by
({A1, B1}, {A2, B2})=max{|A1 ∩ A2| + |B1 ∩ B2|, |A1 ∩ B2| + |B1 ∩ A2|}.
It is obvious that |A1 ∩A2| k and |B1 ∩B2| k imply ((A1, B1), (A2, B2)) 2k for sets satisfying A1 ∩B1 =A2 ∩B2 =∅,
therefore the following theorem is really a sharpening of Theorem 22.
Theorem 24. Let |X| = n. The family of all k-element subsets of X can be partitioned into disjoint pairs (except possibly one if(n
k
)
is odd), so that ({A1, B1}, {A2, B2}) k holds for any two such pairs {A1, B1} and {A2, B2}, provided n>n0(k).
The proof of Theorem 24 follows the line of that of Theorem 22, the difference is that a strengthening of Theorem 23 is
needed, which involves weighted Hamiltonian cycles. Deﬁne ({A1, B1}, {A2, B2}) = 2k − ({A1, B1}, {A2, B2}). This is a
“distance” in the “space” of all disjoint pairs of k-element subsets ofX. Theorem 24 answers a coding type question, how many
elements can be chosen from this space with large pairwise distances.
In general, let Y be a ﬁnite set and (x, y) 0 a real-valued symmetric ((x, y) = (y, x)) function deﬁned on the pairs
x, y ∈ Y . Let 0<d be a ﬁxed integer. A subset C = {c1, . . . , cm} ⊂ Y is called a code of distance d if (ci , cj ) d holds for
i = j . The following (probably too general) question can be asked.
Problem 25. Let Y, (x, y) and the real d be given. Determine the maximum size |C| of a d-distance code.
Proposition 26. Let Y1 be the set of all disjoint pairs {A,B} of k-element subsets of an n-element X.
1({A1, B1}, {A2, B2})= 2k − ({A1, B1}, {A2, B2})
is a distance.
The following special case of Problem 25 arises now naturally.
Problem 27. Let Y1, 1(x, y) be the space with distance deﬁned above. Determine the maximum size |C| of a k-distance code.
Unfortunately,Theorem24 is not a solution, since the conditionon thedistancepermits the existenceof a pair {A,B1}, {A,B2},
B1∩B2=∅, which is excluded in Theorem 24 by the unique usage of every k-element subset. Observe that 1 can be formulated
without using the auxiliary function . The following distance d is identical to 1.
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d({A1, B1}, {A2, B2})=min{|A1 − A2| + |B1 − B2|, |A1 − B2| + |B1 − A2|}.
We say that a set C of unordered pairs of k-subsets of an n-set is an (n, k, d)-code if the distance of any two elements is
at least d.
Let C(n, k, d) be the maximum size of an (n, k, d)-code. C′(n, k, d) denotes the same under the additional condition that a
k-element subset may occur only once in the pairs {A,B} ∈ C as A or B.
With this notation Theorem 24 states that C′(n, k, k) =  12
(n
k
). Brightwell and Katona [4] gave general upper and lower
bounds for the numbers C(n, k, d). It is quite natural to ask if one can choose  12
(n
k
) pairs with pairwise difference at least
k + 1. The answer is negative.
Theorem 28. Let d 2k n be integers. Then
C(n, k, d) 12
n(n− 1) . . . (n− 2k + d)
k(k − 1) . . . (d + 1)/2k(k − 1) . . . (d + 1)/2
holds.
It is not too hard to check that Theorem 28 implies that if 2 k n/2 then C(n, k, k + 1)<  12
(n
k
). Now we give a lower
estimate on C(2k, k, d) for some cases. The method is a modiﬁcation of the method used by Sloane and Graham [17] proving
lower bounds for constant weight codes.
Let us ﬁrst consider the simplest case of C(2k, k, 3)= C(2k, k, 4).
Theorem 29 (Brightwell and Katona [4]).
|N|C(2k, k, 3)
whereN is the family of all k-element subsets A of X = {1, 2, . . . , 2k} such that
∑
i∈A
i ≡ 0 (mod 2k + 1).
Brightwell and Katona gave another construction, as well. Suppose now that q = 2k + 1 is a prime power. We can prove an
analogous lower bound for C(2k, k, d) only in this case. Let X = {1, . . . ,q−1} be the set of all non-zero elements of the
ﬁnite ﬁeld GF(q). Let d = 2 and deﬁneN0(k, ) as the family of all k-element subsets A of X such that∑
i1<···<i∈A
i1 . . .i = 0
holds for every integer 1 < . The following was proved in [4].
Theorem 30. If 2k + 1 is a prime power and d = 2 then
1
2 |N0(k, )|C(2k, k, d)
holds.
The size ofN0(k, ) can be determined for small values, but we believe that it cannot be much less than
1
q−1
(
2k
k
)
,
since the deﬁning sums are probably nearly equally distributed among all the q−1 possibilities. It was proved in [4] that for
ﬁxed k and d, C(n, k, d)=	(n2k−d+1), and it was conjectured that the upper bound in Theorem 28 is asymptotically correct.
This conjecture has recently been settled in afﬁrmative by Bollobás, Katona and Leader in [3].
Theorem 31 (Bollobas et al. [3]).
lim
n→∞
C(n, k, d)
n2k−d+1 =
1
2
1
k(k − 1) · · · (d + 1)/2k(k − 1) · · · (d + 1)/2 .
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Bollobás et al. [3] devised a method to determine C(n, k, 2k − 1). It is based on the following concept. The distance (a, b)
of two integers mod m (1 a, bm) is deﬁned by
(a, b)=min{|b − a|, |b − a +m|}.
(Imagine that the integers 1, 2, . . . , m are listed around the circle clockwise uniformly. Then (a, b) is the smaller distance
around the circle from a to b.) (a, b)m/2 is trivial. Observe that b − a ≡ d − c mod m implies (a, b)= (c, d).
We say that the pair A= {a1, . . . , ak}, B = {b1, . . . , bk} ⊂ {1, . . . , m} of disjoint sets is antagonistic mod m if
(i) all the k(k − 1) integers (ai , aj ) (i = j) and (bi , bj ) (i = j) are different,
(ii) the k2 integers (ai , bj ) (1 i, j k) are all different and
(iii) (ai , bj ) = m/2 (1 i, j k).
If there is a pair of disjoint antagonistic k-element subsets mod m then 2k2 + 1m must hold by (ii) and (iii).
Problem 32. Is there a pair of disjoint, antagonistic k-element sets mod 2k2 + 1?
We have an afﬁrmative answer only in three cases.
Proposition 33. There is a pair of disjoint, antagonistic k-element sets mod 2k2 + 1 when k = 1, 2, 3.
Using antagonistic pairs of disjoint k-subsets, one can state bounds for C(n, k, 2k − 1).
Lemma 34. If there is a pair of disjoint, antagonistic k-element sets mod m, then C(m, k, 2k − 1)m.
Proposition 35. Suppose that there is Steiner family S(n, 2k2 + 1, 2) and a disjoint, antagonistic pair of k-element subsets
mod 2k2 + 1 then
C(n, k, 2k − 1)= n(n− 1)
2k2
.
Now applying Proposition 33, the following theorem was obtained in [3].
Theorem 36. If n ≡ 1, 9 mod 72 then C(n, 2, 3)= n(n− 1)/8. If n ≡ 1, 19 mod 342 then C(n, 3, 5)= n(n− 1)/18.
Remark 37. The method gives that C(n, 1, 1)= n(n− 1)/2 when n ≡ 1, 3 mod 6. This, however, is trivial for all n.
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