Bound checks are introduced in programs for the run-time detection of array bound violations. Compile-time optimizations are employed to reduce the execution-time overhead due to bound checks. The optimizations reduce the program execution time through elimination of checks and propagation of checks out of loops. An execution of the optimized program terminates with an array bound violation if and only if the same outcome would have resulted during the execution of the program containing all array bound checks. However, the point at which the array bound violation occurs may not be the same. Experimental results indicate that the number of bound checks performed during the execution of a program is greatly reduced using these techniques.
INTRODUCTION
. 139 There are two types of situations that can lead to the elimination of bound checks. First, a check at a program point can be eliminated if bound checks can be found that are executed prior to reaching this point and if these checks subsume the current check. In other words, the check is redundant because it will not cause an error if the control reaches the point at which the check appears. This optimization is illustrated by the example in Figure  2 . Since the check 10 s i or the check 20 s i is performed before 5 s i, the check 5 s i is redundant. Similarly, one of two checks i s 50 or i s 100 is performed before i s 200, which causes the check i s 200 to be redundant.
The second situation in which a check can be removed arises when, along all paths following the execution of a check, other checks are encountered, and the former check is subsumed by the latter checks. By appropriately modifying the former check, at least one of the latter checks can be eliminated.
In other words, the modification of an earlier check causes a later check to become redundant. Consider the example in Figure 3 . The execution of the check 5 s i is followed by the execution of 10 s i or 20 < i. If we replace 5 s i by 10 s i, then the later execution of 10 s i becomes redundant. Similarly, we observe that the execution of i s 200 is followed by either the execution of i s 50 or the execution of i s 100. We can replace the execution of i s 200 by i s 100, which causes the later execution of i s 100 to become redundant. As shown in Figure 3 , we can perform this optimization in two steps: First, we modify the checks, and then we eliminate the redundant checks created through the modification. The error will be reported at an earlier program point following the optimization. Step 2: Compute very busy checks.
With each block B, we associate the set
, which is the set of very busy checks at the entry to the basic block, and C-OUT [ B ] , which is the set of very busy checks at the exit of the basic block. These sets are computed by solving the data-flow equations given below. SUCC(B) denotes the set of basic blocks that are successors of B. The . Step 1: Compute local information for all basic blocks. For each basic block B, we compute the set of checks C-GEN [ B ] such that at the end of the basic block we can assert that these checks were performed inside B. Thus, these are the available checks at the end of B that were performed in B. The set C-GEN [ B] is computed by examining the checks in B and the definitions of variables examined by the checks. In addition, we assume that the EFFECT information computed during the detection of very busy checks is also available.
Step 2: Compute available checks. For each basic block B, we compute the set C -IN[ B ] , which is the set of checks available on entry to the basic block, and C_ Oi7T [ B ] , which is the set of checks available at the exit of the basic block. These sets are computed by solving the data-flow equations given preceding C and that either C" is identical to C or C' subsumes C. The set of checks available at each point inside a block B is determined from C-llV [ B ] .
In Figure  6 , since after the execution of statements S1 and S3, and before the execution of statement S5, variable i is incremented, the check i < ikt=(a) before S1 and S3 is modified to i s JL4X(CZ) -1. The bound checks performed before the execution of S1 are available during the execution of S3
and S4. Thus, no bound checks need to be performed before executing S3 and S4. Markstein's algorithm would not have eliminated the check i < M=(a) before S4 because it does not take advantage of modified checks. The elimination process described above is more general than the algorithms described in previous work [Gupta 1990 ]. In the earlier version of this work, modification of checks, which creates additional redundant checks, was not carried out. Thus, the propagation algorithms forward and backward developed in this paper are more general. Although the forward and backward propagation algorithms modify checks during propagation, this cannot cause an unbounded increase in the sizes of data-flow sets. The size of a data-flow set is limited to 2 x V + N, where V is the number of unique variables in checks of the form lb < u and u < ub, and iV is the number of bound checks of the form lb < f(u) and f(u) < ub.
Propagation of Checks Out of Loops
The goal of propagation is to reduce the number of times the checks are executed by moving them out of loops. Since propagation moves the checks to an earlier point in the code, an error detected following this optimization will be detected at a point different from the point at which it would have been detected in the original code. In this section an algorithm to propagate bound checks out of a loop is presented.
The innermost loops are processed first, and the outermost loops are processed last. Thus, a bound check may be propagated across multiple nesting levels. Consider the example shown in executed during each loop iteration. When we consider the bound checks on .j, we find that the checks on the then part and the else part are not identical. In this case, the weaker checks 5 s z s 100 can be moved out of the loop, whereas the stronger checks 10 < i and i s 50 must be left in the loop. If the loop iterates only once, we would perform three checks on j in the optimized code and only two checks in the optimized code. However, if the loop iterates more than once we are guaranteed that the number of checks executed after propagation will be lower. The set ND contains blocks from which checks will be hoisted, and C(n) contains the checks in block n that are candidates for hoisting. The details of this step are presented in Figure  8 .
Step 
