This note is a natural continuation of the study started in Ragusa (2009) [11]. For Herz spaces endowed with a parabolic metric we prove regularity results for weak solutions to divergence form parabolic equations having discontinuous coefficients, using the boundedness of integral operators and commutators generated using VMO functions and Calderón-Zygmund operators.
Introduction
Let us assume that x = (x 1 , . . . , x n , t) = (x ′ , t) ∈ R n+1 , and endow R n+1 with the following usual parabolic metric, first considered by Fabes and Riviére [1] :
Let us also set ellipsoids with respect to ρ(x) of radius σ and center 0:
.
Throughout this note we consider Ω an open subset of R n+1 , ∂ Ω ∈ C 1,1 and d = n + 2. It is useful to give the definition of the John-Nirenberg class of bounded mean oscillation functions (see [2] ) and its subset of vanishing mean oscillation functions (see [3] ).
where
Let us now define the space VMO to which the coefficients a ij belong, useful in a lot of context (see e.g. [4, 5] ).
We stress that, from the above definition, replacing R n+1 by a set X ⊂ R n+1 and replacing the average on any E σ by the average on E σ ∩ X , we obtain the definitions of BMO(X ) and VMO(X ), preserving character.
In a similar way, considering Ω an open subset of R n+1 that contains 0, we can defineK
Definition 1.4 (See [5] ). A function k is a parabolic Calderón-Zygmund kernel (PCZ kernel) on R n+1 with respect to the metric ρ if:
Let Ω as mentioned above be an open subset of R n+1 , x ∈ Ω and y ∈ R n+1 \ {0}.
A function k(x, y) is a variable parabolic Calderón-Zygmund kernel if:
Preliminary results
. If a sublinear operator T is such that, for any integrable function f with compact support, for somec, x ̸ ∈csuppf ,
The condition (2.1) can be satisfied by many operators, and by parabolic Calderón-Zygmund operators also.
, η its VMO modulus and k a PCZ kernel on B 2 m (0). Then, for any ϵ > 0 there exists an integer m 1 = m 1 (ϵ, η) ≤ m 0 such that for any m < m 1 and f ∈K α,p q (B 2 m (0)) having compact support, the operator T associated with k is such that
where c is independent of f , ϵ and m.
is a.e. defined and belongs toK
The proof can be given following the method used in [8] .
The goal of this note is to prove regularity results for divergence form parabolic equations; it is then useful to extend some of the previous theorems up to the boundary.
We need beforehand to recall R n+1
Definition 2.4 (see [9] ). Let us define the generalized symmetry T . Denote by a n (
..,n the last column (or row) of the matrix {a ij } i,j=1,...,n and define the operator T (see [9] ) as follows:
and any fixed t < 0. Let us also set, for any fixed t < 0, T (x) = T (x ′ , t; x ′ , t), ∀x ′ ∈ R n : x ′ n ≥ 0. We point out that, when k(x, ·) is a variable PCZ kernel, k(x, T (x) − y) is a nonsingular kernel for every x = (x ′ , t), y = (y ′ , s) ∈ R n+1 + : t, s < 0.
Finally, if k is a PCZ variable kernel and T the operator defined above, we consider the operators
, k a PCZ variable kernel, a ∈ VMO (R n+1 + ) and η its VMO modulus. Then, for any ϵ > 0 there exists m 1 = m 1 (ϵ, η) such that for any m < m 1 and any f ∈K α,p functions and H ζ τ are PCZ kernels satisfying the Lebesgue estimates, working as in the proof of Theorem 2.12 in [9] we get the required inequalities.
Applications
Let us consider the divergence form parabolic equation
(a ij u x i ) x j = div f a.e. in Ω. (3.2) We assume that the coefficients a ij of the principal part belong to the class L ∞ (Ω) ∩ VMO, ∀i, j = 1, . . . , n, and satisfy the following conditions:
In order to state the global regularity results we recall the set W 1
Theorem 3.1. Let us assume a ij (x) as above, ∀i, j = 1, . . . , n, and u a solution of (3.2), 2 < q < ∞, and − d q ≤ α ≤ d(1 − 1 q ). If there exist positive constants c and m 1 
where ∇u = (∂ x 1 u, . . . , ∂ x n u). We point out that c is a constant independent of u and f .  .
Proof of Theorem 3.2. The boundary representation formula is the crucial point for achieving the required estimates; this is proved by the author in [10] , Theorem 3.8. Reasoning in an analogous way to in the previous proof and using Theorem 2.5, we get the conclusion.
