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Аннотация. Исследование решений начально-краевых задач для параболических уравнений
является важной составляющей математического моделирования. Особый интерес для матема-
тического моделирования представляют краевые задачи, решения которых претерпевают резкое
изменение в какой-либо области пространства. Такие области называются внутренними переход-
ными слоями. В том случае, если положение переходного слоя изменяется со временем, решение
параболической задачи имеет вид движущегося фронта. При доказательстве существования у
начально-краевых задач решений такого вида весьма эффективным оказывается метод диффе-
ренциальных неравенств, согласно которому для данной краевой задачи строятся так называе-
мые верхнее и нижнее решения. Суть асимптотического метода дифференциальных неравенств
заключается в том, чтобы получать верхнее и нижнее решения как модификации асимптотиче-
ских представлений решений краевых задач. Существование верхнего и нижнего решений являет-
ся достаточным условием существования решения краевой задачи. В ходе проверки выполнения
дифференциальных неравенств существенным оказывается так называемое «условие квазимоно-
тонности». В настоящей работе рассмотрено, каким образом можно построить верхнее и нижнее
решения для системы параболических уравнений при различных условиях квазимонотонности.
Ключевые слова: система параболических уравнений, переходный слой, метод дифференци-
альных неравенств
Для цитирования: Левашова Н.Т., Мельникова А.А., Быцюра С.В., "Применение метода дифференциальных
неравенств для обоснования решения системы параболических уравнений в виде движущегося фронта", Моделиро-
вание и анализ информационных систем, 23:3 (2016), 317–325.
Об авторах:
Левашова Наталия Тимуровна, orcid.org/0000-0002-1916-166X, канд. физ.-мат. наук, доцент,
Московский государственный университет им. М.В. Ломоносова, физический факультет
Ленинские горы, д. 1, стр. 2, г. Москва, 119991, Россия, e-mail: natasha@npanalytica.ru
Мельникова Алина Александровна, orcid.org/0000-0001-9019-0263, канд. физ.-мат. наук, научный сотрудник,
Московский государственный университет им. М.В. Ломоносова, физический факультет
Ленинские горы, д. 1, стр. 2, г. Москва, 119991, Россия, e-mail: melnikova@physics.msu.ru
Быцюра Светлана Владимировна, orcid.org/0000-0001-7787-437Х, студентка,
Московский государственный университет им. М.В. Ломоносова, физический факультет
Ленинские горы, д. 1, стр. 2, г. Москва, 119991, Россия, e-mail: sv.bytcyura@physics.msu.ru
Благодарности:
1Работа выполнена при финансовой поддержке Российского фонда фундаментальных исследований: проект 16-01-
00473
317
318
Моделирование и анализ информационных систем. Т. 23, №3 (2016)
Modeling and Analysis of Information Systems. Vol. 23, No 3 (2016)
Введение
В настоящей работе исследуется решение вида движущегося фронта краевой задачи
для системы параболических уравнений вида
ε4uxx − ε3ut = f (u, v, x, ε) , ε2vxx − εvt = g (u, v, x, ε)
x ∈ (0; 1), t ∈ (0;T ],
ux(0, t) = ux(1, t) = 0, vx(0, t) = vx(1, t) = 0, t ∈ (0, T ],
u(x, 0) = u0(x), v(x, 0) = v0(x), x ∈ [0; 1],
(1)
где ε — малый параметр, f и g — достаточно гладкие функции в области Ω :=
{(u, v, x, ε) ∈ Iu × Iv × [0; 1] × (0; ε0]}, а Iu и Iv – некоторые промежутки изменения
переменных u и v, ε0 > 0, T > 0.
Решение краевых задач в подобной постановке является важной составляющей
математического моделирования. В частности, к задачам такого типа относится
известная система ФицХью–Нагумо, на основании которой возможна разработка
моделей, описывающих различные процессы самоорганизации, например, возбуж-
дение в сердечной мышце [1], образование пятен на шкурах животных [2] или образо-
вание городских массивов [3]. Особый интерес для математического моделирования
представляют краевые задачи, решения которых претерпевают резкое изменение
в какой-либо области пространства. Такие области называются внутренними пере-
ходными слоями. В том случае, если положение переходного слоя изменяется со
временем, решение параболической задачи имеет вид движущегося фронта. Как
правило, наличие переходных слоев характерно для «жестких» систем, численное
решение которых встречает определенные сложности. Поэтому аналитическое ис-
следование решений краевых задач с внутренними переходными слоями является
крайне важным этапом при разработке моделей.
Алгоритмы построения асимптотических представлений решений в виде движу-
щегося фронта задач типа (1) при различных условиях на функции f и g в правых
частях уравнений описаны в работах [4,5]. Доказательство существования таких ре-
шений в работе [4] проведено при помощи операторного метода, а в работе [5] с этой
целью применялся метод дифференциальных неравенств. Обоснование этого мето-
да для различных начально-краевых задач приведено в работах [6, 7]. Суть метода
заключается в построении для задачи (1) двух пар непрерывных функций U, V и
U, V , называемых, соответственно, верхним и нижним решениями, и удовлетворя-
ющих следующей системе дифференциальных неравенств:
Условие Н1. Упорядоченность.
U ≤ U ; V ≤ V ; (x, t) ∈ [0; 1]× (0;T ].
Условие Н2. Действие оператора на верхнее и нижнее решения.
L1ε(U, v) := ε
4Uxx − ε3U t − f
(
U, v, x, ε
)
< 0 < L1ε(U, v), V ≤ v ≤ V ,
L2ε(u, V ) := ε
2V xx − εV t − g
(
u, V , x, ε
)
< 0 < L2ε(u, V ), U ≤ u ≤ U,
(x, t) ∈ [0; 1]× (0;T ].
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Условие Н3. Если верхнее решение не является гладким в некоторой точке
x = x¯(t), в момент времени t, то выполняются следующие неравенства:
∂U
∂x
∣∣∣∣
x¯(t)−0
− ∂U
∂x
∣∣∣∣
x¯(t)+0
≥ 0, ∂V
∂x
∣∣∣∣
x¯(t)−0
− ∂V
∂x
∣∣∣∣
x¯(t)+0
≥ 0,
аналогично, если нижнее решение не является гладким при x = x(t), то выполня-
ются неравенства
∂U
∂x
∣∣∣∣
x(t)−0
− ∂U
∂x
∣∣∣∣
x(t)+0
≤ 0, ∂V
∂x
∣∣∣∣
x(t)−0
− ∂V
∂x
∣∣∣∣
x(t)+0
≤ 0,
Условие Н4. В граничных точках
∂U
∂x
∣∣∣∣
x=0
≤ 0 ≤ ∂U
∂x
∣∣∣∣
x=0
,
∂V
∂x
∣∣∣∣
x=0
≤ 0 ≤ ∂V
∂x
∣∣∣∣
x=0
,
∂U
∂x
∣∣∣∣
x=1
≤ 0 ≤ ∂U
∂x
∣∣∣∣
x=1
,
∂V
∂x
∣∣∣∣
x=1
≤ 0 ≤ ∂V
∂x
∣∣∣∣
x=1
.
Условие H5. В начальный момент времени
U(x, 0, ε) < u0(x) < U(x, 0, ε), V (x, 0, ε) < v0(x) < V (x, 0, ε)
Как показано в работе [7], существование верхнего и нижнего решений задачи (1)
достаточно для существования классического решения задачи (1), которое заклю-
чено между верхним и нижним решениями.
В работах [5,8–10] предложен алгоритм построения верхнего и нижнего решений
для задач с малыми параметрами при производных, согласно которому функции
U, V и U, V , строятся как модификации асимптотических представлений реше-
ний исследуемых задач. Этот алгоритм носит название асимптотического метода
дифференциальных неравенств. В ходе проверки выполнения дифференциальных
неравенств существенным оказывается так называемое «условие квазимонотонно-
сти» функций f и g в правых частях уравнений (1), а именно условий на произ-
водные функций fv и gu. В настоящей работе рассмотрено, каким образом можно
построить верхнее и нижнее решения задачи (1) для различных условий на знаки
этих производных.
1. Асимптотическое представление решения
Асимптотическое представление решения задачи (1) будем строить, считая, что вы-
полняются следующие условия:
Условие А1. Уравнение f(u, v, x, 0) = 0 имеет относительно u единственное
решение u = ϕ(v, x) ∈ Iu, причем fu(ϕ(v, x), v, x, 0) > 0.
Условие А2. Уравнение h(v, x) := g(ϕ(v, x), v, x, 0) = 0 имеет ровно три изоли-
рованных корня v = vi(x) ∈ Iv, i = 1, 2, 3, причем на всем отрезке [0; 1] выполнены
неравенства v1(x) < v2(x) < v3(x); hv(vi(x), x) > 0, i = 1, 3; hv(v2(x), x) < 0.
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Условие А3. (Условие квазимонотонности). Пусть всюду в Ω выполняется одна
из следующих систем неравенств:
A3.1 fv(u, v, x, ε) < 0, gu(u, v, x, ε) < 0 A3.2 fv(u, v, x, ε) > 0, gu(u, v, x, ε) > 0;
A3.3 fv(u, v, x, ε) < 0, gu(u, v, x, ε) > 0 A3.4 fv(u, v, x, ε) > 0, gu(u, v, x, ε) < 0,
и в каждом случае справедливы неравенства
gv
(
ϕ
(
v1,3, x
)
, v1,3, x, 0
)
fu
(
ϕ
(
v1,3, x
)
, v1,3, x, 0
)
+
+gu
(
ϕ
(
v1,3, x
)
, v1,3, x, 0
)
fv
(
ϕ
(
v1,3, x
)
, v1,3, x, 0
)
> 0.
Пусть в каждый момент времени t внутренний переходный слой сосредоточен в
окрестности точки x∗ ∈ (0; 1), а в начальный момент времени x∗(0, ε) = x00. Кривая
x = x∗(t, ε) делит область D¯ := {[0; 1]× [0;T ]} на плоскости (x, t) на две подобласти:
D¯− := {[0;x∗(t, ε)]× [0;T ]} и D¯+ := {[x∗(t, ε); 1]× [0;T ]}.
Асимптотическое представление решения задачи (1) в каждый момент времени
строится отдельно в каждой из этих подобластей:
u =
{
u(−), (x, t) ∈ D¯−,
u(+), (x, t) ∈ D¯+; v =
{
v(−), (x, t) ∈ D¯−,
v(+), (x, t) ∈ D¯+.
Согласно алгоритму Васильевой [11] для описания решения в окрестности пере-
ходного слоя, а также в окрестности граничных точек отрезка [0; 1] вводятся рас-
тянутые переменные
ξ =
x− x∗(t, ε)
ε
, ζ− =
x
ε
, ζ+ =
1− x
ε
.
Каждая из функций u(−) и u(+) представляет собой сумму трех слагаемых:
u(∓) = u¯(∓) (x, ε) +Q(∓)u (ξ, t, ε) + P (∓)u(ζ∓, ε),
v(∓) = v¯(∓) (x, ε) +Q(∓)v (ξ, t, ε) + P (∓)v(ζ∓, ε).
(2)
Здесь u¯(∓)(x, ε), v¯(∓)(x, ε) – регулярные части асимптотического представления,
Q(∓)u (ξ, t, ε) , Q(∓)v (ξ, t, ε) – функции, описывающие переходный слой, Pu(∓)(ζ∓, ε),
Pv(∓)(ζ∓, ε) – функции пограничных слоев в окрестностях точек x = 0 и x = 1,
соответственно.
Каждое слагаемое в суммах (2) представляется в виде разложения по степеням
малого параметра ε, например
Q(−)v(x, t, ε) = Q0v(−)(x, t) + εQ1v(−)(x, t) + ε2Q2v(−)(x, t) + · · ·+ εnQnv(−)(x, t) + . . . .
Функция x∗(t, ε) также представляется в виде разложения
x∗(t, ε) = x0(t) + εx1(t) + ε2x2(t) + · · ·+ εnxn(t) + . . . (3)
Компоненты асимптотических представлений гладко сшиваются в точке x∗ в
каждый момент времени t.
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Обозначим через v˜(ξ, x∗) нулевое приближение асимптотического представления
v-компоненты решения задачи (1), а через Φ(ξ, x∗) его производную по ξ :
v˜(ξ, x∗) =
{
v1(x∗) +Q0v(−)(ξ, t), (x, t) ∈ D¯−;
v3(x∗) +Q0v(+)(ξ, t), (x, t) ∈ D¯+;
Φ(ξ, x∗) =

Φ(−) =
∂v˜
∂ξ
, ξ ≤ 0;
Φ(+) =
∂v˜
∂ξ
, ξ ≥ 0.
Для нулевого приближения u-компоненты решения получается выражение [4]
u˜ (ξ, x∗) = ϕ (v˜(ξ, x∗), x∗) .
Функция v˜(ξ, x∗) является решением задачи
∂2v˜
∂ξ2
+W
∂v˜
∂ξ
= h(v˜, x∗); v˜(−∞, x∗) = v1(x∗), v˜(+∞, x∗) = v3(x∗). (4)
Здесь через W обозначена скорость движения фронта: W =
dx∗
dt
.
Справедлива следующая лемма (см. [6]).
Для каждого значения x∗(t) при фиксированном значении t ∈ (0;T ] существует
единственная величина W такая, что задача (4) имеет единственное решение
v˜(ξ, x∗). Из условия гладкого сшивания асимптотических представлений нулевого
порядка получаем следующее уравнение:
Φ(−)(0, x0) = Φ(+)(0, x0). (5)
Здесь учтено разложение функции x∗(t, ε) в ряд (3).
Условие А4. Пусть существует решение уравнения (5) с начальным условием
x0(0) = x00.
При выполнении условий А.1 – А.4, используя алгоритм Васильевой, можно
получить функции Un, Vn — асимптотическое представление произвольного порядка
n решения задачи (1), а также разложение (3) порядка n.
2. Верхнее и нижнее решения
Введем обозначения
x¯(t) =
n+1∑
i=0
εixi(t)− εn+1δ(t), ξ¯ = x−x¯(t)ε ;
x(t) =
n+1∑
i=0
εixi(t) + ε
n+1δ(t), ξ = x−x(t)
ε
.
Кривая x¯(t) делит область D¯ на подобласти D−up := {[0; x¯(t, ε)] × [0;T ]} и D+up :=
{[x¯(t, ε); 1] × [0;T ]}, а кривая x(t) – на подобласти D−low := {[0;x(t, ε)] × [0;T ]} и
D+low := {[x(t, ε); 1]× [0;T ]}.
В области D−up будем строить функции U
(−)
(x, ε) и V (−)(x, ε), в области D+up
— функций U (+)(x, ε) и V (+)(x, ε); аналогично для нижнего решения — функций
U (∓)(x, ε) и V (∓)(x, ε).
Функция δ(t) выбирается таким образом, чтобы выполнялись условия Н1 и Н3
для верхнего и нижнего решений.
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2.1. Верхнее и нижнее решения в случае одинаковых знаков
производных fv и gu
Если выполняются неравенстваA3.1 илиА3.2, верхнее и нижнее решения строятся
путем модификации асимптотических представлений решения Un+1 в порядке n+1 :
U
(∓)
= U
(∓)
n+1(ξ¯, ε) + ε
n+1
(
α(∓)(x) + q(∓)u(ξ¯, t)
)
+ εn+1p(∓)u(ζ∓, ε),
V
(∓)
= V
(∓)
n+1(ξ¯, ε) + ε
n+1
(
β(∓)(x) + q(∓)v(ξ¯, t)
)
+ εn+1p(∓)v(ζ∓, ε);
U (∓) = U (∓)n+1(ξ, ε)− εn+1
(
α(∓)(x) + q(∓)u(ξ, t)
)
+ εn+1p(∓)u(ζ∓, ε),
V (∓) = V (∓)n+1(ξ, ε)− εn+1
(
β(∓)(x) + q(∓)v(ξ, t)
)
+ εn+1p(∓)v(ζ∓, ε).
Здесь через U (∓)n+1(ξ¯, ε) обозначены асимптотические представления функций u(∓),
в которых аргумент ξ заменен на ξ¯, аналогичный смысл имеют обозначения V (∓)n+1(ξ¯, ε).
Функции α(x) и β(x) представляют собой модификацию регулярной части. Эти
функции являются решением системы уравнений
f¯ (∓)u (x)α
(∓) + f¯ (∓)v (x)β
(∓) = A; g¯(∓)u (x)α
(∓) + g¯(∓)v (x)β
(∓) = B, (6)
где A и B — положительные константы и введено обозначение
f¯
(∓)
u (x) = f(ϕ(v1,3(x), x), v1,3(x), x, 0); аналогичный смысл имеют обозначения f¯ (∓)v (x),
g¯
(∓)
u (x) и g¯(∓)v (x).
Если выполнены условия A3.1 или А3.2, то функции α(x) и β(x) принимают
положительные значения на отрезке x ∈ [0; 1].
Функции q(∓)u и q(∓)v устраняют невязки порядка εn+1, возникающие в результа-
те модификации регулярной части в неравенствах из условияН2, и эти неравенства
оказываются выполненными при выборе достаточно больших значений констант A
и B в равенствах (6).
Функции p(∓)u(ζ∓, ε) и p(∓)v(ζ∓, ε) подбираются таким образом, чтобы краевые
условия задачи (1) выполнялись точно, тогда условие Н4 оказывается выполнен-
ным.
Проверка условия упорядоченности осуществляется в полной аналогии с работой
[12]
2.2. Верхнее и нижнее решения в случае различных знаков
производных fv и gu
Если выполняются неравенстваA3.3 илиА3.4, верхнее и нижнее решения строятся
следующим образом:
U
(∓)
= U
(∓)
n+1(ξ¯, ε) + ε
nq
(∓)
1 u(ξ¯, t) + ε
n+1
(
α(∓)(x) + q(∓)2 u(ξ¯, t)
)
+ εn+1p(∓)u(ζ∓, ε),
V
(∓)
= V
(∓)
n+1(ξ¯, ε) + ε
nq
(∓)
1 v(ξ¯, t) + ε
n+1
(
β(∓)(x) + q(∓)2 v(ξ¯, t)
)
+ εn+1p(∓)v(ζ∓, ε);
U (∓) = U (∓)n+1(ξ, ε)− εnq(∓)1 u(ξ, t) + εn+1
(
−α(∓)(x) + q(∓)
2
u(ξ, t)
)
+ εn+1p(∓)u(ζ∓, ε),
V (∓) = V (∓)n+1(ξ, ε)− εnq(∓)1 v(ξ, t) + εn+1
(
−β(∓)(x) + q(∓)
2
v(ξ, t)
)
+ εn+1p(∓)v(ζ∓, ε).
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Функции q(−)1 u(ξ, t), q
(−)
1 v(ξ, t) являются решением следующей задачи:
q
(−)
1 u = ϕv
(
v˜
(
ξ
)
, x0
)
q
(−)
1 v;
∂2q
(−)
1 v
∂ξ
2 +
dx0
dt
∂q
(−)
1 v
∂ξ
− gu
(
ξ
)
q
(−)
1 u− gv
(
ξ
)
q
(−)
1 v = ±2δϕv
(
v˜
(
ξ
)
, x0
)
Φ(−), ξ < 0;
q
(−)
1 v(0, t) = p, q
(−)
1 v(−∞, t) = 0.
(7)
Здесь обозначено gu
(
ξ
)
= gu
(
ϕv
(
v˜
(
ξ
)
, x0
)
, v˜
(
ξ
)
, x0, 0
)
и аналогичный смысл имеет
обозначение gu
(
ξ
)
.
Знак «+» в правой части дифференциального уравнения из (7) ставится, если
выполнено условие А3.4, а если выполнено условие А3.3, то ставится знак «−».
Величина p в граничном условии при ξ = 0 задачи (7) выбирается таким обра-
зом, чтобы выполнялось условие Н3. Постановка задачи для функций q(+)1 u, q
(+)
1 v,
определенных при ξ ≥ 0 получается, если заменить в (7) верхние индексы «(−)» на
«(+)».
Функции α(x) и β(x) в случае выполнения условия А3.3 являются решением
системы уравнений
f¯ (∓)u (x)α
(∓) + f¯ (∓)v (x)β
(∓) = A; −g¯(∓)u (x)α(∓) + g¯(∓)v (x)β(∓) = B,
а если выполнено условие А3.4, эти функции суть решения системы
f¯ (∓)u (x)α
(∓) − f¯ (∓)v (x)β(∓) = A; g¯(∓)u (x)α(∓) + g¯(∓)v (x)β(∓) = B,
где A и B — положительные константы. В каждом случае α(x) и β(x) принимают
положительные значения на отрезке x ∈ [0; 1] в силу выполнения условия A3.
Функции q(∓)2 u и q
(∓)
2 v устраняют невязки порядка εn+1, возникающие в резуль-
тате модификации регулярной части в неравенствах из условия Н2.
Существование верхнего и нижнего решений задачи (1) позволяет доказать сле-
дующую теорему
Теорема 1. При выполнении условий А1-А4 для любых достаточно гладких
начальных функций u0(x), v0(x), лежащих между верхним U, V и нижним U, V
решениями:
U(x, t, ε) < u0(x) < U(x, t, ε), V (x, t, ε) < v0(x) < V (x, t, ε),
существует решение u(x, t, ε), v(x, t, ε) задачи (1), которое при любом t ∈ [0;T ]
заключено между этими верхним и нижним решениями и для которого функции
Un(x, t, ε), Vn(x, t, ε) являются равномерным в области D¯T : (x, t) ∈ [0; 1] × (0;T ]
асимптотическим приближением с точностью O(εn+1).
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Abstract. Investigations of initial boundary value problems for parabolic equations solutions are
an important component of mathematical modeling. In this regard of special interest for mathematical
modeling are the boundary value problem solutions that undergo sharp changes in any area of space.
Such areas are called internal transitional layers. In case when the position of a transitional layer changes
over time, the solution of a parabolic equation behaves as a moving front. For the purpose of proving
the existence of such initial boundary value problem solutions, the method of differential inequalities is
very effective. According to this method the so-called upper and lower solutions are to be constructed
for the initial boundary value problem. The essence of an asymptotic method of differential inequalities
is in receiving the upper and lower solutions as modifications of asymptotic submissions of the solutions
of boundary value problems. The existence of the upper and lower solutions is a sufficient condition
of existence of a solution of a boundary value problem. While proving the differential inequalities the
so-called ”quasimonotony” condition is essential. In the present work it is considered how to construct
the upper and lower solutions for the system of the parabolic equations under various conditions of
quasimonotony.
Keywords: parabolic equations system, internal transitional layer, differential inequalities method
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