An algebraic approach is formulated in the harmonic approximation to describe a dynamics of two-fermion systems, confined in three-dimensional axially symmetric parabolic potential, in an external magnetic field. The fermion interaction is considered in the form
I. INTRODUCTION
Symmetry breaking phenomena play important role in the interpretation of various physical properties of finite many-body systems, for example, such as nuclei [1] and metallic grains [2] . There exists a type of symmetry transformation that is specific for finite systems. This is a shape symmetry breaking, when a finite system, under varying external or internal parameters, exhibits the change of its shape. This change can be spontaneous, in the sense that the shape form is not imposed from outside, but the system acquires the chosen form because it is energetically profitable. Evidently, due to finite number of particles quantum fluctuations play essential role in the evolution of various properties of a system. Recent progress in nanotechnology opens a broad avenue to study the interplay between microscopic (quantum) and macroscopic (classical) scales in mesoscopic systems. If in a mesoscopic system several particles are confined by a one-body field, the dynamics of the one-body field governs the individual motion of the particles. A natural question is how this is changed if the particles are influenced by a two-body interaction in addition to the one-body field. How, for example, in a mesoscopic system with a few particles moving in one-body potential could be exhibited a symmetry breaking phenomenon due to two-body interaction, related to a shape transition driven by quantum fluctuations ? The answer on this question may shed light on the connection between a shape transition and a quantum phase transition [3] in finite many-body quantum systems, in general.
To study the combined role of one-body and two-body interactions on symmetry breaking phenomena, we shall concentrate on the simplest nontrivial case, namely, the interacting two-body system. Specifically, we focus on two identical charged particles (electrons) in a three-dimensional deformed harmonic oscillator potential under a perpendicular magnetic field (see, for example, [4] [5] [6] [7] ). It is noteworthy on the fact that semiconductor technology made possible to fabricate and probe such confined system at different values of the magnetic field [8, 9] . Consequently, it has stimulated numerous theoretical studies on two-electron quantum dots (QDs), so-called "artificial He atoms" (see for a recent review [10] [11] [12] ). For example, a circular dot at arbitrary values of the magnetic field was studied in various approaches in order to find a closed-form solution [13] [14] [15] . Being a simplest nontrivial system, QD He poses a significant challenge to theorists. Indeed, using a two-dimensional He QD model, one is able to reproduce a general trend for the first singlet-triplet (ST) transitions observed in two-electron QDs under a perpendicular magnetic field. However, the experimental positions of the ST transition points are systematically higher [9, 16] . The ignorance of the third dimension is the most evident source of the disagreement, especially, in vertical QDs [6, [17] [18] [19] .
The purpose of the present paper is to analyse correlation effects produced by a two-body interaction in most general form U M (r) = α M r −M (α M > 0, M > 0) on the evolution of the ground and excited states of two-fermion (two-electron) systems under a perpendicular magnetic field. Although accurate numerical results for such potentials can be obtained readily, analytical results are still sought even in this case, because they provide the physical insight into numerical calculations. Moreover, analytical results could establish a theoretical framework for accurate analysis of confined many-electron systems, where the exact treatment of a three-dimensional (3D) case becomes computationally intractable.
The content of the paper is following. In Sec.II we formulate a general two-body problem confined by a one-body potential. Specifically, we consider two identical charged particles (electrons) in the field of the three-dimensional harmonic oscillator, interacting via a twobody interaction U M (r) = α M r −M (α M > 0, M > 0). We show how the two-body Hamiltonian can be scaled, thus reducing the number of independent variables in the problem. This scale is related to an additional symmetry of the Hamiltonian function (G 4 group). Sec.III is devoted to the development of the algebraic approach to study shape transitions induced by the classical component of the total energy of two-electron system in a magnetic field.
The role of quantum fluctuations is discussed in Sec.IV. The comparison of the analytical results with numerical calculations [19] is presented Sec.V. Sec.VI summarizes briefly the main results. In Appendix some technical details of Sec.III are discussed.
II. MODEL
We consider the Hamiltonian
+ U(r j ) + U M (r) + H spin .
For the perpendicular magnetic field we choose the vector potential with gauge A = For our analysis it is convenient to employ a transformation of single-particle canonical
canonical variables of relative (r, p) and center-of-mass (r * , p * ) motions, respectively. In other words, m 12 → ((r * , p * ), (r, p)) = (m * , m) = m ⋄ ∈ M ⋄ where each element of set {p * , r * , p, r} belongs to R 3 , and the linear transformation is:
In general, for the two-electron problem in the magnetic field various authors employ the Planck constant (see, for example, [11] ) instead of L ⋄ . To compare effects produced by twobody interactions with different M, we have to use rescaled results. To this aim, considering a natural relation α M r −M ∼ ω, we introduce a following definition of the parameter L ⋄ :
where
and s is an auxiliary parameter. Next, we introduce the dimensionless constants (β, γ)
which yield the following relation
In particular, at M = 1 (the Coulomb interaction) we have β ≡ α/ǫ r (h M=1,−2s ≡ 1, see
Eq. (4)) and
where p ≈ 1.85 is defined by the values of parameters (m * /m e , ǫ r ). Thus, L ⋄ absorbs the scales related to the effective mass, confinement energy and dielectric properties of the system.
It is instructive to caryy our analysis in terms of following variables
for the scaled cylindrical coordinates. The quantities (m * , ω ρ , L ⋄ ) establish our basic physical units, and (E ⋄ , B ⋄ ) define the energy and magnetic strength units, respectively. The factor 2 in the definition of B ⋄ compensate the factor 1 2 appearing in the definition of A: A = 1 2 B × r.
As a result, we obtain for the system Hamiltonian
With the aid of a transformation l → k = λ + (l), where the lists l and k consist of the
we will study the Hamiltonian functions H * , H ⋄ and H = H(l, m 12 )
Hence, the trasformationκ − is the mapping (l, m 12 ) → (k, m ⋄ ), while the transformation Υ = υ * × υ maps the cylindrical coordinates-momenta onto the cartesian ones (υ * ≡ υ);
i.e., υ * : q * → (r * , p * ), υ : q → (r, p) where q ≡ (ρ, z, ϕ). If M * is a phase space associated with the cylindrical coordinate system, one has M * ∋ m c → Υ(m c ) ∈ M ⋄ . Hereafter, for the sake of simplicity, we drop (occurred in the function L M,s ) the index s in the notation of functions such as λ
We have l ∈ Ļ , k ∈ Ķ and Ķ = Ļ = R⊗R
is an automorphism of Ļ. The Hamiltonians H ⋄ , H * are determined as functions on the product of spaces N ⋄ = Ķ ⊗ M ⋄ and N * = Ķ ⊗ M * , respectively; while the Hamiltonian H is determined on the space
Taking into account the obvious relations
one obtains the inversion λ − of the mapping λ
The pair of transformations {κ
Here, we use the inversion of κ:
). The Poisson rules for the cylindrical coordinates take the form
where (m
In this case we exclude the singular points at which the coordinates ϕ, ϕ * are indefinite.
Before to conclude this section there are a few remarks in order. It is a common practice to approximate a total equilibrium energy (described by a Hamiltonian function) by using a finite number of terms of its Taylor series E tot = E (0) + E (2) + .... For many-body problems, the first term obtained within variational approaches is related to the classical equilibrium points upon the total energy surface of the full Hamiltonian. This is a macroscopic part of the energy, associated very often in quantum many-body approaches with a mean field energy (MF). The better the macroscopic part is calculated, to a lesser degree the higher order terms are essential. However, for finite quantum systems, quantum fluctuations about the MF solution are quite important, which are described by higher order terms. If the macroscopic term describes quite well two-body correlations, the harmonic approximation associated with the term E (2) is good enough.
To elucidate a scale related to the term E (2) , for the sake of discussion, let us consider the case M = 1. The estimation of E (2) , performed by means of dimensionless coordinates
and Eq. (9), defines the microscopic (quantum) scale
where Ω ∼ 1 and (q, p q , q * , p * ) = √ q ⋄ (q,p q ,q * ,p * ); and thus {q,
In our model, the macroscopic part can be estimated by means of the classical approach, omitting the contribution of the spin interaction in the Hamiltonian (10) . Finally, taking into account the contribution of quantum oscillations, we will include the contribution of the Zeeman interaction.
It appeares that the quantity q ⋄ (see Eqs. (7), (9)) characterizes the strength of the quantum effects over the classical ones. Indeed, at q ⋄ ∼ ( ω ρ /meV) 1/3 → 0 the contributions of the second and higher order terms in the Taylor expansion of the total energy are much smaller then a principle (macroscopic) part of the energy found by means of the minimization of the Hamiltonian function H.
A. Symmetries
According to the decomposition of a phase space M ⋄ = M CM ⊗M rel , the group of canonical symmetries G M⋄ factorizes onto the direct group product:
R a (ψ) is a rotation around vector a; Π = {E, P in } is the discrete group, where E is a neutral element, while P in · (r, p) = (−r, −p) is the inner parity operator.
The analysis of symmetries of a function H (or H ⋄ ) is desirable to study, considering the Hamiltonian as a function on the space N where N = N 12 or N = N ⋄ (see Eq. (16)).
Consequently, the concept of symmetry group is more convenient to formulate, studying the group of automorphisms Aut(N) of a space N = Ļ ⊗ M, constrained from the requirements of invariance of a symplectic two-form
In general (see, for example, a textbook [21] ), the simplecticity of Ω N is assured by the pair of conditions: (a) det ω(l, m) = 0 and (b) ω αβ,γ + ω βγ,α + ω γα,β = 0 for all α, β, γ and
Note that ω αβ are elements of a covariant skew symmetric tensor ω ≡ ω(l, m), fulfilling the 12 ) is a set of the canonical coordinates and ω =ω 12 , thenω
Due to validity of the relation dp a1 ∧ dr α1 + dp α2 ∧ dr α2 = L s (l) (dp α ∧ dr α + dp α * ∧ dr α * ) one finds Ω N⋄ (k, m ⋄ ) = k 6 α (dp α ∧ dr α + dp α * ∧ dr α * ),
Here Ω N⋄ =κ − * Ω N 12 is a pull back of Ω N 12 induced through the mappingκ 
Here Γ:
, and the rule (24) results from the condition
Thus, the right hand sides of Eqs. (20) and (23) are identical. The formula (24) provides a simple tool for study the group of symmetry.
In particular, let us consider Eq.(24) at the conditions
. (21)), and let
This formula expresses the condition of the invariance for Ω N :
induced through a factorization of the element g: g =ǧ •ĝ whereǧ ∈ Aut(K),ĝ ∈ Aut(M).
Assumptions thatǧ,ĝ are elements of a semidirect group product G ⋉ had been applied in Eq.(25). These elements are given in the following forms:
It results in the following rules of composition (multiplication) of
The group Aut(M) is the normal subgroup of
For the chain G F ⊂ G ⊂ G ⋉ one has:
(1) G is a group of automorphisms of (N, Ω N ), i.e. g ∈ G obeys the condition (25);
In general, neither the factorǧ, norĝ are elements of G (or G F ).
Let us consider the following two-dimensional transformations of the space N 12 :
Here, g a is an element of a group of linear symplectic transformations g b ∈ Sp(12, R). The transformation l → l a,b has also the linear and diagonal form:
To elucidate a physical interpretation of these transformations, all elements of list l a,b in the right hand side of Eq (28) have been replaced by their original physical values (see Eq. (15)).
The physical interpretation of transformations g a,b is much transparent, if one replaces
then the adjoint transformation
establishes the group of homeomorphisms Aut( 
The validity of the condition Eq.(25) in the case g ⋄,a,b (k, m ⋄ ) and
The obvious relation (∂ k 4 =m * H ⋄,s )(k, m ⋄ ) = 0 proves that the group G 4 = {g ⋄,a,1 : a ∈ R} establishes the symmetries of H ⋄ .
The physical interpretation of elements g ⋄,1,b is determined in the limit α M = 0, i.e., when
, where
invariant. We conclude that the elementŝ g ⋄,a,b : a ∈ R, b ∈ R form the asymptotic symmetry group for the Hamiltonian H ⋄ .
Thus, we proved that a symmetry group of the Hamiltonian system (
established by the direct group product:
where Sp(M ⋄ ) ⊂ Aut(M ⋄ ) results from the application of condition (25) for ω = ω ⋄ .
The physical interpretation of group G 4 follows from the invariance of parameters
Using these rules, we obtain
where x a ≡ĝ a1 ·x a . Thus, we can propose two different physical interpretations of symmetries
(I) if m * is an unknown parameter, the effective mass is established by the action of the group element g ⋄,a,1 : m * ≡ m 0 a 2 , where m 0 is a constant; while the physical value of parameter a is determined from the experimental data: III.
FAMILIES OF EQUILIBRIUM STATES
At fixed values of the integrals of motion p ϕ = p 0 , p ϕ * = p 0 * one is faced with a reduced
Hamiltonian dynamics of the rest of the canonical variables:
In other words, we have to solve the minimization problem for the reduced Hamiltonian dynamics with respect to the canonical variables of the reduced phase space. One obtains dH * = dE = (φ dp ϕ +φ * dp ϕ * )
The equilibrium points are determined by means of the following equations of motion
where q = z, ρ, ρ * , z * . As a result, we have six elementary conditions
These conditions provide the definition of the centre-of-mass energy Ȩ CM in E ⋄ unit.
Two nontrivial requirements are obtained for the relative motion which depends on (ρ, z)
coordinates. In particular, for z coordinate Eqs.(35) lead to the condition
We recall that s is the additional parameter, which is not fixed yet. Hereafter, in order to simplify analytical expressions at the equilibrium values of r, we take s = −1.
The condition (39) is fulfilled at: z = 0 and
where h M,k (x) is defined by Eq.(4). For ρ coordinate we obtain the following condition 
further studied as g A,u,v,M (p ϕ ) functions (g = ρ, z). Here, we also introduced the notation
Thus, there are two families of equilibrium states for the relative motion:
Note that the condition d 2 (u, v) > 0 restricts the lower limit of the magnetic field for the existence of the asymmetric states. These states could exist only for the condition
For the sake of illustration, we calculate the total classical energy for M = 1 (the Coulomb potential), defined by Eqs. (10, 12, 13) for fixed values of parameters (see Fig.1 ). Two asymmetric minima z = 0 of the Hamiltonian function (10) are exhibited on the energy surface for a given value of the angular momenta (p ϕ = 1) at the fixed values of the magnetic field (u) and the system (QD) size (v). For the fixed parameters the increase of the angular momentum value transforms two asymmetric minima (ρ, z) = (ρ A , ±z A ) to the symmetric one (ρ, z) = (ρ S , 0) which moves along the vertical line. We return to this point in next Section.
A. Asymmetric states
Let us focus on the family of equilibrium solutions for the asymmetric states. Eq. (42) determines the equilibrium energy of the relative motion
Here, the relative energy Ȩ A,u,v,M (x) as well as the centre-of-mass energy Ȩ CM (see, Eq. (38)) is defined in E ⋄ units. The equilibrium states create the energy hyper-surface in the threedimensional space of physical external parameters (u, v, p ϕ ). Evidently, this surface is bounded by the families of symmetric states. Our aim is to find a range of the parameters which determine the asymmetric states on the energy hypersurface of extreme states
To proceed we introduce the following function
With the aid of this function let us consider the ratio
Evidently, the condition G M (p ϕ , u, v) = 1 yields the solution z A = 0.
we call A u,v band. The ranges of the physical parameters u (for convenience, we consider the positive magnetic field u > 0; see below) and p ϕ are obtained from the inequality:
Points of the set
The maximal A u,v states are points of the intersection between A and S sets: Σ A = S∩A = ∂A,
i.e., the set Σ A closes the family of A states.
The inequality (48) can be resolved with respect to u or to p ϕ :
The transition point from the family of S states to the family A states signals on the spontaneous symmetry breaking with respect to the reflection (ρ, z) → (ρ, −z) at a fixed value of p u,M . We recall that, in general, the spontaneous symmetry breaking is associated with the symmetry breaking of the system's ground state, although the symmetries of the Hamiltonian hold true (cf [12] ). We are faced with the spontaneous breaking of the inner parity symmetry P in at the preserved integral of motion p ϕ =const. Thus, there is a coexistence of two families of states which we associate with two phases at a fixed value p ϕ , and the set 
It results in that the equilibrium values of the variable ρ = ρ S and the equilibrium energy Ȩ = Ȩ S have to be independent functions of the external parameter v:
It means that for the maximal states A u,v the Definition 1 serves as a constraint for the definition of values v = v * as a function of the p ϕ , u :
such that the transition from the family of S states to the family A u,v can be interpreted as the tendency of the z-vibration frequency for S state to approach zero.
All remaining S states are found applying to the elements of sets Σ A (u, v * ) the transfor-
We obtain a new set of independent variables (u, v, v * ) instead of the old one (u, v, p ϕ ). As a result, the above consideration enables to one to obtain the S family in the following way:
Definition 2. The space of S states is constructed from A u,v states considering a three-
We find immediately (
provides the states consistent with Definition 2. Namely,
determined by Eq.(51) turns to be the identity relation. Consequently, the expressions for S functions can be found employing the expressions for A functions with the aid of the rule
In particular, Eqs.(42,55) determine an equilibrium value ρ: ρ = ρ S (v * , M); hence,
From Eqs.(45,51,56), in the same manner, one obtains the energy of relative motion 
as a function of fixed parameters (p ϕ , u, M). In particular, for M = 1 there is a single real
As a result, for the equilibrium S states one obtains
The parametrization (u, v, v * , ǫ) or v * -parametrization is a key element which enables to one to elucidate the shape transition phenomenon. Assuming M = 1, v * = 3 and ρ = ρ S (3, 1) (see Eq. (57) By the analogy with the expression (45) for the energy of A states we include the index v which is a dummy parameter due to the condition Eq.(52).
C. Minimal states in the classical limit
In the classical limit, at fixed physical parameters (ω ρ , ω z ) of the confined system, (i.e., v = ω z /ω ρ is fixed), we search minimal energy states at a given value of the magnetic field (ω L ⇒ u = ω L /ω ρ ) with respect to the integrals of motion p ϕ , p ϕ * .
The energy of center-of-mass motion (38) is minimal at p ϕ * = 0. Evidently, it does not contribute to the total energy in the classical limit. Let p ϕ,min be a value of the orbital momentum p ϕ minimizing the relative motion energy. Eqs.(33,34) yield
Note that for the S states Eq. 
Thus, in the classical limit the ground states of the confined system (in particular, twoelectron QD) exhibit diamagnetic properties in the both phases:
For arbitrary values u, v, a collection formula (66) determines a single prescribed value of p ϕ for the minimal state. For v < 1 the ground state is the A minimal state. For v = 1 the ground state belongs to the A ∩ S. For 1 < v the ground state is the S state.
The family of minimal S states provides a simple relation between the strength of the magnetic field and the value of the total angular momentum L z : 9) ), and p ϕ = u (see, Eq.(66)) we have
Let us define the constant B ⋄ . Taking into account that
As a result, we obtain a magnitude of the magnetic field B • = B ⋄ = ∆B Lz→Lz+ which yields a change of the angular momentum on one Planck unit. For M = 1 (the Coulomb interaction) it gives
IV. VIBRATIONAL CORRECTIONS IN THE HARMONIC LIMIT
A. Normal modes in the classical limit
As it discussed above, in physical systems, a particle undergoes small oscillations around an equilibrium point. Let us introduce the deviation from equilibrium point q X (X = A, S): q = q X +q. As a result, the Hamiltonian function takes the form of the Taylor series
where the stability of the equilibrium solutions requires that the Hessian matrix (∂ α ∂ β Ḩ )(q 0 )
should be positively defined. Due to the axial symmetry of our system (ṗ ϕ = 0) the deviations are considered for elements of the subset q which form the SO(2) reduced phase space q = {ρ, z, p ρ , p z , ρ * , z * , p ρ * , p z * } (see Sec.II). Taking into account the equilibrium solutions Ȩ X (see Eqs.(38,45,58)) we obtain
where the index (n) denotes the approximation order for the potential function U X .
In order to analyse the stability of the classical equilibrium, we consider the vibrational modes in the harmonic limit n = 2 and introduce the following definitions
For the center-of mass-motion we find
For the family of A states we have the following matrix elements
, and ρ A , z A are given by Eq.(42).
We recall that the conditions: Eq.(44) and p ϕ ≤ p u,M (v) (see Eq.(51)), -determine the admissible domain of A states. At these conditions the matrix k A is well defined and yields the following eigenmodes Ω ±,A :
Thus, in terms of normal modes, for the A states we obtain
Note that the equilibrium S states are defined by the equilibrium parameter v * by means of the v * -parameterizations (see Eq.(58) and the following discussion in Sec.IIIB). The expansion (70) for the S states in (ρ, z)-representation has a diagonal form
Here, Ω α, * S ≡ Ω α, * S,u,v,M (v * ). Evidently, the expansion (70) of the S states (which approaching the maximal A u,v states) takes place around the equilibrium parameters of the confined system (v = ω z /ω ρ ) such as v = v * . In this case one of the normal modes Ω z, * S ≡ 0 (see Eq. (79)) and it follows that (a) for v * < v we have stable S states, which we denote as S + ;
(b) the condition v = v * defines the bifurcation point at a given value of the magnetic field ω L , which determines the subfamily of S denoted as S 0 ;
(c) the condition v < v * defines the unstable S states (saddle points) denoted as S − .
We name the points (a,b,c) as Rules I. In general, the condition v = v * defines a shape (phase) transition surface in the three-dimensional space (u, v, p ϕ ) (see also conclude that for u 0 < u and at the condition (51) one expects the asymmetric A states.
Taking into account quantum oscillations around the equilibrium classical ground states, we may expect a shape (phase) transition from S-to A-states at the magnetic field strength u > u 0 for orbital momenta p ϕ < p u,M (see Eq. (51)). Thus, if the system's parameters are subject to the condition q ⋄ < 1 , when the harmonic approximation is well justified, we predict a shape transtion from a lateral to a vertical localization of two confined fermions in a magnetic field. This general conclusion elucidates the shape transition in the excited state found for two-electron QDs in the magnetic field [7] . Indeed, this excited state is formed in the local potential minimum produced by the interplay of the parabolic three-dimensional confinement, the magnetic field and the Coulomb interaction.
B. Quantization of normal modes
To quantize normal modes of the classical Hamiltonian in the form h α (Ω α ) = , a = ±, ρ, z (80)
The phases ψ α provide the phase convention for states x α |n . We fix the phases by the conditions ψ α = ψ α * = 0.
In virtue of the Poisson rules (see, Eq. (22) and the text below Eq. (17)) and the representation (80) one obtains
Thus, the operatorsb α ,b † β obey the standard boson commutation relations with respect to the boson vacuumb α |0 = 0. As a result we havê
whereω is a positive parameter. The minimization of the energy Ȩω ρ,ωz
Σ α (Ω a 2 /ω α +ω a ) (2 k α + 1) with respect toω ρ ,ω z yields the result
Thus, the minimum exists only for Ω a 2 > 0.
It is noteworthy that the relation L z = p ϕ L ⋄ (see also Eq. (9)) provides a natural quantization of the orbital momentum:
In general, the total energy has the following form
where w ≡ (u, v, q ⋄ , M), and the number (n) defines the order of approximation. Here,
, where (k ρ , k z , k ρ * , k z * ) are harmonic oscillator quantum numbers (k a , k a * = 0, 1, . . .), and M S = 0, ±1 is a z-projection of the total spin of pair electrons.
The eigenenergies of the center-of-mass motion are defined as
For q ⋄ = 1 these energies are well-known Fock-Darwin ones (see, for example, [11] ). Taking into account Eq. (81), we have for the energy of relative motion in the harmonic limit (n = 2)
).
We recall, that the classical energy Ȩ X,u,v,M (p ϕ ) for X = A, S are defined by Eqs.(45,64), respectively. The normal modes Ω α,X for X = A, S are defined by Eqs.(74,78), respectively.
V. ANALYSIS OF RESULTS
For the sake of illustration of general results obtained for the potential U M (r) =
we consider the most studied case of M = 1 (the Coulomb potential).
We compare our analytical results with the numerical results obtained previously for the three-dimensional two-electron QDs [19] for different q ⋄ values. This analysis will allow also to illuminate the details of the interplay between the classical and quantum mechanical dynamics in realistic samples.
A. Classical limit
First, let us discuss the equilibrium classical energy Ȩ S,u,v,M=1 (p ϕ ) (see Eq.(64)) for the S states. Evidently, for v 1 the right region on the surface (u, p ϕ ) restricted by the line 2 is associated with the stable A-states, according to the Rules I c.
For the QD size v 2 , defined by the condition v 2 ≤ v * = 4, the admissible domain of values on the (u, p ϕ )-surface is defined by the lower limit which is the line "minimal band" and the upper limit which is the line 4. Again, the Rules I are applied to distinguish stable S-and A-states for the QD size v 2 .
B. Validity of the model: a comparison with numerical calculations
The ground state energy of a QD, as a function of magnetic field, is studied by means of single-electron capacitance spectroscopy or by single-electron tunneling spectroscopy (see for review [9] ). At low temperature ∼ 100 mK, a large electrostatic charging energy prevents the flow of current and, therefore, the dot has a fixed number of electrons. Applying a gate voltage to the contacts brings the electro-chemical potential of the contacts in resonance with the energy µ(N) that is necessary for adding the N-th electron, tunneling through the barrier, into the dot with N − 1 electrons. As a result, one observes experimentally kinks in the additional energy
is an electrochemical potential and E(N) is the total ground state energy of an N-electron dot. For N = 2 we have:
where X ≡ X(u, v, m, q ⋄ , M) is defined in Eq.(83). In order to define the quantum number M S we have to take into account the Pauli principle. The spatial symmetry of wave function Ψ(x 1 , x 2 ) under the permutation of electrons is determined by the phase factor (−1) m+kz .
We consider a standard situation, when the confinement in z direction is much stronger than the lateral one, i.e., ω z ≫ ω ρ . Therefore, the lowest quantum numbers for the z-confinement are important only for the ground state transitions of the QD in the magnetic field [19, 20] .
For k z = 0 the total wave function is antisymmetric, if (−1)
determines quantum number M S of the minimal antisymmetric states.
As it is discussed in Sec.I, the quantity q ⋄ defined in Eq. (8) 
Since the exact analytical form of Ω z,S is unknown in general, we obtain the result with the aid of the v * parametrization Ω z, * S (see Eq. (79)),
, 
Note that the function δu → −Ω z,ū+δu,v (p m ) defines curves which are similar to a "λ" letter.
As a result, the derivative (
It proves that the harmonic approach is broken down in the domain |δu| ≪ 1. More precisely, the assumption that Ȩ
tot,k,k * (w) is an estimation of functions Ȩ Evidently, the decrease of the q ⋄ -factor leads to the the increase of accuracy of the harmonic approximation. We found that the analytical results describe quite well the results of numerical diagonalization procedure [19] with q ⋄ | M =1 = 0.68 (see Fig.4(b) ). It appears that in these calculations the classical effects dominate in the dynamics of the realistic twoelectron QDs under values of the magnetic fields available in experiments. The model allows also to trace small quantum fluctuations in a strong classical limit (see Fig.4(c) ). In above considered cases the ground state energy is defined by S-states.
C.
A comparison of additional energy spectra E add for different M .
The question remains to answer is what will happen at the transformation M → M ′ ?
The physically correct form of transformations is obtained considering the following symplectomorphisms of (N ⋄ , Ω N⋄ ):
The corresponding transformations group G 7 = {ĝ a : a ∈ R + } obeys the following rules:
Since the map (N ⋄ , Ω N⋄ ) is not convenient to use for the comparison of physical results, it is instructive to study the group G 7 as the transformation group of the original map 
We recall that l 6 = α M and z = 2 α M /(M s m * ω ρ 2 ). When the group action is pull back with the aid of the transformation (β, γ) → (α M , m * ), determined by Eq.(5), onto the coordinates (γ, β, M), one finds,
In order to exhibit the group theoretical structure of this relation, we apply the substitution In order to compare results for different potentials, we will study a sequence of lists l k obtained by choosing a few values M k , M 1 = 1 and G 7 action:
Since, the mathematical model is constructed with the aid of parameters k, we have:
This trick enables to us to trace the evolution of harmonic quantum effects with the For a better visualization, the additional energies E add (a vertical axis) have been multiplied by the factor g M : g M == 3/(1 + M/2) (g 1 = 1) resulting from the formula of minimal states:
The effect of vibrations is most visible for the potential with the larger M. Indeed, the deeper is the potential, the larger is the amplitude of vibrations. The magnetic field diminishes quantum fluctuations. The potentials with M = 1, 3 tend asymptotically to the classical limit ∼ 3/2 at large magnetic fields, while the quantum fluctuations are still strong for the potential with M = 6. Thus, the developed model provides a relatively simple way to analyse a full 3D-dynamics of two fermions interacting by means of the potential
under the perpendicular magnetic field.
VI. SUMMARY
We formulated the algebraic approach in order to study classical and quantum correlations in two-fermion systems confined by the 3D axially-symmetric parabolic potential in the harmonic approximation. The system dynamics is governed by the interplay between the two-body interaction in the form U M (r) = α M r −M (α M > 0, M > 0), the confinement potential and the external magnetic field. For this problem we suggest the scaling symmetry Our analysis reveals the coexistence of different shapes which under certain conditions may transform from one to another. Indeed, the interplay between classical and quantum correlations may lead to a shape transition from a lateral to a vertical localization of the confined electrons due to diminishing of quantum fluctuations under certain choice of the system parameters. Such a transition is accompanied by a spontaneous symmetry breaking of the inner parity symmetry P in at the preserved integral of motion p ϕ =const. This general result is nicely supported by exact numerical calculations for the case of the Coulomb interaction [7, 12] .
In order to find a general solution of Eq.(59) for an arbitrary value M we recall that: i) the family A states is subject to the condition (44); ii) the border line for the onset of the family maximal A u,v states is defined by Definition 1. These conditions lead to the conclusion that the function v * obeys the inequality v * 2 < 1 + u 2 for all values u, p ϕ identically. To proceed further let us to introduce the following notations
In virtue of these definitions, Eq.(59) can written in the following form
Let us precede the analysis of Eq.(A2) by the discussion of some symmetry of F identifying F withF (a, y) = (a, F a (y)) and assuming that (a, y) ∈ R + ⊗ [0, 1] = D. Letf ± (a, y) = (a, f ± (a, y)) and φ be transformation φ :f ± →f ∓ given byf ∓ (a, y) = φ(f ± )(a, y) = (a, f ± a (1/a, 1 − y)); hence if f ± (a, y) ∈ R + thenf ± = φ(f ∓ ) = φ • φ(f ± ). Since φ(F ) =F , so φ is the symmetry. The transformation φ decomposes: φ(f ) = P •f • R, where P (a, y) = (1/a, y 1/a ), R(a, y) = (1/a, 1 − y) and P • P = R • R = id D ; hence, inverting both sides of equationF ∓ = φ(F ± ), (F + ≡F − ), one finds 
The geometric interpretation of components G 
Applying G − a = φ * (G + ) (see also Eq.(A5)), one obtains
where the parameter a depends on M, in the accordance with Eq.(A3). In the physical case 
where the coefficients d 
)).
The sequence generated by d determines a list: {{k 1 k−k 1 }, {k 1 k−k 1 − 1 1}, . . . , {k 1 1 k−k 1 }}.
Evidently, the constraint k 1 = const is consistent with the applied ordering, which makes this list to be complete. 
for the calculation of the coefficients a * . Employing this recurrent relations for coefficients a k of series F a (y): a k = (−1)
where (t) k is a Pochhammer symbol.
In some cases the series G 
