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Abstract
A central Sturmian word, or simply central word, is a word having two coprime periods p and q and
length equal to p+q−2.We consider sets of central words which are codes. Some general properties
of central codes are shown. In particular, we prove that a non-trivial maximal central code is inﬁnite.
Moreover, it is not maximal as a code.A central code is called preﬁx central code if it is a preﬁx code.
We prove that a central code is a preﬁx (resp., maximal preﬁx) central code if and only if the set of its
‘generating words’ is a preﬁx (resp., maximal preﬁx) code. A suitable arithmetization of the theory is
obtained by considering the bijection , called ratio of periods, from the set of all central words to the
set of all positive irreducible fractions deﬁned as: () = 1/1 and (w) = p/q (resp., (w) = q/p)
if w begins with the letter a (resp., letter b), p is the minimal period of w, and q = |w| − p + 2. We
prove that a central code X is preﬁx (resp., maximal preﬁx) if and only if (X) is an independent
(resp., independent and full) set of fractions. Finally, two interesting classes of preﬁx central codes
are considered. One is the class of Farey codes which are naturally associated with the Farey series;
we prove that Farey codes are maximal preﬁx central codes. The other is given by uniform central
codes. A noteworthy property related to the number of occurrences of the letter a in the words of a
maximal uniform central code is proved.
© 2005 Elsevier B.V. All rights reserved.
Keywords: Sturmian word; Code; Central word
 The work for this paper has been supported by the Italian Ministry of Education under Project COFIN 2003 -
Linguaggi Formali e Automi: metodi, modelli e applicazioni.
∗ Corresponding author. Dipartimento di Matematica e Informatica dell’Università di Perugia, via Vanvitelli 1,
06123 Perugia, Italy.
E-mail addresses: carpi@dipmat.unipg.it (A. Carpi), aldo.deluca@dma.unina.it (A. de Luca).
0304-3975/$ - see front matter © 2005 Elsevier B.V. All rights reserved.
doi:10.1016/j.tcs.2005.03.021
A. Carpi, A. de Luca / Theoretical Computer Science 340 (2005) 220–239 221
1. Introduction
Sturmian words are inﬁnite sequences of symbols taken from a ﬁnite alphabet which are
not eventually periodic and have the minimal possible value for the subword complexity,
i.e., for any integer n0 the number of the subwords of length n of any Sturmian word is
equal to n+1. Sturmian words are of great interest both from the theoretical and applicative
point of view, so that there exists a large literature on the subject. We refer to the recent
overviews on Sturmian words by Berstel and Séébold [4, Chapter 2] and by Allouche and
Shallit [1, Chapters 9–10].
A geometrical deﬁnition of a Sturmian word is the following: consider the sequence of
the cuts (cutting sequence) in a squared-lattice made by a ray having a slope which is an
irrational number. A horizontal cut is denoted by the letter b, a vertical cut by a and a cut
with a corner by ab or ba. Sturmian words represented by a ray starting from the origin are
usually called standard or characteristic.
The most famous Sturmian word is the Fibonacci word
f = abaababaabaababaababaabaababaabaab · · · ,
which is the limit of the sequence of words (fn)n0, inductively deﬁned as
f0 = b, f1 = a, and fn+1 = fnfn−1 for n1 .
Standard Sturmian words can be equivalently deﬁned in the following way which is a
natural generalization of the deﬁnition of the Fibonacci word. Let c0, c1, . . . , cn, . . . be any
sequence of integers such that c00 and ci > 0 for i > 0. We deﬁne, inductively, the
sequence of words (sn)n0, where
s0 = b, s1 = a, and sn+1 = scn−1n sn−1 for n1 .
The sequence (sn)n0 converges to a limit s which is an inﬁnite standard Sturmian word.
Any standard Sturmian word is obtained in this way.We shall denote by Stand the set of all
the words sn, n0 of any standard sequence (sn)n0. Any word of Stand is called ﬁnite
standard Sturmian word, or generalized Fibonacci word.
In the study of combinatorial properties of Sturmianwords a very important role is played
by the set PER of all palindromic preﬁxes of all standard Sturmian words. The words of
PER have been called central Sturmian words, or simply central words, in [4]. It has been
proved in [6] that a word is central if and only if it has two coprime periods p and q and
length equal to p + q − 2.
In this paper, we consider sets of central words which are codes, i.e., bases of free
submonoids of {a, b}∗. There are several motivations for this research. From the theoretical
point of view central codes have interesting combinatorial properties. In particular, a suitable
arithmetization of the theory can be given. Moreover, the words of a central code are
palindromes which satisfy some strong constraints which can be useful for the applications
(coding with constraints [10], error correcting codes). Finally, we believe that these codes
can be of some interest in discrete geometry (for instance to represent polygonals in a
discrete plane).
In Section 4 some general properties of central codes are shown. In particular, we prove
that a non-trivial maximal central code X is PER-complete, i.e., any central word is a factor
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of a word of X∗. As a consequence of this proposition and of some technical lemmas, we
prove that a non-trivial maximal central code is inﬁnite. Moreover, it is not maximal as a
code.
In Section 5, we consider preﬁx central codes, i.e., central codes such that no word of the
code is a preﬁx of another word of the code. We prove that a central code is a preﬁx (resp.,
maximal preﬁx) central code if and only if the set of its ‘generating words’ is a preﬁx (resp.,
maximal preﬁx) code. A suitable arithmetization of the theory is obtained by considering
the bijection , called ratio of periods, from the set of all central words to the set I of all
positive irreducible fractions deﬁned as: () = 11 and (w) = p/q (resp., (w) = q/p) if
w begins with the letter a (resp., letter b), p is the minimal period ofw, and q = |w|−p+2.
A suitable derivation relation on the set I is introduced. A subset H of I is called
independent if no fraction of the set can be derived from another one. A subset H of I is
called full if for any element p/q of I either from p/q one can derive an element of H or
there exists an element ofH from which one can derive p/q.
We prove that a central code X is preﬁx (resp., maximal preﬁx) if and only if (X) is an
independent (resp., independent and full) set of fractions.
In Section 6, we consider for any positive integer n the set n of all central words w
having minimal period p, q = |w|−p+2n+1, and |w|n. One can prove that for each
n, n is a maximal preﬁx central code called the Farey code of order n since it is naturally
associated with the Farey series of order n.
Finally, in Section 7, we consider the class of uniform central codes. A central code is
uniform of order n if all the words of the code have length equal to n. For any n the maximal
uniform central code of order n is given by Un = PER ∩ {a, b}n.
The following noteworthy property, related to the number of occurrences |w|a of the letter
a in a word w of a maximal uniform central code Un, is proved: for any k, 0kn there
exists a (unique) word w ∈ Un such that |w|a = k if and only if gcd(n+ 2, k + 1) = 1.
2. Preliminaries
Let A be a ﬁnite non-empty set, or alphabet, andA∗ the free monoid generated by A. The
elements of A are usually called letters and those of A∗ words. The identity element of A∗
is called empty word and denoted by . We set A+ = A∗ \ {}.
A word w ∈ A+ can be written uniquely as a sequence of letters as w = w1w2 · · ·wn,
with wi ∈ A, 1 in, n > 0. The integer n is called the length of w and denoted |w|. The
length of  is 0. For any w ∈ A∗ and a ∈ A, |w|a denotes the number of occurrences of the
letter a in w.
Let w ∈ A∗. The word u is a factor (or subword) of w if there exist words p, q such that
w = puq. A factor u of w is called proper if u = w. If w = uq, for some word q (resp.,
w = pu, for some word p), then u is called a preﬁx (resp., a sufﬁx) of w. For any w ∈ A∗,
we denote by Factw, the sets of its factors.
For any X ⊆ A∗, we set
FactX = ⋃
u∈X
Fact u.
An element of FactX will be also called a factor of X.
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A set X is called dense if any word of A∗ is a factor of X. A set which is not dense is
called thin. If X is a ﬁnite set we denote by (X) the maximal length of the words of X. Any
word of A∗ of length greater than (X) is not a factor of X, so that X is thin.
Let Y ⊆ A∗. A set X is calledY-complete if Y ⊆ FactX∗. A set X which is A∗-complete,
i.e., such that X∗ is dense, is called simply complete.
Let p be a positive integer. A word w = w1 · · ·wn, wi ∈ A, 1 in, has period p if the
following condition is satisﬁed: for all 1 i, jn,
if i ≡ j (mod p), then wi = wj .
From the deﬁnition one has that any integer q |w| is a period of w. As is well known, a
word w has a period p |w| if and only if there exist words u, v, s such that
w = us = sv , |u| = |v| = p .
We shall denote by w the minimal period of w. We can uniquely represent w as
w = rkr ′ ,
where |r| = w, k1, and r ′ is a proper preﬁx of r. We shall call r the fractional root or,
simply, root of w.
Let w = w1 · · ·wn, wi ∈ A, 1 in. The reversal of w is the word w∼ = wn · · ·w1.
One deﬁnes also ∼ = . A word is called palindrome if it is equal to its reversal.
A code X over a given alphabet A is the base of a free submonoid of A∗, i.e., any non-
empty word of X∗ can be uniquely factorized by words of X (cf. [3]). A code X over A is
preﬁx (resp., sufﬁx) if no word of X is a preﬁx (resp., sufﬁx) of another word of X. A code
is bipreﬁx if it is both preﬁx and sufﬁx. A code X over the alphabet A is maximal if it is
not properly included in another code on the same alphabet. As is well known any maximal
code is complete. Conversely, a thin and complete code is maximal.
A preﬁx code is amaximal preﬁx code if it is not properly included in another preﬁx code
on the same alphabet.
The following two lemmas will be useful in the sequel.
Lemma 1. Let X be a code over the alphabet A and w ∈ A∗ be a word having root . If
 ∈ FactX∗, then X ∪ {w} is a code.
Proof. Suppose that Y = X ∪ {w} is not a code. There would exist h, k > 0 and words
y1, . . . , yh, y
′
1, . . . , y
′
k ∈ Y such that y1 = y′1 and
y1 · · · yh = y′1 · · · y′k .
Since X is a code and w does not belong to FactX∗, one easily derives that w has to occur
in both sides of the previous equation, i.e., there exist minimal positive integers i and j such
that w = yi = y′j . Setting u = y1 · · · yi−1 and v = y′1 · · · y′j−1, one has
uw = vw
with u, v ∈ X∗, u = v, and ,  ∈ Y ∗.
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With no loss of generality, we can assume |u| > |v|. Then one has u = v, w = w,
 ∈ A+. From this latter equation one obtains
w = w	
with 	 ∈ A+. This equation shows that || is a period of w and then of w, so that || ||.
Thus,  is a preﬁx of  and, consequently a factor of u = v. Hence  ∈ FactX∗, which is
a contradiction. 
Lemma 2. Let X be a preﬁx code over the alphabet A and w ∈ A∗ be a word such that
wA∗ ∩X∗ = ∅. Then Y = X ∪ {w} is a code.
Proof. Suppose thatY is not a code. There would exist h, k > 0 and words y1, . . . , yh, y′1,
. . . , y′k ∈ Y such that y1 = y′1 and
y1 · · · yh = y′1 · · · y′k .
Since X is preﬁx one has y1 = w or y′1 = w. Without loss of generality, we may suppose
that y1 = w. Since wA∗ ∩ X∗ = ∅ there exists j2 such that y′1, . . . , y′j−1 ∈ X and
y′j = w. Hence, one has y′1 · · · y′j−1 = u ∈ X+ and
uw = wv, with v ∈ A∗ .
Let n be a positive integer such that |un| |w|. One has unw = wvn so that un = w	 for a
suitable 	 ∈ A∗. Thus, wA∗ ∩X∗ = ∅, which is a contradiction. 
3. Central words
In the study of combinatorial properties of Sturmian words a crucial role is played by
the set PER of all ﬁnite words w having two periods p and q such that gcd(p, q) = 1 and
|w| = p + q − 2. We assume that  ∈ PER (this is formally coherent with the deﬁnition if
one takes p = q = 1)
The set PER was introduced in [6] where its main properties were studied. In particular,
it has been proved that PER is equal to the set of the palindromic preﬁxes of all standard
Sturmian words. The words of PER have been called central in [4].
As is well known, central words are in a two-letter alphabet {a, b} that, in the sequel, will
be denoted by A.
The set PER has remarkable structural properties. The set of all ﬁnite factors of all
Sturmian words equals the set of factors of PER. Moreover, the set Stand of all ﬁnite
standard Sturmian words is given by
Stand = A ∪ PER{ab, ba} . (1)
Thus, any ﬁnite standard Sturmianwordwhich is not a single letter is obtained by appending
ab or ba to a central word.
The following useful characterization of central words is a slight generalization of a
statement proved in [5] (see also [8]). We report the proof for the sake of completeness.
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Proposition 3. A word w is central if and only if w is a power of a single letter of A or it
satisﬁes the equation:
w = w1abw2 = w2baw1 (2)
withw1, w2 ∈ A∗.Moreover, in this latter case,w1 andw2 are central words, p = |w1|+2
and q = |w2| + 2 are coprime periods of w, and min{p, q} is the minimal period of w.
Proof. In view of the results of [5, Lemma 4], it is sufﬁcient to prove that any word w
satisfying Eq. (2) is a central word. Indeed, in such a case,w has the two periodsp = |w1ab|
and q = |w2ba|, and |w| = p + q − 2. Moreover, gcd(p, q) = 1. In fact, suppose that
gcd(p, q) = d2. By the theorem of Fine and Wilf (see, e.g., [9]) the word w will have
the period d. Thus, w1ab = zp/d and w2ba = zq/d , where z is the preﬁx of w of length d.
We reach a contradiction since from the ﬁrst equation the last letter of z has to be b, while
from the second equation it has to be a. Since p and q are coprime, the word w is central.
Finally, we observe that since w is palindrome, w1 and w2 are palindromes and preﬁxes
of a central word, so that they are central words. 
The following corollary will be useful in the sequel.
Corollary 4. If w ∈ PER has the factor xn with x ∈ A and n > 0, then xn−1 is a preﬁx
(and sufﬁx) of w.
Proof. We can assume, with no loss of generality, that x = a. If w is a power of a letter,
the statement is trivially true. If, on the contrary, w is not a power of a letter, then by
Proposition 3, w = w1abw2 = w2baw1 with w1, w2 ∈ PER. The word an is a factor of
w2 or of w1 or a preﬁx of aw1. In the ﬁrst two cases, by making induction on the length of
|w|, we can assume that w2 or w1 has the preﬁx an−1; in the third case, w1 has the preﬁx
an−1. Thus, in all cases, an−1 is a preﬁx of w. 
For any word w we denote by w(−) the shortest palindrome having the sufﬁx w. The
word w(−) is called the palindromic left-closure of w. For any set of words X, we set
X(−) = {w(−) | w ∈ X}.
The following lemmas were proved in [5].
Lemma 5. For any w ∈ PER, one has (aw)(−), (bw)(−) ∈ PER. More precisely, if w =
w1abw2 = w2baw1, then
(aw)(−) = w2baw1abw2 , (bw)(−) = w1abw2baw1 .
If w = xn with {x, y} = A, then (xw)(−) = xn+1, (yw)(−) = xnyxn.
Lemma 6. Let u,w ∈ PER and x ∈ A. If ux is a preﬁx of w, then also (xu)(−) is a preﬁx
of w.
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By Proposition 3 and Lemma 5 one easily derives that if u = (xw)(−) with w ∈ PER
and x ∈ A, then
|u| = u + |w| . (3)
The following method to generate central words was introduced in [5]. By the preceding
lemma, we can deﬁne the map

 : A∗ → PER
as follows: 
() =  and for all v ∈ A∗, x ∈ A,

(vx) = (x
(v))(−) .
The map 
 : A∗ → PER is a bijection. The word v is called the generating word of 
(v).
One has that for all v, u ∈ A∗

(vu) ∈ A∗
(v) ∩ 
(v)A∗ . (4)
Example 7. Let w = abba. One has

(a)= a ,

(ab)= aba ,

(abb)= ababa ,

(abba)= ababaababa .
As usually, one can extend 
 to the subsets of A∗ by setting, for all X ⊆ A∗, 
(X) =
{
(x) | x ∈ X}. In particular, one has 
(aA∗) = PERa and 
(bA∗) = PERb, where
PERa = PER ∩ aA∗ and PERb = PER ∩ bA∗ .
Let I be the set of all irreducible positive fractions. We consider the map  : PER→ I,
called the ratio of periods, deﬁned as follows: let w ∈ PER \ {ε}, p be the minimal period
of w, and q = |w| + 2− p. We set
(w) = p/q if w ∈ PERa , (w) = q/p if w ∈ PERb .
Moreover,
(ε) = 11 .
As is well known [5] the map  is a bijection.
We recall that for allw ∈ PER, the numbers |w|a + 1 and |w|b + 1 are coprime.Moreover
the function  : PER→ I deﬁned, for any w ∈ PER, by
(w) = |w|b + 1|w|a + 1
is a bijection [2], called slope. Since  and  are both bijections, the values of each of them
is determined from the other.
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We introduce in I the binary relation⇒ deﬁned as follows: for p/q, r/s ∈ I, one sets
p
q
⇒ r
s
if pq , r ∈ {p, q} , s = p + q ,
or pq , s ∈ {p, q} , r = p + q .
One easily veriﬁes that the graph of this relation is a complete binary tree with root 11 . We
denote by ⇒∗ the reﬂexive and transitive closure of ⇒. For instance, one has 12 ⇒ 23 ⇒
2
5 ⇒ 57 , so that 12 ⇒∗ 57 .
From Lemma 5 one derives that for any w,w′ ∈ PER one has
(w)⇒ (w′) if and only if w′ = (xw)(−) , with x ∈ A . (5)
We say that a subset H of I is independent if for any pair of fractions p/q, r/s ∈ H such
that p/q ⇒∗ r/s one has p/q = r/s. A subset H of I is full if for any fraction p/q ∈ I
there exists a fraction r/s ∈ H such that p/q ⇒∗ r/s or r/s ⇒∗ p/q.
One introduce the Farey map Fa =  ◦ 
. Thus for any x ∈ A∗ one has Fa(x) =
(
(x)) ∈ I. Since  and 
 are bijections, also Fa will be so.
Lemma 8. Let x, x′ ∈ A∗. One has that Fa(x)⇒∗ Fa(x′) if and only if x is a preﬁx of x′.
Proof. It is sufﬁcient to prove that for any pair ofwords x, x′ ∈ A∗, one has Fa(x)⇒ Fa(x′)
if and only if x′ ∈ xA.
We suppose that x ∈ aA∗ (the case where x ∈ bA∗ or x = ε can be dealt with similarly).
We set Fa(x) = p/q. Therefore, by Eq. (5),
{Fa(xa),Fa(xb)} =
{
p
p + q ,
q
p + q
}
.
Thus, p/q ⇒ Fa(x′) if and only if Fa(x′) ∈ {Fa(xa),Fa(xb)}. Since Fa is a bijection, this
last condition is equivalent to x′ ∈ xA. 
Corollary 9. A set X ⊆ A+ is a preﬁx code if and only if Fa(X) is an independent set.
Proof. Let x and x′ be two distinct elements of X. By the previous lemma, x is a proper
preﬁx of x′ if and only if Fa(x)⇒∗ Fa(x′). This implies that X is a preﬁx code if and only
if Fa(X) is an independent set. 
Corollary 10. A preﬁx code X ⊆ A∗ is maximal if and only if Fa(X) is a full set.
Proof. A preﬁx code X is maximal if and only if for any word w ∈ A∗ there exists a word
x ∈ X such that either w is a preﬁx of x or x is a preﬁx of w. By Lemma 8 this occurs if and
only if Fa(w)⇒∗ Fa(x) or Fa(x)⇒∗ Fa(w). This implies that X is a maximal preﬁx code
if and only if Fa(X) is a full set. 
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4. Central codes
In this section we shall consider sets of central words which are codes. These codes,
which are in a two-letter alphabet, will be called Sturmian central codes or, simply, central
codes.
For instance the sets X1 = {a, b}, X2 = {b, aa, aba}, X3 = {aa, aabaa, babbab}, and
X4 = {b2} ∪ (ab)∗a are central codes.
Proposition 11. A central code is thin.
Proof. This is a consequence of the fact that the set PER is thin. Indeed, for instance, as is
well known, the word aabb is not a factor of any Sturmian word. 
A central code is maximal if it is not properly included in another central code. By using
a classical argument based on the Zorn property, which is satisﬁed by the family of central
codes, one easily derives that any central code is included in a maximal central code.
Proposition 12. A maximal central code is PER-complete.
Proof. Let X be a maximal central code. By contradiction, suppose that there exists a word
f ∈ PER such that f ∈ FactX∗. Let p be the minimal period of f and q = |f |−p+ 2. If v
is the generating word of f, by Eqs. (5) and (4) one derives that there exist letters x, y ∈ A
such that g = 
(vxy) ∈ PER has minimal period p + q and preﬁx f. Thus, f is a preﬁx
of the root  of g, so that  ∈ FactX∗. By Lemma 1, X ∪ {g} should be a code which is
central, contradicting the maximality of X as central code. 
Now, we shall prove (cf. Corollary 18) that the unique ﬁnite maximal central code is A.
We need some preliminary technical lemmas.
Lemma 13. Let X be a central code and u ∈ A∗. The following statements hold:
(1) If baau ∈ X∗, then b ∈ X and aau ∈ X∗.
(2) If X = A and aba3u ∈ X∗, then aba ∈ X and aau ∈ X∗.
Proof. If baau ∈ X∗, there exist v ∈ X∗ and x ∈ X such that
baau = xv .
By Corollary 4 no central word has the preﬁx baa so that x is necessarily a proper preﬁx of
baa. Hence, since X is a central code, x = b and v = aau ∈ X∗.
If aba3u ∈ X∗, there exist v ∈ X∗ and x ∈ X such that
aba3u = xv .
By Corollary 4 no central word has the preﬁx aba3 so that x is necessarily a proper preﬁx
of aba3, i.e., x = aba or a. In the ﬁrst case, v = aau ∈ X∗. In the second case, v = ba3u
so that, by Statement 1 one has b ∈ X, i.e., X = A. 
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Lemma 14. Let X be a ﬁnite PER-complete central code. Then a ∈ X or b ∈ X.
Proof. Consider the word
w = (aab)naaa(baa)n
with 3n(X). As one easily veriﬁes, w = 
(a2bna), so that w ∈ PER. Since X is PER-
complete, there exist words ,  ∈ A∗ such that w ∈ X∗. We have to distinguish three
cases:
(1) (aab)na, aa(baa)n ∈ X∗,
(2) (aab)naa, a(baa)n ∈ X∗,
(3) (aab)n = ′u, (baa)n = v′ with x = uaaav ∈ X, ′, ′ ∈ X∗, u, v ∈ A∗.
Let us consider Case 1. If a ∈ X, then the statement is true. Thus suppose a ∈ X. Since
(X)3n one derives that the ﬁrst factor in the X-factorization of aa(baa)n, which has
to be a palindrome, has the form
aa(baa)i
with 0 i < n. This implies that (baa)n−i ∈ X∗. By Lemma 13 one derives b ∈ X.
Case 2 can be dealt with symmetrically.
Now let us consider Case 3. As x ∈ PER has the factor aaa, by Corollary 4 it must have
the sufﬁx aa. Since (baa)n = v′ and |v| < (X)3n, one derives v = (baa)i with
0 i < n. This implies that ′ = (baa)n−i ∈ X∗. By Lemma 13 one obtains again b ∈ X.

Lemma 15. Let X be a ﬁnite PER-complete central code. Then one has b ∈ X or aba ∈ X.
Symmetrically, one has a ∈ X or bab ∈ X.
Proof. Consider the word
w = (aaab)naaa
with 4(n − 1)(X). As one easily veriﬁes, w = 
(a3bn), so that w ∈ PER. Since X is
PER-complete, there exist words ,  ∈ A∗ such that w ∈ X∗. Since (X)4(n − 1),
one has
(aaab)iap, aq(baaa)j ∈ X∗
with i, j1, i + j = n, p, q0, and p + q = 3. We distinguish three cases, according to
the values of q.
Case q = 0. As (baaa)j ∈ X∗, by Lemma 13 it follows that b ∈ X.
Case q = 1. If X = A, then trivially, b ∈ X. If, on the contrary, X = A, since
a(baaa)j ∈ X∗, by Lemma 13 one derives aba ∈ X.
Case q > 1. Since p = 3 − q1 and ap(baaa)i∼ ∈ X∗, one reaches the result by a
similar argument. 
Lemma 16. Let X be a ﬁnite PER-complete central code. Then there exist h, k0 such
that (ab)ha, (ba)kb ∈ X.
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Proof. Consider the word
w = (ab)na
with n such that |w| = 2n + 13(X). As one easily veriﬁes, w = 
(abn), so that
w ∈ PER. Since X is PER-complete, there exist words ,  ∈ A∗ such that w ∈ X∗.
Since |w|3(X), one derives that w has a factor in X2, i.e.,
w = 	xy ,
with x, y ∈ X and 	, ∈ A∗.We shall suppose |	| even (the opposite case is similarly dealt
with). One has
	 = (ab)i, xy = (ab)n−ia, 0 i < n .
As x is a palindrome, one obtains
x = (ab)ha, y = (ba)n−i−h, 0h < n− i
and, similarly,
y = (ba)kb,  = a(ba)n−i−h−k−1, 0k < n− i − h ,
which concludes the proof. 
Proposition 17. Let X be a ﬁnite PER-complete central code. Then X = A.
Proof. If a, b ∈ X, then X = A and the statement holds true. Let us then suppose that
b ∈ X. By Lemma 14, one has a ∈ X and, by Lemma 15, aba ∈ X. Moreover, by
Lemma 16, there exists k > 0 such that (ba)kb ∈ X. This yields a contradiction as the word
(ab)k+2a has two distinct X-factorizations, namely,
(a) ((ba)kb) (aba) = (aba) ((ba)kb) (a) . 
By the previous proposition and Proposition 12 it follows:
Corollary 18. Let X be a ﬁnite maximal central code. Then X = A.
The following proposition gives an example of an inﬁnite maximal central code. The
proof, which is rather technical, is reported in the appendix.
Proposition 19. The set X = PER \D, where
D = ⋃
i0
((ab)ia)∗ ∪ ((ba)ib)∗,
is a maximal central code.
Proposition 20. There exists a PER-complete central code which is not a maximal central
code.
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Proof. Let X = PER \D be the maximal central code considered in Proposition 19
and set
Y = X \ {aabaa} .
Since the word aabaa is a factor of aabaabaa ∈ Y , one has FactX = Fact Y .
Let us prove that for any z ∈ D one has z ∈ FactX. We can assume with no loss of
generality that z = ((ab)ia)j , with i, j0. Moreover, we can suppose j2 since (ab)ia
is a factor of ((ab)ia)2. As one easily veriﬁes,
(bz)(−) = ((ab)ia)j ba((ab)ia)j−1 ∈ PER \D = X ,
so that z ∈ FactX. Thus D ⊆ FactX. Since PER = X ∪ D, it follows PER ⊆ FactX =
Fact Y . Therefore, in view of the previous proposition, Y is a PER-complete code which is
not a maximal central code. 
Lemma 21. The pairs (b2, a2) and (a2, b2) are synchronizing pairs of any central code X,
i.e., for all u, v ∈ A∗,
ub2a2v ∈ X∗ ⇒ ub2, a2v ∈ X∗ , ua2b2v ∈ X∗ ⇒ ua2, b2v ∈ X∗ .
Proof. Since b2a2 is not a factor of PER, if ub2a2v ∈ X∗, then one of the following three
cases occurs:
ub, ba2v ∈X∗ , (6)
ub2, a2v ∈X∗ , (7)
ub2a, av ∈X∗ . (8)
If Eq. (6) holds, then by Lemma 13 one has b, a2v ∈ X∗ so that Eq. (7) is satisﬁed. If
Eq. (8) holds, one obtains ab2u∼ ∈ X∗ so that by Lemma 13 one obtains a ∈ X and
b2u∼ ∈ X∗. Hence, ub2 ∈ X∗ so that Eq. (7) is satisﬁed again. This proves that (b2, a2) is
a synchronizing pair. In a symmetric way one proves that also (a2, b2) is a synchronizing
pair. 
Proposition 22. A central code X = A is not complete.
Proof. Let X be a complete central code.We consider the word a2b2a3b3a2b2. There exist
u, v ∈ A∗ such that
ua2b2a3b3a2b2v ∈ X∗ .
By the preceding lemma, one derives b2, b3, a2, a3 ∈ X∗. Since X is a code, it follows
a, b ∈ X∗, i.e., X = A. 
As any maximal code is complete, by the previous proposition, one derives that a central
code X = A is not maximal as code.
232 A. Carpi, A. de Luca / Theoretical Computer Science 340 (2005) 220–239
5. Preﬁx central codes
In this section, we shall consider central codes which are preﬁx codes. Since the words
of such codes are palindromes, one has that a preﬁx central code is also a sufﬁx code and
then a bipreﬁx code.
For instance, the set X = {a, bab, bb} is a preﬁx central code.
Proposition 23. A central code Y is preﬁx if and only if Y = 
(X), with X a preﬁx code.
Proof. Let Y = 
(X). If X is a preﬁx code, then, as proved in [5], Y is a preﬁx code.
Conversely, suppose that X is not a preﬁx code. Then there exist x1, x2 ∈ X and 	 ∈ A+
such that x1 = x2	. By Eq. (4), 
(x1) = 
(x2	) = 
(x2) for a suitable  ∈ A+. Hence,
Y is not a preﬁx code. 
We call pre-code of a preﬁx central code Y the preﬁx code X such that Y = 
(X).
For instance, the pre-code of {a, bab, bb} is the preﬁx code {a, ba, bb} and the pre-code
of the preﬁx central code {aba, bb, babab, babbab} is the preﬁx code {ab, bb, baa, bab}.
The pre-code of the preﬁx central code {anban | n0} is the preﬁx code a∗b.
For any X ⊆ A∗ and all n > 1 we set 
n(X) = 
(
n−1(X)), where 
1(X) = 
(X).
From Proposition 23 one derives the following:
Corollary 24. If X is a preﬁx code, then for all n1, 
n(X) is a preﬁx central code.
Proposition 23 shows that the property of being a preﬁx code is preserved by 
 and 
−1.
On the contrary, the property of being a code is not, in general, preserved by 
 or 
−1, as
shown by the following example.
Example 25. The set X = {ab, ba, abbb} is a code whereas the set 
(X) = {aba, bab,
abababa} is not a code. Conversely, the set X = {a, ab, bab} is not a code whereas

(X) = {a, aba, babbab} is a code.
Proposition 26. A central code Y is preﬁx if and only if (Y ) is an independent set.
Proof. By Proposition 23, Y is preﬁx if and only if Y = 
(X), with X a preﬁx code. By
Corollary 9, this occurs if and only if Fa(X) = (Y ) is an independent set. 
A preﬁx central code is a maximal preﬁx central code if it is not properly included in
another preﬁx central code.
Proposition 27. A preﬁx central code X is a maximal preﬁx central code if and only if for
all w ∈ PER, wA∗ ∩XA∗ = ∅.
Proof. If there existsw ∈ PER such thatwA∗ ∩XA∗ = ∅, thenX∪{w} is a preﬁx central
code properly containing X, so that X is not a maximal preﬁx central code.
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If X is not a maximal preﬁx central code, there exists at least one word w ∈ PER such
that w is not a preﬁx of any word of X and no word of X is a preﬁx of w. This implies that
wA∗ ∩XA∗ = ∅. 
Proposition 28. A preﬁx central code is a maximal preﬁx central code if and only if its
pre-code is a maximal preﬁx code.
Proof. Let Y be a maximal preﬁx central code and X be its pre-code. By Proposition 23, X
is a preﬁx code. Suppose that X is properly included in a preﬁx code X′ over A. Since 
 is
a bijection, Y = 
(X) ⊂ 
(X′). By Proposition 23, 
(X′) is a preﬁx central code which
properly contains Y, which contradicts the maximality of Y as preﬁx central code.
Conversely, suppose that the pre-code X of the preﬁx central code Y is a maximal preﬁx
code. If Y is properly included in another preﬁx central code Y ′ one would have X ⊂

−1(Y ′). By Proposition 23, 
−1(Y ′) is a preﬁx code, so that we reach a contradiction with
the maximality of X. 
Proposition 29. A central code Y is a maximal preﬁx central code if and only if (Y ) is an
independent and full set.
Proof. By Propositions 23 and 28, Y is a maximal preﬁx central code if and only if Y =

(X), with X a maximal preﬁx code. By Corollaries 9 and 10, this occurs if and only if
Fa(X) = (Y ) is an independent and full set. 
Remark 30. We observe that a maximal preﬁx central code X = A is not maximal as
preﬁx code. Indeed, as is well known, any maximal preﬁx code is right-complete, i.e., for
any w ∈ A∗, wA∗ ∩ X∗ = ∅, whereas by Proposition 22 a preﬁx central code X = A is
not even complete.
By Corollary 18, a ﬁnite maximal preﬁx central code X = A cannot be maximal as
central code. More generally, we shall see (cf. Corollary 32) that any non-trivial maximal
central code cannot be preﬁx.
Proposition 31. Let X = A be a preﬁx central code. There exists w ∈ PER such that
wA∗ ∩X∗ = ∅.
Proof. Let x ∈ X. Without loss of generality, we may suppose that the ﬁrst letter of x is
a. There exists a word u ∈ A∗ such that y = xbaau ∈ PER. Indeed, by Eq. (1), xba is a
ﬁnite standard Sturmian word so that z = xbaxba is a preﬁx of a standard Sturmian word;
since xbaa is a preﬁx of z, it is a preﬁx of a word of PER. If yA∗ ∩X∗ = ∅, the statement is
proved. Let us then suppose that yA∗ ∩X∗ = ∅. Thus there exists v ∈ A∗ such that yv =
xbaauv ∈ X∗. Since X is a preﬁx code, one has baauv ∈ X∗ and by Lemma 13, b ∈ X.
Now, let us consider the word bbabb = 
(bba) ∈ PER. If bbabbA∗ ∩ X∗ = ∅, the
statement is proved. Suppose that bbabbA∗ ∩X∗ = ∅. Since b ∈ X and X is a preﬁx code,
it follows that abbA∗ ∩ X∗ = ∅. By Lemma 13 one obtains a ∈ X, i.e., X = A, which is
a contradiction. 
By Lemma 2 and Proposition 31 one derives the following:
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Corollary 32. A preﬁx central code X = A is not a maximal central code.
6. Farey codes
For any positive integer n, we consider the set
Fn =
{
p
q
∈ I
∣∣∣∣ 1pqn
}
.
As is well known, by ordering the elements of Fn in an increasing way, one obtains the
Farey series of order n (cf. [7]). Now, set
Gn =
{
p
q
∈ Fn+1
∣∣∣∣p + q − 2n
}
and
n,a = {s ∈ PERa | (s) ∈ Gn} , n,b = {s ∈ PERb | (s)−1 ∈ Gn} .
The set n = n,a ∪ n,b is a preﬁx central code [5] called the Farey code of order n.
The words of n,b are obtained from those of n,a by interchanging the letter a with b.
The pre-codes of n,a , n,b, and n will be respectively denoted by Fn,a , Fn,b, and Fn.
The preﬁx code Fn = Fn,a ∪ Fn,b will be called the Farey pre-code of order n.
Example 33. In the following table, we report the elements of G6 with the corresponding
words of the preﬁx code6,a and their lengths. In the last column, are reported the elements
of the pre-code F6,a .
1
7 aaaaaa 6 aaaaaa
2
7 abababa 7 abbb
3
7 aabaabaa 8 aabb
4
7 aabaaabaa 9 aaba
3
5 abaaba 6 aba
5
7 ababaababa 10 abba
4
5 aaabaaa 7 aaab
5
6 aaaabaaaa 9 aaaab
6
7 aaaaabaaaaa 11 aaaaab
Some interesting properties of Farey codes have been proved in [5]. We limit ourselves
to recall that for all n > 0,
Cardn =
n+1∑
i=1
(i) ,
where  is the totient Euler’s function.
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Proposition 34. For all n1, the Farey code of order n is a maximal preﬁx central code.
Proof. We shall prove that the set (n) is independent and full, so that the result will
follow from Proposition 29.
One has that (n) = {p/q | p/q ∈ Gn or q/p ∈ Gn}. First, we prove the independence.
Let p/q and r/s be distinct elements of (n) such that p/q ⇒∗ r/s. We suppose p < q
(the case where p > q is similarly dealt with). There exists a sequence of irreducible
fractions pi/qi , i = 1, . . . , m, such that
p
q
⇒ p1
q1
⇒ · · · ⇒ pm
qm
= r
s
.
Hence, q1 = p + qn + 2, so that s = qmq1n + 2 and r < s. This contradicts the
assumption that r/s ∈ (n).
Now, we prove the fullness of (n). Let r/s be an element of I. We suppose r < s (the
cases where r > s or r = s = 1 are similarly dealt with).
First we consider the case that sn+ 2. There exists a sequence of irreducible fractions
pi/qi , i = 1, . . . , m, such that
1
1
⇒ p1
q1
⇒ · · · ⇒ pm
qm
= r
s
.
Let k be the minimal integer such that qkn+2. One has qk−1n+1 and pk−1+qk−1 =
qkn+ 2, so that pk−1/qk−1 ∈ Gn and pk−1/qk−1 ⇒∗ r/s.
Now, we consider the case that s < n + 2. Let k be the minimal integer such that
kr + sn + 2. One has (k − 1)r + sn + 1 so that r/((k − 1)r + s) ∈ Gn and r/s ⇒∗
r/((k − 1)r + s). 
As a consequence of Proposition 23 one has:
Proposition 35. For all n1, the Farey pre-code of order n is a maximal preﬁx code.
The following proposition gives an equivalent deﬁnition for Farey codes.
Proposition 36. For any n > 0 one has
n = {w ∈ PER | n |w|n+ w − 1} .
Proof. First we suppose w ∈ PERa and set (w) = p/q, so that p = w and q =
|w| − w + 2. One has w ∈ n,a if and only if p/q ∈ Fn+1 and p + q − 2 = |w|n.
Since p/q ∈ Fn+1 if and only if q = |w| − w + 2n + 1, one derives that w ∈ n,a if
and only if n |w|n+ w − 1.
Ifw ∈ PERb, by a similar argument one obtains thatw ∈ n,b if and only if n |w|n+
w − 1. From this the assertion follows. 
From Proposition 36 one derives immediately that for all n > 0,
n+1 \n = {w ∈ PER | |w| = n+ w} (9)
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and
n \n+1 = Un , (10)
where
Un = PER ∩An .
The following proposition shows a relation between Farey codes of consecutive orders.
Proposition 37. For any n > 0 one has
n+1 = (n \Un) ∪ (AUn)(−) .
Proof. From Eqs. (9) and (10) one derives
n+1 = (n \Un) ∪ {w ∈ PER | |w| = n+ w} .
Thus it is sufﬁcient to prove that
(AUn)(−) = {w ∈ PER | |w| = n+ w} . (11)
Let us suppose w = (xv)(−), with x ∈ A and v ∈ Un. Then w ∈ PER and by Eq. (3),
|w| = w + n. This proves the inclusion “⊆”. Conversely, suppose that w ∈ PER and
|w| = n + w. Let u ∈ PER and x ∈ A be such that w = (xu)(−). Since by Eq. (3),
|w| = |u| + w, one derives |u| = n so that u ∈ Un and w ∈ (AUn)(−). This proves the
inclusion “⊇”. 
Example 38. Consider the case n = 5. One has
5,a = {a5, ababa, aba2ba, a2ba2, a3ba3, a4ba4}
and
U5,a = U5 ∩ aA∗ = {a5, ababa, a2ba2} .
Moreover,
(AU5,a)(−) = {a6, a5ba5, ababa2baba, abababa, a2ba3ba2, a2ba2ba2} .
The set 6,a is given in Example 33. As one easily veriﬁes, 6,a = (5,a \U5,a) ∪
(AU5,a)(−). In a similar way, setting U5,b = U5 ∩ bA∗ one obtains 6,b = (5,b \U5,b)∪
(AU5,b)(−) so that 6 = (5 \U5) ∪ (AU5)(−).
7. Uniform central codes
Let n be a positive integer. A central code X is uniform of order n ifX ⊆ An. In this case
X ⊆ Un so that Un is the maximal uniform central code of order n. As is well known [6],
for any n, CardUn = (n+ 2).
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For instance, one has
U5 = {aaaaa, aabaa, ababa, babab, bbabb, bbbbb} ,
U7 = {aaaaaaa, aaabaaa, abababa, bababab, bbbabbb, bbbbbbb} .
From Eqs. (9) and (11) one derives the following noteworthy relation between maximal
uniform codes and Farey codes:
n+1 \n = (AUn)(−) for all n > 0 .
Proposition 39. Let n > 0 and 0kn. There exists a (unique) word w ∈ Un such that
|w|a = k if and only if gcd(n+ 2, k + 1) = 1.
Proof. We recall that the slope of a central word is a bijection  of PER onto I. Thus, if
w ∈ Un and |w|a = k, then
(w) = |w|b + 1|w|a + 1 =
n− k + 1
k + 1 (12)
with gcd(n−k+1, k+1) = gcd(n+2, k+1) = 1. Conversely, if gcd(n−k+1, k+1) =
gcd(n+ 2, k + 1) = 1, then, since  is a bijection, there exists a word w ∈ PER satisfying
Eq. (12), so that |w| = n and |w|a = k. 
From the previous proposition, one derives the following:
Corollary 40. There exists a (unique) word w ∈ Un such that |w|a = k for all k, 0kn
if and only if n+ 2 is a prime.
Example 41. In the case n = 7, the set of numbers which are coprime with 9 is {1, 2, 4, 5,
7, 8}. Hence, forw ∈ U7 we have |w|a ∈ {0, 1, 3, 4, 6, 7}. In the case n = 5, since n+2 = 7
is prime, {|w|a | w ∈ U5} = {0, 1, 2, 3, 4, 5}.
Appendix
Proof of Proposition 19. One easily veriﬁes that
D = 
(ab∗a∗ ∪ ba∗b∗ ∪ ) . (A.1)
From the rational identityA∗ \ (ab∗a∗∪ba∗b∗∪) = ab∗a+bA∗∪ba∗b+aA∗ one derives
X = 
(ab∗a+bA∗ ∪ ba∗b+aA∗) .
Let us prove that X is a code. By contradiction, suppose that one has
x1 · · · xm = x′1 · · · x′n , |x1| < |x′1| (A.2)
with x1, . . . , xm, x′1, . . . , x′n ∈ X, m, n > 0. One has m2. Moreover we may suppose
without loss of generality that x2 ∈ PERa . Thus, x2 has a preﬁx

(abiaj b) = (a(ba)i)j+1ba(a(ba)i)j , i0, j1 .
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From Eq. (A.2) one derives
x1(a(ba)
i)j+1baa	 = x′1 · · · x′n , (A.3)
for a suitable 	 ∈ A∗. Hence, x′1 has the preﬁx x1a. By Lemma 6, x′1 has the preﬁx (ax1)(−).
By Lemma 5, (ax1)(−) has the form x1abs = sbax1, with s ∈ PER. Now let y be the longest
preﬁx of x′1 of the form
y = x1abz = zbax1 with z ∈ PER . (A.4)
By Proposition 3, y ∈ PER. We set x′1 = y with  ∈ A∗. By Eq. (A.3) one gets i > 0 and
a(ba)i−1(a(ba)i)j baa	 = zx′2 · · · x′n . (A.5)
Since z is palindrome one has to consider the following cases:
Case 1: z = . By Eq. (A.4) one has y = x1ab = bax1 so that x1 = (ba)pb, p0. Thus
x1 ∈ D which is a contradiction.
Case 2: z = a(ba)h, 0h i− 1. By Eq. (A.4) one has y = x1a(ba)h+1 = a(ba)h+1x1
so that x1 = (a(ba)h+1)p, p0. Thus x1 ∈ D which is a contradiction.
Case 3: z = a(ba)i−1(a(ba)i)ka(ba)i−1, 0kj − 1. By Eq. (A.5) one gets
ba(a(ba)i)j−k−1baa	 = x′2 · · · x′n . (A.6)
If  = , then the ﬁrst letter of  is b. Thus, x′1 = y has the preﬁx yb and consequently
the preﬁx (by)(−). By Lemma 5 it follows that (by)(−) = (bx1abz)(−) = x1abzbax1 =
x1aby = ybax1. This contradicts the maximality of y. If  = , by Eq. (A.6) one derives
that x′2 has the preﬁx baa or babaa (according to whether k < j − 1 or k = j − 1). This is
a contradiction as by Corollary 4 no central word has such preﬁxes.
Case 4: z has the preﬁx a(ba)i−1(a(ba)i)j b. Set u = a(ba)i−1(a(ba)i)j−1a(ba)i−1 ∈
PER. Since ub is a preﬁx of z, also (bu)(−) should be a preﬁx of z. By Lemma 5 one has
(bu)(−) = a(ba)i−1(a(ba)i)j a(ba)i−1. Thus, z has the preﬁx a(ba)i−1(a(ba)i)j a, which
is a contradiction.
This proves that X is a central code. To prove that X is a maximal central code one has to
show that for all y ∈ D, X ∪ {y} is not a central code. In view of Eq. (A.1) it is sufﬁcient
to consider the case that y = 
(abiaj ), with i, j0 (the case y = 
(baibj ) is similarly
dealt with). One easily checks that in this case y
(abiab)y = 
(abiaj+2b) which proves
the assertion since 
(abiab),
(abiaj+2b) ∈ X.
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