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CHAPTER I 
INTRODUCTION 
The concepts of coherence and incoherence originated in visible optics 
where it was observed that for certain sources (boundary conditions) inter-
ference phenomena could be observed and for other sources (boundary 
conditions) it could not. Light waves that exhibited interference phenomena 
were called coherent, and those that did not were called incoherent. Inter-
mediate cases were also recognized -waves that could interfere but not to 
the extent that coherent waves could. These intermediate waves were 
called partially coherent. It was clear that the cause of the failure of 
certain waves to interfere was random variation in the characteristics of 
the sources of light, but techniques for incorporating this intuitive under-
standing of the nature of the interference or coherence properties of waves 
took many years to develop . The main stream of development of a 
mathematical theory of coherence contains the works of Michelson, Verdet, 
von Laue, Berek, van Cittert, Zernike, Hopkins, Blane-Lapierre and 
Dumontet, Wolf, and Parrent. We will not trace the contributions of each 
of these men here, since Beran and Parrent (in reference 5) have given an 
excellent historical survey. Rather, we will connect the scalar theory of 
coherence as developed by Wolf6 and by Parrent20 to the outstanding 
problems in statistical wave motion. Before proceeding we should note 
that the work of Wolf and Parrent was anticipated by Wiener29 who derived 
similar concepts. However, we will use the notation of Wolf. 
Scalar coherence theory (which is reviewed in Chapter II) is a formu-
lation of the problem of wave motion under the restriction that all sources of 
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the wave are statistical and that only infinite time averages (averages over 
all time) of the square of the field are observable. The theory takes the 
form of equations of motion for a cross correlation of the field. In the theory 
it is shown that the cross correlation is measurable in terms of time averages 
of the square of the field. The two fundamental problems of scalar coherence 
theory are the prediction of the correlation function from a model of the 
microstructure of the sources, and the propagation problem, the determi-
nation of the correlation at all points in space giwen its value on boundaries 
and sources. Within scalar coherence theory little work has been done on 
the problem of predicting the correlation from the microstructure. The reason 
for this is that the field of most interest is optics or electromagnetic theory. 
Now the optical field is a vector field. Although many optics problems can 
be approximated by a scalar theory, most general attempts to relate the 
optical field to its source must be formulated as a vector field problem. 
One exception to this rule is the work of Bourret 7 and the work of Sarfatt23 
on the correlation properties of black body radiation. By considering a set 
of correlations between the various components of a vector field, coherence 
theory can be extended to encompass vector field. In this dissertation we 
will be concerned only with the second problem - the determination of the 
field from boundary conditions. 
Before attempting to solve the equations of motion of coherence theory 
for particular problems, we note that some aspects of scalar coherence 
theory as formulated by Wolf and elaborated by Parrent are vague or 
undefined. Now the underlying physical theory in the development of 
coherence theory was electromagnetic theory, in particular visible optics. 
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In visible optics it was observed that all detectors responded too slowly to 
follow the actual time variations of the electric field (of the order of 1014 
cycles/sec.). Further it was noted that all detectors respond to power 
flow in the field and not to the field variables (e. g. the electric field strength) 
themselves. Hence, the theory was formulated using time averages -for 
mathematical convenience an infinite time average. The connection between 
the finite time measurements and the infinite time averages of the theory 
had not been made explicit. Further, no attempt has been made to interpret 
the time averages of coherence theory except by analogy to the measurements 
of optics. 
In Chapters III and IV we will interpret the time averages of scalar 
coherence theory in terms of conserved quantities of any scalar wave field 
and relate these to the finite time averages of physical measurements. In 
particular we will show that the time average of the square of the field is 
proportional to the time averaged energy flux under many, but not all, 
circumstances. By application of the energy conservation law for any 
scalar wave field, we will show that the time averaged energy flux through 
a plane surface depends not only upon the time averaged square of the field, 
but also upon the correlation of the field. An explicit example of this 
dependence will be given. Further we will exhibit the assumptions which 
underlie the association of infinite time averages with the actual physical 
measurements. We will show that under certain reasonable conditions the 
finite time measurements are proportional to the infinite time averaged 
quantities of coherence theory. 
So far we have discussed only the time averaged coherence theory of 
3 
Wolf. However, there is also an ensemble averaged coherence theory. We 
will consider the ensemble theory formulated by Beran. 4 This theory is 
very similar to the theory of Wolf except that ensemble instead of time 
averages are used. After a brief review of the ensemble average theory, 
we will in Chapter V present an ergodic theorem which relates the two 
theories. In particular we will show that for boundary value problems, if 
the boundary conditions are ergodic (i.e., the ensemble averages on the 
boundary are equal to the time averages), the solutions are ergodic. 
In Chapter VI we turn from an investigation of the formal properties of 
coherence theory to an application of the theory to a particular problem in 
wave motion -the propagation of waves in a random medium. By a random 
medium we mean any region of space for which the speed of the wave varies 
randomly in both space and time. By invoking an ergodic hypothesis we will 
replace the time and space varying medium with an ensemble of media which 
vary only in space. For such media we will show that the ensemble average 
behavior depends only upon the ensemble averaged, two-point cross 
correlation of the fluctuations in the index of refraction of the medium, Further, 
after a review of the formalism of a Born approximation to the solution of the 
problem of the propagation of wave coherence in a random medium (a 
formalism originally developed by the author is collaboration with Parrent 
and Shore19), an approximate solution to the problem of the propagation of 
a wave beam of finite cross-section and divergence (spread) through a slab 
of Gaussianly correlated random medium will be presented. The principle 
conclusions are that the slab produces mainly forward scattering and that the 
scattered wave is highly coherent. 
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Another area of application of coherence theory is imaging. One 
usually associates the theory of imaging with the ray or geometrical approach 
to wave propagation, however, the wave treatment of the theory of imaging has 
a long history.. Perhaps the best known of the early wave theories of imaging 
is that of Abbe. 1 Following Abbe many workers have used wave theory to 
investigate special properties of imaging systems. Most of these efforts 
have been in conjunction with a geometrical optics (ray tracing) analysis -
the wave theory being used to explain subsidiary effects not amenable to 
the ray theory. Marechal15 has used wave theory extensively in his 
analysis of image formation, but his approach has been the direct application 
of the wave equation for the field itself; coherence theory being used to 
establish only certain limits upon the procedures used to obtain the intensity 
(time averaged square of the field) from the amplitude distribution. In 
Chapter VII we will develop from the equations of motion for the coherence 
a wave theory of imaging. Further, from this theory we will derive explicit 
representations for imaging in the cases of coherent and incoherent 
illumination. This theory shows that imaging with coherent illumination is 
basicly a nonlinear effect. 
In Chapter VIII we will show various consequences of the nonlinear 
equation governing imaging with coherent illumination. Lacking a general 
theory of nonlinear equations, we cannot summarize the properties of 
coherent imaging by giving a Green's function or transfer function (as is 
possible for a linear syste!n). Instead we consider in some detail the nature 
of the images of simple geometrical objects. From examples of imaging 
under coherent illumination we conclude that two of the most striking 
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features of coherent imaging are that the images of edges "ring" and appear 
shifted in relation to the same images under incoherent illumination. By 
"ring" we mean that the image of an edge is not a monatomic change in 
intensity, but rather, that interference fringes occur in the neighborhood of 
the location of the edge. After consideration of several examples of 
roherent imaging, we linearize the equations governing coherent imaging by 
restricting the objects to be of low contrast. Having linearized the coherent 
case, we can directly compare coherent imaging with incoherent imaging 
which is linear. 
In Chapter IX we consider a special problem in imaging, the nature of 
the image under coherent illumination when the object has a rough surface. 
By a rough surface we mean any surface which deviates randomly from a plane 
(or other simple geometrical surface that could be constructed to be coincident 
with a wa,vefront of the illumination). We will show that when the object 
surface is rough the image is as if incoherent illumination were used - edge 
ringing and shifting will not be present -but that the image will be modified 
by random fluctuations in intensity. These random fluctuations give the 
image a speckled appearance. A well known example in visible optics of 
this speckling is the appearance of laser light after reflection from a wall 
or sheet of paper. We will show that this speckling is Rayleigh distributed 
and show the dependence of its parameters upon the nature of the imaging 
system (lens). 
We can summarize by stating that in this dissertation we will interpret 
and extend certain quantities occuring in coherence theory, derive an ergodic 
connection between time and ensemble coherence theory, and apply coherence 
6 
theory to the problems of wave propagation in a random medium and image formation. 
CHAPTER II 
REVIEW OF SCALAR COHERENCE THEORY 
1. INTRODUCTION 
Scalar coherence theory has evolved within the framework of classical, 
physical optics. Instead of enumerating the steps in this development (which 
are well reviewed in Reference 5, we consider coherence theory as a partie-
ular branch of the theory of wave motion. 
Let the scalar function, ¢(r': t), where ris position and t the time, 
satisfy the wave equation 
2 - 1 V "¢ (r, t) = 2 
c 
2 -0 1/J (r, t) 
at2 
(2. 1) 
where c is a constant. In later applications we will want to interpret "¢ as a 
physical quantity, hence "¢ must be real. However, for our convenience we 
will take "¢to be complex and understand that in any physical interpretation 
of "¢ only the real part of "¢ is to be associated with a physical quantity. Since 
we will consider other than strictly monochromatic fields we can not use the 
simple procedure of replacing cos w t withe i w t to obtain a complex 
representation. Now Gabor's analytic signal11 is the generalization of the 
eiw t representation for a polychromatic field; hence, we will take"¢ to be an 
analytic signal, i.e. , we demand that the real and imaginary parts of "¢ be a 
Hilbert transform pair. If "1/Jr and "1/Ji are the real and imaginary parts of "¢ 
respectively, we demand that 
i _ -1 £ OO 1/J r (t I ) dt I 
"¢ (t) - 7r t 1 -t 
00 
(2. 2) 
and 
7 
= ! 100 y/(t') dt' 
7r t' -t 00 (2. 3) 
where 5 is the principle part integral. 
2. GENERAL PROPAGATION PROBLEM 
The propagation problem for 1/J is to specify 1/J and /or its derivative on 
* a closed surface and ask for the value of 1/J at all points interior to the surface. 
This problem is, of course, easily solved. However, we wish to impose two 
auxiliary conditions upon the propagation problem: (1) we can not specify 1/J 
* * but only the time average of 1/JI/J (where here as throughout this dissertation 
denotes complex conjugate), and (2) 1/J is a stochastic function. To make the 
time average explicit we first define the function 1/JT(r, t) by 
(2. 4) 
Now the time average, which we call the intensity and denote by I(r) is 
given by 
I(r) = lim (2. 5) 
T-oo 
We will often abbreviate the time average by 
* We distingush the propagation problem from the general problem of 
wave motion by demanding that all sources of the wave field be excluded from 
the region of interest, i.e., for a pure propagation problem we circumvent the 
fundamental task of determining the field from a description of the sources by 
enclosing all sources within real or imagined closed surfaces and assume that 
the field and/or its derivative is known or can be measured over these surfaces. 
Throughout this dissertation we will be concerned only with pure propagation 
problems. 
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'::t * - ,_. 1(~1 = < 1/J (r, t) 1/J (r, t) ) .' (2. 6) 
By a stochastic function we mean a function for which any associated physical 
quantity will exhibit unpredictable changes in time. 
These two auxiliary conditions correspond to the conditions in optics 
that all detectors of light respond too slowly to follow variations in the electric 
field (of the order of ~014 cycle per second) and that most sources of light are 
thermal sources. Of course in applications to optics (or other fields) we must 
interpret the infinite time average to be an average long compared to the 
period of any fluctuation but short compared to the time required for changes 
in the statistical properties of the field. 
Under the restrictions imposed by the auxiliary conditions, the prop-
agation problem becomes one of specifying the intensity and/or its derivative 
over a closed surface and asking for the intensity at all interior points. Since 
* we demand that only a time average of 1/JI/! can be specified or measured, we 
need seek only the intensity and not the field, 1/J, at interior points. To solve 
this problem we need an equation of motion for the intensity. It is clear from 
many physical situations (and will be proved below) that no such equation of 
motion existi. By the non-existance of equations of motion for the intensity 
we mean that it is possible to construct boundary conditions for two situations 
such that the intensities are identical on the two sets of boundaries, but are not 
the same for corresponding interior points. As a simple physical illustration 
we could construct a tungsten light source that had an intensity distribution 
over its surface identical to the intensity distribution over the surface of a 
laser ,but the radiation fields outside the boundaries of the two sources 
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would be quite different. To preserve the propagation problem (in the sense 
of establishing a boundary value problem with unique solutions) we need to find 
a quantity which can be determined through knowledge of the intensities and for 
which there exist equations of motion. 
3. MUTUAL COHERENCE 
Such a quantity is the mutual coherence function, which is defined as the 
cross correlation of the field. Consider the function defined by 
where the sharp brackets denote a time average as used in (2. 6). This 
function is the cross correlation of the wave field at the points IS. and r; 
and time t1 and t2 . If the cross correlation r is a function of the time 
difference 
(2. 8) 
only, we call the field stationary. We will consider only stationary fields. 
For a stationary field, after a suitable change of the time variable, we have 
(2. 9) 
This function of seven variables defined };>y(2. 9) is called the mutual 
coherence function. 6 We will often use the abbreviation 
(2.10) 
where the subscripts on the right hand side refer to the two points IS. and r;. 
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From r 12( 'I') we can define other functions which will prove of utility. The 
mutual intensity function is defined by r12 (o). The auto correlation is defined 
by r 11 ( ?"), (i.e. , the mutual coherence function when the two points coincide). 
The intensity is given by r 11 (o), since 
(2.11) 
By the Wiener-Khinlchine theorenf9both the mutual coherence function and the 
auto-correlation function possess Fourier transforms. Thus we have the 
functions 
. s 00 --- 2rri.Y?" ll ,-r ¢(')1) = r (r,r,?') e ~/, 
-oo 
(2.12) 
and 
(2. 13) 
The first of these functions, cp ( y ) , is called the power spectrum, and the 
second, cp12( )I ), is called the cross power spectrum. 
4. EQUATIONS OF MOTION FOR THE MUTUAL COHERENCE 
To find equations of motion for the mutual coherence function, operate 
on both sides of (2. 9) with vi the Laplacian operator on the coordinates of 
the first point. Thus 
(2.14) 
Since vi commutes with the time average, we have 
11 
(2.15) 
Since 1/J satisfies the wave equation (2.1), we have 
2 *- t+:/) 
2 *- 1 
8 1/J (r1 , V 1/J (r 1 , t+ '/ ) = 2 8 t2 c 
(2. 16) 
Now 
2 *- 2 * --8 1/J (r1 , t+?") 8 1/J (r1 , t+ ?') 
= 
8 t2 8?"2 
(2.17) 
Putting (2.16) and (2.17) into (2.15), we obtain 
[ 
2 *- J 2 _ ~ 8 1/J (r1 , t+ '/ ) 
v1 r12(?")- < 2 2 
c 81 
(2. 18) 
Now differentiation with respect to 7' commutes with the time average, hence 
(2.19) 
The sharp bracketed quantity on the right hand side of (2.19) is just the 
mutual coherence function. Hence we have the result, 
(2. 20) 
Operating on both sides of (2. 9) with v; , the Laplacian for the coordinates of 
the second point, we obtain the analogous result 
(2. 21) 
12 
The wave equations (2. 20) and (2. 21) constitute the equations of motion for the 
mutual coherence function. 
5. SOLUTION OF THE EQUATIONS OF MOTION 
Assuming that r 12 (1') can be specified from a knowledge of intensities 
(we will show below to what extent this can be done), the propagation problem 
becomes one of specifying r 12 (?') on the boundaries and asking for r 12 (9") at 
interior points. At the interior points we can obtain the intensity by letting 
The two wave equations (2. 20) and (2. 21) can be solved, 
subject to boundary conditions, by first solving, say, (2. 20) and using its 
solution as a boundary condition upon (2. 21). 
To facilitate the solution we first Fourier transform the mutual coherence 
function and use the notation that a "'placed over a quantity denotes Fourier 
transform with respect to'!'. Thus 
(2. 22) 
Substituting (2. 22) into (2. 20) and (2. 21), we obtain the equations 
2 2 "' (Vs + k) r 12 ()1) = 0, s = 1,2, (2. 23) 
where k = 27rJI /cis the wave number. Using a Green's function which 
vanishes on the boundary, the solution of (2. 23) for s = 1 is 
(2. 24) 
where i 1 and 8'2 are position vectors on the boundary, ~~ is the normal 
derivative of the Green's function and the integration is over the boundary 
13 
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surface. Using the right hand side of (2. 24) as a boundary condition for 
(2. 23) with s = 2, we have 
(2. 25) 
where the complex conjugate of the second Green's function has been taken to 
insure that the intensity will be a real quantity. 
Fourier transforming (2. 25), we have 
,..... - roo -21!'iv7frS"'-- - aG ,..... - aG*,..... - J-
r<r1,r2,,..> = j_oo e w. r(sl,s2,u) an (sl,rl) an (s2,r2) dalda2 d 
(2. 26) 
In (2. 26) we have a general solution for the propagation of the mutual coherence 
function. From this general solution we see that two different mutual coherence 
functions on the boundary, which happen to contract to the same intensity, do 
not in general give the same intensity at interior points. Hence there can be 
no equations of motion for the intensity. 
6. PLANE BOUNDARIES 
We now wish to consider a particular boundary geometry. In a 
rectangular coordinate system (x, y, z) let the plane z = 0 be the boundary 
surface. (See Figure 2.1). Further let all sources have a z coordinate 
less than zero. We are interested in finding the mutual coherence function 
for points whose z coordinate is greater than zero in terms of the mutual 
coherep.ce function over the z = 0 plane. To use (2. 26) to solve this problem 
we need a Green's function which is a solution of the equation 
2 2 ,....._ - ':::'t (V + k ) G (s, r) = o (s - r 1 , (2. 27) 
and which vanishes on the plane z = 0. Let 
and 
- /' " " s = x' i + y' j + z' k , 
_.. " " " r=xi+yj+zk. 
A spherically symmetric solution16 of (2. 27) is 
where 
ikR 
G(S:r) = e 47rR 
r. 2 2 2J 1/2 R = L (x - x') + (y - y' ) + (z - z' ) . 
(2. 28) 
(2. 29) 
(2. 30) 
To this solution we can add any solution of the homogeneous equation 
2 2 --(\7 + k ) G (s, r) = 0. 
A solution of the homogeneous equation valid for z > 0 is 
where 
ikR' 
e 
G(s, r) = 47rR' 
(2.31) 
(2. 32) 
fi 2 2 21 1/2 R' = tCx - x' ) + (y - y' ) + (z + z' ) . (2. 33) 
The sum of these solutions, (2. 29) and (2. 32), is a solution to (2. 27). Hence 
we can choose for our Green 1 s function 
ikR ikR' 
e e 
G = 47rR - 41iR' (2. 34) 
15 
ALL SOURCES 
Figure 2.1 
Z=O 
PLANE 
(x,y,z) 
z AXIS 
Geometry of a plane boundary. Note: the point s' is the image 
of the point s in the z = 0 plane 
16 
This Green's function satisfies the boundary condition that G vanish for 
z = o. Taking the normal derivative (z derivative) of (2. 34) and then 
letting z' = o since we only need the derivative on the boundary plane, we 
have 
where 
aG --an (s, r) 
ikR 
= Z(1 - ikR) e 
271' R3 
., (2. 35) 
R = I s- rl = [ (x- x') 2 + (y- Y') 2 + z2 J 1/ 2• (2. 36) 
7. FAR FIELD APPROXIMATION 
In this section we consider an approximation to the Green's function 
given above valid for a region far from the boundary plane. We restrict the 
field region so that x, x', y andy' are all small compared to z. To a zero 
order approximation 
R=z (2. 37) 
This approximation is quite good in the Green's function except in the 
argument of the exponential where changes in R of the order of a wavelength 
are significant. For use in the exponential we consider a better appro xi-
mation: 
R = z + (x - X! ) 2 + (y - Y' ) 2 
2z 
(2. 38) 
In order to ignore the terms in x' 2 andy' 2 (and consequently all higher 
order terms) we must have 
ik (x' 2 + Y' 2 ) 
2z 0( 1 (2. 39) 
e 
17 
This condition will be satisfied if 
2 z << 1 (2. 40) 
or 
(2. 41) 
where d is the maximum dimension of the region of the boundary plane for 
which l/J (8) F o, and A. is the wavelength. If z satisfies (2. 41) we call the 
corresponding field region the far field. For the far field, the Green's 
function takes the form (using (2. 37), (2. 38) and (2. 41)) 
a G (s r) = -ik e ikz e ik (x2 + y2)/2 z e -ik (x ~ + y y')/z, (2.42) 
an ' 27TZ 
where we have assumed that kR >> 1 . 
8. MEASUREMENT OF THE MUTUAL COHERENCE FUNCTION 
We are now in a position to consider the determination of the mutual 
coherence function from intensity measurements. We will show that for 
any surface or region such that through any pair of points on the surface or 
in the region we can pass a plane such that all sources of the wave field lie 
to only one side of the plane, the mutual coherence function can be determined 
from intensity measurements or more specifically from intensity per unit 
frequency range (power spectrum) measurements. The possibility of 
determining the mutual coherence function for more general cases has not 
been investigated since all cases of practical interest satisfy the above 
restriction. 
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To find the mutual coherence for any region as given above, we 
pass a plane through a pair of points such that all sources are to one side 
of the plane. Let this plane be a perfect absorber except at two points. 
The fields at these two points will be as if the plane were not present. Let 
the plane containing the two non-absorbing points be the z = o plane, and 
- -
let the two points have positions ~ and - ~ . If the cross power spectrum 
,.... --with the absorbing plane removed is I' (r 1, r 2, v), then over the absorbing 
plane the cross power spectrum will be 
r;_ (~ '-;;. v) = [ 0 <s; +~ + 0 (~ - ~ J [ 0 (~+~ + 0 <;;- ~ J r <s;. s;. v) • 
(2. 43) 
Putting (2. 43) into the general solution of the boundary value problem 
(2. 25), using the far field Green's function, (2. 42) and performing the 
integration, we have for the power spectrum in the far field (letting r;_ = 
- -r 2 = r) 
2 __. _.. ~ __. 
,...,_ - k["'aa ""'a a I (r, v) = ¢ (r, v) = ~ 4 I' ( 2 , 2 , v) + I' (- 2 , - 2 , v) + 
2 R "'r ("i _ "i ) -ik~ aiz] + e 
2
, 2 , v e , (2. 44) 
where Re denotes real part. We note that 
(2. 45) 
and 
- - .... 
""' a a a r (- 2 ' - 2 ' v ) = ¢ (- 2 ' v) (2. 46) 
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If we let 
(2. 47) 
where I cp12 (v) I is the magnitude of the cross power spectrum, and 0 
the corresponding phase, we can write (2. 44) as (using (2. 45) and (2. 46)) 
2 ._. ~ .-...-.. 
- k [ a a I I kr•a J cp (r, v) = z4 cp <2• v) + cp <-2• v) + 2 cp12 (v) cos (-z-- 0) _ .(2.48) 
We now define the visibility of the power spectrum in the far field as 
cp {r': v) - cp (r, v) . 
V (v) = _ max _ mm (2. 49) 
cp (r • v) max + cp (r, v) min 
where the subscripts refer to maximum and minimum values of the power 
spectrum distribution in space. From (2. 48) it is clear that the maximum 
value is obtained when (kr:a - 0) = 1, and the minimum when cos (kr• a - 0) 
z z 
= -1. Using these conditions to find the maximum and minimum, and 
inserting these values into (2. 49), we have 
(2. 50) 
From (2. 50) we see that by measuring the power spectrum at the two non-
absorbing points in the plane, and by measuring the visibility of the power 
spectrum in the far field, we can obtain the magnitude of the cross power 
spectrum at the two points. Also by measuring the phase of the cosine 
factor in (2. 48) (physically it is a shift in the location of the interference 
fringes), we obtain the phase of the cross power spectrum. From the cross 
power spectrum we can obtain the mutual coherence function for these two 
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points by a Fourier transform. By repeating the above procedure for all 
pairs of points on the surface, we can obtain the mutual coherence function 
over the whole surface. 
9. THE QUASI-MONOCHROMATIC APPROXIMATION 
In this section we discuss an approximation of considerable utility. 
By applying the Fourier inversion theorem to (2. 13), the definition of the 
cross power spectrum, we can write the mutual coherence function as 
SGO -27riVT r 12 (T) = cp12 (v) e dv , 
-GO 
(2. 51) 
Let v and ~v be the mean frequency and the frequency spread (e. g., the 
second moment) of cp12 (v) respectively. By multiplying and dividing 
(2. 51) by e - 21rivT , we have 
r < > = -21rivTS GO , < > -27ri (v-v) Td 
12 T e 't'12 v e v . 
-GO 
(2. 52) 
We demand that 
I 27r (v-ii) T-1 << I (2. 53) 
so that to a good approximation, we can write (2. 52) as 
(2. 54) 
Evaluating the integral in (2. 54) by the theorem which states that the zero 
ordinate of one member of a Fourier transform pair is equal to the integral 
of the other member, we have 
-27riVT r 12 (T) At r 12 (o) e (2. 55) 
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We now need to interpret the demand (2. 53). First we note that if 
in (2. 52) I v-ii I is much greater than ~v. then cp12 (v) is negligible. Thus 
we need consider only values of I v-ii I up to maximum of about ~v. Hence 
in terms of ~v we can write (2. 53) as 
(2. 56) 
Now T, the time difference in the mutual coherence function, is physically 
the difference in the propagation times for propagation from a common 
point to the two points in the mutual coherence function. We can express 
Tin terms of the path difference to the two points by 
T= ~J/c (2. 57) 
Combining (2. 56) and (2. 57), we have 
I ~£I << c/~v (2. 58) 
Unless ~v is small, I ~J I must be small and the region of validity 
of (2. 55) will be small. For example, if ~v = v , then 
I ~.t I < < cl v = 'i.. (2. 59) 
and the path difference which can be tolerated under (2. 55) is much less 
than a wavelength. Thus to make (2. 55) a practical approximation we also 
-demand that ~v < < v • 
if 
and 
We can now state the quasi-monochromatic approximation: 
-27l'iVT r 12 (T) ~ r 12 (0) e 
1) 
2) 
I'~£ I << c/~v 
-~v << v 
(2. 60) 
(2. 61) 
(2. 62) 
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Under the quasi- monochromatic approximation (fields which satisfy 
this are called quasi-monochromatic fields) we can work not with the mutual 
coherence function but instead the mutual intensity function r 12 (o) which 
clearly satisfies the equations of motion 
2 2 ( v s + k ) r 12 (o) = o, s = 1, 2, 
where k = 2rr/i:., where i: is the mean wavelength. 
10. THE COMPLEX DEGREE OF COHERENCE 
We now consider coherence and incoherence. To facilitate the 
discussion we first define the complex degree of coherence by 
r12 <'n 
'Y 12 ( T) = --::;;;;::::::~;;::== 
"'r 11 (T) r 22 (T) 
By applying the Schwarz inequality it can be shown that 
o ~ ~ y 12 < -t> I ~ 1 
(2. 63) 
(2. 64) 
(2. 65) 
By definition 6 a coherent field is one for which I y 12 h>l = 1, 
but it has been shown20 that this condition is satisfied only by a strictly 
monochromatic field and hence is not physically realizable. In this 
dissertation we will be concerned only with quasi-monochromatic fields. 
For such fields we define a coherent field by the condition 
I 'Y 12 (o)f = 1 
For a coherent field it can be shown20 
(2. 66) 
(2. 67) 
where u1 is a function of point one alone, and u2 is the same function of 
point two. 
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By the usual definition 6 an incoherent field is one for which 
I ~'12 (T) I= 0 ' 1 F 2 (2. 68) 
If the two points coincide (1 = 2) and if T = o, we must have 
I r 11 (o) I I'Y12 (o)l=. .. =1 ~r 11 (o) r 11 (o) (2. 69) 
However, it can be shown20 that this definition of an incoherent field is 
incompatible with the wave equation satisfied by the mutual coherence 
function. In the next chapter we will introduce a new definition of an 
incoherent field. 
In general, for a quasi-monochromatic field, I y 12(o) I will 
approach unity as the separation of the two points goes to zero and will 
approach zero as the separation goes to infinity. We define the coherence 
interval as the length such that if two points in the field are separated by 
much less than the coherence interval, I y 12(o) I !I! 1, and such that if two 
points in the field are separated by much more than the coherence interval, 
I y 12 (o) I !I! 0. The coherence interval is not a well defined quantity. The 
problem of defining the coherence interval is similar to that of defining a 
characteristic dimension in relaxation phenomena. If the relaxation (or 
coherence) follows a definite law (e. g., an exponential decrease), it is 
clear how to choose the characteristic dimension. However, for each form 
of the relaxation (or coherence), a different characteristic dimension is 
chosen. . In general we choose the coherence interval as the most convenient 
length consistant with the definition given above. 
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11. INCOHERENT SOURCE WITH AN ARBITRARILY NARROW POWER 
SPECTRUM 
We conclude this review of coherence theory with a discussion of 
a common misconception. There is a tendency to identify light of a narrow 
frequency spectrum with coherent light. By stating the problem as one of 
determining the two-point cross correlation from the autocorrelation, it 
becomes obvious that one cannot equate coherence with a narrow power-
spectrum. However, to illustrate clearly the error in making such an 
assumption, we will construct mathematically a completely incoherent 
source with an arbitrarily narrow power-spectrum. 
Consider a source such that at the point rand time t the real scalar 
disturbance 1/l rr: t) is given by 
1/l (i\ t) = A cos [ 2rrat + cp (7, t) J (2. 70) 
- -where A and a are constants, and cf> (r, t) is for each value of r a 
rectangular function of time with zeros distributed according to Poisson's 
- -law. In particular, let cf> (r, t) at each point r take on successively the 
values+ rr/2 and- rr/2 and let the probability of finding n zeros in the 
time duration T to given by the Poisson distribution 
n -kT 
P (n·T) = (kT) e 
' n! 
where k is the mean number of zeros per unit time. By expanding the 
cosine of a sum in (2. 70), we have for the real disturbance 
lf! (r , t) = A sin cp (r, t) sin 2rrat r- [ - J 
(2. 71) 
(2. 72) 
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[ since cos ,(1f /2) = 0 J . Now A sin cp {r, t) is a rectangular function of 
time taking on successively the values ·± A with zeros distributed according 
to (2. 71). Call this function f (;, t). We now have 
r- -1/J (r, t) = f (r, t) sin 27rat. (2. 73) 
To find the mutual-coherence function of a source described by 
(2. 73), we need the analytic signal associated with (2. 73). We would like 
to use Fourier techniques to obtain the Hilbert transform of (2. 73) so as to 
-construct the analytic signal, but f(r, t) is a random function and as such 
does not possess a Fourier spectrum. To circumvent this difficulty we 
define a new function f'(r, tl T) by 
f'(i\tl T)= {f(i\t), I ti~T}' (2.74) 
0 ' I tl _> T 
where Tis a constant. Now f'(l\ t I T) possesses a Fourier spectrum and 
further, if k < < u and T < < 1/k, all frequency components outside the range 
-u < V< u are negligibly small. Under the above restrictions it can be 
shown26 that the analytic signal associated with the real function 
r'- I -I 1/J (r, t T) = f'(r, t T) sin 27rat 
is given by 
V' (1\ tj T) =f'(r': tj T) e27riat 
(2. 75) 
(2. 76) 
The mutual-coherence function for (2. 76) is given by (after letting T - 00) 
(2. 77) 
-Now the two-point correlation of f(r, t) is zero unless the two points 
coincide (we have assumed each point to be independent of all the others). 
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Therefore, it is obvious that y 12 (7) = 0, if 1 F 2, and the source is 
incoherent. However, if the two points coincide, we have 
- - 2(1'iaT rll (7) = < f(r1' t + 7) f(rl, t) > e . (2. 78) 
The expression on the right-hand side of (2. 78), except for the factor 
e
27riar, is the auto-correlation of a rectangular wave with zeros distributed 
according to Poisson's law. It can be shown13 that this auto-correlation 
is given by 
< f(- t ) f(- t) ) = A2 e-2k I T I r 1, + T r 1, 
Therefore, we have 
27riO"T 
e 
(2. 79) 
(2. 80) 
The Fourier transform of (2. 80) is the power spectrum of (2. 70) and is 
given by 
rll (v) = A2k/~ k2 + 71"2 (v- ~2 J (2. 81) 
l.. 
The mean frequency ii and the half-power spectral width D.v of (2. 81) are 
(see Figures 2. 2 and 2. 3) 
-IJ=O', 
D.v = 2k/7r 
(2. 82) 
(2. 83) 
So we see that the source defined by (2. 70) is completely incoherent 
even though it may have an arbitrarily small but finite spectral width. The 
spectral width must be finite, for if we allow k to go to zero, (2. 81) becomes 
a delta function and we have a coherent source. The source defined by 
(2. 70) is not intended to model any real source of electromagnetic radiation, 
27 
but merely to illustrate that knowledge of the power spectrum gives no 
information about the degree of coherence. 
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Figure 2. 2 
Figure 2. 3 
~ r--
> f(r,t) 
. A 
_A 
.... 
-
Rectangular wave with Poisson distributed zero crossings 
Power spectrum of rectangular wave with Poisson distributed 
zero crossings 
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CHAPTER III 
ENERGY CONSIDERATIONS IN SCALAR COHERENCE THEORY 
1. INTRODUCTION 
In the last chapter the formal aspects of scalar coherence theory were 
reviewed. There it was assumed that the intensity was a measurable quantity. 
In physical applications of the theory (principally in optics) the measured quantity 
is the time averaged energy flux through the surface of a detector. In this chapter 
we consider energy flux in the scalar wave field and relate it to the intensity. In 
particular, we show that for many practical applications the magnitude of the 
energy flux is proportional to the intensity. Further a general relation between 
the energy flux of a quasimonochromatic field through a plane surface and the 
mutual coherence function will be derived, and this relation will be applied to an 
incoherent boundary. 
2. ENERGY FLUX IN THE SCALAR WAVE FIELD 
By considering a general variation of the Lagrangian for the scalar wave 
field, it can be shown (e. g. see reference 2) that if 
2 1 <::\2-q; v 1/! = 2 v 
c a t 2 ' 
(3. 1) 
then the quantities 
Qi ~] 
at at ' (3. 2) 
and 
(3. 3) 
satisfy the conservation law 
aH ........ 
at + V'. s = o. (3. 4) 
By convention the quantity H is called the energy density and Sis its flux, i.e. , 
energy per unit area per unit time. Now H and Scan be multiplied by any 
constant factor and still preserve the conservation law (3. 4); however, in this 
dissertation we will adopt the form given so that the physically observed quantity 
consistent with the restrictions of coherence theory is given by 
(3. 5) 
where the integration is carried out over the surface of the detector and the sharp 
brackets represent (as throughout this dissertation) an infinite time average. 
Since the only quantity in (3. 5) varying with time is S, we can represent the 
observed quantity, Q, by 
Q = .~ < S) . d A . (3. 6) 
To obtain a first impression of the connection between the energy flux and 
the intensity consider a monochromatic plane wave 
l/! <r. t) = l/! e i(k. r- wt)' 
0 
(3. 7) 
where as usual l/! 0 is the constant amplitude' k the wave number vector. r the 
position vector in the field, w the angular frequency and t the time. Now the 
intensity is given by 
* 2 1 = < lf!. lf! ) = ll/! 0 I • (3. 8) 
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while the energy flux is obtained by substituting (3. 7) into (3. 3), so that 
(~) = wklfl', (3.9) 
where n is a unit vector in the direction of the wave. Thus for a monochromatic 
plane wave the energy flux is proportional to the intensity and in the direction of the 
wave. Although certain fields can be approximated by a monochromatic plane 
wave, more general situations are often encountered. As stated in Chapter II 
most practical situations can usually be treated by restricting all actual sources 
of the field to lie on one side of a plane surface. In this case the regions of most 
interest are the surface itself and the field far from the surface. In practice the 
field over the plane surface is usually appreciably different from zero only over a 
finite portfon of the plane. In this case the far field is defined as being a distance 
2 
away large compared with d:\ , where dis the maximum dimension of the portion to 
the plane whe.re the field is significantly different from zero and :\ is the mean 
wavelength. We now consider the energy flux through this surface. 
In terms of a Green's function which vanishes over the plane boundary, and 
the field over the boundary (assumed to be in the z = 0 plane) the field in general is 
given by (see Figure 3. 1) 
1/J(x,y,z,t) = rro e - 27ri}lt[\ ~ (L7J,O,l/)~~(x,y,z I L7J,olv)d~d7] Jdv. j_ro 4>lane 
where 
and 
oG 
on (x, Y, z I ~ , Tl' o I v) = (1 .k ) ikr z -1 r e 3' 2rrr 
(3. 10) 
(3. 11) 
(3. 12) 
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(x,y,z) 
z 
Figure 3.1 Geometry for energy flux through a plane surface 
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and 
(3. 13) 
If we now assume the field to be quasimonochromatic, that is the spectral 
width is small compared to the mean frequency, we have (since the frequency 
dependence of the Green's function is essentially constant over the frequency 
band of the field) 
s. aG lj!(x,y,z) = l/J(L7J,o) 0n (x,y,z I LTJ,O) d~d7J. plane (3. 14) 
Note! We have notationally suppressed the time dependence in (3.14). Taking 
the time derivative of (3.10)and evaluating it on the plane boundary and using the 
quasimonochromatic assumption, we have 
lf (x,y,o) = -21Ti.)/ lj!(x,y,o), (3. 15) 
where Jl is the mean frequency. 
Taking the gradient of (3. 14) and evaluating it on the plane we have 
A r (1-ikr) eikr 
'Y'lj!(x,y,z) = nJ. l/J(LTJ,O) 3 d~d7J, 
z = 0 plane 27tT 
(3. 16) 
where £ is the unit normal to the plane. 
From (3.15) and (3.16) we can form the energy flux using (3. 3), thus 
~ -ikr -- _ - "" * (lf-ikr) e S -vnlm lj!(x,y,o)lj! (~,7J,o) 3 d~d7J, · lane r (3. 17) 
where 1m indicates that the imaginary part is to be taken. If we take the infinite 
time average of (3. 1 7), we obtain 
-- - "' r (1 +ikr) e -ikr 
<S(x,y))=vnlmJ. r(x,yjLTJ) 3 d~d7J, 
plane r 
(3.18) 
where r (x, y I~, 71) is the mutual intensity function between two points on the plane, 
and r is now given by r = J (~ -x) 2 + (TJ-y) 2 . In (3.18) we have a general relation 
between the energy flux of a quasimonochromatic field through a plane surface and 
1he mutual intensity function (the coherence of the field). We now consider some 
applications of this result. 
3. ENERGY FLUX INTO A SMALL DETECTOR 
First as a consistency check upon (3.18), consider a monochromatic plane 
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wave normal to the plane. The mutual intensity for such a field is just the intensity 
I, and the time averaged energy flux for this field is 
(1 +ikr) e -ikr 
3 d~ dT}. (3.19) 
r 
Expressing ~ and 1J in polar coordinate about the point x, y and explicitly eval-
uating the imaginary part, we have 
S21T soo ( S1x, y) ) = J I J'l 0 0 sin kr-kr cos kr 2 dr de , r 
or evaluating the integrals, 
._ - A ( S (x, y) ) = 2rr JJ I k n. 
This agrees with the answer obtained by directly substituting into (3. 3), the 
definition of ~ 
(3. 20) 
(3.21) 
We now consider a small detector. By a small detector we mean one such 
that the maximum extent of its active surface (assumed plane) is small compared 
to the correlation interval of the field. Further we assume that all phase variation 
of the coherence occurs only over regions large compared to the size of the 
detector. In this case we can let the mutual coherence be equal to the intensity 
over the surface of the detector. Using this and (3. 5) and (3.18), the observed 
quantity becomes 
Q = 27T j/ I Im s s 
detector 
twice 
-ikr (1+ikr) e d d dt d 3 X y <, 71, (3. 22) 
r 
where we have assumed that the surface of the detector is coincident with a phase 
front of the coherence function. In considering the plane wave above we observed 
that the d~ d77 integration yields a constant for integration over an infinite plane. 
To find the value of this integral over a finite region we note that the integral 
rapidly goes to zero with increasing r, so that for r much greater than a wave-
length the integral is essentially zero. Hence, if we ignore points in x, y space 
near the boundary of the detector surface we can treat the ~ , 71 integration as if it 
were over an infinite plane. Thus, 
Q <=== 27T V k I S dx dy. 
detector 
(3. 23) 
Thus the measured quantity for a small detector is approximately the quantity 
which would be obtained for a plane wave,i.e.,. a small detector measures a quantity 
proportional to the intensity. 
4. FAR FIELD ENERGY FLUX 
Before considering the consequences of the relation between energy flux 
through a plane and the coherence further, let us examine the energy flux in the 
far field of a plane boundary. The general Green's function solution for a quasi-
monochromatic field in terms of the boundary distribution is given by (3.14), which 
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we repeat here: 
f oG lj;(x,y,z)= J. l/J(~.17.o) 0n(x,y,z1~.17.o)d~d77, plane (3. 24) 
where 
oG = (1-ikr) zeikr 
on 27Tr3 
(3. 25) 
To find the energy flux we need the time and space derivatives of q;. Now, 
as before 
and 
Q3£.= 
at 
'Vlj! = S l/!(~ ,17, o) 'V ~~ (x,y, z I~ ,17, o) d~ d77. 
plane 
Consider the gradient of the Green's function as given i:n. (3. 25) 
'V ~~ = 21rr3 [ (1-ikr) zik eikr 'Vr + (1-ikr) eikr k + z eikr (-ik) 'Vr J 
- [ . ikr 2 J 2 (1-lkr) z e 3r 'Vr 6 . 
r 
Consistent with the definitionofthe far field we can approximate r with 
(3. 26) 
(3. 27) 
(3. 28) 
R = [ x2 + y2 + z2 ] 1/ 2 everywhere in (3. 28) except in the argument of the 
exponential where we use the approximation 
2 2 
r "" z + (x-0 + (y-u) 
2z 
/\ Using this approximation and the relation 'Vr = r, (3. 28) becomes 
(3. 29) 
(3. 30) 
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The first term on the right hand side of (3. 30) is much larger than the others, so we 
have 
(3. 31) 
Using the same approximation as above, the Green's function becomes for the far 
field 
'k ikr 
- 1 ze 
21rR2 
Comparing (3. 31) and (3. 32), we have 
l·k"'r aG an. 
A A 
To the same order of approximation we have r e>< R, where 
Using (3. 34), (3. 33) becomes 
Substituting (3. 35) into (3. 27), we have 
ik R aG 
an 
. "' (' aa V 1/J !:!< 1k R J 1/J (~ , 11, o) an (x, y, z I~ , 11, o) d~ d71. 
plane 
Comparing (3. 36) and (3. 27), we have 
"" V 1/J e>< ik R 1/J. 
(3. 32) 
(3. 33) 
(3. 34) 
(3. 35) 
(3. 36) 
. (3. 37) 
Constructing the time averaged energy flux from (3. 26) and (3. 37), we obtain 
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..... - A ( S) = w k I R. (3. 38) 
From (3. 38) we conclude that the local energy flux in the far field of a plane 
boundary is equal in magnitude to a plane wave of the same intensity and in a 
direction away from the center of the boundary distribution. 
5. ENERGY FLUX FOR AN EXPONENTIALLY CORRELATED PLANE WAVE 
In this section we return to (3.18), the relation between energy flux through 
a plane surface and the coherence, and consider a particular form of the coherence. 
General experience indicates that the qualitative features of a partially coherent 
system are independent of the details of the coherence function. To obtain 
quantitative agreement in any particular applications it is necessary, of course, 
to use the particular form of the coherence function calculated or measured for the 
boundary. However, all physically realizable coherence functions go to zero 
(negligible values) with separation, and in all cases analyzed to date the principal 
qualitative characteristics of the problems have been insensitive to variation in the 
form of the coherence function and have depended only upon the separation 
(coherence length) of the two points at which the coherence function has become 
negligible. In the spirit of this observation we now consider a particular form of 
the coherence function (chosen only for analytic convenience) to use in a qualitative 
investigation of the relationship between energy flux of a plane wave and the 
coherence. 
Let the mutual intensity function have the form 
where r = J 
-ria 
r (x' y' 0 I ~ ' 11 ' 0) = I 0 e ' (3. 39) 
2 2 (x-~) + (y-Tj) ' I is the intensity and a is the coherence length. 0 
It should be noted that this form of the mutual intensity assumes that the x, y 
and ~ , 17 planes (these are the same physical plane) are phase fronts of the 
field, i.e., we have a partially coherent plane wave. Substituting this form 
into (3.18), we have 
< S) = + 27T V' a 10 Im I 00 e -r I Ol 
0 
Performing the integration we have 
-ikr 
e (1 + ikr) d 
3 . r r. 
r ~ 
< S) = 27T J'h 10 k ~ k~ tan - 1 (ka) l· (3. 41) 
As a- oo, the field becomes completely coherent. Taking this limit we 
have for the coherent energy flux 
....... -"" < S c ) = 27T JJ n 10 k . (3. 42) 
This is in agreement with the energy flux for a monochromatic plane wave. 
Substituting (3. 42) into (3. 41) we have 
-- [ 1 <S)= 1- ka tan - 1 (ka) J < ~) . (3. 43) 
In Figure 3. 2 we have plotted (3. 43) as the ratio of the magnitude of the 
energy flux to the magnitude of the energy flux of a coherent plane wave as a 
function of the coherence length in wavelengths. Assuming that this result is 
qualitatively correct for any coherence function, we can conclude that the 
energy flux is essentially independent of the coherence until the coherence 
length diminishes to the order of a wavelength. Now a field whose coherence 
length is of the order of wavelength is commonly taken to be incoherent, hence, 
we can say that only for an incoherent field is the energy flux not proportional 
to the intensity. 
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To understand this result physically we note that as a wave becomes less 
and less coherent it must have more and more random changes in amplitude and 
phase. For these random changes to produce a coherence interval on the order 
of a wavelength we must have changes in the field occuring over regions whose 
size is of the order of a wavelength. Now these rapidly varying fields (varying 
in space) give rise to evanescent waves (a stored energy field). Thus as the 
field becomes less coherent over a plane, more and more energy is stored in 
evanescent waves and less goes into the radiation field. In fact, as the coherence 
length goes to zero all the energy goes into the stored field and none into the 
radiation field. This can be taken as proof that the conventional incoherent field 
where the mutual coherence function is zero if the two points do not coincide can 
not exist. In the next section we consider the incoherent case in greater detail. 
6. THE INCOHERENT LIMIT 
By the incoherent limit we mean any form of the coherence function such that 
the coherence length is sufficiently small so that in the general solution of the 
boundary value problem changes in the Green's function occur slowly compared to 
changes in the coherence. To make this move explicit consider the ~, 71 plane 
as a boundary (the other boundary plane is taken at infinity and the radiation con-
dition is used to have the field go to zero over this second plane). The field 
(intensity) over the x, y plane, a distance z away is given by 
* 
I(x,y) = .~SSS r(~1'7111~2'712) ~~ (x,yj~l'711) ~~ (x,yj~2'712) d~ld7Jld~2d712· 
(3. 44) 
If we demand that r go to zero with separation faster that the Green's function 
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changes, we have 
(3. 45) 
For energy conservation in the steady state we must have the total flux through the 
£ , 71 plane equal to the total flux through the x, y plane. Now we know that for 
this short coherence length the intensity in the £ , 71 plane is not simply related to 
the energy flux, but we can define a fictitious intensity I, such that a coherent 
plane wave of intensity I would have the same energy flux as the actual short 
coherence length field. Using this fictitious intensity the conservation require-
ment becomes 
(3. 46) 
where z is the cosine of the angle between the normal to the x, y plane 
J 2 2 --2 x +y +z 
and the direction of the energy flux (we are assuming the x, y plane is in the far 
field). Using (3. 45), we have 
(3.47) 
Performing the x, y integration, we have 
k2 
61r r(£ 1' 77 1l £ 2'772) d£ 1d771d£ 2d772· 
(3.48) 
This relation must hold for any form of the coherence function for which the 
coherence length is sufficiently short. 
A convenient form for analysis is 
(3. 49) 
where N is a function of ~ 1 and 11 1 to be determined and 6 is the Dirac 6 function. 
Substituting (3. 49) into (3. 48) we have 
Performing the ~ 2, 77 2 integration, and letting~ 1 = ~ and 11 1 = 77 on the right hand 
side, we have 
(3. 51) 
Since this relation must hold independent of the region of integration in the (~ , 77) 
plane (i.e., hold for any boundary distribution), we have 
67T 
N(L77) = k 2 I (L77)· (3. 52) 
Using (3. 52), the Delta function representation of the incoherent limit is 
(3. 53) 
In (3. 53) we have a general and convenient representation of the incoherent mutual 
intensity function. 
7. INCOHERENT SURFACE AND LAMBERT'S LAW 
Lambert's law states that the intensity of light radiated from a surface in a 
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direction making an angle e with the normal to the surface is proportional to the 
cos e for a class of surfaces called diffuse radiators or diffuse reflectors. Typical 
examples of such surfaces are an aperture in a black body cavity or a sheet of matt 
paper. Since the surfaces which are commonly taken to obey Lambert's law also 
are incoherently illuminated, we expect that an incoherently illuminated surface 
should obey Lambert's law. To determine if this is so we now proceed to find 
the intensity distribution due to a plane, incoherently illuminated surface. 
Putting (3. 53) the general form of an incoherent mutual intensity function 
into (2. 2~) the general,solution of the propagation problem, using the quasimono-
chromatic approximation and the Green's functions (2. 53) which vanishes on the 
boundary plane' and letting r;_ = r; = r so as to form the intensity pattern due to 
an incoherent plane, we have 
where 
... "' /\ "" r = xi + yj + zk, 
R = 2 
3 27TR 1 
X 
(3. 54) 
(3. 55) 
(3. 56) 
(3. 57) 
Performing the ~ 1 and 11 1 integration in (3. 54) and demanding that R > > l\., we have 
I(r) = 3z2 \ I 
271" J (3. 58) 
We now restrict r to lie on a spherical surface, see Figure 3. 3. If we restrict 
the illuminated portion of the plane to a maximum dimension small compared to the 
radius of the sphere, we have approximately 
(3. 59) 
Using (3. 59), (3. 58) becomes 
(3. 60) 
Now the integral in (3. 60) is a constant, r is a constant and 
cos e = z/r, (3.61) 
hence 
I(r) = K cos2 e, (3. 62) 
where K is a constant and e is the angle r makes with the normal 
to the plane surface. From (3. 62) we see that the intensity due to an incoherent 
plane surface is proportional to cos2 e and not to cos e. Hence, an incoherent 
surface does not obey Lambert's law. 
Since an incoherent surface does not obey Lambert's law and we generally 
consider diffuse surfaces to be incoherently illuminated, we have a contradiction. 
It may be that a surface must have other properties (e. g. a rough texture) than 
being incoherently illuminated in order to satisfy Lambert's law. Another method 
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of resolving the contradiction is to deny the validity of Lambert's law. Unfortunately 
the author was unable to find a modern reference to an experimental verification 
ILLUMINATED 
REGION OF 
PLANE SURFACE 
Figure 3. 3 Geometry for intensity distribution due to a small plane surface 
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of Lambert's law, but in 1919 Trotter28 published a summary article on much of 
the experimental work on diffuse radiators performed up to that time. Many of the 
results cited by Trotter indicate that many sources commonly considered to obey 
Lambert's law have quite different intensity distributions. In fact none of the 
surfaces considered satisfied Lambert's law. In Figure 3. 4 we have reproduced 
an intensity pattern from Trotter's paper. This figure gives the intensity in a 
polar plot of the light intensity reflected from a matt surface. It should be pointed 
out that this is one of the best fits of an intensity plot to Lambert's law. In the 
same figure we have given the theoretical intensity patterns for both an incoherent 
surface and a surface satisfying Lambert's law. It should be noted that the 
experimental curve is at least as good a fit to the incoherent surface pattern as it 
is to Lambert's law. 
The author does not assert that Lambert's law is invalid, but suggests that 
experiments using modern photometric techniques are required to determine the 
existance of surfaces obeying Lambert's law. 
Figure 3. 4 
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CHAPTER IV 
THE MEASUREMENT OF INTENSITY 
1. INTRODUCTION 
In Chapter III it was stated that in the physical applications of coherence 
theory the actual measured quantity was the time average energy flux 
through the surface of the detector. There it was tacitly assumed that the 
time average was over an infinte period of time, but, of course, no physical 
instrument ever averages over an infinite time period. In this chapter we 
will consider the nature of the measurement actually made by real instruments 
and relate these to the intensity. In particular we will exhibit the assumptions 
which are necessary to interpret the output of a detector which is linear in 
the energy flux as the intensity as defined in Chapter II. 
2. DETECTORS LINEAR IN ENERGY FLUX 
For purposes of general analysis a detector need have only two 
attributes: (1) a surface of finite size through which energy flux from the 
wave field is absorbed, and (2) a physical property which changes in 
response to the absorbed energy flux. We will assume that the surface 
through which energy is absorbed is sufficiently small (or can be analyzed 
in terms of a collection of small surfaces) so that the space average of the 
energy flux over the surface is representative of the flux at a typical point 
on the surface. That is, we will treat the detector as a point detector -a 
device which measures energy flux at a single point. Further we will assume 
that the surface of the detector can be orientated normal to the flux vector 
either from knowledge of the direction of the flux (such as in far field 
measurements) or by experimental trial and error. The physical property 
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which responds to the energy flux could be quite arbitrary. Examples of 
that property for various optical detectors are electrical potential in a 
photocell, resistance in a photosensitive cell, temperature in a bolometer 
(see Section 4), and the darkening of photographic films. 
In accord with the restriction of coherence theory that we shall not be 
able to measure instantaneous values of the field, we demand that the physical 
property of the detector not respond instantaneous to changes in the energy 
flux. This demand is also, of course, in accord with general physical 
experience. The consequences of this demand are that the state of the 
physical property at any instant of time depends not only upon the physical 
nature of the detector and the energy at that instant but also upon the energy 
flux at previous times. That is, the state of the physical property depends 
upon the complete history of the energy flux through the surface of the 
detector. In practice the state of the property will be essentially independent 
of the energy flux which occured in the remote past, so that the state of the 
physical property will be a weighted average of the energy flux over a finite 
time period. However, for mathematical convenience we will assume the 
weighting to be over all past time, and let the weighting function itself go 
to zero for the remote past. Formally, we have that if P(t) is the state 
of the physical property as a function of time, then 
P(t) = st S(t') W ( s, t, t') dt' , 
-oo 
(4.1) 
where S(t') is the magnitude of the energy flux defined by/ (3. 3), and W is a 
weighting function which depends upon the nature of the detector and upon the 
flux history. In (4.1) we have a general description of any physical energy 
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flux detector. We now restrict the discussion to a particular class of 
detectors. In particular we demand that W not be a function of the energy 
flux S, and further, that it depends only upon the difference t- t' . This 
first demand insures linearity and the second provides stationarity. Under 
these demands, we have 
P(t) "" st S(t') W (t-t') dt', 
-ro 
(4. 2) 
where W depends only upon the nature of the detector and W goes to zero for 
sufficiently large values of its argument. It should be noted that (4. 2) is the 
usual convolution obtained in linear analysis. If the energy flux were a 
unit impulse (6 function) at t = 0, the physical property would be equal to 
the weighting function W. That is, the weighting function is just the impulse 
response or Green's function of the detector. 
It could be argued that few real detectors have the linearity indicated 
by (4. 2), however, we have been deliberately vague about the detailed nature 
of the physical property P(t). Now, most real detectors are nonlinear, but 
the nature of the nonlinearities are known and can be taken into account in 
processing raw data obtained from observation of some direct physical 
property of the detector. By P(t) we will mean the final characterization 
of the state of the detector such that (4. 2) is valid. For convenience we 
will henceforth call P (t) the output of the detector. 
3. INTENSITY AND THE DETECTOR OUTPUT 
The fundamental assumption that is made in relating the finite averages 
obtained from measurements to the infinite time averages of the mathematical 
theory is that there is a maximum period for random fluctuations. So that if 
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a measurement is averaged over a time long compared to this maximum 
period, the result will be independent of the tinie at which the measurement was 
begun and will be equal to the result of an infinite time average. In partic-
ular if the output of a linear detector is observed to be constant over a time 
long compared to the relaxation time of the detector (the relaxation time of 
the detector is such that W(t) is essentially zero for times long compared to 
the relaxation time), it is assumed that the relaxation time is long compared 
to the period of any fluctuations of the energy flux and that the output would 
remain constant over all times if the experimental parameters were not 
changed. That is, it is assumed that the intensity is such that if the measure-
ment could be prolonged indefinitely the output of the detector would remain 
constant at the observed value. From the observed result that 
P(t) = K, t1 ~ t ~ t 2, 
where K is a constant, it is assumed that 
P(t) = K, - oo < t < oo. 
(4. 3) 
(4. 4) 
From (4. 2) and (4. 4) an intensity is calculated, and this calculated value is 
assumed to be the infinite time averaged inten~ity associated with the finite 
time measurement. 
To find this calculated intensity we first note that the infinite time 
average of P(t) is just K. That is, 
( P(t)) = K, (4. 5) 
where the sharp brackets indicate an infinite time average. 
By substituting the value of P(t) from (4. 2) into (4. 5), we have 
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K = < st S(t') W(t - t') dt' ) . 
-oo 
(4. 6) 
Now, by making the substitution, t - t' = t" , (4. 6) can be written 
K = < soo S(t - t") W(t") dt" ) . 
0 
(4. 7) 
In (4. 7) the time average commutes with the t" integration, so that we have 
K = I 00 < s (t - t II ) > w (t II ) dt II • 
0 
(4. 8) 
Now, since the sharp brackets indicate a time average over all time, we have 
< S(t - t " ) ) = < S(t) ) . (4. 9) 
Substituting (4. 9) into (4. 8) and using the fact that< S(t) ) is not a function of 
t" , we have 
K = < S(t)) ioo W(t") dt" . (4.10) 
Assuming that the energy flux can be related to the intensity by the same 
relation as for a coherent plane wave, we have from (3. 21) 
< S(t) ) = 2rr k I . (4.11) 
Putting (4.11) into (4.10), we have 
K = 2rr kUI ~ 00 W(t") dt" (4. 12) 
In (4.12) we have the relation between the value of the output of the detector 
K, which is observed to be constant over a funite time interval, and the 
infinite time average intensity under the assumption that the field is quasi-
monochromatic and that the observed value K could be sustained indefinitely. 
It should be noted that the integral oft" is a constant, in fact this integral 
is just the d. c. gain of the detector, so that K is proportional to the intensity 
for any arbitrary form of the weighting function W. That is, for any linear 
detector the output is proportional to the intensity under the assumption that 
the output is constant in time. Before considering further the connection 
between the output of a linear detector and the intensity, we consider in the 
next section a specific example. 
4. THE BOLOMETER 
In this section we consider a particular linear detector, the bolometer. 
A bolometer is a device which absorbs energy from the wave field. This 
absorbed energy is converted into heat which raises the temperature of the 
bolometer. To prevent the temperature from increasing indefinitely as 
energy continues to be absorbed the bolometer is placed in contact with a 
constant temperature reservior in such a manner that the bolometer gives 
up heat energy to the reservoir in proportion to the temperature difference 
between the bolometer and the reservoir. The physical property of a 
bolometer which is used as the output (as defined in Section 2) is the 
temperature difference between the bolometer and the reservoir. 
Let T be the fixed temperature of the reservoir. Let the energy per 
0 
unit time absorbed by the bolometer be 
(4. 13) 
where S is the energy flux over the surface of the bolometer (we are 
assuming as in Section 2 that the surface of the bolometer through which 
energy can be absorbed is sufficiently small so that S is a function of time 
only over the surface), and a is a constant. Let the energy per unit time 
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given up to the reservoir be 
where T is the temperature of the bolometer and b is a constant. Now, assume 
that the bolometer was in equilibrium with the reservoir at t"" -ro. The 
temperature of the bolometer at time t is given by 
where p. is the heat capacity of the bolometer (assumed constant). Since we 
are using the temperature difference between the bolometer and the reservior 
as the output, we have 
(4. 16) 
Substituting (4.13) and (4.14) into (4.16) and again letting P(t) ""T - T
0
, we 
have 
P(t) = I' s~ro [a S(t') - b P(t')] dt' . 
Solving the integral equation (4.17) for P(t), we have 
P(t)= p.aSt S(t')e-p.b(t-t')dt'. 
-ro 
(4. 17) 
(4.18) 
Choosing a system of units such that p. a= 1, and defining a relaxation time 
for the bolometer by 
(4.19) 
(4. 18) can be written as 
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rt -<t-t' )/t 
P(t) = ,)_
00 
S(t') e 0 dt' (4. 20) 
In (4. 20) we have the basic relation between the energy flux into a bolometer 
and the output. It should be noted that (4. 20) is of the form of (4. 2) which we 
demanded of a linear detector. 
We now determine the output of a bolometer for a particular form of 
the energy flux. We restrict the frequency contents of the energy flux to 
frequencies below a maximum frequency, J . That is, if the Fourier 
0 
transform of S(t) is given by 
- ('
00 2rl~t S( v) = ) S(t) e dt , 
• -oo 
(4. 21) 
and 
(4. 22) 
From (4. 21) and (4. 22) and the Fourier inversion theorem, we have 
S(t) = r Jo S(v') e -2rrivt d J. 
.)_J 
0 
(4. 23) 
Putting this special form of the energy flux into the basic relation for a 
bolometer, (4. 20), we have 
P(t) = -~-~ .\:: 
0 
-2rriJt' -(t-t' )/t 
S(v') e e 0 dJdt' (4. 24) 
Interchanging the order of integration and letting 
t" = t - t' (4. 25) 
we can write (4. 24) as 
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Sv roo -t" It P(t) = o S(.v) e -27TiJJt J. e21TiVt" e o dt" da). 
-v o 
0 
Performing the t" integration, we have 
Now if 
r~ 
P(t) = j 
-~·h 
s(v > e -27ri v t 
..!... - 21Th./ t 
0 
t < < 0 
1 
7_• 
0 
we have to a good approximation that 
Using (4. 23), (4. 29) becomes 
P(t) = t
0 
S(t). 
d .v'. 
(4. 26) 
(4. 27) 
(4. 28) 
(4. 29) 
(4. 30) 
From (4. 28) and (4. 30), we see that if the relaxation time of the bolometer is 
small compared to the shortest period of the frequency components of the 
energy flux, then the output of the bolometer is proportional to the energy 
flux. If on the other hand the relaxation time is long compared to some 
periods of the energy flux spectrum, then the output is a weighted average of 
the energy flux. 
To treat the case of a long relaxation time, we proceed as in the last 
section and assume the time averaging is over a sufficiently long period that 
the output can be treated as constant. Let this constant output be K and take 
the infinite time average of both sides of (4. 20) 
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t -(t-t' )/t 
<P(t)) = K = < s S(t') e 0 dt' )-
o 
(4. 31) 
Let t-t' = t" , then (4. 31) becomes 
Soo -t" It K = < S(t-t" ) e 0 dt" )-o (4. 32) 
Now the time average commutes with the integration, hence 
Soo -t" It K = < S(t-t" )) e 0 dt" . 0 (4. 33) 
Recognizing that the time average of S(t-t") is not a function oft" and 
performing the t" integration we have 
K = < S(t)) . 
t 
0 
(4. 34) 
Assuming that the wave field is a reasonable coherent quasimonochromatic 
plane wave of mean frequency v normal to the surface of the bolometer, 
we can write the time average energy flux as (see Chapter lli, Section 5) 
< S (t) ) == 21r v k I, 
where I is the intensity of the wave. 
Combining (4. 34) and (4. 35), we have the result that 
K = 21r v k I/ t • 
0 
(4. 35) 
(4. 36) 
The output of a bolometer under the above conditions is proportional to the 
intensity. 
59 
5. TIME VARYING MEASUREMENTS 
The theory developed in Section 3 for associating an infinite time 
averaged intensity with the output of a linear detector is sufficient to handle 
problems in which the arrangement is static, however, many problems of 
interest involve parameters which are not static. For example, we might 
wish to consider problems in which the sources are moving, or boundary 
surfaces are changing in time, or in which the parameters of material 
immersed in that field are functions of time. For such non-static problems 
we assume that the relaxation time of the detector is sufficiently long so 
that random fluctuations in the wave field due to the microstructure of the 
sources cannot produce significant changes in the output of the detector. 
This is, we attribute all changes in the output of the detector to gross 
changes in the conditions of the problem. 
With the above interpretation of the causes of the time variation of the 
output of a detector we make the assumption that if at any instant of time the 
parameters of the problem other than the microstructure of the sources were 
to be made constant, the output of the detector would remain constant. That 
is, we assume that all changes in time which occur slowly compared to the 
mean period of the wave field are quasistatic so that the situation which exists 
over a period of time long compared to the relaxation time of the detector 
but short compared to the period of any changes in the bulk conditions of the 
problem (e. g., motions of the sources, changes in the material constants, 
etc.) could be replaced with a static problem which would give the same 
detector output. For this static problem we could proceed as in Section 3 
and associate an infinite time averaged intensity with the detector output. 
60 
By considering a static problem for each interval of time, we associate an 
infinite time averaged intensity with each value of the output. We have now 
arrived at an apparent contradiction - an infinite time averaged intensity 
which is a function of time. That is, we treat the output of the detector as 
proportional to an infinite time averaged intensity and as a function of time. 
Now it is clear that ( f(t) ) for any function f cannot be a function of time, 
so we can not have the output of a detector as an intensity and as a time 
function. However, the contradiction is removed if we note that the conditions 
outlined above for associating a time varying intensity with the output do not 
allow us to calculate this intensity from the equation of motion (the wave 
equations for the mutual coherence function). Rather we obtain the intensity 
at any particular instant by replacing the time varying problems by a static 
problem and apply the equations of motion to this particular static condition. 
The important concept in the above procedure for associating an 
intensity with the time varying output of a detector is the quasistatic condition. 
Clearly if the changes in the bulk conditions of the problem are sufficiently 
rapid, the detector will average not only the fluctuations due to the micro-
structure of the sources but also some of the variation due to the bulk 
changes. Further if Doppler effects are significant, it is not clear how to 
replace a particular instantaneous configuration with a static configuration. 
So in order to replace the time varying problem with a sequence of static 
problems we must demand that all changes in the bulk conditions of the 
problem occur very slowly in comparison with the mean period of the wave. 
In the next chapter we will consider an application of these ideas. 
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CHAPTER V 
AN ERGODIC THEOREM 
1. INTRODUCTION 
In this chapter we first briefly review an ensemble average theory of 
coherence then connect this ensemble average theory to the time average 
theory reviewed in Chapter TI by means of an ergodic theorem. In particular 
we will show that if the boundary conditions for the propagation problem in 
the time and ensemble average theories are ergodic, then the solutions 
interior to the boundary are ergodic. The emphasis in this chapter is upon 
the connection between solutions and boundary conditions and not upon ergodic 
theory itself. That is, we will not be concerned with elaborating upon the 
conditions under which the boundary conditions for the time and ensemble 
average theories are ergodic, but rather with the condition under which the 
solutions are ergodic given that the boundary conditions are ergodically 
related. 
2. ENSEMBLE AVERAGE COHERENCE THEORY 
In this section we consider a large number of similar, wave propagation 
experiments each of which is assumed to be analyzable in terms of a 
monochromatic field. In every experiment the geometry and frequency are 
the same, but the amplitude and phase distribution over the boundaries is 
allowed to change arbitrarily from experiment to experiment. We wish to 
find the ensemble average intensity distribution in the field in terms of some 
ensemble average of the boundary conditions. 
To solve this problem we proceed by a method due toM. Beran. 4 Let 
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lj! (r': t) be the analytic signal associated with the real disturbance at 
n 
position r and time t in the nth experiment. Further let lj! (r': t) satisfy 
n 
the wave equation 
(5. 1) 
Since we are assuming monochromaticity, we can let the real disturbance be 
l/!r (r': t) = a (rj cos 21r vt + b (rj sin 27T vt, 
n n n 
The Hilbert transform of ( 5. 2) is 
i- ~ ~ lj!n ~r, t) = an (r1 sin 27T v t- bn (r1 cos 27T J t. 
The analytic signal associated with lj;r <r': t) is 
n 
- r- .i-l/! (r, t) = lj! (r, t) + 1 lj! (r, t). 
n n n 
Putting (5.2) and (5.3) into (5.4), the analytic signal becomes 
l/! (r, t) = A (rj e 27Ti v t 
n n 
where 
A (rj = a (rj - i b (rj . 
n n n 
(5. 2) 
(5. 3) 
(5. 4) 
(5. 5) 
(5. 6) 
Since lj;n <r': t) satisfies the wave equation (5. ~) we have that An (rj 
satisfies the Helmholtz equation 
(5. 7) 
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where k = 27T U/c. We define the ensemble average intensity by 
I (rj = lim 
e 
N 
~ I 
n=l 
*- -lj! (r, t) lj! (r, t) . 
n n 
By substituting ( 5. 5) into (5. 8), we also have for the intensity that 
N 
I (D = 
e 
lim 
lN L * A (r) A (rj . n n N- oo 
n=l 
(5. 8) 
(5. 9) 
As in the discussion of the time averaged intensity in Chapter I it is clear 
that there are no equations of motion for I (rJ, since two distinct sets of 
e 
boundary conditions could have the same ensemble averaged intensity but 
give different intensities at interior points. 
As in the time average theory we consider the two point cross 
correlation of the wave field., In the ensemble average theory this correlation 
is defined by 
N 
lim ~I 
n=1 N- oo 
By substituting (5. 5) into (5.10), we obtain the result that 
lim 
N- oo 
n=l 
We will abbreviate the ensemble average by 
(5.10) 
(5.11) 
(5.12) 
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It is clear by comparison of (5. 9) and (5.11) that when the two points in the 
ensemble correlation coincide, the correlation reduces to the intensity. 
Further by operating upon er12 with vi or V~, the Laplacian operators in 
the coordinates of the first and second points respectively, we can establish 
wave equations analogous to those for the time averaged correlation. To this 
end operate on (5. 12) with vi 
(5 .13) 
2 Now v1 commutes with the ensemble average, hence 
(5.14) 
Substituting (5. 7), the Helmholtz equation for An, in (5.14), we have 
(5.15) 
Now k 2 commutes with the ensemble average, hence we have 
2 2 (V 1 + k ) er 12 = 0 . (5. 16) 
In a similar manner we could obtain a Helmholtz equation in the coordinates 
of the second point so that we have the pair of equations 
2 2 (V s + k ) er 12 = 0' s = 1 ' 2. (5. 17) 
In analogy to the time averaged coherence theory the prescription for solving 
the propagation problem is as follows: we specify er12 on the boundary, solve 
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one of the Helmholtz equations, (5. 1 7), for a correlation between an interior 
point and a boundary point, and use this new correlation as a boundary 
condition in solving the second Helmholtz equation, and thus obtain a correlation 
between two interior points. We then contract the correlation between the two 
interior points into the desired intensity distribution. 
We could now continue to follow the development of Beran and define 
various quantities analogous to those in the time average theory, and further 
we could discuss the measurability of the ensemble averaged correlation, 
however, the above discussion is sufficient to allow the establishment of an 
ergodic theorem. 
3. AN ERGODIC THEOREM 
We now consider problems for which it would be convenient to combine 
the time and ensemble correlation theories. We first note that if we satisfy 
the quasimonochromatic approximation and if the boundary conditions are 
coherent in the quasimonochromatic sense, then from (2. 67) 
(5. 18) 
and the general solution to the propagation problem is, from (2. 25) and (2. 26), 
(5.19) 
Letting r;_ = r; = rand -f = 0 so as to form the intensity in the solution, and 
the )./ and:T'' integrations, we have 
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(5. 20) 
From (5. 20) we see that the intensity interior (under the restriction of the 
quasimonochromatic approximation) to a coherent boundary (i.e. , the 
boundary field is coherent) is the same as that produced by a strictly 
monochromatic boundary field U(S). That is, if we ignore the restriction of 
coherence theory and assume we know the field itself on the boundary we will 
obtain the correct interior intensity provided the boundary field is coherent 
and the quasimonochromatic approximation is satisfied. Further, if we let 
the two points in (5.18) coincide, we see that the boundary function U is just 
the square root of the intensity. This result justifies the usual monochromatic 
field approach to optical wave problems where the restrictions of coherence 
theory are imposed upon the observation of the optical field but still the 
simple procedures of monochromatic field analysis very often give the 
correct answer. 
We now apply the above result to a coherent, quasimonochromatic 
boundary value problem so that we can write the wave field itself over the 
boundary as 
1/Jr ('T:t)= A(r) cos [ 21r~t + ct><ii] · (5.21) 
where the superscript r on the wave function indicates that this is a real 
quantity and not the analytic signal representation, v is the frequency, and 
A and cp are the amplitude and phase respectively. Remembering that we are 
concerned only with pure propagation problems, that is, we have restricted all 
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sources of the wave field to be exterior to the boundary surface, we can 
change the boundary condition by altering the sources and geometry external 
to the boundary. As an example consider Figure 5. 1. Here a source 
illuminates a plane P through a material M. That is, between the plane 
and the source there is a material medium, so that the field distribution 
depends not only upon the properties of the source but also upon the 
properties of the material medium. Let there be a hole A in the plane P. 
Following optical nomenclature we will call this hole an aperture. If we 
restrict attention to the region to the right of the plane, we have a boundary 
value problem in which the boundary condition is the value of the field over 
the aperture (assuming that the field on the right hand surface of the plane P 
is zero everywhere except in the aperture due to the presence of a physical, 
absorbing wall in the position of the plane). Now if the source is quasi-
monochromatic, the geometry on the left of the plane is such as to satisfy 
the quasimonochromatic approximation, and the material M is not time 
varying, we can represent the field over the aperture by:(5 .. 21').. However if 
the material is time varying, (5. 21) is no longer valid since A and ¢will in 
general be functions of time. That is, the boundary condition can be 
changed in time by altering the situation exterior to the boundary of the 
propagation region. We now consider two problems. In one we have an 
ensemble of boundary value problems such that for each element of the 
ensemble the boundary condition is of the form (5. 21). A physical example 
of this would be an ensemble of situations as depicted in Figure 1 such that 
for each particular situation the material is in a different configuration than 
in the others. In the second problem we have only one boundary condition 
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Schematic of a means of varying the illumination over an aperture 
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but the amplitude and phase are functions of time. A physical example of 
this second problem would be as depicted in Figure 1, but with the time 
varying material M. We now ask under what conditions are the average 
solutions of these two problems the same? 
Ergodic theory is concerned with the answer to the generalization of 
the above question. Given an ensemble of time functions f (t), under what 
n 
conditions are various averages of a set of functions f (t ) for some fixed 
n o 
t equal to the corresponding time averages of one particular function, say 
0 
f. (t). The ergodic hypothesis is a statement that for certain ensembles these 
J 
averages are equal. Here we will not be concerned with the mathematical 
details of a proof of the ergodic hypothesis but merely points out if the two 
types averages are to be equal then any one element of the ensemble must 
be typical of the ensemble as a whole. Any ensemble for which the ergodic 
hypothesis is valid (or very approximately valid) is called an ergodic ensemble. 
Here we will assume that the ensemble of boundary conditions 
1/!r (r';t) =A (rj cos [ 21r~t + cp (rj J , n = 1,2,3, ..... (5.22) 
n n n 
is ergodic to the set of boundary conditions 
~r (r'; t) = A (r; t) cos [ 27T J.lt + cp (r': t)] . (5. 23) 
The set of boundary conditions (5. 22) is well suited for application of the 
ensemble coherence theory while (5. 23) is easy to analyse by the time 
averaged coherence theory. 
To apply the time average method we first need to find the analytic 
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signal associated with (5. 23). To this end we first establish a pair of 
formulas for the Hilbert transform. r- . Let 1/J (r, t) possess the Founer 
integral, 
(5. 24) 
where ~ (r"; v ) is the Fourier transform of 1/Jr (r"; t). Then 
(5. 25) 
where H { ) stands for the Hilbert transform. Now the Hilbert transform 
commutes with the integration on v in either the range v > 0 or the range 
v < 0 but not for the range - oo < v > oo. However, by breaking the 
integration on v into two ranges, 0 to oo and -oo to 0, we can commute with 
the Hilbert transform. That is 
where v > o in the first integral on the right side, and J < o in the second. 
Performing the indicated Hilbert transforms we obtain 
H (l (r, t)} = i rX> ~ r (r,V) e -2•iJ t dJ-i rX>~ r (r, J) e -2•i.Jt ctJ. 
0 (5. 27) 
By adding and subtracting the proper term to make either the first or second 
integral on the right side of (5. 27) a Fourier integral, we can obtain the 
following two expressions for the Hilbert transform: 
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(5. 28) 
or 
(5. 29) 
We could now proceed to apply (5. 28) or (5. 29) to (5. 23) and obtain the desired 
transform,butitismore enlighteningto first examine(5. 28) and (5. 29). We 
first note that if a function contains only positive or only negative frequencies, 
its Hilbert transform is just i or -i times the given function respectively. 
Now apply (5. 28) and (5. 29) to the function ~Pr (r': t) = cos 2JT crt, u > o. We have 
27Ti u t -e1riu t 
e +e 
cos 2JT ut = 2 The first term contains only negative fre-
quencies, and the second term only positive. Applying (5. 28) and (5. 29), 
we obtain 
H { cos 2Jrut ) = 
2Jri 0' t . 27Ti 0' t 
-i e +1 e 
2 = sin 21r u t. (5. 30) 
That is, of course, the same results as obtained by straight forward 
application of the definition of the Hilbert transform. Next, apply (5. 28) 
and (5. 29) to the function ~Pr (r, t) = a(t) cos 21r ut, where u > o, and the 
Fourier spectrum of a(t) contains only frequencies whose absolute values 
are less and ir. We obtain 
H { a(t) cos 21rut) = H {a(t) e~~iut 
= -a(t) e 2Jri 0' t 
2 
+ a(t) e -:~iu t ) (5.31) 
+ ai sooo [a(t) e 27ri ut JF e -27Ti.¥'dv 
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. (t) -27ri<Jt ro [ 2 . tj 2 '\/t 
+ Ia ~ -2i Joo a(t) e- 11"l<J e- 11"1 'dv. (5. 32) 
Here [ J represents the Fourier transform. The two integrals on the right 
side of (5. 32) vanish, since the Fourier transforms are, in each case, zero 
over the range of integration. So we have the result: 
H { a(t) cos 211" <J t ) = a(t) sin 211" <Jt . (5. 33) 
In the same manner we can obtain the result: 
H { a(t) sin 211" <Jt ) =- a(t) cos 27r<Jt. (5. 34) 
Both (5. 33) and (5. 34) are subject to the condition that the Fourier spectrum 
of a(t) contain no frequency components whose absolute value is greater than 
<J. These theorems, (5. 33) and (5. 34), will be used to find the Hilbert 
transform of (5. 23) -remembering that we could have proceeded directly. 
Equation (5. 23) can be written 
!Jir{r,t) =A(r':t) cos [ct><r:tD cos 21rilt- A(r':t) sin [ct><?,t}Jsin 27rUt. (5.35) 
Applying (5. 33) and (5. 34) we arrive at the result 
H { A(?,t) cos [21r Jt + cf>(r':tTI} = A(?,t) sin [ 21r~t + cp(r':t) J , (5. 36) 
where ;.) > o, and the functions A(z:'7t) cos [ cp (z:'7t)J and A(z:'7t) sin [ cf>(z:'7t)J 
each contain only frequencies whose absolute values are less than tJ. 
Under the restriction imposed upon (5. 36), the analytic signal 
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associated with the real disturbance, (5. 23) is 
ljJ (r': t) = A(r': t) e i cp <r": t) e 2rri L7t . (5. 37) 
Returning to the problem of solving for the field produced by the 
aperture distribution, (5. 23), the mutual intensity function over the aperture 
is 
(5. 38) 
If A <r": t) and ¢(r': t) are sufficiently slowly varying functions of time such that 
in (5. 23) b. u << J....' our problem is the solution of the Helmholtz equations 
(since we demand the quasimonochromatic approximation to be valid) 
( 2 -2; v + k r (o) = s = 1 2 \ s .. 12 ' (5. 39) 
where k = 2rr u I c, subject to the boundary condition, (5. 38). Having 
established a prescription for solving the problem by time average methods, 
we now turn to ensemble average methods. 
Consider the ensemble of monochromatic aperture distributions (5. 22). 
Each element of this ensemble corresponds to some particular time-indepen-
dent configuration of the material, M. We now proceed to find the ensemble 
average field due to these aperture distributions. 
First, we rewrite (5. 22) as the real part of a complex disturbance 
(5. 40) 
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The ensemble correlation is 
* - - -i { ¢(~) - ct><r;) ) 
er12 = (A (r1) A(r2) e )e ' (5. 41) 
where the sharp brackets represent ensemble average. The problem is now 
one of solving the equations 
(5. 42) 
(where k = 21r vI c) subject to the boundary condition, (5. 41). 
Since the same differential equation is used in both the time average 
and in the ensemble average problem, the equivalence of the two solutions 
depends upon the relation between the two boundary conditions (5. 38) and (5. 41). 
But we have already demanded that the boundary conditions be ergodic so that 
the two cross correlations, (5. 38) and (5. 41), are equal. vve now have the 
theorem: 
The time average intensity field (or more generally the coherence) 
produced in a given scalar boundary value problem by the boundary conditions 
l/Jr (r': t) = A(r:7 t) cos [ 21r ~ t + cp(r:7 t)] 
is identical to the ensemble average intensity field produced in the same 
problem with the ensemble boundary conditions. 
under the following conditions: 
(1) 1/Jr (r, t) is ergodic on the boundary. 
(2) The absolute value of any frequency component of either A(r, t) or 
cp(r, t) is less than v . 
(3) 1/J(r, t) is quasimonochromatic. 
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CHAPTER VI 
WAVE PROPAGATION IN A RANDOM MEDIUM 
1. INTRODUCTION 
In this chapter we consider the propagation of waves in a random 
medium in terms of the coherence theory reviewed in Chapter II. By a 
random medium we mean any material whose index of refraction (the ratio 
of the wave speed in vacuum to the wave speed in the material) varies 
randomly in both space and time. We will show that the intensity of the 
wave (the usually measured quantity under the restrictions of coherence 
theory) is determined solely by the usual parameters of the non-random 
propagation problem (e. g. wavelength, geometry, boundary conditions, etc.) 
and by the two-point cross correlation of the fluctuations in the index of 
refraction of the random medium. Further, after a review of a Born 
approximation to the solution of the problem of wave propagation in a random 
medium, we will derive a particular solution to the problem of the propa-
gation of a wave beam of finite cross-section and finite divergence (beam 
spread) through a slab of random medium. 
2. GENERAL APPROACH 
As stated in the introduction a random medium is any material whose 
index of refraction varies randomly in both space and time. We now restrict 
this general definition to a class of random materials which we will consider 
in some detail. We demand that the time variations of the material be very 
slow in comparison to the mean period of the wave, so that as described in 
Chapter IV, we can consider the problem to be quasistatic. That is, we 
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demand that all time variations in the random medium be sufficiently slow 
so that for a time long compared to the relaxation time of a detector, the 
output of the detector can be considered constant. From this demand and 
the discussion of Chapter IV, we can treat the problem of wave propagation 
in a random medium as a sequence of problems in each of which the medium 
varies only in space. Further we assume an ergodic relation between this 
time sequence of problems and an ensemble of static problems. That is, 
we assume that we can replace the problem of wave propagation in a space 
and time varying random medium with an esemble of problems in each of 
which the medium varies only in space, so that the ensemble average of 
these space varying problems is equal to the time average of the time 
varying intensity. It should be noted that the ergodic theorem assumed 
here is different from the theorem proved in Chapter V. There it was 
shown that under certain conditions the solutions of a propagation problem 
were ergodic if the boundary conditions were ergodic; here we demand that 
the time variations of a random medium be ergodic so that we can replace 
the time varying problem with an ensemble of static problems. 
Consider the problem in the ensemble. Here the wave speed will be 
a function of position in the random medium, and the wave disturbance will 
satisfy the equation 
2 - 1 a2 1/J <r, t) 
\7 1/!. (r' t) = ~ at2 
J c. (r) 
J 
(6. 1) 
where c. (r) is the wave speed for the jth problem. Now the dependence of 
J 
the wave speed upon position will not affect the derivation of the equations of 
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motion for the mutual coherence function, so we have as in Chapter II that 
r 12 (T) satisfies the wave equation 
2 
a r12 (7) 
--....;;;2=-- , s=1, 2 BT 
(6. 2) 
We further assume that the quasimonochromatic approximation is valid, so 
that 
r (T) = r (o) e -27TiVT 
12 12 (6. 3) 
It should be noted that we are assuming that v is the same for all elements 
of the ensemble. Putting (6. 3) into (6. 2), we obtain the Helmholtz 
equations 
( v 2 + k ~ ) r 12 (o) = o, s = 1, 2, 
S JS 
(6. 4) 
where 
k = 2 7Tjj s=1, 2 js c. <F:>' J s 
(6. 5) 
Let C 
0 
be the speed of the wave in vacuum, then the index of refraction is 
defined by 
(6. 6) 
Let the space averaged index be ii for every element of the ensemble. We 
define ~n by 
- - -n (r ) = n + ~ (r ) (6. 7) 
We demand that the ensemble average of~ be zero, that is we demand that 
the ensemble average of n(r) be ii .. Using (6. 6) and (6. 7), (6. 5) becomes 
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2-rrV iL:· ii + .::m. <~ il 
k = J s 1 2 
. c ' s = ' JS 0 
(6. 8) 
Define the mean wave number by 
:k = 2-zWii/c . 
0 
(6. 9) 
In terms of the mean wave number, we have 
2-rrV .::m. <~ > k -- ] s js- k + · C 
0 
' s = 1, 2 . (6. 10) 
We now demand that D.n < < ii, so that to first order we have 
2 __ 2 4ml:k .::mj <~J _ k. - k + c ' s - 1, 2 . 
JS 0 
(6.11) 
We now return to the Helmholtz equations (6. 4), and multiply the 
2 
s = 1 equation by V 2. Hence 
(6.12) 
Since kf1 is a function of the coordinates of the first point only, we have 
(6. 13) 
If we now substitute the value of V~ r 12 (o) from (6. 4) into (6. 13), we have 
2 
Substituting for k. from (6. 11), we have 
JS 
= 0. (6.14) 
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--3 -811V k ~. (r2) J 
(6. 15) 
If we now take the ensemble average of (6.15) we have (remembering that 
the average of ~n is zero) 
(6. 16) 
where 
n12 = ~ ~j <r;> ~j <r;> ) e (6. 17) 
the ensemble averaged cross correlation of the variations in the index of 
refraction. In (6.16) we have a single differential equation for the ensemble 
averaged mutual coherence function in a random medium. It should be 
noted that the coherence function (and consequently the intensity) depends 
only upon the correlation of the refractive index providing the following 
assumptions are valid: 1) the medium is ergodic, 2) the space and 
ensemble averages of the index are equal, 3) the field is quasimonochromatic, 
and 4) the variations in index are small compared to the mean value. 
However, (6.16) is not a convenient equation to solve, and we return in 
the next section to a consideration of the pair of equations (6. 4). 
3. BORN APPROXIMATION TO THE SOLUTION OF WAVE PROPAGATION 
IN A RANDOM MEDIUM 
In this section we review a Born approximation to the solution of 
(6. 4) which was developed by the author in conjunction with Parrent and 
19 Shore. The basis of this approach is that we can write (6. 4) as (using 
6.11) 
s = 1, 2. (6. 18) 
The left hand side of (6. 18) is the usual Helmholtz operator for which we 
know the Green's function. If we treat the right hand side of (6. 18) as a 
source term (ignoring the fact that it depends upon the solution), we can 
write an integral solution. Thus, proceeding as in Chapter II, the Green's 
function solution is 
where the Green's functions are chosen so that they vanish on the boundary, 
d a is an area element of the boundary surface, dV is a volume element of 
-- -the space occupied by the random medium, and s, p, and r are positions on 
the boundary, in the medium and in the field respectively. If we now take 
the ensemble average of (6.19), we have 
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In (6. 20) we have an integral equation for the ensembled averaged mutual 
intensity function propagating in a random medium. One method of solving 
(6. 20) is to substitute the solution of the problem for Lm. = o into the 
J 
integrals on the right hand side and find a new solution by evaluating the 
integral, then substitute this new solution into the right hand side to find 
still another solution, etc. If we stop this reiteration procedure after the 
first step, that is, stop with the solution obtained by substituting the An. = o 
J 
solution into the integral on the right hand side, we obtain the first Born 
approximation to the solution of (6. 20). In Reference 19 the general form 
of the first Born approximation for (6. 20) was developed in detail. We will 
not repeat the simple but involved algebra here. However, in the next 
section we will give the result for a particular geometry, and here we will 
discuss the general nature of the form of the solution. 
If we substitute (2. 26), the general solution to the wave equation for 
the mutual intensity function propagating in a homogeneous medium, in the 
second integral on the right of (6. 20), we obtain four terms in the Born 
approximation. The first term represents the solution for An. = o, and 
J 
the remaining three terms represent corrections to the solution to first 
order in n12, the correlation of the index fluctuations. In Figure 6.1 we 
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A symbolic representation of the Born correction terms 
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have represented these four terms symbolically. In the Figure the dots 
represent points on the boundary, in the medium, or in the field (the 
solution coordinates). The straight lines represent either Green's functions 
(the homogeneous medium Green's function) or their normal derivative. 
If the straight line terminates on the left on the boundary it represents the 
normal derivative of a Green's function, otherwise it represents the Green's 
function. A jagged line represents an integration over the appropriate 
coordinates of the Green's functions (or their derivatives) which terminate 
on the same dots as the jagged line and over any function placed beside the 
jagged line. As an illustration, Figure 6.1(a) represents an integration over 
the boundary of the product of the mutual intensity over the boundary and 
two normal derivatives of Green's functions. That is, a) represents an 
integral of the form (2. 26) - the homogeneous medium solution. In b) we 
have an integration over the boundary and over the medium of the product 
of the mutual intensity on the boundary, two derivatives of Green's functions, 
an integration over the medium, the correlation of the medium, and two 
Green's functions. That is, b) represents the integration 
where the various quantities have meaning as in (6.19). Thus, we can 
regard Figure 6. 1 as a shorthand for various integration formulas. 
We can also interpret Figure 6.1 physically. For example, we can 
interpret a) as meaning that two points on the boundary propagate to the 
field points independently, but are coupled on the boundary through the 
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mutual coherence function. In b) we see that one point is propagated to 
the field point as in a homogeneous medium but is coupled on the boundary 
to the second point which propagates into the medium where it is coupled 
via the correlation of the medium to another medium point, whence it then 
propagates to the field point. In c) we have the same situation with the 
roles of the two propagation patterns interchanged. In d) we see that both 
boundary points propagate into the medium where they are coupled and 
then are propagated to the field points. In the next section we will apply 
the Born approximation to a particular problem. 
4. BEAM PROPAGATION THROUGH A SLAB OF RANDOM MEDIUM 
The propagation of the mutual coherence function through a random 
medium has been considered by Beran 4 and Bourret~' 9 Beran has used 
the Born approximation outlined in Section 3 to compute the change in 
coherence in an infinite plane wave propagating through a semi-infinite slab 
of random material, and Bourret has used an analogous procedure to compute 
the directivity of a linear antenna immersed in a random medium. Here 
we consider another problem in the propagation of coherence through a 
random medium - the determination of the beam spread and coherence of 
a wave beam of finite cross section and divergence after propagation through 
a slab of random material. Instead of postulating a particular form of the 
wave beam, we consider the typical geometry by which a beam is produced. 
Wave beams are produced by surrounding the sources of the wave by a 
boundary which is opaque except over a small region.. Thus on the side of 
the boundary which does not include the sources, the wave is in the form of 
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a beam eminating from the non-opaque portion of the boundary. Here we 
will let the boundary have the simple form of an infinite plane. 
The problem we will consider is illustrated in Figure 6. 2. In this 
Figure all sources are on the left of the boundary plane which is opaque 
except over a region which we will call the aperture. At a distance z from 
the boundary plane we have a slab of random medium of thickness L, and 
we are interested in the beam shape and coherence over a plane a distance 
Z from the boundary. We restrict the problem to two dimensions and make 
the following assumptions. 
1. The aperture is uniformly illuminated with unit intensity. 
2. The aperture is coherently illuminated. 
3. The aperture is large compared to a wavelength. 
4. The illumination of the aperture is quasimonochromatic. 
5. The slab of material is in the far field of the aperture. 
6. Only a small area of the slab near the axis (the normal 
through the center of the aperture) is significantly 
illuminated. 
7. The observation plane is in the far field of the illuminated 
portion of the slab. 
8. The index of refraction of the material of the slab is 
Gaussianly correlated, and the standard deviation of 
the fluctuations in index is the same at all points in the 
slab. 
9. The slab is thick compared to the spread (or halfwidth) 
of the Gaussian distribution in correlation. 
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10. The region between the aperture and the observation 
plane is homogeneous with unit index of refraction 
except for the slab of random medium. Furthermore, 
we will be interested in the intensity distribution only 
in a small region near the axis. 
Assumptions 1 through 4 are typical of the conditions across the exit 
pupil of a searchlight or laser; they were made only to provide a narrow 
beam of light. Assumption 6 is a consequence of assuming the beam to be 
narrow. 
To find the first Born approximation to the solution of this problem 
we substitute (2. 26) in the integral on the right of (6. 20) (as in Section 3) to 
obtain (using the notation of Figure 6. 2) 
(6. 22) 
where we have let 
( 47rvk) 2 = M C n12 
0 
(6. 23) 
We note that the four terms on the right of (6. 22) are in agreement with 
the symbolic representation of Figure 6.1. We now proceed to find explicit 
representations for the various quantities in (6. 22). 
For a coherent aperture, (from assumption 2) 
=1 (6. 24) 
where r is the correlation at points s1 and s2, the l's are the intensities at 
the two points, andy is the degree of coherence. But we have assumed 
(assumption 1) that I(S1) = I(S2) = 1; therefore, 
(6. 25) 
From assumption 9 we can write 
(6. 26) 
where e:2 is proportional to the standard deviation of the fluctuations in the 
- -index, P 1 and P 2 are two points in the slab, and a is the width of the 
correlation (called here the correlation length of the material). This form 
of the index correlation was chosen for mathematical convenience and not 
as a result of an analysis of a particular random medium. 
If we assume the aperture extends from -a/2 to a/2 (see Figure 6. 2), 
we now have only to evaluate the various Green's functions to have all the 
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Figure 6. 2 Geometry of the random medium problem 
terms needed for the evaluation of the solution for the correlation function 
of the wave beam after propagation through the slab. 
A. DETERMINATION OF GREEN'S FUNCTION 
The free-space, spherically symmetric, Green's function for the 
two-dimensional, scalar Helmholtz equation16 is (note that in this general 
discussion of Green's function r is not as given in Figure (6. 2)) 
- - (1) G(r 1, r 2) = i7rH0 (kr) (6. 27) 
or for large r, 
- - ~7r i(kr + rr/ 4) G (r r ) = - e as r- ao 1' 2 kr ' (6. 28) 
2 ~ __... -+ -+ .-. _.. 
where H
0 
is a Hankel function, r = (r 1 -r 2) · (r 1-r 2), r 1 and r 2 are the 
position vectors of the source point and the field point respectively (here 
we use source point and field point in the usual sense applied to Green's 
functions) and k is the wave number. For use in the solution, we require 
a Green's function that vanishes over the aperture plane. Such a Green's 
function can be constructed by simply subtracting from Equation (6. 28) the 
free-space Green's function of the image of the source point in the aperture 
plane. Inclusion of this additional image source point does not affect the 
final solution, since the added source is not inside the volume (region to 
the right of the aperture plane) over which the solution is valid. The 
additional source only affects the boundary conditions, but these are the 
same by postulation whether the image is present or not. Let fl be the 
position vector of the image of the source point in the aperture plane, and 
2 ~ - =' -let (r') = (r1 - r 2) · (r1 - r 2). We then obtain 
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G(- -) = 12/i i(kr + rr/4)_ f2ii i(kr' + rr/4) r1,r2 ~ki e ~kie ' (6. 29.) 
which is the Green's function that vanishes over the aperture plane. For, if 
- - -r 2 is in the aperture plane, it follows that r 1 = r' 1 and r = r' . 
To evaluate the integrals of the solution we need the following 
Green's functions for propagation from one plane to another (see Figure 2): 
--G(p, £) 
We also need the following normal derivatives: 
aG --an (P, S) , 
aG --an (£, S) 
Using (6. 29) and the geometry, we get for the first function 
iku" 
- ./ u' 1) , 
1 
(6. 30) 
where 
(6. 31) 
and 
(6. 32) 
In the same manner, the second function G{P. l) becomes 
(6. 33) 
where 
and 
Using (6. 29), the geometry of Figure 2, and performing the indicated 
differentiations, we obtain for the normal derivatives: 
where 
and 
where 
The far-field assumptions imply (see Chapter II) 
2 
z > ~ 
o - A. 
(Z - z0 - L) > 
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(6. 34) 
(6. 35) 
(6. 36) 
(6. 37) 
(6. 38) 
(6. 39) 
(6. 40) 
where O" is the maximum value of O" for which the illumination of the 
max 
slab is significant, and A. is the mean wavelength of the radiation. The 
conditions of Equation (6. 40) allow us to neglect second order and higher 
terms in the Taylor series expansion of u2, u3, and u4 when these quantities 
occur as the argument of an exponential. Mathematically, the equal-to-
or-greater signs in Equation (6. 40) should be much-greater-than signs, 
but, in practice, we find that second order terms may be neglected even 
when the equality holds. These same conditions allow us to neglect all but 
the leading term of the Taylor series where the u 's occur other than as 
arguments of exponentials. 
Making these "far-field" approximations, we can write 
and 
where 
- - /2iT . /4 [ ikQ -ik?] -ik£0"/Q 
G (P , £) = ~T em e e e 
~ z- z 
0 
ikT ik17 -ik£u/T J 
_ e e e 
~Z+z 
0 
2};i7T (1 'k ) ikP ikz 17/P -ikoS/P = - -1 z z e e o e 5 0 0 ' kz 
0 
~ (t, S) = 2 ~ (1 - ikZ) Z eikR e -ik£S/R , 
vu ~kZ5 
(6. 41) 
(6. 42) 
(6. 43) 
(6. 44) 
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(6. 45) 
(6. 46) 
(6. 47) 
B. THE INTENSITY DISTRIDUTION 
To obtain the intensity distribution from the solution, we have only 
to set £1 = £2 = £. After reducing this detailed equation to a formal 
representation of the intensity, we still have to substitute the various 
expressions for the Green 1s and correlation functions, as called for, and 
perform the indicated integrations. We recognize the first term on the 
right (6. 23) as just the unperturbed solution which will be the familiar12 
sine-squared function for a uniformly illuminated slit. It is expected (and 
direct computation verifies) that the second and third terms are negligible. 
This leaves the fourth term as the principal correction to the unperturbed 
solution, 
Denoting this correction as I (£), and using the various expressions 
c 
from above, we have 
2 2 
I (£) = 16 E 71' 
c z 
0 
a/2 a/2 
s 
-a/2 
s 
-a/2 
,e ,e 
s s s s X 
0 0 -00 -00 
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,Jz-z 
0 
ikT ik771 -ik£a /T 1 ~e =--e _x 
,Jz+z 
0 
-ikT -ik772 ik.to-2/Tl 
e e e x 
,Jz+z 1 0 -
(6. 48) 
Evaluating the integrals of (6. 48) by straighforward but involved 
procedures, we obtain, 
[ ~ (2Pw + 1 ) J 2Pa 1-q 
1 
-- erf 1-q [ 7!'a ( 2Pw ) J . 1 2Pa 1-q - 1 + l+q erf [ ~ ( 2Pw + 1 ) J 2Pa l+q 
1 
-- erf l+q 
where 
[~ ( 2Pw _ 1 ) J } 2Pa l+q 
£a 
w=A.z ' 
(6. 49) 
(6. 50) 
(6. 51) 
(6. 52) 
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and the solution has been normalized so that the unperturbed solution is given 
by the familiar 
I t b d(w) = sinc2 rrw. unper ur e (6. 53) 
Combining (6. 49) and (6. 53), we obtain the intensity distribution after 
propagation through the slab: 
11 
./-
r-q 
1 
+-1+q 
2 3/2 
I (w) = sin c 2 rrw + -=-€ ---:-~;..__- La A. p 
I (2pw 
erf I 1ra l 2pa \1-q 
I 
erf [1Ta ( 2pw 
2pa \ 1+q 
+1 )l 
_! 
r
-
1 7Ta 
-- erf -
1-q L2pa 
1 
1+q erf [
7Ta c~ -1\l~. 
2pa 1-fq ~j (6. 54) 
To obtain a feeling for the nature of the beam pattern after propagation 
through the slab we have plotted in Figure 6. 3 the intensity for the case that 
the zero ordinate of the correction term is 20% of the unperturbed term. 
We have also in Figure 6. 3 assumed that a= 1 em., q e< 0 (the slab is much 
closer to the boundary than to the observation plane) and p = 1 (slab just in 
the far field of the aperture). The results shown in this figure are 
qualitatively similar to the results for all values of the parameters of 
(6. 54) and show that the macroscopic density variations in the slab result 
in predominately forward scattering of the wave beam. 
C. THE COHERENCE FUNCTION 
To obtain the coherence in the beam, we need to repeat the calculation 
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of the last section but without the assumption that i. 1 = i. 2 = i. . In practice 
this results in simply a change of variables. The result for the correction 
term is 
(6. 55) 
where the symbols have the same meaning as above, and we have let q ~ 1. 
Figure 6. 4 gives plots for two representative cases. The correlation drops 
to a low value as the intensity (Figure 6. 3) drops; this implies coherent 
forward scattering. 
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CHAPTER VII 
WAVE THEORY OF IMAGING 
1. INTRODUCTION 
In recent years, 14• 15• 18 an interest in coherent imaging has developed. 
This interest has evolved from the fact that special imaging effects can be 
achieved, such as edge sharpening, noise suppression, and focus restoration. 
With the advent of the laser, many general photographic methods are now 
being used under conditions of coherent illumination. The simple act of 
photographing the end of a ruby laser to obtain the intensity distribution is 
an example of coherent imaging. Since the Gaussian lens formula connecting 
object and image distance with the focal length is indpendent of the coherence 
of the illumination, the procedures for obtaining images under incoherent 
illumination will produce images under coherent illumination. However, the 
nature of the image will in general be different (as we will see below), and 
care must be used in the interpretation. In this and the next two chapters 
we present a general analysis of coherent imaging and from this analysis 
derive some of the peculiarities of images obtained under coherent 
illumination. 
Although imaging is most often associated with optics, the techniques of 
imaging are applicable to any wave field. In this chapter we will consider 
imaging as a branch of scalar wave theory and examine the problem in terms 
of coherence theory. 
2. WAVE THEORY OF A LENS 
By an imaging system we mean any arrangement of material (which we 
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will call a lens) such that waves entering the lens, after reflection from (or 
transmission through) a surface (which we call the object), are altered so 
that waves leaving the lens form over a surface (the image surface) an 
intensity distribution similar to the distribution over the object. Physical 
examples of such lens are well known in optics, acoustics, and microwaves. 
Here we will not be concerned with the physical nature of a lens, but only 
with its general mathematical description. We define a lens as anything 
which can convert a plane wave into a spherical wave (at least over a finite 
region of space). It will be shown below that this definition of a lens is 
consistant with the properties of an imaging system given above. We now put 
the above into more explicit form. 
The point onto which the spherical wave converges is called the focal 
point. We will ignore any actual physical mechanism by which the wave is 
altered and consider all changes in the beam to occur in a single plane - the 
lens plane. The distance between the lens plane and the focal point will be 
called the focal length, f. That is, if the phase front of the beam is plane 
up to the lens plane, it will be spherical beyond the lens plane, and the 
spherical phase front tangent to the lens plane will have a radius f. This 
situation is depicted in Figure 7. 1 where 11 is the radial coordinate of a 
point in the lens plane, and Ll is the path length along a normal to the spherical 
wave front from a point on the lens plane to the tangent spherical wave front. 
If we assume the tangent spherical wave front to be zero phase, the phase 
just to the right of the principal plane, at the point 71, must be given by 
-i27rLl/ A. 
e . This is just the condition that propagation from the lens plane 
to the tangent spherical wave front, a distance Ll, will produce zero phase. 
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From Figure 7. 1 we wee that Tl and .D. are related by, using the Pythagorean 
theorem, 
2 2 
.D. +2f.6-Tj =0. (7 .1) 
Solving (7 .1) for .D., we have 
(7. 2) 
If we restrict Tl to be small compared to f, .D. is approximately given by 
2 
.D.= T1 I 2f , (7. 3) 
or 
2 
.D. = - 2f - Tl I 2f , (7. 4) 
where (7. 3) corresponds to a chosen of+ sign in (7. 2) and (7. 4) to the - sign. 
By choosing a new reference phase we could ignore the constant term, 2f, in 
(7. 4). Hence we can write 
2 
.D.=± Tl I 2f. (7. 5) 
The minus sign in (7. 5) implies that the spherical phase front is diverging 
away from a point on the left of the lens plane. By convention we incorporate 
the ± sign into the focal length and let f be positive if the focal point is on the 
opposite side of the lens plane from the plane wave and negative if it is on the 
same side. 
Hence, we have 
2 
.D.=Tj l2f. (7. 6) 
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Figure 7.1 Lens geometry 
Using (7. 6), the phase over the lens plane becomes 
2 . 2 -~ 
2;\ f 
e 
If we use the wave number k = 2rr /A, (7. 7) becomes 
e 
'k 2 -~ 2f 
(7. 7) 
(7. 8) 
From (7. 8) we see that the effect of a lens is to introduce a quadratic phase 
retardation over a plane. However, since we have restricted the effect of 
the lens to a finite portion of the plane, we must characterize a lens by the 
following factor 
-ik71 2 /2f 
(7. 9) 
where 
R(71 I a)= 0, I 71 I > a/2. (7.10) 
If R(71 1 a) = 1 for 71 ~ a/2, we call the lens ideal. In general this condition 
is not satisfied and we say the lens is aberrated. That is, the effect of a 
lens can be accounted for by multiplying the incoming wave by the factor (7. 9). 
Since (7. 9) depends upon wavelength, through the wave number k, in general 
each Fourier component of the incoming wave should be multiplied by the 
appropriate factor. However, if the light is quasimonochromatic (i.e. , the 
frequency spread is small compared to the mean frequency), we need only 
multiply the incoming wave by a single factor using the mean wave number. 
Above we have determined the effect of a lens upon the amplitude of a 
light wave, we now need the effect upon the mutual coherence function r12(1'1. 
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By definition 
(7. 11) 
where r;_ and r; are two points in the field, if! is the amplitude of the field * 
denotes complex conjugate, and the sharp brackets denote infinite time 
average. If we assume the field to be quasimonochromatic and that the 
coherence just before the lens plane is given by (7 .11), then the coherence 
just after the lens plane is given by 
-ik7J~ /2f * * "k 2 /2f 
r12 (r) = (i/J(r;_,t +7") R<r;l a) e if! (r;,t) R <r;l a) e 1 11 )-
(7. 12) 
where 171 and 11 2 are the radial coordinates of S and r; respectively. If we 
also satisfy the quasimonochromatic approximation (i.e., we restrict all 
path differences to be small compared to the speed of the wave divided by 
the frequency spread), we can set7'= 0. Using this and removing time 
independent terms from the time average, we have 
(7 .13) 
That is, the effect of a lens is to multiply the mutual intensity function by a 
factor 
-ik(7J~ - 11;) I 2f 
e (7. 14) 
Having determined how to introduce a lens into quasimonochromatic coherence 
theory, we now turn to the problem of imaging. 
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3. WAVE THEORY OF IMAGING 
In this section we consider the wave nature of imaging using the lens 
factor derived in Section 2. We will restrict attention to the paraxial 
region, that is, a region of space near an axis drawn through the focal point 
and the point of tangency of the spherical and plane phase fronts. Further we 
will consider only the two dimensional problem - extension to three 
dimensions being obvious. Of course in two dimension a lens converts a 
plane wave into a cylindrical wave, but the mathematical lens factor is the 
same, we only reinterpret the coordinate • 
Consider the geometry depicted in Figure 7. 2. If we let the mutual 
intensity in the object plane be given by rob (y1y2), a Green's function solution 
for the mutual intensity just before the lens plane is given by 
00 00 nJJ(~l-y1)2+s2- (~2-y2)2+s r(~l' ~2) - S_oo S_oo rob (y 1' y 2). t dy 1 dy 2' 
(7. 15) 
where we are ignoring all factors in the Green's function (this is the same 
function as used in Chapter VI) except the exponential, since these are 
constant in the paraxial approximation. The mutual intensity just after the 
lens plane is obtained by multiplying (7 .15) by (7 .14). Using Greenrs functions 
to propagate from the lens plane to the image plane, we have 
roo roo roo roo * -ik(Tj~ -Tj~)/2f 
lim (x) = j_oo j_oo j_oo j_oo rob (y 1' y 2) R(1711 a) R ('1121 a) e x 
!k [)~1-y1)2+s2-J<~2-y2)2+s5 !k~(~l-x)2+s' 2- J<~2-x)2+s' 2 J 
e e 
dy 1 dy 2 dTj1 dTj2. (7 .16) 
y 
object 
plane 
Figure 7. 2 
Tj 
lens 
plane 
Geometry of imaging system 
X 
image 
plane 
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If we expand the radicals in (7 .16) in a power series and keep only up to 
quadratic terms (we can neglect higher order terms if the distances s and s' 
are large compared to the object, image, and lens sizes), and if all constant 
terms are set equal to one, we have after rearranging terms 
e 
If we demand that 
. 2 1 1 1 lk1j (- +- --)/2 2 s s' f 
e 
.!.+.!. = 1 
s s' f ' 
_ ik ( 1j 1 y 1 _ 1j 2Y 2 + 1j 1 X _ 
s s s' 
(7 .17) 
(7. 18) 
then the coefficients in 11~ and 11~ will be zero. Note: (7 .18) is just the 
Gaussian focus condition of optical imaging. With focusing the image intensity 
becomes 
+ 
(7. 19) 
In (7 .19) we have the general quasimonochromatic expression for the image 
of an object specified by its mutual intensity. We will now consider two 
special cases. 
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CASE I - INCOHERENT ILLUMINATION 
If the object is incoherent then from Chapter III (ignoring constants), we 
have 
(7. 20) 
Substituting (7. 20) into (7 .19) performing the y 2 integration, and letting 
y1 = y, we have 
(7. 21) 
Performing the 1Jl and 1} 2 integrations we have (assuming an ideal lens) 
where 
\
00 2 2 I. (x) = I (y) a sine 
1m • _
00 
on 
1ra (x- my) 
(1-m) A. f dy' 
sine x = sin x 
X 
(7. 22) 
(7. 23) 
and m = -s' Is. From (7. 22) we see that the image is the convolution of the 
object with a sine squared function. If the object were itself a delta function 
the image would just be the sine squared function. Hence we call the sine 
squared the impulse response of the lens. If we had not used an ideal lens, 
we still would have obtained the result that the image is the convolution of the 
object with the impulse response. However, the impulse response would be 
different. In general we can say that imaging with incoherent illumination is 
linear in intensity. 
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CASE II- COHERENT ILLUMINATION 
If the object is coherent, (see Chapter II) 
Substituting (7. 24) into (7. 19), we have 
'k 2 1 y1 
Iim(x) = loo loo U{y1) R(1711a) e 
-oo -oo 
--8 
e 
ik 2 - y 2 
s 
. Y1 X 
-lk'l"' ( -· +- ) 
''1 s s' 
(7. 24) 
(7. 25) 
Since (7. 25) is the product of a quantity and its complex conjugate, we can 
write 
'k 2 2 00 -~ 
lim (x) = I ·~oo U{y) e s 
-ik'l"' (;y_ +~) 00 'I S S I 
\ R(TII a) e d17 dy I . (7. 26) 
·-oo 
Evaluating the 11 integral we have (again assuming an ideal lens) 
'k 2 -~
lim (x) = I Soo U{y) e s a sine 
-oo 
1ra (x-my) dy I 
(1-m) X f 
2 
(7. 27) 
This shows that coherent imaging is nonlinear. If we identify U (y) with the 
object amplitude, we have for the image amplitude, (apart from a phase 
factor), 
'k 2 -~
1/Jim(x)=rooi/Job(y)e s 
Joo 
. 1ra (x-my) 
a smc (1 -m) X f dy . (7. 28) 
-iky2 /s If we could ignore the factor e , (7. 28) would be a linear imaging 
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system in amplitude. If s > > y 2 maximum/;\, that is if the lens were in the 
far field of the object we could ignore the factor, but this condition would 
almost never be satisfied in practice. 
Now the factor we would like to ignore is a phase distribution over the 
object. U this phase distribution varies slowly over the impulse response 
of the lens (the Airy disk in object space), the effect of the phase will be 
simply to give different phases to different parts of the image, but this image 
phase will be lost when we square to get the image intensity. 
To find these conditions under which we can ignore the factor, we make 
the change of variables 
p = a (x-my) 
(1-m);\ f · 
Substituting (7. 29) into (7. 28), we have 
1/J. (x) = 
liD 
'kx2 
-1 
(1-m) ;\ f e 
m 
2 
m s 
\
00 
1/! cax-(1-m);\ fp \e 
ob rna ) 
. -oo 
e 
2ik(1-m) ;\ fpx 
2 
sam 
sine 7rp dp. 
(7. 29) 
X 
(7. 30) 
In (7. 30) we see that for each value of x the effect of the exponential terms 
in p and p 2 will be to introduce a pure phase factor provided the exponentials 
are constant over the first few maxima of the sine function. This suggests 
that we can evaluate (7. 30) by the methods of stationary phase. Consider 
first the quadratic exponential in p. 
is p = 1. 
0 
The first zero of the sine function p , 
0 
Using this value the quadratic exponential will be essentially unity over 
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all the significant portion of the sine function if 
2 2 
sm a 
< < 1. 
Using p = 1, (7. 31) becomes (using (7 .18)) 
0 
s < < 
(7. 31) 
(7. 32) 
This condition will almost always be satisfied in practice since it demands that 
the lens not be in the far field of the object. For the linear exponential 
we must have 
2k(1-m) A. f p X 
--------:-2_o_m_ax_ < < 1' (7. 33) 
sam 
where x is the maximum coordinate in the field of view. Using p = 1, 
max o 
(7. 33) becomes (again using (7. 18)) 
xmax < < I ~: I · (7. 34) 
This condition imposes a restriction on the field of view of a coherent 
imaging system. If conditions (7. 32) and (7. 34) are satisfied, the effect 
of the exponential terms in (7. 28) will be to introduce a pure phase term, 
but since we will deal only with intensities, this phase term will be lost. 
Therefore, we can neglect the exponentials if (7. 32) and (7. 34) are satisfied. 
Hence, the amplitude is given by, apart from a phase factor, 
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1/!im(x) = .L: 1/!ob(y) a sine 1ra(x-my) O-m);\ f dy. 
From (7. 35), the intensity distribution in the image is given by 
I. (x) = J (' oo 1/! b (y) a sine 7ra(x-my) dy 12 
1m J o (1-m);\f 
-oo 
(7. 35) 
(7. 36) 
From (7. 35) we see that a coherent imaging system is linear in amplitude 
(assuming the function U whose product is the mutual intensity for a coherent 
field can be considered as the wave amplitude). Again if we had not assumed 
an ideal lens, the system would still be linear in amplitude but the impulse 
response would not be a sine function. In the next chapter we consider the 
properties of a coherent imaging system satisfying (7. 36). 
4. SUMMARY 
In this chapter we have developed a coherence theory of a lens and 
applied this theory to the wave theory of imaging. After finding explicit 
representations of the image intensity distribution in terms of the object 
intensity, we have verified that incoherent imaging is linear in intensity and 
coherent imaging is nonlinear in intensity but linear in amplitude. These 
remarks are by no means meant to be trivial. There have been so many 
careless (from the coherence theory point of view) statements made in recent 
years particularly with regard to the question of "resolution" in coherent, 
incoherent and partially coherent light that we felt a need to exhibit these facts 
first before examining in detail imaging and resolution questions in the next 
chapter. 
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CHAPTER VIII 
CONSTANT PHASE COHERENT IMAGING 
1. INTRODUCTION 
In this chapter we consider various properties of coherent imaging 
under the assumption that the phase of the amplitude distribution of the 
object (or the function U) is constant. We will show that the two-point 
resolution with coherent illumination is not as good as with incoherent 
illumination. We will show that images of coherently illuminated edges 
exhibit a ringing and appear to be displaced. By linearizing the equations 
governing coherent imaging, we will be able to form a direct comparison 
between coherent and incoherent imaging. Finally we will consider the 
"photometry" of coherent imaging. By photometry we mean the determination 
of the energy of the image in terms of the energy of the object wave field 
and the parameters of the lens. 
2. SOME ELEMENTARY EXAMPLES OF IMAGING 
To illustrate the differences between incoherent and coherent imaging 
we will consider in this section two-point resolution, the image of an edge, 
and the image of a bar. Each of these cases will be treated for both 
incoherent and coherent illumination. Since these examples are given only 
for purposes of illustration, the imaging system will be kept simple- a 
one-dimensional, ideal lens. Also the phase of the object will be taken as 
constant. Some effects of phase variations over the object will be treated 
in the next chapter. 
By two-point resolution we mean the minimum separation of two 
114 
points on the object surface such that the two points can be recognized as 
distinct from examination of the image. Clearly, if (7. 22) and (7. 35), the 
relations between object and image for incoherent and coherent illumination 
respectively, are valid, we can always recognize from the image that two 
points in the object are distinct. However, if noise is present in the system, 
there will be a minimum detectable difference in the image. When two points 
in the object are sufficiently close together that their image differs from the 
image of a single point by less than the minimum detectable difference, we 
will not be able to recognize the two points as distinct. Now the proper way 
to determine the two point resolution would be to analyze the noise charac-
teristics of various imaging systems, but this analysis has been avoided. 
Instead of attacking the fundamental noise problem, ad hoc criteria for 
resolution have been invoked. Although it is recognized that resolution 
limits derived by such means have serious shortcomings, 24 • 25 two-point 
resolution has become a conventional parameter for the evaluation of imaging 
systems. Hence, we now consider the two-point resolution of an ideal lens 
for both coherent and incoherent illumination. 
We adopt the Sparrow27 criterion for two-point resolution which states 
that two points are just resolvable (recognizable as distinct) when the second 
space derivative of the intensity is zero at the midpoint of the line joining 
the centers of the images of the two points. This criteria is based upon the 
idea that if the two points are very close together the intensity in the image 
will be a maximum at the center of the line joining the centers of the two 
images, and that as the points are separated this maximum will become a 
minimum. At some point in the process of separation of the two points, the 
second derivative will change from negative to positive values (the change from 
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a maximum to a minimum between the images of the two points). The 
separation for which the second derivative vanishes is arbitrarily chosen 
to be the minimum recognizable separation of the two points. 
To apply the Sparrow criterion we consider two points in the object 
symmetrically located with respect to the axis of the lens. If the two points 
have equal intensity, I , the intensity distribution in the object plane will be 
0 
10 b(x) = 10 [ 6 (x- b/2) + 6 (x + b/2)] , (8.1) 
where b is the separation of the two points. Since we are assuming constant 
phase, we take the object amplitude to be the square root of the object 
intensity. Hence, the amplitude is 
lj!0 b(x) = Jlo [ 6 (x - b/2) + 6 (x + b/2) l (8. 2) 
By substituting (8.1) or (8. 2) into (7. 22) or (7. 35), we can obtain the 
corresponding image intensity distributions. By applying the Sparrow 
criterion to these distributions we can derive the two-point resolution for 
coherent and incoherent illumination. These steps will not be outlined here 
since the results have previously been obtained by Barakat3 and Rojak. 22 
The results are that 
b = 4.16 (1-m) A f 
co 1rma (8. 3) 
and 
b. = 2. 61 (1-m) A f 
m 1rma (8. 4) 
where b and b. are the just resolvable two-point separations for coherent 
co m 
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and incoherent illumination respectively, and the other quantities are as in 
Chapter VII. From (8. 3) and (8. 4) we see that the just resolvable separation 
of two points is greater by 59.8% for coherent illumination than for 
incoherent illumination. 
We now consider the images of a step or discontinuity in the object. 
Consider now the object 
I ' X> 0 0 -
o, X< 0 
(8. 5) 
This object has a discontinuity or edge at x = o of magnitude I . To find the 
0 
image of this object by a one-dimensional, ideal lens under incoherent 
illumination, we need only substitute (8. 5) into (7. 22). Thus 
rra(y-mx) J 2 d (1-m) A f X ' (8. 6) 
Integrating (8. 6) by straightforward techniques, we obtain 
I. (r) = 112 + !. I S. (r) _ 1-cos r J 1m rr L 1 r ' (8. 7) 
where r = (l::{A f , Si is the sine integral function, and we have normalized 
such that the asymptotic value of the intensity in the illuminated region is 
unity. 
To find the corresponding image under coherent illumination we need 
to substitute (8. 5) into (7. 36), remembering that the amplitude is the square 
root of the intensity. Thus, 
l~ r 00 It rra(y-mx) d J 2 lim (y) = jo "' 10 a sine (l-m) A f x . (8. 8) 
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Integrating (8.8), we obtain 
(8. 9) 
For imaging by a one-dimensional, ideal lens, (8. 7) and (8. 9) are the 
normalized images of an edge under incoherent and coherent illumination 
respectively. These intensity distributions are plotted in Figure 8 .1. 
For the incoherent case, the image is in accord with our photographic 
experience, but for the coherent case, two additional phenomena occur -
interference fringes are pronounced in the illuminated region and negligible 
in the "dark" region. If we adopt the criterion that the edge is located at 
the half intensity point, a reasonable criterion for use with microdensitometer 
traces, then the edge is shifted by an amount D, where 
D = 0. 212 (1-m) A f 
a 
(8 .10) 
If on the other hand, we adopt the criterion that the edge is located at the 
first maximum in the "illuminated " region, a reasonable criterion for 
visual inspection, then 
D = (1-m) A f 
a 
(8. 11) 
The edge shift by either criterion is significant and should be allowed for in 
making quantitative measurements from images obtained by coherent 
illumination . 
As a final example consider a bar object, that is an object whose intensity 
distribution is given by 
Iob(x) = 
10 , lx I ~ b/2 
o, lx I > b/2 
(8. 12) 
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To find the image of this object with our ideal lens with incoherent illumination, 
we need only substitute (8. 12) into (7. 22). Thus 
I. (y) = ~b/2.· I b [a sine 7Ta(y-mx) ]2 d (1 -m)"' f x. liD . -b/2 0 1\. (8 .13) 
Integrating (8. 13) we obtain 
I. (r) = .! [ 2s + liD 1T 2 2 cos (s-r) + (s-r) cos (s+r) + sin ada . (8 . 14) \
s-r J 
(s+r) <T 
r - s · -s-r 
where r = 21ray , the remaining integral can be expressed as a sum of (1-m) A. f 
sine integrals, we have normalized to unit intensity in the image in the limit 
as b becomes large, and s = 27Tb/p ; where p is the width (between first 
0 0 
zeros) of the lens' diffraction pattern projected on the object plane. That 
is, p
0 
is the width of the intensity pattern which would exist over the object 
plane if all sources of the wave were removed and a point source were 
placed at the focal point. 
Similarly, to obtain the image under coherent illumination, we 
substitute (8.12) into (7. 36) (again remembering that the amplitude is the 
square root of the intensity), 
[ ~b/2 I. (y) = I liD . -b/2 Fa a sine 
Changing variables in (8.15), we obtain 
1 [ ~s/2-r/2 I. (r) = -
lm 1r2 · -s/2- r/2 
1ra(y-mx) 
(m+1) A. f 
. J 2 Sl: <TdJ • 
(8. 15) 
(8.16) 
where the symbols and normalization are as for (8.14). From (6.14) and 
(8.16) it is clear that the nature of the image depends upon the parameter s, 
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essentially the ratio of the bar size to the diffraction spot size. If the bar 
is much smaller than the diffraction spot, we would expect the image to be 
just the impulse response of the lens; if the bar is much larger than the 
diffraction spot, we expect a reasonably good image. In Figures 8. 2, 8. 3 
and 8. 4, we have plotted (8.14) and (8.16) for values of s corresponding to 
the bar being an order of magnitude smaller, equal to and an order of 
magnitude larger than the diffraction spot. In similarity with the image of 
an edge, we have two additional phenomena with coherent illumination -
interference fringes and edge shifting. From the figures it is clear that the 
edge shifting would need to be allowed for in any quantitative determination of 
object size from measurements upon images under coherent illumination. 
3. LINEARIZATION OF THE COHERENT CASE 
In Chapter VII we derived the equation (7. 36) governing imaging under 
coherent illumination and observed that it was nonlinear. In the last section 
we derived some elementary properties of coherent imaging. Without a 
general approach to nonlinear systems analysis (such as we have for linear 
systems) one method for developing an intuition for coherent imaging would 
be to extend the list of examples. In addition to being tedious, this approach 
offers no assurance that all significant cases will be considered. Fortuitously, 
for a large class of examples,the class of low contrast objects, the system 
equation can be linearized. In this section we consider this class of objects. 
Let the object intensity distribution be given by 
I b (x) = I + f (x) , 0 0 (8. 17) 
where I is a constant and f(x) is much less than I for all values of x. 
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Expanding the square root of I b (x) in a power series, we have 0 . 
I I (x) = ll + f(~ + 
t.J o .J .. o 2 J Io f(x)
2 
+ .... 
Keeping only the constant and linear terms, we have 
~ = f1 + f(x) . 
,..; ~o \AJ ,..; ~o 2 Jlo 
Substituting (8.19) into (7. 36), the fundamental relation for coherent 
illumination becomes 
(8. 18) 
(8 .19) 
(8. 20) 
where we have replaced the sine function with a general impulse response 
"';l (y, x), so as to allow the consideration of other than ideal lens. Inte-
grating term by term and squaring, we have 
2 ( 1 C00 Ii(y) = T (o) Io + T(o) j oo - 00 ]2} f(x)~(y-x) dx + i l S f(x)~-x)dx , 
4T (o)I -oo 
0 
(8. 21) 
where 
T(o) = (' 00 ~(y-x) dx. J_oo (8. 22) 
By definition the transfer function, T(J.t), of a linear system is the 
Fourier transform of the impulse response. That is 
roo 2' 
T (J.t) = .Loo ~(u) e 7rlJ.LU du. (8. 23) 
125 
If we let JJ. = o in (8. 23), we get 
T(o) = .L: ~(a) da, (8. 24) 
which agrees with the above terminology. It is customary to normalize the 
transfer function so that T(o) = 1, however we will work with the unnormalized 
function. 
Consider the ratio of the third to the second term inside the curly 
brackets of (8. 21) 
R = 1 r 00 f(x) ~ (y-x) dx. 1
0 
T(o) j _
00 
Squaring both sides of (8. 25) and using Schwarz's inequality, we get 
2 1 roo 2 roo 2 
R ~ 2 2 J lf(x)l dx j_ ~~(y-x)l dx. 161 T(o) -oo -oo 
0 
But, by Parseval's theorem 
roo 2 roo 2 2 
.)_00 l~(y-x)l dx = .Loo IT~)~= dJJ. =neT (o). 
(8. 25) 
(8. 26) 
(8. 27) 
The quantity ne is known as Shade's equivalent band pass. Substituting 
(8. 27) into (8. 26), we have 
roo 2 
.)_
00 
I f(x) I dx. (8. 28) 
If R < < 1, we can neglect the third term on the right of (8. 21). R will be 
much less than one if 
Io » I J : e J .c I r<x> 12 ctx I . (8. 29) 
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Thus, if (8. 29) is satisfied, and I is sufficiently large so that we need only 
0 
keep up to linear terms in (8. 18), the intensity distribution in the image is 
given by 
Ii (y) = T~o) [ 10 + -~= f(x) 'ld' (y-x) dx J, (8. 30) 
wher~ "'(y-x) = ~ (y-x) I T (o)" From (8. 30) we see that for low contrast 
objects, a coherent imaging system is linear in intensity, apart from a 
.• 15 
constant background. It should be noted that Marechal has previously 
linearized equations governing coherent imaging in a microscope and 
linearized analogous equations for the phase contrast microscope. 
In the past there has been a temptation to compare incoherent and 
coherent imaging systems as linear systems, since a coherent system is 
linear in amplitude. ~owever, in optics objects and images are always 
specified in terms of intensity or some quantity which could be taken as 
equivalent to intensity (e.g., density, reflectivity, transmittance), and a 
coherent system is not in general linear in intensity. For low contrast 
objects, however, both coherent and incoherent systems are linear in 
intensity .and can easily be compared. For example, the normalized 
transfer function for a one-dimensional, ideal lens under coherent illumina-
tion is just the Fourier transform of the sine function divided by the zero 
ordinate of the Fourier transform, and is given by 
T (JJ.) = 1, for IJJ.I < co -
rna 
2 (1-mp. f ' 
(8.31) 
0, for IJJ.I > rna 2 (1-m) X f 
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For the same system with incoherent illumination, we see from (7. 22) that the 
transfer function is 
T. (J.J.) =I- (m+l)!! I P.l , for IP.I ~ rna 
m (1-m)A. f ' 
= 0' for I P. I > (1-~~ A. f (8. 32) 
From (8. 31) and (8. 32) we see that the transfer function of the incoherent 
system has twice the cut-off frequency (spatial frequency) as the coherent 
system. Thus we would expect to image more detail (high frequencies) with 
the incoherent system. 
As further examples we will give here the two points resolution, the 
image of an edge and the image of a bar - the examples worked above the 
coherent and incoherent illumination - for the case of low-contrast coherent 
illumination. The two point resolution is given by 
b = 
co 
4.16 (1-m) A. f 
rrma 
this is the same resolution as the general coherent case. 
(8. 33) 
In Figure 8. 5 we have plotted the intensity distribution in the image of 
a low contrast edge for both coherent and incoherent illumination. Here 
we have, as in the high contrast case, interference fringes and edge 
shifting, but now we have strong fringes on both sides of the edge. If we 
take the edge to be the mean of the asymptotic values of the image (the 
actual location of the edge), both the incoherent and coherent cases give 
the correct value. From these results it is clear that edge shifting arises 
from two causes (1) nonlinearities which shift even the mean value and (2) 
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coherence which introduces a spurious maximum which could be interpreted as 
an edge. 
In Figures 8. 6, 8. 7 and 8. 8 we have plotted the intensity distribution 
in the images of a low-contrast bar for both incoherent and coherent 
illumination. As in the high-contrast case we get both interference fringes 
and edge shifting. Also as for a low-contrast edge, we observed edge 
shifting only if we consider the edge to be located at the first maximum in 
the illuminated region. 
4. EXPOSURE CONTROL 
In this section we consider the effect of the lens size upon the intensity 
in the image. Formost ordinary incoherent photography the image intensity 
level (as distinguished from the intensity distribution in space) is controlled 
by the F number, F#. The F# is defined as the ratio of the focal length 
to the lens size. In the case of small magnification the intensity level in 
the image plane is proportional to the reciprocal of the F# ~quared. If the 
magnification is not small, the intensity level also depends upon the magni-
fication. Here we will derive expressions for the intensity level for both 
incoherent and constant-phase coherent illumination. 
To find the effect of the aperture upon the intensity level we will use 
an object of constant intensity and of infinite extent. We can use constant 
intensity since variations in intensity would be imaged according to the laws 
given above, and the intensity of a particular region of the image would be 
calculated from that of any constant intensity region by using the image 
distribution. Although the imaging equations given above were based on a 
restriction of the field of view, we can use an infinite object, since the only 
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region of the object to contribute to the image intensity at a given point is 
that under the impulse response of the lens. Since this impulse 
response goes rapidly to zero, only a finite region of the object contributes 
significantly to the image. Now, the image of a constant will be a constant. 
To evaluate this constant we need only the value of the image at the origin. 
Experimentally, we could image a large circular disk of constant illumination. 
The image would be a disk with "smeared" edges - but constant near its 
center. By the intensity level we mean the intensity at the center of the 
image in terms of the object intensity. 
The image in intensity is always given by 
(8. 34) 
where rand e are polar coordinate in the image space, rob is the mutual 
intensity function in object space, a the amplitude impulse response of the 
lens, and the integration is over the object. For an ideal cylindrically 
symmetric lens the amplitude impulse response is 
-k2mrra2 #(r,e, p,d) = 2 2 2 
4rr (1-m) f 
ik(s+s') ikP2 /2s ikr2 /2s' kRa 
e e e Besinc (l-m)f , 
(8. 35) 
where P, e are polar coordinate in object space, k is the mean wave number, 
m is the magnification, a is the radius of the lens, f is the focal length, 
s and s 1 are the object and image distance respectively, Besinc x = J 1 (x)/x, 
and 
2 2 2 2 R = r + m p + 2 mPr cos (e - cf>). (8. 36) 
134 
This impulse response was obtained by the same procedure as used to find 
(7. 35), except that three dimensions were use<;l, the lens is assumed to be 
cylindrically symmetric and ideal (see (7. 19)), and the constant factors 
which were ignored in the derivation of (7. 35) have not been ignored here. 
For an incoherent object of constant intensity, I , 
0 
(8.37) 
Putting this form of rob into (8. 34) along with (8. 35) and evaluating the 
integrals for r = 0, we have 
I~nco (o) = 
Im 
3I 
0 (8. 38) 
For a constant-phase, coherently illuminated object of constant intensity, 
Using this form of rob and evaluating the image intensity, we have 
I~0 (o) = 
1m 
I 
0 
2 
m 
(8.39) 
(8. 40) 
(8. 38) gives the usual rule for the intensity level known to all photographers. 
The coherent case (8 .40), however, is quite different. The image intensity 
is independent of the F # . This result has been verified in the laboratory. 
The result for constant phase coherent illumination (8. 40), is easy to 
understand physically if we consider unit magnification. In this case the 
image intensity is equal to the object intensity. But for constant phase 
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coherent illumination the wave reflected from (or transmitted through) the 
object is a wave beam toward the lens. Hence, essentially all of the energy 
from the object enters the lens and contributes to the intensity of the image. 
Now since the image is the same size as the object (unit magnification), the 
intensity of the image is equal to the intensity of the object. 
5. CONCLUSIONS 
In this chapter we have shown that while incoherent imaging is a linear 
process, coherent imaging is in general nonlinear. Also, we have shown 
that coherent imaging is approximately linear for the case of low-contrast 
illumination. Further, we have shown through example and comparison 
of transfer functions that there are considerable quantitative differences 
between the images of the same object taken with the same system when the 
illumination is coherent and when the illumination is incoherent. 
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CHAPTER IX 
SURFACE TEXTURE EFFECTS IN COHERENT IMAGING 
1. INTRODUCTION 
One of the most striking aspects of laser light is than when the surface 
of almost any common object is illuminated by a gas laser, the surface 
appears to sparkle. The need to understand this phenomenon motivated the 
investigation in this chapter. As we will see below the sparkle of laser 
light is quite well explained by considering surface texture effects in 
coherent imaging. 
In the previous chapter we have considered the nature of the image 
under the conditions that the object amplitude is given by 
1/Job = ~' (9.1) 
where I
0
b is the intensity of the object. This condition can be realized on 
an optical bench when the object consists of a photographic transparency 
illuminated by collimated light. Although the object amplitude given by (1) 
is common in optical information processing schemes, it would not occur 
generally for reflected illumination. Regardless of the complexity of the 
source, the wavefront of a wave beam becomes a smooth surface as the wave 
propagates, so that if we restrict attention to an area of the wavefront 
whose maximum linear dimension is small compared to the correlation 
length of the light, the wave is approximately coherent and the amplitude is 
approximated well by (1). After reflection from a material whose reflection 
coefficient is constant (e. g. any homogeneous body), the coherence (except 
for a constant factor ) is still given by (1) if the surface of the material is 
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coincident with a wavefront. However, if the material surface does not 
coincide with a wavefront the coherence cannot be given by (1) but must 
include phase factors which represent the departure, in units of a wave-
number, of the surface from a wavefront. In this chapter we will consider 
the nature of the image under the conditions that the object surface is rough. 
That is, the object surface has random deviations from a plane. 
2. SURFACE ROUGHNESS AND PHASE CORRELATION 
In practice the wavefront is usually taken as plane (at least for a small 
area) and the true material surface is replaced by a fictitious surface coin-
cident with the wavefront. Under these conditions the phase variations in the 
wave distribution over the assumed surface represent twice the distance from 
the actual surface to the assumed surface in units of a wavenumber. If the 
phase of the reflection coefficient of the material is not constant, this phase 
must be added to the phase variation due to surface roughness. Hence, the 
amplitude of an object illuminated by reflection is given by 
(9. 2) 
Since the phase factor ¢ in (9. 2) represents (among other things) the 
surface roughness of the object, it is necessary to specify the nature of the 
surface. However, in practice we are not concerned with the detailed nature 
of a particular surface, but rather with a statistical description of a class 
of similar surfaces. That is, instead of a detailed contour of the surface, 
we need only statistical parameters such as the mean deviation from a plane 
surface, the variance about the mean, or the correlation of the deviation. 
By specifying the surface roughness statistically we also restrict knowledge 
of the image to statistical parameters such as the mean (ensemble average) 
intensity. 
To put the above statements into exact form consider the general 
expression (7. 27) for the image intensity 
lim (x) = I r a> J lob (y) e -iky2 Is a sine 7ra(x-my) dy 12' (9. 3) J_
00 
(1-m) A f 
where we have identified U as the square root of the intensity. This result 
was derived under the assumption of constant phase coherent illumination. 
If we now allow the phase to vary due to surface roughness or inhomogeneous 
reflectivity, the image intensity becomes 
'k 2 
a> i¢ (y) -~ 
lim (x) = 1.~-ro I J 10 b (y) I e n e s a sine 2 1ra(x-my) d I (1-m) A f Y ' (9. 4) 
where the subscript n in cp (y) indicates the nth member of an ensemble of 
n 
similar objects which differ only in phase due to surface roughness. The 
ensemble averaged intensity is given by 
i [¢n(y)- cpn(y' >] 
<1im (x))e = J .. \ lj 1ob(y) I I J 1ob611 < e )e 
2 . 
a smc 
1ra(x-my) 
(1-m) A f sine 
7ra(x-my' )) d d ' 
(1-m) A f Y Y ' 
-ik (y2 I 2) 
- -y 
s 
e x 
(9. 5) 
i¢ (y) - ¢ (y') 
where < e n n )e is the ensemble averaged phase factor. If we 
restrict attention to a portion of the object which consists of a single 
homogeneous material, the ensemble averaged phase factor should be 
independent of any coordinate system. That is, over small areas it is 
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expected to be stationary. Further, we expect it to be zero for any pair of 
points which are sufficiently separated. Denoting the ensemble averaged 
phase factor by K(y, y' ) , we can put the above properties into precise form 
as 
K(y, y' ) = K ( I y - y' I), (9. 6) 
and 
K(IY -y' I>= 0, IY -y'l>> a, (9. 7) 
where (9. 6) expresses the stationary property, and a is called the correlation 
length of the surface. 
3. GAUSSIAN STATISTICS 
The properties (9. 6) and (9. 7) are quite general and sufficient for our 
purposes here. However, as a specific example let us consider a surface 
whose deviation from a plane is a Gaussianly distributed stationary random 
function of zero mean (i.e. , the assumed surface is chosen to coincide 
with the average real surface). Let N(r) be the correlation of the surface 
roughness where r = I y' - y I· That is 
N(r) = < !:11. (y') • !:11. (y))e , (9. 8) 
where D.J. is the deviation of the object surface from a plane. (Note ~ We 
are doing a two dimensional problem so that a plane is really a line.) If we 
assume that all phase variations are due to surface roughness, then 
<f>(y) = 2k !:11. (y), (9. 9) 
where k is the wave number and D.J. (y) is the deviation from the surface at 
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pointy. We note 
2 N(o) = < t:d. )e . (9. 10) 
That is, the zero ordinate of the correlation of the surface roughness is the 
variance of the surface deviation. It has been shown by E. L. O'Nem18 
that for stationary Gaussian statistics, if 
f(y) = e iq> (y) , (9. 11) 
then 
* K(r) = < f(y) f (y') )e - <,~' (o) - N' <~: = e (9. 12) 
where 
N' (r) = < (j>(y') • (j>(y) >e . (9. 13) 
From (9. 9), we have 
2 N' (r) = r k N(r). (9.14) 
Thus, if we know the correlation of the surface roughness and have stationary 
Gaussian statistics, we also know the ensemble averaged phase factor. If 
N' (r) = 0 for r >>a (the surface roughness correlation eventually goes to 
-N' (o) 2 
zero with separation) then K(r) = e for r>> a. But, N' (o) = 4K • 
< t:J.i. 2 )e. Let < t:J.i. 2 )e =A 2, that is, let the standard deviation of the 
surface be only one wavelength. Then 
N' (o) = 4 ( 21T \
2 
A 2 = \A ) 
2 
161T ' 
-161T2 K(r) I r > >a = e ~ 0. 
(9. 15) 
(9. 16) 
These results with Gaussian statistics are to be taken only as an illustration 
of the procedures for finding explicit representations of the ensemble 
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averaged phase factor. Here, we will be concerned only with the general 
forms (9. 6) and (9. 7). 
4. THE NEARLY SMOOTH SURFACE 
If we substitute (9. 6) into (. 5), the ensemble averaged intensity is 
given by 
sine 7Ta(x-my) sine (1-m) A f 
7Ta(x-my' ) d d , 
(1-m) A f Y Y 
The first zero of the sine function is given by 
y = (1-m) A f 
o rna 
where we have set x = 0. If y - y'> > y , at least one of the two sine 
0 
(9.17) 
(9.18) 
functions in (9.17) is small compared to one, and all contributions to the 
integral can be neglected for regions where y - y' > > y . Now if a » y , 
0 0 
we call the surface nearly smooth, that is, the surface roughness is well 
correlated over a region large compared toy , we can take K (y - y') as 
0 
approximately one throughout the region of integration. Under this condition 
(9.17) reduces to (9.13). Thus constant phase coherent imaging is obtained 
whenever the correlation interval of the surface roughness is large compared 
to y . To understand this result physically we first note that the intensity 
0 
at any point in the image is a weighted sum over the entire object as given 
by (9. 1 7). However, the weighting is such that only a small area of the 
object contributes significantly to the image intensity at a given point. The 
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condition a > > y is just the condition that the surface roughness be well 
0 
correlated over any area of the object which can contribute to a particular 
point in the image. Hence the waves ~ich reach any particular point in 
the image have all come from the same area of the object, and this area is 
well correlated in surface roughness. Hence the intensity at any point in 
the image is as if the whole object surface were well correlated, that is 
smooth. Different points in the image will have different phases due to the 
corresponding different areas of the object being correlated about difference 
deviations, but this phase variation will not affect the intensity. Hence the 
image is as if the object surface were a plane. In other words, the object 
surface will image as a constant phase surface, if the phase due to surface 
roughness is constant over the smallest area resolvable by the lens. 
5. THE VERY ROUGH SURFACE 
If on the other hand a< < y , we call the surface very rough, and we 
0 
need consider only values of y - y' up to the order of a, for K will vanish 
otherwise. To use this idea, let y' = y + p. Thus, 
sine 1ra(x-my) (1-m);\ f 
I J 1ob(y+p) I K(l PI) e 
sine 1ra [ x-m (y+p>J (1-m);\ f 
Since the maximum p is small compared to y , 
0 
ik 2 
s (p + 2py) 
dy dp. 
sine 1ra[ x-m (y+p>J (1-m);\ f ~ sine 
1ra(x-my) 
(1-m);\ f 
X 
(9.19) 
(9. 20) 
Since any variation of the object occuring over a region small compared to 
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the resolution of the lens cannot be observed by the lens, we can ignore such 
object variations and let 
2 
If !gC < < 1, 
s 
1ob (y+p) = 1ob (y) ' 
we could ignore the exponential factor in p2. There 
(9.21) 
2 
are two cases in which this condition is satisfied: (1) s » 27r~ , i.e. , 
the lens is in the far field of the area on the object whose size is equal to a 
correlation interval of the surface roughness; (2) since a < < y , we have 
0 
~ < < s = 2A. s 2 
a 
(9. 22) 
If we demand that 2 \ s < < 1, we can ignore the exponential, but this is 
a 
just the condition that the object not be as far from the lens as the far field 
distance of the lens. 
To ignore the exponential factor linear in p, we demand 
= g < < 1, 
a 
(9. 23) 
where a is the maximum practical value of p, y is the width of the sine 
0 
fu~ction and hence for any fixed value of x, the practical maximum of y, and 
a is the size of the lens. 
In comparison to the uniform phase situation in which to ignore the 
exponential factor we had to demand that the object not be in the far field 
of the lens and the field of view was restricted to approximately the aperture 
size, for random phase variations, we can use either the condition that the 
object is not in the far field of the lens or the condition that the lens is in the 
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far field of an area of the object of about the size of a correlation interval. 
The restriction upon the field of view is removed for random phase variations 
provided the aperture is large compared to the correlation interval. 
Under the conditions (9. 20), (9. 21), (9. 22) and (9. 23), the average 
intensity becomes 
(9. 24) 
Since we are assuming an object surface with homogeneous roughness, the p 
integral is a constant, however, in the more general case where the surface 
roughness statistics vary over the object the roughness correlation will be 
a function of y. Thus, in general the p integration yields not a constant, but 
a function of position in object space, f(y). Removing the restriction of an 
object with homogeneous roughness and performing the p integration, the 
intensity becomes 
(9. 25) 
From (9. 25) we see that the ensemble averaged intensity in the image of a 
coherently illuminated object with random phase variations is the same as 
the intensity image under incoherent illumination except that the object is 
modified by a factor f(y). In the case of uniform surface roughness f(y) is a 
constant, and the average intensity under coherent illumination is the same 
as the incoherent intensity apart from a constant factor. 
The object intensity distribution 1
0
b(y), refers to the actual wave 
distribution on the surface of the object and not to an intrinsic property of 
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the object. All the involved relationships between the incident light and the 
object reflectivity are beyond the scope of this image analysis. However, if 
we were to consider say object spectral reflectivity (color) the effect upon 
the analysis would be to modify the intensity distribution over a nearly 
monochromatic object by a factor which allows for color variations. This 
factor would be entirely analogous to the factor f(y) above which allows for 
object roughness variations. Keeping with the spirit of image analysis, we 
define a new object distribution 
I' b (y) =I (y) f(y). 
o on 
(9. 26) 
Substituting (9. 26) into (9. 25) we have 
(9. 27) 
Hence, on the average coherent imaging of rough objects is identical to 
incoherent imaging, if we include the modifications of object intensity with 
surface roughness in the problem of reflectivity assuming, of course, the 
lens can not resolve the details of the roughness. 
Having determined that the ensemble averaged image is the same as 
obtained with incoherent illumination, we now consider the manner in which 
an individual image may differ from the average. To this end we first note 
that the intensity at each point in the iinage is a weighted summation of 
intensities over the object, i.e., each point in the image is obtained by 
averaging the object over the impulse response of the lens. Remembering 
that for the average image to be as the incoherent image the resolution must 
be large compared to the correlation length of the surface roughness, then 
the amplitude of each point in image space is the sum of a large number of 
independent events (points in object space whose phase is determined by 
surface roughness). By the central limit theorem the amplitude is Gaussianly 
distributed and hence, the intensity is Rayleighly distributed. Thus, if we 
restrict attention to any single point in the image, its intensity will be 
Rayleigh distributed over an ensemble of images. If we consider any set of 
independent sampling points of any one image (by independent sampling 
points we mean points in the image due to points in the object whose impulse 
responses essentially do not overlap), we again obtain a Rayleigh distribution 
in intensity. However, this single sample distribution is about the average 
intensity pattern. Thus, any particular image should be the average image 
multiplied by a Rayleigh noise distribution. As is well known, the Rayleigh 
distribution is characterized by occasional extreme deviations from the 
average. If the image is recorded by photographic film, the eye, or some 
other nonlinear detector (in intensity), the peaks (extreme deviations) will 
dominate so that the image will appear speckled. This spotted appearance 
is familiar to everyone who has observed the beam of a gas laser. There 
are two important properties of the speckling - the contrast and the density 
or number of spots per unit area. We will now evaluate these properties; 
again using a two dimensional analysis. 
6. SPECKLE CONTRAST AND DENSITY 
Imagine each resolvable area (length) in object space to be divided 
into M subregions of equal size such that the size of the subregions is a 
minimum consistant with the demand that the surface deviation be constant 
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over each region. The number M is approximately the ratio of the two-point 
resolution to the correlation length of the surface roughness (the minimum 
separation of two points on the surface such that the ensemble averaged 
correlation of surface roughness between the two points in negligible). 
Since the resolution varies as (1-m) fA, and the surface correlation is an 
a 
intrinsic property of the object, we have 
M oc (1-m) f 
rna 
(9. 28) 
The average intensity is proportional to M and the standard deviation about 
the mean, u, is proportional to Jiir· If we consider the maximum intensity 
to be the average plus the standard deviation and the minimum intensity to be 
the average minus the standard deviation, the contrast of the speckling is 
given by 
I - I . 
max mm C= I +I . 
max mm 
= 
< I)e + CJ - < I)e + CJ 
< I)e + CJ + < I)e - u = (9. 29) 
Using (9. 28) and the proportionality between u and JN, (9. 29) becomes 
~ C oc .j (1-m) A f · (9. 30) 
Equation (9. 30) is the basic relation between the contrast of the speckling and 
the basic parameters of the optical system. Either decreasing the magni-
fication or lens size or increasing the focal length results in a larger 
resolution limit in object space, and hence a larger sample of surface 
roughness. As the sample size increases the measured intensity deviates 
less from the average and the contrast of the speckling decreases. 
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Since the speckling is Rayleigh noise, the problem of determining the 
density of spots is that of computing the distribution of maxima and minima 
for a Gaussian random variable. This problem has been solved by Rice 21 
for a one dimensional distribution. Rice has shown that the expected number 
of maxima per second in a Gaussian noise current which has passed through 
a linear system whose transfer function is 
T(f) = 
is 
1, If I ~ fc 
o, If I > fc 
(9.31) 
(9. 32) 
Now there is nothing special about the time variable used in Rice's development 
- time is simply the name he gave to the variable. We can reinterpret 
Rice's result for a space variable. If we interpret. the variable as a space 
coordinate, (9. 31) is the same as (8. 32) if we let 
f = rna 
c (1-m) A f (9. 33) 
Although (8. 32) is the transfer function in intensity for a linearized coherent 
imaging system it is also the amplitude transfer function for coherent 
imaging with an ideal lens. Using this analogy, we have the mean number of 
maxima per unit length as 
. 775 rna M = J. (1-m) A f · 
But this is just the density of the speckle, hence 
(9. 34) 
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D _ . 775 rna 
- (1-m) X f · (9.35) 
The results (9. 30) and (9. 35) are valid for two-dimensional problems. 
We would expect similar results to hold in three dimensions. However, in 
three dimensions the lens will resolve an area so that the intensity at any 
point in the image will be proportional to N2 (N is the number of constant 
phase regions in a resolution distance) so that the contrast should be given by 
rna 
C 00 (1-m) X f · (9. 36) 
The arguments for the density should go over to three dimensions, but the 
rna 
D 00 (1-m) X f (9. 37) 
Experiments performed by Considine10 give general qualitative 
agreement with (9. 36) and (9. 37). In these experiments collimated gas 
laser light (unpolarized) was used to illuminate, at nearly normal incidence, 
a sheet of white paper. The sheet of paper was photographed with this 
illumination under a variety of circumstances. That is, the focal length, 
the lens size, and the magnification were varied from photograph to 
photograph. On each photograph the density of maxima were measured by 
counting the number of dark spots on the film per unit area. It was discovered 
that this method of measuring density was not accurate due to difficulties in 
controlling the exposure, the large dynamic range of the speckle (contrast) 
and the influence of the film gamma upon density. Quantitative measurements 
were consequently postponed. However, qualitative visual inspection of the 
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images seemed in agreement with (9. 36) and (9. 37). Until controlled 
quantitative experiments are performed, the validity of (9. 36) and (9. 38) 
will not be established. 
7. CONCLUSIONS 
In this chapter we have shown that the parameter characterizing the 
nature of the image of a rough surface is the ratio of the correlation length 
of the surface deviations to the resolution of the lens. If this ratio is large, 
we can treat the surface as smooth and proceed by the methods of Chapter VIII; 
if the ratio is small, we have shown the image averaged over an ensemble of 
objects with similar surfaces is as if incoherent illumination were used. 
Finally, we have shown that an individual image (for the ratio small) will 
exhibit a speckled pattern superimposed upon the average image. 
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ABSTRACT 
After a review of scalar coherence theory the infinite-time averages 
of coherence theory are interpreted in terms of the conserved quantities of 
any scalar wave field and these averages are related to the finite-time 
averages of physical measurements. In particular it is shown that the 
infinite-time average of the square of the wave field (intensity) is proportional 
to the average energy flux under many, but not all, circumstances. By 
application of the energy conservation law for the scalar wave field it is 
shown that the average energy flux through a plane surface depends not 
only upon the intensity but also upon the correlation of the field. An explicit 
example of this dependence is given. Further the assumptions which underlie 
the association of infinite-time averages with actual physical measurements 
are given explicitly. 
After a review of ensemble coherence theory, an ergodic theorem 
which relates the time and ensemble average coherence theories is presented. 
In particular it is shown that if the boundary conditions are ergodic (i.e., the 
ensemble averages on the boundary are equal to the time averages), then the 
solutions are also ergodic. 
In Chapter VI the investigation is turned from the formal properties 
of coherence theory to an application of the theory to a particular problem in 
wave motion - the propagation of waves in a random medium. Random medium 
here means any region of space for which the speed of the waves varies 
randomly in both space and time. By invoking an ergodic hypothesis the 
time and space varying medium is replaced by an ensemble of media which 
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vary only in space. For such media it is shown that the ensemble average 
behavior depends only upon the ensemble averaged, two-point cross 
correlation of the fluctuations in the index of refraction of the media. 
Further, an approximate solution to the problem of the propagation of a 
wave beam of finite cross -section and divergence (spread) through a slab of 
Gaussianly correlated random medium is given. The principle conclusions 
are that the slab produces mainly forward scattering and that the scattered 
wave is highly coherent. 
In Chapter VII a wave theory of imaging is developed from the 
equations of motion for the coherence. From this theory explicit represen-
tations for imaging in the cases of coherent and incoherent illumination are 
derived. These representations show that imaging with coherent illumination 
is basically nonlinear in terms of what is observable in the object plane and 
observable in the image plane. 
In Chapter VIII various consequences of the nonlinear equation 
governing imaging with coherent illumination are exhibited. Lacking a 
general theory of nonlinear equations, the properties of coherent imaging 
cannot be summarized by giving a Green's function or transfer function. 
Instead the nature of the images of simple geometrical objects are given 
in some detail. From examples of coherent imaging it is concluded that 
the two most striking features are that the images of edges "ring" and 
appear to be shifted in relation to the same images under incoherent 
illumination. By "ring" it is meant that the image of an edge is not a 
monotonic change in intensity, but rather, that interference fringes occur 
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in the neighborhood of the location of the edge. Further, coherent imaging 
is linearized by restricting the object to be of low contrast. Having linearized 
coherent imaging, it is directly compared with incoherent imaging. 
Finally, a particular problem in optics is analyzed - that of the 
sparkle of laser light. It is shown that all the observed properties of the 
sparkle can be explained by considering the nature of the image of a 
coherently illuminated, rough surface. By a rough surface it is meant any 
surface which deviates randomly from a plane (or other simple geometrical 
surface that could be constructed to be coincident with a wavefront of the 
illumination). It is shown that the image of a coherently illuminated rough 
surface is as if incoherent illumination were used - edge ringing and shifting 
are not present - but that the image is modified by random fluctuations in 
intensity. These random fluctuations give the image a speckled appearance. 
It is shown that this speckling is Rayleigh distributed and the dependence of 
the statistical parameters upon the nature of the imaging system (lens) is 
exhibited. 
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