In this paper, we study the spectra of asymmetric spike solutions to the Gierer-Meinhardt system. It has previously been shown that the spectra of such solutions may be determined by finding the generalized eigenvalues of matrices, which are determined by the positions of the spikes and various parameters from the system. We will examine the spectra of asymmetric solutions near the point at which they bifurcate off of a symmetric branch. We will confirm that all such solutions are unstable in a neighborhood of the bifurcation point and we derive an explicit expression for the leading order terms of the critical eigenvalues. © 2007 American Institute of Physics. ͓DOI: 10.1063/1.2751391͔
I. INTRODUCTION
Since Turing first proposed the existence of spatial patterns in reaction-diffusion systems, 2 a wide range of behaviors has been uncovered. In particular, much work has gone into the study of pattern formation for the Gierer-Meinhardt system 3 of two equations of reaction-diffusion type. The scaled Gierer-Meinhardt equations are given in ͑1.1͒, in which a represents a slowly diffusing activator and h a quickly diffusing inhibitor. Much of the early analytical results take the limit as the inhibitor diffusivity tends to infinity. This system is called the shadow system and there are a variety of results for spike formation on the boundary [4] [5] [6] and interior spike pattern solutions. 7, 8 When the diffusivity of the inhibitor is order one, the two equations are strongly coupled and results for this case have revealed many more possible behaviors. The existence and stability of symmetric spike solutions are considered in Refs. 9 and 10. The dynamics of multispike solutions in a one-dimensional ͑1D͒ domain are considered in Ref. 11 . A detailed analysis of spikes in a twodimensional ͑2D͒ domain is explored in Ref. 12 .
Among the more unexpected results is the formation of steady-state solutions with asymmetric spike patterns. These patterns consist of spikes of two different heights ordered arbitrarily. The detailed construction of these solutions can be found in Refs. 13 and 1, where it is shown that asymmetric spike solutions to ͑1.1͒ exist. In Ref. 14 it is shown that periodic asymmetric spike solutions to the Gierer-Meinhardt equations are unstable when posed on R. It is shown that a consequence of this fact is that asymmetric spike solutions are unstable when posed on finite domains as well. In this paper, we will examine the spectra of the asymmetric solutions near the point of bifurcation off a symmetric branch. We will confirm that, sufficiently close to this point, all such solutions are unstable and explicitly compute the leading order term of the critical eigenvalues. A result of this calculation shows that the operator resulting from a linearization about an asymmetric spike solution with k 1 small spikes will result in exactly k 1 positive eigenvalues in its spectrum.
We will consider a scaled version of the system, 
͑1.1c͒
Here a͑x , t͒, h͑x , t͒, 1, D Ͼ 0, and Ͼ 0 represent the scaled activator concentration, inhibitor concentration, activator diffusivity, inhibitor diffusivity, and inhibitor decay rate. The exponents p, q, m, and s are assumed to satisfy
͑1.2͒
The remainder of this paper will proceed as follows: In Sec. II we will give a brief review of the construction and stability results of Ref. 1 . In Sec. III we find the leading order corrections to the heights and locations of asymmetric spikes near the bifurcation off the symmetric branch ͓see ͑3.9͔͒. In Sec. IV we find that the stability of an asymmetric spike profile is determined by the signs of the eigenvalues of a matrix. This matrix will be dependent on the arrangement and number of spikes ͑see proposition 4.1͒. In Sec. V we will show that to determine the stability, we only need to consider the eigenvalues of a simple diagonal matrix, with entries of ±1. It then follows that all asymmetric patterns will be unstable near the bifurcation point. Furthermore, the number of unstable eigenvalues ͑counting multiplicity͒ will be equal to CHAOS 17, 037105 ͑2007͒ the number of small spikes in the asymmetric pattern ͑see proposition 5.1͒. Finally, in Sec. VI, we conclude.
II. REVIEW OF ASYMMETRIC SPIKE RESULTS
In this section, we will briefly review the results of Ref.
1. First, we will show that ͑1.1͒ admits solutions with spikes of at most two different heights in arbitrary arrangements. The solutions are constructed using the method of matched asymptotic expansions. We will then consider the linear stability of a given profile by examining the spectrum of the operator resulting from a linearization of ͑1.1͒ about the profile. Two types of eigenvalues, which we will refer to as the large and small eigenvalues, must be considered. The large eigenvalues determine the stability of the profile on an O͑1͒ time scale. It has been shown that if D is below a critical value, then the profile will be stable with respect to these eigenvalues. The small eigenvalues act on a much slower time scale and unstable asymmetric solutions can persist for times of duration O͑ −2 ͒. To determine the small eigenvalues of the operator, one needs to solve for the eigenvalues of a matrix. In Ref. 1 this is done numerically on a case by case basis.
The calculations considered in this section are very involved. We include some of the main results and methods for completeness, but the subtle details are omitted. References 1 and 11 have the complete calculations with all the details.
We will begin by considering a single spike on a domain of undetermined length. Define ᐉ as half the length of the "support" for a spike, and construct a one-spike equilibrium solution to
We expect the solution to ͑2.1a͒ to be a single sharp spike centered at x = 0 and exponentially small elsewhere. Thus we can approximate the last term in ͑2.1b͒ by a scaled Dirac delta function. We then find that the height h͑ᐉ͒ at the ends of the support interval is given by
͑2.2͒
where u c ͑y͒ is the unique positive solution to
and u c is given by
We refer to u c as the canonical spike solution. In ͑2.2͒ the function b͑z͒, for z Ͼ 0, and the exponent r, are defined by
͑2.4͒
It can be shown that b͑z͒ has a unique maximum at z = z c , where
and thus for each z ͑0,z c ͒ there is a unique z ͑z c , ϱ ͒ such that b͑z͒ = b͑z͒. Defining ᐉ so that b͑ᐉ ͱ / D͒ = b͑ᐉ ͱ / D͒, it follows from ͑2.2͒ that h͑ᐉ͒ = h͑ᐉ͒. It is thus possible to glue spike solutions of ͑2.1͒ together to form asymmetric k-spike solutions. Because each ᐉ determines a unique ᐉ, it follows that the height of each spike in every asymmetric pattern is one of two predetermined values. For r = 1 the plot of b͑z͒ is given in Fig. 1 . The equality b͑z͒ = b͑z͒ for 0 Ͻ z Ͻ z c Ͻ z establishes a function f͑z͒ = z between z and z. For any r Ͼ 0, f͑z͒ is convex on ͑0,z c ͒, fЈ͑z͒ Ͻ −1 on ͑0,z c ͒ and fЈ͑z c ͒ = −1.
For any asymmetric spike pattern, there are exactly two support lengths 2ᐉ and 2ᐉ. For k 1 small spikes and k 2 = k − k 1 large spikes, the support lengths must fit in the interval
where ͑i͒ Exactly one solution:
͑ii͒ Exactly one solution:
͑iii͒ Exactly one solution:
͑iv͒ Exactly two solutions:
͑2.7d͒
where
͑2.8͒
and D m 1 is defined as the tangency solution of the system 
where x j is the location of the center of the jth spike, the value of h at x j satisfies
͑2.11͒
and the equilibrium h e is
where G͑x ; x j ͒ satisfies
͑2.13b͒
For k 1 = k 2 = 2 and r = 1 a plot of the activator a e ͑x͒ and inhibitor h e ͑x͒ is given in Fig. 2 
where j ͑y͒ → 0 as ͉y ͉ → ϱ. Define the matrix of Green's functions of ͑2.13͒
and the diagonal matrices
͑2.19͒
Then, the matrix E defined by
has real positive eigenvalues. Write E = S −1 ⌳ e S for some invertible matrix S and diagonal matrix ⌳ e , and define = S, where the jth component of the column vector is j . The eigenvalue problem ͑2.15͒ for the case in which s =0 reduces to k uncoupled problems,
The conditions for which Re͑͒ Ͻ 0 in ͑2.21͒ can be obtained by using a key result of Wei.
15
Theorem 2.1 (Wei 15 ). Let ␤ Ͼ 0 and consider the nonlocal eigenvalue problem for ͑y͒,
corresponding to eigenpairs for which 0. Here u c ͑y͒ satisfies ͑2.3͒. Let 0 0 be the eigenvalue of ͑2.21͒ with the largest real part. Then, if ␤ Ͻ 1, we have
Alternatively, if ␤ Ͼ 1 and either of the following two conditions hold:
By comparing ͑2.21͒ with ͑2.22͒ ͑Ref. 1͒, obtain the following result: Proposition 2.2. Let 0 be the eigenvalue of ͑2.21͒ with the largest real part and assume that condition ͑2.24͒ holds. Let ␣ 1 be the minimum eigenvalue of the matrix E defined in ͑2.20͒. Then Re͑ 0 ͒ Ͼ 0 when
and Re͑ 0 ͒ Ͻ 0 when ␣ 1 Ͼ ͑p −1͒ / ͑qm͒. Thus the eigenvalue problem ͑2.15͒ is converted to a problem of finding the eigenvalues of the matrix E.
When s Ͼ 0 the matrix E is defined by
where B is the tridiagonal matrix
with matrix entries defined by
The stability criterion in ͑2.26͒ still holds if ␣ 1 in proposition 3.1 is identified as the minimum eigenvalue of the matrix 
͑2.29͒
Also, Re͑ 0 ͒ Ͻ 0 when e m Ͻ 1+r −1 . Here r is defined in ͑2.4͒. Thus to leading order, the eigenvalues of ͑2.15͒ are negative given that corollary 2.3 is satisfied. Since the eigenvalues are O͑1͒, this is sufficient for stability with respect to the large eigenvalues. However, ͑2.15͒ also has eigenvalues of O͑ 2 ͒. To determine the sign of these eigenvalues, we must consider the higher order terms.
The analysis of the small eigenvalues also involves reducing ͑2.15͒ to a matrix eigenvalue problem. If we differentiate u c ͑ −1 ͑x − x j ͒͒ with respect to x, we find that L u c Ј=0.
Thus to find the small eigenvalues of ͑2.15͒, we consider eigenfunctions of the form 
Since 0 is a linear combination of u j Ј, it follows that the term multiplied by 0 in ͑2.31͒ behaves like a dipole. References 1 and 11 also show that 1j is continuous across x = x j and has the form of a spike. This implies that the term in ͑2.31͒ proportional to 1 behaves like a linear combination of ␦͑x − x j ͒ when 1, and is of the same order in as the dipole term proportional to 0 . Thus it is necessary to approximate the eigenfunction for to both the O͑1͒ and O͑͒ terms in order to calculate an eigenvalue of order O͑ 2 ͒. Substitute ͑2.30͒ into ͑2.15a͒ to obtain the following result:
Here ͗ 0x ͘ j is to be calculated from
͑2.33a͒
͑2.33b͒
where, defining ͑x j± ͒ as the one-sided limits of ͑x͒ as x → x j± , ͗͘ j ϵ͑͑x j+ ͒ + 0 ͑x j− ͒͒ /2 and ͓͔ j ϵ ͑x j+ ͒ − ͑x j− ͒.
To convert ͑2.32͒ and ͑2.33͒ to a matrix eigenvalue problem, 1 define the matrices D, PB, P g B g , Q, and B g as follows:
where K is the diagonal matrix of eigenvalues of C −1 B,
͑2.36b͒
͑2.36c͒
The tridiagonal matrix P g B g is defined to be the same as PB except that ͑2.36a͒ is replaced by
͑2.37͒
The matrix Q is defined to be the matrix whose columns are the orthonormal eigenvectors of C −1 B. The tridiagonal matrix B g is defined to be the same as B in ͑2.28͒ except that ͑2.28b͒ is replaced by 
where j is an eigenvalue of the generalized eigenvalue problem
Here R is given by
The eigenvector is given by ͑2.30͒, where
and u j is an eigenvector of ͑2.40a͒. For a symmetric k-spike pattern, j can be calculated analytically from ͑2.40͒, since C is a constant multiple of the identity matrix, and B g and R were found to have exactly the same eigenspace. This analysis was done in Sec. 4 
As in Ref. 1, define * by * ϵ min͑ j ͒ such that j Ͼ 0 for j = 1, ... ,k.
͑2.43͒
From proposition 2.5, it follows that an asymmetric small spike pattern will be unstable when * Ͻ 1, or when * − 0,j Ͻ 0, j = 1, ... ,k − 1.
͑2.44͒
From proposition 2.6, the symmetric branch will be stable with respect to both the large and small eigenvalues when D Ͻ D m . This paper will consider asymmetric patterns with D near D m . Such solutions are near a symmetric solution, for which analytic results exist in Ref. 11, and are thus amenable to perturbation methods.
III. HEIGHTS AND POSITIONS NEAR THE BIFURCATION
We begin the analysis by approximating D near D m ,
where the bifurcation parameter ␦ 1 and the sign in ͑3.1͒ depend on the case in ͑2.7͒.
Using the fact that 
͑3.5͒
Thus ͑3.2͒ can be written as
Note that all that will be required for the main stability result is that ␣ Ͼ 0, and this is satisfied by ͑3.5͒. However, we continue with this calculation for completeness.
Next we expand the condition
͑3.7͒
Substituting ͑3.6͒ into ͑3.7͒ and using
For the case ͑2.7a͒, with D = D m − ␦, ͑3.8͒ gives the leading order correction as
Thus we can set
͑3.9͒
Each of the other three cases will involve 2 , z 2 , and z 2 . To find a relation among these, we equate terms in ͑3.4͒ of equal order. A priori, it is not known whether 2 1 2 , 2 ϳ 1 2 , or 2 1 2 . However, an assumption other than 2 ϳ 1 2 will lead to z i = z i = 0 for i Ͼ 1 and satisfying ͑3.8͒ will no longer be possible. Thus we set 2 = 1 2 and use ͑3.5͒ and ͑3.4͒ to get
͑3.10͒
For the case ͑2.7b͒ the leading order term on the left- 
Since ␣ Ͼ 0,
For the cases ͑2.7c͒ and ͑2.7d͒ substituting ͑3.6͒ into ͑3.7͒ can give two solutions. For ͑2.7c͒, one solution is that z Ͼ z c and so is extraneous. In both cases, for the two solutions to exist we must have, since fЉ͑z͒ Ͼ 0, that
͑3.12͒
Expanding about z = z c and using fЈ͑z c ͒ = −1,
͑3.13͒
Thus, given k 1 and k 2 , we can define a positive constant c Ͻ ␣fЉ͑z c ͒ of O͑1͒ such that
͑3.14͒
Because k 1 
͑3.18͒
where c =3c ͱ r͑1+r͒ / ͑4r +2͒ and where the negative square root is rejected since it will give a negative value for ␣. Similarly, for ͑2.7d͒ substituting ͑3.6͒ and ͑3.14͒ into
͑3.19͒
Here, both values of ␣ will be positive. Thus for cases ͑3.18͒ and ͑3.19͒ we may choose 1 ͑␦͒ = ␦ and then it follows that 2 ͑␦͒ = ␦ 2 . Now define s ᐉ ϵ ͭ − 1 if z ᐉ = z, the scaled support for a small spike, + 1 if z ᐉ = z, the scaled support for a large spike.
͑3.20͒
Then we can write ͑3.6͒ as
where ␣ and 1 ͑␦͒ are defined above for each of the four cases.
IV. CORRECTION TO THE SMALL EIGENVALUES
In this section, we will find the leading order correction to the small eigenvalues of ͑2.39͒. We begin by expanding ͑2.40a͒ in a ␦ asymptotic series. The O͑␦͒ term will force a solvability condition on the corrections to the eigenvalues. This solvability condition will itself be in the form of an eigenvalue problem.
Let
.1a͒
where the zero subscript denotes the ␦ = 0 case. Let , u and 0 , u 0 be the eigenpairs of Au = u and A 0 u 0 = 0 u 0 , respectively. Define U as the k ϫ k matrix with columns u 0,j , and order the columns so that the first k − 1 columns are the eigenvectors associated with the eigenvalue 0 = 1. We expand and A as follows:
͑4.2a͒
͑4.2b͒
Because 0 = 1 has multiplicity k − 1, define b and u 1 so that 
͑4.4͒
Because, for every j,
where ͗a , b͘ is the inner product of a and b, it follows that ͑A 1 − 1 I͒Ub is orthogonal to each u 0,j . For each 1 and b, this gives k equations,
which could be written ͑using U t U = I͒ as follows:
.7͒ is a standard eigenvalue problem with k eigenpairs. Write 1,j for the jth 1 . For ␦ → 0, it follows from ͑4.2a͒ that the condition ͑2.44͒ will be met if 1,j Ͻ 0 for at least one j such that j = 1, ... ,k − 1.
͑4.8͒
To expand A, we define
͑4.9a͒
͑4.9c͒
and substitute into ͑4.1͒ to give
͑4.10͒
Hence,
The eigenvalues of A 0 are given by ͑2.42͒. Define the k ϫ k matrix,
Then the set of k equations A 0 u 0,j = 0,j u 0,j for j =1, ... ,k can be written A 0 U = U⍀ 0 , and ͑4.11͒ can be written
Substitute this into ͑4.7͒, multiply on the left by U t ͑I + R 0 ͒U, to get
As derived in Ref. 
͑4.15͒
Thus ͑4.14͒ becomes
͑4.16͒
We can readily divide the eigenspace of ͑4.16͒ into two subspaces. For the first subspace V 1 
is negative. The eigenvalues associated with V 2 will have no effect on the stability of the profile. This is due to the fact that 0,k is 2 and thus k in ͑2.39͒ is negative for ␦ 1. Thus for the remainder of this paper, we will only consider V 1 .
V. PROFILE INSTABILITY
In this section we prove the main result of the paper. We will explicitly evaluate the entries of the matrix given in ͑4.17͒. We do this for the case ͑2.7a͒. However, the conclusions about stability from this case will also hold for the other cases in ͑2.7͒, since it is only the definitions ␣ and 1 ͑␦͒ in ͑3.21͒ which will change, and ␣ is always positive. The details of the calculation will proceed as follows: In Sec. V A we expand the matrices in ͑4.17͒ and simplify using properties of the symmetric case. In Sec. V B we expand the entries of the matrices for the asymmetric case about z = z c in a Taylor series using ͑3.21͒ in ͑2.28b͒, ͑2.28c͒, and ͑2.36͒-͑2.38͒, with ␣ and 1 ͑␦͒ given by ͑3.9͒. In Sec. V C we will show that the signs of the eigenvalues of ͑4.17͒ may be determined by the number of small spikes. The presence of k 1 small spikes leads to k 1 eigenvectors in V 1 with negative eigenvalues. Thus we confirm that an asymmetric spike solution must always be unstable relative to the small eigenvalues near the bifurcation point.
A. Expansion of U t R 1 U
Here we will find a key simplification, which will allow us to complete the characterization of the spectrum of ͑4.17͒. The chief difficulty is due to the presence of the matrix Q in ͑2.40b͒. The matrix Q will be expanded as follows:
The columns v 1 of Q 1 are the corrections to the eigenvectors of C −1 B. If we expand the eigenvalue problem C −1 Bv = v, the leading order corrections to and v, 1 and v 1 , must
singular, it is difficult to solve explicitly for the v 1 's. However, we show it is possible to replace expressions containing Q 1 with expressions that we may evaluate in general.
Substituting expansions of PB
and ͑5.1.1͒ into ͑2.40b͒, we find
In Ref. 11 the superdiagonal matrix M is defined as
͑5.1.3͒
and is shown to relate to P g B g and PB as follows: 
Consider first the MD 1 M t term in ͑5.1.5͒. To determine D 1 , we expand the diagonal matrix D defined in ͑2.34͒. Using ͑2.4͒ and ͑2.33c͒ we can write s in terms of r,
Substitute ͑5.1.6͒ into ͑2.34͒ to give
͑5.1.7͒
Since we are able to ignore the common D 2 factor when computing R ͓the matrix R is defined in ͑2.40b͒, and D, defined in ͑2.34͒, is of the form D 2 M 1 , where M 1 is a k ϫ k matrix, which does not depend on D. Also, ͑2.35͒-͑2.37͒
give PB and P g B g as ͑1/D͒M 2 and ͑1/D͒M 3 for k ϫ k matrices M 2 and M 3 , whose entries are hyperbolic trigonometric functions of the z i 's.
͑5.1.8͒
The diagonal matrix K 0 is the matrix of eigenvalues of where the second equality uses ͑2.5͒. Thus
͑5.1.10͒
Since K 1 is also diagonal,
and the leading order correction to D is
In the MD 1 M t term, D 1 is diagonal and M nm = 0 unless m = n + 1, so that
͑5.1.13͒
Thus MD 1 M t is diagonal and
Substituting ͑5.1.12͒ into ͑5.1.14͒ gives
for i = j, i, j = 1, ... ,k − 1, 0 otherwise.
͑5.1.15͒
Now we consider the
Since K 0 is the ͑diagonal͒ matrix of eigenvalues of C 0 −1 B 0 ,
Substituting ͑5.1.18͒ into ͑5.1.17͒ gives
Solve ͑5.1.10͒ for K 0 ,
and substitute into the left-hand side of ͑5.1.19͒,
͑5.1.21͒
Now multiply ͑5.1.21͒ on both the left and the right by D 0 ,
Substitute ͑5.1.19͒ into ͑5.1.22͒ and write the result as
which replaces the term with Q 1 by matrices which can be evaluated. Multiplying ͑5.1.23͒ on the left by M and on the right by M t gives
From a solvability condition, which arises from expanding C −1 Bq = q,
͑5.1.25͒
Substituting the expressions ͑5.1.3͒, ͑5.1.10͒, and ͑5.1.25͒ into ͑5.1.24͒ we get
otherwise.
͑5.1.26͒
From ͑2.5͒ it follows that csch 2 ͑2z c ͒ / ͑4D 2 ͒ = ͑16r͑1+r͒D 2 ͒ −1 . Substitute this, Eqs. ͑5.1.15͒, ͑5.1.25͒, and ͑5.1.26͒, into the second line of ͑5.1.5͒ to get
͑5.1.27͒
For the
and
where the ᐉth column of U is u 0,ᐉ and the ᐉth column of Q 0 is v 0,ᐉ . Substituting ͑5.1.3͒ and ͑5.1.10͒ for M and D 0 gives Thus, the matrix U t R 1 U may be written as the sum of the matrices computed in ͑5.1.30͒ and ͑5.1.27͒. The expansions of C −1 B and C −1 B g are given by
B. Evaluation of Q
From ͑2.19͒, ͑3.20͒, and ͑3.21͒, expanding about ␦ = 0 gives
͑5.2.5͒
Define the diagonal matrix S by S jj ϵ s j and use ͑2.5͒ to get
͑5.2.8͒
Writing v 0,p , p and u 0,p , p , respectively, for the p th eigenpair of B 0 and ͑B g ͒ 0 ,
with respect to the small eigenvalues, and the remaining small eigenvalue, corresponding to the eigenvector in V 2 , must always be negative. Thus there is a set of k 1 independent vectors on which the eigenvalues of ͑5.3.10͒ must be negative and a set of k 2 − 1 independent vectors on which they must be positive. We summarize the results in this section in the following proposition:
Proposition 5.1. Given an asymmetric steady-state solution ͑2.10͒ and ͑2.12͒ with k 1 small spikes sufficiently close to the bifurcation, the eigenvalue problem ͑2.15͒ will possess exactly k 1 small positive eigenvalues counting multiplicity. Table I reports a check of these conclusions. For some specific spike patterns and for r = 1 and = 1, we compute the eigenvalues 1 in ͑5.3.10͒ using Maple™ ͑Ref. 16͒. We compare them to estimates, 1 , of corrections to in ͑2.40a͒. We compute these estimates as follows. From ͑2.40a͒ we use ͑4.2a͒ to approximate 1 as
͑5.3.14͒
We use Maple™ to compute from ͑2.40a͒. The values of 0 are given in ͑2.42͒. Following the notation ͑3.20͒ we write spike patterns as a sequence of +1's and −1's. For example, "−1, 1, 1, −1, 1" is a pattern with five spikes, with one small spike at the left end and another small spike next to a big spike at the right end of the ͓−1,1͔ interval. As ␦ → 0 we should get that 1 → 1 . Since we are interested only in the 1 for 0 = 1, we report only those k − 1 values. As expected k 1 of these k − 1 values are negative.
VI. CONCLUSIONS
We have confirmed that all asymmetric spike solutions ͑1.1͒ are unstable as they bifurcate off of a stable symmetric branch. Moreover, the signs of the eigenvalues are determined by the eigenvalues of the diagonal matrix S. Thus if there are k 1 small spikes, S will always have k 1 negative eigenvalues and there must be exactly k 1 positive eigenvalues for ͑2.15͒. Using ͑5.3.10͒ we can compute the leading order terms for the critical eigenvalues for any given pattern.
In this paper, we have restricted our analysis to the Gierer-Meinhardt system, however, similar asymmetric patterns have been observed in many other reaction-diffusion systems such as the Gray-Scott, 13 and with minor modifications, our result should carry over to all such systems. The key features of ͑1.1͒ needed to perform this analysis are the relations between the stability of a spike profile and the matrix eigenvalue problem ͑2.40a͒. This relationship is a result of the inner and outer matching of multispike solutions and similar relations should hold for reaction diffusion equations of activator and inhibitor type with a slowly diffusing inhibitor. 
APPENDIX: THE CORRECTIONS

͑A.2͒
The conversion from hyperbolic functions of z c to algebraic functions of r is accomplished by using ͑2.5͒, and ␣ * is defined in ͑5.2.12͒.
From ͑2.28b͒, 
͑A.4͒
The corrections to B g , PB, and P g B g are computed in a similar fashion.
