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Abstract
In this paper we give the decomposition of a martingale under the sublinear expecta-
tion associated with a G-Le´vy process X with finite activity and without drift. We prove
that such a martingale consists of an Itoˆ integral w.r.t. continuous part of a G-Le´vy
process, compensated Itoˆ-Le´vy integral w.r.t. jump measure associated with X and a
non-increasing continuous G-martingale starting at 0.
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1 Introduction
In the recent years the problem of model uncertainty and the stochastic calculus under
the family of non-dominated probability measures has attracted a lot of attention. The
motivation for such problems comes from the finance: the financial models depend on some
parameters which are not known a priori and need to be estimated. However, the choice
of the parameters may strongly influence the conclusions drawn from the model such as a
valuation of derivatives or their hedging strategies. Therefore, one clearly see the necessity
of considering a family of models and taking a robust approach to them.
For many years the mathematicians considered the family of models (i.e. probability
measures) which could be dominated by a reference probability measure. Such model uncer-
tainty problems reflect the drift uncertainty and could be analysed using g-expectation and
BSDE’s. However, if the volatility of a financial asset is a source of uncertainty, one needs to
consider a family of models which are mutually singular and cannot be dominated by a single
reference measure. Shige Peng proposed in [Pen07] to analyse such problems by introducing
a process called G-Brownian motion defined on a space equipped in a sublinear expectation
called G-expectation. Whereas g-expectation is defined via BSDE’s, G-expectation is con-
structed with viscosity solutions of non-linear heat equation. Denis and Martini proposed a
different formulation of the volatility uncertainty problem via so-called quasi-sure analysis,
which directly works with the family of non-dominated probability measures on a canonical
space (see [DM06]). It turns out that both approaches are tightly connected (see [DHP10])
and lead to the stochastic calculus with the Itoˆ formula, G-SDE’s, martingale representa-
tion and G-BSDE’s, as developed in [Pen07], [Pen10], [STZ11a], [Son10], [STZ11b], [PSZ12],
[MJP12], [HJP12].
∗The research leading to these results has received funding from the European Research Council under
the European Community’s Seventh Framework Programme (FP7/2007-2013) / ERC grant agreement no
[228087].
†Centre of Mathematics for Applications, University of Oslo, Norway, e-mail address:
k.j.paczka@cma.uio.no.
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Even though G-Brownian motion spurred a lot of interest, its applicability to finance is
limited, as most of the financial models rely on the jump processes like Le´vy processes as a
driver of dynamics. However, Peng and Hu introduced in [HP09] a process called a G-Le´vy
process which incorporates three sources of uncertainty: drift, volatility and Le´vy measure. A
G-Le´vy process is a generalization of G-Brownian motion: it is a process consisting of a pure-
jump part and a continuous part which might be seen a generalized G-Brownian motion (i.e.
Brownian motion with both drift and volatility uncertainty). G-Le´vy process is also defined
on a space equipped with a sublinear expectation defined by some non-linear IPDE reflecting
all three sources of uncertainty. Ren in [Ren13] showed that such a sublinear expectation
might be represented as supremum of ordinary expectations over a relatively compact family
of probability measures (which again cannot be dominated by a single reference probability
measure). We also showed in [Pac13] that these probability measures can be characterized as
laws of some Itoˆ-Le´vy integrals. For a G-Le´vy process with finite activity we also introduced
a good definition of an integral w.r.t. its jump part and we showed that both the Itoˆ formula
holds and that (B)SDE’s have unique strong solution under the standard Lipschitz conditions.
More information on the G-Le´vy processes can be found in Section 2.
In this paper we investigate the martingale representation in the G-Le´vy setting. We
assume that there is no drift uncertainty and that the volatility and jump uncertainties are
unrelated. Under such assumptions we show that a martingale consists of three parts: an
Itoˆ integral part w.r.t. G-Brownian motion, a non-increasing continuous martingale (which
also shows up in the G-Brownian motion setting) and a compensated integral w.r.t. Poisson
randommeasure associated with jumps of the G-Le´vy process. The important feature of these
three components is that only the G-Brownian motion integral is a symmetric martingale
(which means that it is a martingale for all considered probability measures), whereas the
other components might have only supermartingale property under some probabilities.
The structure of the paper is as follows. In Section 2 we give an introduction to the
framework and present the most important results used throughout the paper. In Section
3 we show that under the second order non-degeneracy condition the viscosity solution of
integro-partial DE is smooth. In Section 4 we introduce a compensation of the integral w.r.t.
Poisson random measure associated with a G-Le´vy process and show that the compensated
integral is a martingale under the sublinear expectation. Section 5 is devoted to the a priori
estimates for the postulated decomposition of martingales. The representation for a simple
class of random variables is established in Section 6, whereas in Section 7 we show that the
decomposition is true for a relatively wide class of random variables.
2 Preliminaries
Let Ω be a given space and H be a vector lattice of real functions defined on Ω, i.e. a linear
space containing 1 such that X ∈ H implies |X | ∈ H. We will treat elements of H as random
variables.
Definition 1. A sublinear expectation E is a functional E : H → R satisfying the following
properties
1. Monotonicity: If X,Y ∈ H and X ≥ Y then E[X ] ≥ E[Y ].
2. Constant preserving: For all c ∈ R we have E[c] = c.
3. Sub-additivity: For all X,Y ∈ H we have E[X ]− E[Y ] ≤ E[X − Y ].
4. Positive homogeneity: For all X ∈ H we have E[λX ] = λE[X ], ∀λ ≥ 0.
2
The triple (Ω,H,E) is called a sublinear expectation space.
We will consider a space H of random variables having the following property: if
Xi ∈ H, i = 1, . . . n then
φ(X1, . . . , Xn) ∈ H, ∀ φ ∈ Cb,Lip(R
n),
where Cb,Lip(R
n) is the space of all bounded Lipschitz continuous functions on Rn. We will
express the notions of a distribution and an independence of the random vectors using test
functions in Cb,Lip(R
n).
Definition 2. An m-dimensional random vector Y = (Y1, . . . , Ym) is said to be independent
of an n-dimensional random vector X = (X1, . . . , Xn) if for every φ ∈ Cb,Lip(Rn × Rm)
E[φ(X,Y )] = E[E[φ(x, Y )]x=X ].
Let X1 and X2 be n-dimensional random vectors defined on sublinear random spaces
(Ω1,H1,E1) and (Ω2,H2,E2) respectively. We say that X1 and X2 are identically distributed
and denote it by X1 ∼ X2, if for each φ ∈ Cb,Lip(Rn) one has
E1[φ(X1)] = E2[φ(X2)].
Now we give the definition of G-Le´vy process (after [HP09]).
Definition 3. Let X = (Xt)t≥0 be a d-dimensional ca`dla`g process on a sublinear expectation
space (Ω,H,E). We say that X is a Le´vy process if:
1. X0 = 0,
2. for each t, s ≥ 0 the increment Xt+s − Xt is independent of (Xt1 , . . . , Xtn) for every
n ∈ N and every partition 0 ≤ t1 ≤ . . . ≤ tn ≤ t,
3. the distribution of the increment Xt+s−Xt, t, s ≥ 0 is stationary, i.e. does not depend
on t.
Moreover, we say that a Le´vy process X is a G-Le´vy process, if satisfies additionally following
conditions
4. there a 2d-dimensional Le´vy process (Xct , X
d
t )t≥0 such for each t ≥ 0 Xt = X
c
t +X
d
t ,
5. processes Xc and Xd satisfy the following growth conditions
lim
t↓0
E[|Xct |
3]t−1 = 0; E[|Xdt |] < Ct for all t ≥ 0.
Remark 1. The condition 5 implies that Xc is a d-dimensional generalized G-Brownian mo-
tion (in particular, it has continuous paths), whereas the jump part Xd is of finite variation.
Peng and Hu noticed in their paper that each G-Le´vy process X might be characterized
by a non-local operator GX .
Theorem 2 (Le´vy-Khintchine representation, Theorem 35 in [HP09]). Let X be a G-Le´vy
process in Rd. For every f ∈ C3b (R
d) such that f(0) = 0 we put
GX [f(.)] := lim
δ↓0
E[f(Xδ)]δ
−1.
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The above limit exists. Moreover, GX has the following Le´vy-Khintchine representation
GX [f(.)] = sup
(v,p,Q)∈U
{∫
Rd
0
f(z)v(dz) + 〈Df(0), q〉+
1
2
tr[D2f(0)QQT ]
}
,
where Rd0 := R
d \{0}, U is a subset U ⊂M(Rd0)×R
d×Rd×d and M(Rd0) is a set of all Borel
measures on (Rd0,B(R
d
0)). We know additionally that U has the property
sup
(v,p,Q)∈U
{∫
Rd
0
|z|v(dz) + |q|+ tr[QQT ]
}
<∞. (1)
Theorem 3 (Theorem 36 in [HP09]). Let X be a d-dimensional G-Le´vy process. For each
φ ∈ Cb,Lip(Rd), define u(t, x) := E[φ(x+Xt)]. Then u is the unique viscosity solution of the
following integro-PDE
0 =∂tu(t, x)−GX [u(t, x+ .)− u(t, x)]
=∂tu(t, x)− sup
(v,p,Q)∈U
{∫
Rd
0
[u(t, x+ z)− u(t, x)]v(dz)
+〈Du(t, x), q〉+
1
2
tr[D2u(t, x)QQT ]
}
(2)
with initial condition u(0, x) = φ(x).
It turns out that the set U used to represent the non-local operator GX fully characterize
X , namely having X we can define U satysfying eq. (1) and vice versa.
Theorem 4. Let U satisfy (1). Consider the canonical probability space Ω := D0(R+,Rd)
of all ca`dla`g functions taking values in Rd equipped with the Skorohod topology. Then there
exists a sublinear expectation Eˆ on D0(R
+,Rd) such that the canonical process (Xt)t≥0 is a
G-Le´vy process satisfying Le´vy-Khintchine representation with the same set U .
The proof might be found in [HP09] (Theorem 38 and 40). We will give however the
construction of Eˆ, as it is important to understand it.
Begin with defining the sets of random variables. Put
Lip(ΩT ) :={ξ ∈ L
0(Ω): ξ = φ(Xt1 , Xt2 −Xt1 , . . . , Xtn −Xtn−1),
φ ∈ Cb,Lip(R
d×n), 0 ≤ t1 < . . . < tn < T },
where Xt(ω) = ωt is the canonical process on the space D0(R
+,Rd) and L0(Ω) is the space
of all random variables, which are measurable to the filtration generated by the canonical
process. We also set
Lip(Ω) :=
∞⋃
T=1
Lip(ΩT ).
Firstly, consider the random variable ξ = φ(Xt+s −Xt), φ ∈ Cb,Lip(R
d). We define
Eˆ[ξ] := u(s, 0),
where u is a unique viscosity solution of integro-PDE (2) with the initial condition u(0, x) =
φ(x). For general
ξ = φ(Xt1 , Xt2 −Xt1 , . . . , Xtn −Xtn−1), φ ∈ Cb,Lip(R
d×n)
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we set Eˆ[ξ] := φn, where φn is obtained via the following iterated procedure
φ1(x1, . . . , xn−1) = Eˆ[φ(x1, . . . , Xtn −Xtn−1)],
φ2(x1, . . . , xn−2) = Eˆ[φ1(x1, . . . , Xtn−1 −Xtn−2)],
...
φn−1(x1) = Eˆ[φn−1(x1, Xt2 −Xt1)],
φn = Eˆ[φn−1(Xt1)].
Lastly, we extend definition of Eˆ[.] on the completion of Lip(ΩT ) (respectively Lip(Ω)) under
the norm ‖.‖Lp
G
(Ω) := Eˆ[|.|
p]
1
p , p ≥ 1. We denote such a completion by LpG(ΩT ) (or resp.
LpG(Ω)).
Note that we can equip the Skorohod space D0(R
+,Rd) with the canonical filtration
Ft := B(Ωt), where Ωt := {ω.∧t : ω ∈ Ω}. Then using the procedure above we may in fact
define the time-consistent conditional sublinear expectation Eˆ[ξ|Ft]. Namely, w.l.o.g. we
may assume that t = ti for some i and then
Eˆ[ξ|Fti ] := φn−i(Xt0 , Xt1 −Xt0 , . . . , Xti −Xti−1).
One can easily prove that such an operator is continuous w.r.t. the norm ‖.‖1 and might be
extended to the whole space L1G(Ω). By construction above, it is clear that the conditional
expectation satisfies the tower property, i.e. is dynamically consistent.
Definition 4. A stochastic process (Mt)t∈[0,T ] is called a G-martingale if Mt ∈ L
1
G(Ωt) for
every t ∈ [0, T ] and for each 0 ≤ s ≤ t ≤ T one has
Ms = Eˆ[Mt|Fs].
Moreover, a G-martingale M is called symmetric, if −M is also a G-martingale.
2.1 Representation of Eˆ[.] as an upper-expectation
In [Ren13] it has been proven that the sublinear expectation associated with a G-Le´vy process
can be represented as an upper-expectation, i.e. supremum of ordinary expectations over
some family of probability measures. Moreover, in [Pac13] we characterized that family of
probability measures as laws of some Itoˆ-Le´vy integrals under some conditions on the family
of Le´vy measures. (see Section 3 in [Pac13]). Throughout this paper we will work with the
assumption which is stronger than Assumption 1 in [Pac13], namely we assume the following.
Assumption 1. Let a canonical process X be a G-Le´vy process in Rd on a sublinear ex-
pectation space (D0(R
+,Rd), L1G(Ω), Eˆ). Let U ⊂ M(R
d
0) × R
d × Rd×d be a set used in the
Le´vy-Khintchine representation of X (2) satisfying (1). We assume that U is of the product
form U = V × {0} × Q, hence the uncertainties connected with the jumps and the volatility
are unrelated and there is no drift uncertainty. Moreover, assume that X has finite activity
as in Remark 6 in[Pac13], i.e.
λ := sup
v∈V
v(Rd0) <∞.
Remark 5. Let GB denote the set of all Borel function g : Rd → Rd such that g(0) = 0.
Note that under the finite activity assumption it is easy to construct a measure µ ∈ M(Rd)
such that ∫
Rd
0
|z|µ(dz) <∞ and µ({0}) = 0
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and for all v ∈ V there exists a function gv ∈ GB satisfying the following condition
v(B) = µ(g−1v (B)) ∀B ∈ B(R
d
0).
One of the possible constructions of such a measure might be obtained via the Knothe-
Rosenblatt rearrangement and we can even take µ as a Lebesgue measure restricted to a
hypercube [0, λ1/n]n (see for example [Vil09], p.8-9).
Consequently, we can re-parametrize set U in the Le´vy-Khintchine formula as follows
U˜ := {(gv, 0, q) ∈ GB × R
d × Rd×d : (v, p, q) ∈ U}.
Apart from the finite activity assumption, we will also require that the operator GX
associated with X is non-degenerate in the following sense
Assumption 2. Let U = V × {0} × Q be a set used in the Le´vy-Khintchine representation
of X (2) satisfying (1). We will assume that there exists a finite measure π ∈ M(Rd0) and
constants 0 < c ≤ c¯ <∞ s.t. all measures v ∈ V and all B ∈ B(Rd0) one has
c π(B) ≤ v(B) ≤ c¯ π(B).
As a consequence, all v ∈ V are equivalent measures to π with Radon-Nikodym densities fv
bounded from below and above by c and c¯ on the support of π.
Let Sd be a set of all symmetric d × d matrices. We assume that there exists also a
constant σ2 > 0 s.t. for all A,B ∈ Sd, A ≥ B one has
sup
Q∈Q
1
2
tr[AQQT ]− sup
Q∈Q
1
2
tr[AQQT ] ≥ σ2 tr[A−B].
The first part of this assumption is necessary to establish a priori estimates in Section 5,
whereas the second part is crucial for having smooth solutions to IPDE (2).
Let (Ω˜,G,P0) be a probability space carrying a Brownian motion W and a Le´vy process
with a Le´vy triplet (0, 0, µ), which is independent of W . Let N(dt, dz) be a Poisson random
measure associated with that Le´vy process. Define Nt =
∫
Rd
0
xN(t, dx), which is finite P0-a.s.
as we assume that µ integrates |x|. We also define the filtration generated by W and N :
Gt :=σ{Ws, Ns : 0 ≤ s ≤ t} ∨ N ; N := {A ∈ Ω˜ : P0(A) = 0}; G := (Gt)t≥0.
Theorem 6 (Theorem 7-9 and Corollary 10 in [Pac13]). Introduce a set of integrands AUt,T ,
0 ≤ t < T , associated with U as a set of all processes θ = (θd, 0, θ2,c) defined on ]t, T ]
satisfying the following properties:
1. θc is G-adapted process and θd is G-predictable random field on ]t, T ]× Rd.
2. For P0-a.a. ω ∈ Ω˜ and a.e. s ∈]t, T ] we have that (θd(s, .)(ω), 0, θcs(ω)) ∈ U˜ .
3. θ satisfies the following integrability condition
E
P0
[∫ T
t
[
|θcs|
2 +
∫
Rd
0
|θd(s, z)|µ(dz)
]
ds
]
<∞.
For θ ∈ AU0,∞ denote the following Le´vy -Itoˆ integral as
Bt,θT =
∫ T
t
θcsdWs +
∫
]t,T ]
∫
Rd
0
θd(s, z)N(ds, dz).
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Lastly, for a fixed φ ∈ Cb,Lip(Rd) and fixed T > 0 define for each (t, x) ∈ [0, T ]× Rd
u(t, x) := sup
θ∈AU
t,T
E
P0 [φ(x +Bt,θT )].
Then under Assumption 1 u is the viscosity solution of the following integro-PDE
∂tu(t, x) +GX [u(t, x+ .)− u(t, x)] = 0 (3)
with the terminal condition u(T, x) = φ(x). Moreover, for every ξ ∈ L1G(Ω) we can represent
the sublinear expectation in the following way
Eˆ[ξ] = sup
θ∈AU
0,∞
E
Pθ [ξ],
where Pθ := P0 ◦ (B.0,θ)−1, θ ∈ AU0,∞. We will introduce also the following notation P :=
{P θ : θ ∈ AU0,∞}.
We also have a similar characterization for the conditional sublinear expectation.
Proposition 7. Under Assumption 1 we have for every ξ ∈ L1G(Ω) that for every P ∈ P
Eˆ[ξ|Ft] := ess sup
P
P′∈P(t,P)
E
P′ [ξ|Ft], P− a.s.
where P(t, P ) := {P′ ∈ P : P = P′ on Ft}.
The proof uses exactly the same arguments as in G-Brownian motion case (see Proposition
3.4 in [STZ11a]).
Definition 5. We define the capacity c associated with Eˆ by putting
c(A) := sup
P∈P
P(A), A ∈ B(Ω).
We will say that a set A ∈ B(Ω) is polar if c(A) = 0. We say that a property holds quasi-surely
(q.s.) if it holds outside a polar set.
Remark 8. Note that under Assumption 1 the continuous part of a G-Le´vy process Xc is
a G-Brownian motion (or to be more exact: Gc-Brownian motion, we will however drop the
distinction as it doesn’t lead to any confusion). We will denote that G-Brownian notion as
B and its quadratic variation is denoted as 〈B〉.
Moreover, the finite activity assumption allows us to define the a Poisson random measure
L(ds, dz) associated with the G-Le´vy process X by putting
L(]s, t], A) =
∑
s<u≤t
1A(∆Xu), q.s.
for any 0 < s < t < ∞ and A ∈ B(Rd0). The random measure is well-defined and may be
used to define the pathwise integral. See [Pac13], Section 4 and 5 for details.
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2.2 Notation for different spaces and integrals
Throughout this paper we will use different spaces of both random variables and stochastic
processes. In this subsection we will define these spaces.
• As already mentioned, LpG(ΩT ), p ≥ 1 space is a closure of Lip(ΩT ) under the norm
‖.‖Lp
G
(ΩT ).
• LpG(ΩT ), p ≥ 1 is the closure of Lip(ΩT ) under the norm
‖.‖Lp
G
(ΩT ) := Eˆ[ sup
t∈[0,T ]
Eˆ[|.| |Ft]].
We will also use the following definition: the process Z taking values in a metric space
(X , d) is an elementary process, if it has the form
Zt =
N∑
n=1
φn(Xt1 , . . . , Xtn)1]tn−1,tn],
where 0 ≤ t1 < . . . tN <∞ and φn : Rd×n → X is Lipschitz continuous and bounded.
• For X = R, Rd, Sd we define the family of elementary processes taking value in X
as the set of all random processes of the form Zt =
∑N
n=1 φn(Xt1 , . . . , Xtn)1]tn−1,tn],
where 0 ≤ t1 < . . . tN ≤ T and φn : Rd×n → X is Lipschitz continuous and bounded.
Let HpG(0, T ;X ) denote the completion of all X -valued elementary under the norm
‖Z‖Hp
G
(0,T ;X ) := Eˆ
[∫ T
0
|Zs|
pds
]1/p
.
For a process Z ∈ HpG(0, T ;R
d) one can define the stochastic integral w.r.t. G-Brownian
motion B denoted by
∫ t
0 Zs · dBs. Similarly for Z ∈ H
p
G(0, T ;R) and H
p
G(0, T ;R
d)
one can define integrals
∫ t
0
Zsds and
∫ t
0
Zs : d〈B〉s (respectively).1 All integrals are
continuous operators between spaces HpG(0, T ;X ) and L
p
G(Ω). See [Pen10] for details.
• Let HSG([0, T ] × R
d
0) be a space of all elementary random fields on [0, T ] × R
d
0 of the
form
K(u, z)(ω) =
n−1∑
k=1
m∑
l=1
Fk,l(ω)1]tk,tk+1](u)ψl(z), n,m ∈ N, (4)
where 0 ≤ t1 < . . . < tn ≤ T is the partition of [0, T ], {ψl}ml=1 ⊂ Cb,lip(R
d) are
functions with disjoint supports s.t. ψl(0) = 0 and Fk,l = φk,l(Xt1 , . . . , Xtk −Xtk−1),
φk,l ∈ Cb,lip(Rd×k). We introduce two norms on this space
‖K‖Hp
G
([0,T ]×Rd
0
) := Eˆ
[∫ T
0
sup
v∈V
∫
Rd
0
|K(u, z)|pv(dz)du
]1/p
, p = 1, 2
and define the completion of HSG([0, T ]×R
d
0) under these norms as H
p
G([0, T ]×R
d
0). For
a random field K ∈ HpG([0, T ]×R
d
0) we can define a pathwise integral w.r.t. a Poisson
jump measure L(ds, dz) as∫ t
s
∫
Rd
0
K(u, z)L(du, dz) :=
∑
s<u≤t
K(u,∆Xu), q.s.
1We use the the following notation: x · y := xT y, x, y ∈ Rd and A : B := tr[AB], A,B ∈ Sd.
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The integral is continuous as an operator from space HpG([0, T ] × R
d
0) to L
p
G(Ω). For
details see Section 5 in [Pac13].
• SpG(0, T ) p ≥ 1 is a space of all stochastic process Z such that for each t ∈ [0, T ]
Zt ∈ Lp(Ωt) and Z has finite ‖.‖Sp
G
(0,T ) norm defined as
‖Z‖Sp
G
(0,T ) := Eˆ[ sup
t∈[0,T ]
|Zt|
p]1/p.
3 Regularity of the solution of integro-PDE
In this section we will prove that the integro-partial differential equation (3) has not only a
viscosity solution, but also a classical solution. We will restrict ourselves to the case, where
the terminal condition is smooth and of finite support. Even tough this might be restrictive,
it will be sufficient to our purposes.
We will use in this section the result by Mikulevicius and Pragarauskas about the existence
of the classical solution of the class of integro-PDEs on the cylinder ]0, T [×D where D is a
bounded domain of Rd. We will extend that result to the the unbounded case by using the
estimate of the C2+α norm of the solution and then prove that our equation satisfies all the
conditions of the regularity theorem by Mikulevicius and Pragarauskas.
We will introduce now some standard notation used by Mikulevicius and Pragarauskas.
Fix a domain D in Rd and define a cylinder Qs(D) :=]s, T [×D, s ∈ [0, T [, Q(D) := Q0(D).
Let ∂′Q := (]0, T [×∂D) ∪ (T × D). For the multiindex l = (l0, l1, . . . , ld) ∈ Nd+1 of the
parabolic order |l| = 2l0 + l1 + . . .+ ld we shall denote the partial derivative
∂lu(t, x) =
∂l0+l1+...+ld
∂tl0∂xl11 . . . ∂x
ld
d
u(t, x).
of the function u defined on Q(D). The space C(Q¯s(D)) is defined as usual, i.e. space
of all continuous functions on Qs(D) such that the supremum norm is finite. The space
Cn+α(Q¯s(D)), n ∈ N, α ∈ [0, 1[ is defined as the space of all functions u continuous on
Q¯s(D) together with all their partial derivatives ∂
lu, |l| ≤ n and having the finite norm
‖u‖n+α,Qs(D) := max
|l|≤n
sup
(t,x)∈[s,T ]×D¯
|∂lu(t, x)|+Mn+α,Qs(D),
where
Mn+α,Qs(D) := sup
t∈]s,T [
Mn+α [u(t, .);D] + sup
|l|≤n, x∈D
M(n+α−|l|)/2
[
∂lu(., x); ]s, T [
]
and
Mn+α [f ; Ω] := sup
|l|=n, x,y∈Ω, x 6=y
|∂lf(x)− ∂lf(y)|
|x− y|α
, where f : Ω→ R.
Introduce now the operator G defining integro-PDE. Let G = G(A, r, u, w, t, x) be a
function defined on Sd×Rd×R×C2+α(Q¯(D))× Q¯(D) (where Sd is a space of all symmetric
d×d matrices) and taking values in R. For brevity let V := Sd×Rd×R. We fix non-negative
constants α, ν ∈]0, 1[, K, K1, K2, (Kǫ)ǫ∈[0,1[.
Definition 6. Let G(α, ν,K,K1, (Kǫ), D) be the class of all functions G : V ×C2+α(Q¯(D))×
Q¯(D)→ R satisfying the following properties:
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1. G in convex w.r.t. A,
2. for any (A, r, u, w, t, x) ∈ V × C2+α(Q¯(D))× Q¯(D) and ξ ∈ Rd we have
ν|ξ|2 ≤ G(A+ ξξT , r, u, w, t, x)−G(A, r, u, w, t, x) ≤ ν−1|ξ|2,
3. for any A,A′ ∈ Sd, r, r′ ∈ Rd, u, u′ ∈ R, w ∈ C2+α(Q¯(D)) and (t, x, ) ∈ Q¯(D) we have
|G(A, r, u, w, t, x)−G(A′, r′, u′, w, t, x)| ≤ K

 d∑
i,j=1
|Aij −A
′
ij |+
d∑
i=1
|ri − r
′
i|+ |u− u
′|


4. for any ǫ ∈]0, 1[, t ∈ [0, T [, (v, w) ∈ V × C2+α(Q¯(D)) we have
‖G(v, w, .)‖α,Qt(D) ≤ K|v|+ ǫ‖w‖2+α,Qt(D) +Kǫ‖w‖0,Qt(D) +K1,
5. if w,wn ∈ C2+α(Q¯(D)) , supn ‖wn‖2+α,Q(D) < ∞, wn → w in C
2(Q¯(D)) as n → ∞,
then G(v, wn, t, x)→ G(v, w, t, x) for all (v, t, x) ∈ V ×Q(D).
Moreover, we say that G belongs to the class G1(α, ν,K,K1,K2, (Kǫ), D), if G belongs
to the class G(α, ν,K,K1, (Kǫ)) and is infinitely differentiable w.r.t. v and for any v ∈ V ,
w,w′ ∈ C2+α(Q¯(D)) and t ∈ [0, T [ one has
|G(v, w, .) −G(v, w′, .)|0,Qt(D) ≤ K2|w − w
′|0,Qt(D).
Assumption 3. Fix α ∈]0, 1[, δ > 0, K > 0. Let D be bounded non-empty domain D =
{x ∈ Rd : ψ(x) > 0} with boundary ∂D = {ψ = 0}, where the function ψ ∈ C2+α(Rd) is such
‖ψ‖C2+α(Rd) ≤ K and sup
x∈∂D
|∇ψ| ≥ δ.
Let G = G(A, r, u, w, t, x) be a function defined on Sd × Rd × R× C2+α(Q¯(D)) × Q¯(D) and
taking values in R such that G(0, 0, 0, 0, T, .) = 0 on ∂D.
Moreover, assume that G belongs to the class G(α, ν,K,K1, (Kǫ), D) for some non-negative
constants ν ∈]0, 1[, K, K1, (Kǫ)ǫ∈[0,1[ and there exists a sequence {Gn}n such that Gn are
in the class G1(α, ν,K,K1,Kn2 , (Kǫ), D) for some non-negative constant K
n
2 , n ∈ N, and
Gn(., t, x)→ G(., t, x) uniformly on bounded sets of V ×C2+α(Q¯(D)) for any (t, x) ∈ Q(D).
Theorem 9 (Theorem 1 in [MP94]). Under Assumption 3 consider the problem
∂tu(t, x) +G(D
2u(t, x), Du(t, x), u(t, x), u, t, x) = 0 in Q(D), u = 0 on ∂′Q(D).
Then this problem has the classical solution u ∈ C2(Q¯(D)) such that
‖u‖2,Q(D) ≤ NK1
and the constant N depends only on α, d, ν, δ, K, (Kǫ).
We stress that the bound depends on the domain D only via parameters δ and K. More-
over, for any r > 0 the open ball Dr ⊂ Rd centred at 0 and with radius r satisfies the
assumptions in Assumption 3 for any δ > 0 and K > 0. We will use this fact to extend the
existence result to the case D = Rd via solving the equation on domains Dn and taking a
convergent subsequence. Thus let us introduce the definition
10
Definition 7. We say that function G : Sd × Rd × R× C2(Q¯(Rd))× Q¯(Rd)→ R belongs to
the class G˜(α, ν,K,K1, (Kǫ),Rd) if the following conditions are satisfied:
1. for each open ball Dn with radius n centred at 0 there exists a function Gn such that
Gn ∈ G(α, ν,K,K1, (Kǫ), Dn) and Gn satisfies the following coordination condition:
Gn(0, 0, 0, 0, T, .) = 0 on ∂Dn;
2. for any An, A ∈ Sd, rn, r ∈ Rd un, u ∈ R and wn ∈ C2+α(Q¯(Dn)), w ∈ C2(Q¯(Rd))
such that
• An → A, rn → r, un → u as n→∞,
• supn≥m ‖wn|Q¯(Dm)‖2+α,Q(Dm) <∞ for all m ∈ N,
• for each m ≥ 1 we have wn|Q¯(Dm) → w|Q¯(Dm) in C
2(Q¯(Dm)) as n→∞, n ≥ m,
then Gn(An, rn, wn, t, x)→ G(A, r, w, t, x) as n→∞ eventually for all (t, x) ∈ Q(Rd).
Moreover we say that G belongs to the class G˜1(α, ν,K,K1, (Kn2 ), (Kǫ),R
d), if G belongs to the
class G˜(α, ν,K,K1, (Kǫ),Rd), each Gn from point 1 belongs to G1(α, ν,K,K1,Kn2 , (Kǫ), Dn).
Corollary 10. Let G be in the class G˜1(α, ν,K,K1, (Kn2 ), (Kǫ),R
d) for some non-negative
constants ν ∈]0, 1[, K, K1, (Kǫ)ǫ∈[0,1[ and (K
n
2 )n≥1.
Then the problem:
∂tu(t, x) +G(D
2u(t, x), Du(t, x), u(t, x), u, t, x) = 0 in Q(Rd), u(T, .) = 0.
has the classical solution u ∈ C2(Q¯(Rd)) such that
‖u‖2,Q(Rd) ≤ NK1
and the constant N depends only on α, d, ν, δ, K, (Kǫ).
Proof. By the assumptions on G and Theorem 9 we know that for each n ∈ N there exists a
classical solution un for the problem
∂tu
n(t, x)+Gn(D
2un(t, x), Dun(t, x), un(t, x), un, t, x) = 0 inQ(Dn), u = 0 on ∂
′Q(Dn).
such that
‖un‖2+α,Q(Dn) ≤ NK1.
Let n ≥ m, where m ≥ 1 is fixed. Then of course we have also following bound
‖un|Q¯(Dm)‖2+α,Q(Dm) ≤ NK1.
Note that the set Q¯(Dm) is compact for every m ∈ N thus the family {un|Q¯(Dm) : n ≥ m} is
relatively compact in the C2(Q¯(Dm)) topology (by the Arzela`-Ascoli theorem). Thus we can
choose the sequence (nk)k by using the diagonal argument, such that {unk |Q¯(Dm) : k ≥ m}
is a Cauchy sequence in C2(Q¯(Dm)) for each m ∈ N. Thus we may define a unique function
u ∈ C2loc(Q¯(R
d)) as the limit of these Cauchy sequences.
We claim that u belongs to C2(Q¯(Rd)) and that u is the solution of the integro-PDE.
The first assertion follow from the fact for each n ≥ m we have a bound
‖un|Q¯(Dm)‖2,Q(Dm) ≤ ‖u
n|Q¯(Dm)‖2+α,Q(Dm) ≤ NK1.
11
thus by the definition of u we easily get
‖u|Q¯(Dm)‖2,Q(Dm) ≤ NK1 and ‖u‖2,Q(Rd) ≤ NK1.
Now we can easily prove the second assertion by noting that the sequence
(D2unk(t, x), Dunk(t, x), unk(t, x), unk)k∈N
satisfies the assumptions of Definition 7, point 2, so for each (t, x) ∈ Q(Rd) we have that
Gnk(D
2unk(t, x), Dunk(t, x), unk(t, x), unk , t, x) → G(D2u(t, x), Du(t, x), u(t, x), u, t, x) as
k →∞ (and of course ∂tunk(t, x)→ ∂tu(t, x) as k →∞). Thus u solves our equation.
Using this corollary we are able to prove that the integro-PDE (3) has a classical solution
if the terminal condition is sufficiently regular.
Proposition 11. Let φ ∈ C2(Rd). Then under Assumption 2 the equation (3) has a classical
solution.
Proof. Note that we may rewrite the equation by introducing the new operator
G(A,w, t, x) := Gc(A)+Gd(w, t, x) := sup
Q∈Q
1
2
tr
[
AQQT
]
+sup
v∈V
∫
Rd
0
[w(t, x+ z)− w(t, x)] v(dz)
Define Gφ(A, r, u, w, t, x) := G(A+D
2φ(x), w + φ(x), t, x) := Gcφ(A) +G
d
φ(w, t, x).
It is easy to notice that v is the classical solution of the equation (3) if and only if
u(t, x) := v(t, x) − φ(x) is the classical solution of the following equation
∂t u(t, x) +Gφ(D
2u(t, x), u, t, x) = 0, u(T, .) ≡ 0. (5)
It is rather clear that due to the non-degeneracy assumption, Gφ satisfies the conditions
in Corollary 10 for some constants which depend only on the set U (or rather Q), d and
‖φ‖2,Rd . Moreover, by regularizing G
c using the smooth approximation of unity, we can get
the existence of the sequence of operators, which is smooth in the first variable. Hence, using
the corollary we get the existence of the solution u and thus also v.
4 Compensated pure-jump processes
In this section we will consider ’compensated’ G-Itoˆ-Le´vy integral and prove that such a
process is a G-martingale. Such a result is a direct analouge of the fact that the integral
w.r.t. compensated Poisson random measure is a martingale. In our case however we don’t
know how to compensate the jump measure, thus we will need to compensate the whole
integral.
To be more exact, for a pure-jump integral
∫ t
0
∫
Rd
0
K(s, z)L(ds, dz), K ∈ H2G([0, T ]×R
d
0)
we consider the compensated integral defined as∫ t
0
∫
Rd
0
K(s, z)L(ds, dz)−
∫ t
0
sup
v∈V
∫
Rd
0
K(s, z)v(dz)ds.
The first thing we will show is that the correction term lies in a appropriate space.
Proposition 12. Under Assumption 1 and 2 for each K ∈ H2G([0, T ]× R
d
0) and t ∈ [0, T ]
Jt(K) :=
∫ t
0
sup
v∈V
∫
Rd
0
K(s, z)v(dz)ds
is an element of L2G(Ωt).
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Proof. First, we will prove that the assertion is true for K ∈ HSG([0, T ]×R
d
0). In fact by the
linearity of the integral w.r.t. time and by the fact that L2G(Ωt) is a linear space, we can to
consider K of the following form
K(s, z) := 1]t1,t2](s)
m∑
k=1
Fkψk(z),
where 0 ≤ t1 < t2 ≤ T , Fk ∈ Lip(Ωt1), ψk ∈ Cb,lip(R
d) such that ψk(0) = 0. Assume
additionally that Fk has the following representation:
Fk = φk(Xs1 , Xs2 −Xs1 , . . . , Xsn−1 −Xsn), φk ∈ Cb,lip(R
d×n), 0 ≤ s1 < . . . < sn ≤ t1.
For such a simple K we have
Jt(K) = (t2 ∧ t− t1 ∧ t) sup
v∈V
m∑
k=1
Fk
∫
Rd
0
ψk(z)v(dz).
We will prove that Jt(K) ∈ Lip(Ωt). Consider the function
φ(x1, . . . , xn) := sup
v∈V
m∑
k=1
φk(x1, . . . , xn)
∫
Rd
0
ψk(z)v(dz).
ψ is bounded because φk and ψk are bounded. We will prove now that φ is Lipschitz
continuous. Let x, y ∈ Rd×n
|φ(x) − φ(y)| =
∣∣∣∣∣supv∈V
m∑
k=1
φk(x)
∫
Rd
0
ψk(z)v(dz)− sup
v∈V
m∑
k=1
φk(y)
∫
Rd
0
ψk(z)v(dz)
∣∣∣∣∣
≤ sup
v∈V
∣∣∣∣∣
m∑
k=1
φk(x)
∫
Rd
0
ψk(z)v(dz)−
m∑
k=1
φk(y)
∫
Rd
0
ψk(z)v(dz)
∣∣∣∣∣
≤ sup
v∈V
m∑
k=1
|φk(x)− φk(y)|
∫
Rd
0
|ψk(z)|v(dz)
≤
m∑
k=1
|φk(x)− φk(y)| sup
v∈V
∫
Rd
0
|ψk(z)|v(dz) ≤ L|x− y|
for some constant L > 0 as all φk are Lipschitz continuous and all ψk are bounded. As the
conclusion we get that Jt(K) ∈ Lip(Ωt).
Finally, we notice that Jt is a Lipschitz-continuous function from HSG([0, T ] × R
d
0) to
L2G(Ωt) thus we may easily get the assertion of the theorem for all K ∈ H
2
G([0, T ]×R
d
0).
Now we can state the main result of this section.
Theorem 13. Assume Assumption 1 and 2. For a fixed K ∈ H1G([0, T ] × R
d
0) define the
compensated pure-jump integral
Mt :=
∫ t
0
∫
Rd
0
K(s, z)X(ds, dz)−
∫ t
0
sup
v∈V
∫
Rd
K(s, z)v(dz)ds.
Then for any non-increasing G-martingale Nt =
∫ t
0 Hs : 〈B〉s −
∫ T
0 supQ∈Q tr[HsQQ
T ]ds,
H1G(0, T ; Sd) we have that M +N is a G-martingale. In particular, taking N ≡ 0 we get that
M is also a G-martingale.
13
Proof. It is sufficient to consider the processes K and H of the form
K(s, z) =
n−1∑
k=1
m∑
l=1
Fk,l 1]tk,tk+1](s)ψl(z), Hs =
n−1∑
k=1
Gk 1]tk,tk+1](s)
where 0 ≤ t1 < . . . < tn ≤ T is the partition of [0, T ], {ψl}ml=1 ⊂ Cb,lip(R
d) are functions with
disjoint supports s.t. ψl(0) = 0 and Fk,l = φk,l(Xt1 , . . . , Xtk−Xtk−1), Gk = φk(Xt1 , . . . , Xtk−
Xtk−1) with φk,l ∈ Cb,lip(R
d×k) and φk ∈ Cb,lip(Rd×k; Sd) (i.e. it is a bounded Lipschitz
function of Rd×k taking values in Sd). In fact we need only to consider the one-step case
Eˆ[Mtk+1 −Mtk +Ntk+1 −Ntk |Ftk ]
=Eˆ

 m∑
l=1
Fk,l
∑
tk<s≤tk+1
ψl(∆Xs) + tr[Gk(〈B〉tk+1 − 〈B〉tk)
∣∣∣Ftk


−

sup
v∈V
m∑
l=1
Fk,l
∑
tk<s≤tk+1
∫
Rd
ψl(z)v(dz) + sup
Q∈Q
tr[GkQQ
T ]

 (tk+1 − tk) =: A−B
We want to prove that A = B. Let ∆X := (Xt1 , . . . , Xtk −Xtk−1). By the definition of the
conditional expectation it is easy to see that
A = Eˆ

 m∑
l=1
φk,l(x)
∑
tk<s≤tk+1
ψl(∆Xs) + tr[φk(x)(〈B〉tk+1 − 〈B〉tk )

 ∣∣∣
x=∆X
.
Now we use Theorem 6 to transform the sublinear expectation Eˆ[.] into an upper-expectation
using the argument just as in Theorem 20 in [Pac13]:
A = sup
θ∈AU
0,T
E
P0

 m∑
l=1
φk,l(x)
∑
tk<s≤tk+1
ψl(θ
d(s,∆Nu)) + tr[φk(x)
∫ tk+1
tk
θcs(θ
c
s)
Tds]

 ∣∣∣
x=∆X
= sup
θ∈AU
0,T
E
P0
[
m∑
l=1
φk,l(x)
∫ tk+1
tk
∫
Rd
0
ψl(θ
d(s, z))N(ds, dz) + tr[φk(x)
∫ tk+1
tk
θcs(θ
c
s)
T ds]
] ∣∣∣
x=∆X
= sup
θ∈AU
0,T
E
P0
[
m∑
l=1
φk,l(x)
∫ tk+1
tk
∫
Rd
0
ψl(θ
d(s, z))µ(dz)ds+ tr[φk(x)
∫ tk+1
tk
θcs(θ
c
s)
T ds]
] ∣∣∣
x=∆X
=
[
sup
v∈V
m∑
l=1
φk,l(x)
∫
Rd
ψl(z)v(dz) + sup
Q∈Q
tr[φk(x)QQ
T ]
]
(tk+1 − tk)
∣∣∣
x=∆X
= B.
Note that the compensated pure-jump integral is a G-martingale, but it is not symmetric
in general under the Assumption 1. Thus it has a nature which is completely different from
the Itoˆ integral w.r.t. G-Brownian motion.
5 A priori estimates for the G-martingale decomposition
In this section we will assume that a G-martingale M has the following decomposition
Mt =M0+
∫ t
0
Hs·dBs−K
c
t+
∫ t
0
∫
Rd
Kd(s, z)L(ds, dz)−
∫ t
0
sup
v∈V
∫
Rd
0
Kd(s, z)v(dz)ds q.s., (6)
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where H ∈ H2G(0, T ;R
d), Kc is a non-decreasing process in S2G(0, T ) such that −K
c is a
G-martingale and Kc0 = 0 and K
d ∈ H2G([0, T ] × R
d
0). We will give the estimates of the
norms of these processes in terms of the process M .
Theorem 14. Let M has the decomposition as in eq. (6). Under Assumption 1 and 2 there
exists a constant C depending only on the dimension d such that
‖H‖2H2
G
(0,T ;Rd) + ‖K
c‖2
S2
G
(0,T ) + ‖K
d‖2H2
G
([0,T ]×Rd
0
) ≤ C‖M‖
2
S2
G
(0,T ).
Proof. We will follow the idea in [STZ11a]. Applying the Itoˆ formula for a Itoˆ-Le´vy process
M we easily get
M2T =M
2
t + 2
∫ T
t
Ms−Hs · dBs +
∫ T
t
HsH
T
s : d〈B〉s − 2
∫ T
t
Ms−dK
c
t
− 2
∫ T
t
Ms− sup
v∈V
∫
Rd
0
Kd(s, z)v(dz)ds+
∫ T
t
∫
Rd
0
[
(Ms− +K
d(s, z))2 − (Ms−)
2
]
L(ds, dz)
(7)
Note that the last term might be rewritten as
∫ T
t
∫
Rd
0
[
2Ms−K
d(s, z) + (Kd(s, z))2
]
L(ds, dz).
Fix P ∈ P . Note that by exactly the same argument as in the proof of Theorem 20 in
[Pac13] we have that for every K ∈ H1G([0, T ]× R
d
0) we have
E
P
[∫ T
t
inf
v∈V
∫
Rd
0
K(s, z)v(dz)ds
]
≤ EP
[∫ T
t
∫
Rd
0
K(s, z)L(ds, dz)
]
≤ EP
[∫ T
t
sup
v∈V
∫
Rd
0
K(s, z)v(dz)ds
]
. (8)
Taking the P-expectation in the equation (7) and using eq. (8) and Assumptio 2 we get
0 ≤EP
[
M2t +
∫ T
t
HsH
T
s : d〈B〉s
]
= EP
[
M2T + 2
∫ T
t
Ms−dK
c
t
+2
∫ T
t
Ms− sup
v∈V
∫
Rd
0
Kd(s, z)v(dz)ds−
∫ T
t
∫
Rd
0
[
2Ms−K
d(s, z) + (Kd(s, z))2
]
L(ds, dz)
]
≤EP
[
M2T + 2
∫ T
t
|Ms−|dK
c
t + 2
∫ T
t
Ms− sup
v∈V
∫
Rd
0
Kd(s, z)v(dz)ds
]
+ EP
[
2
∫ T
t
sup
v∈V
∫
Rd
0
|Ms−K
d(s, z)|v(dz)ds−
∫ T
t
inf
v∈V
∫
Rd
0
(Kd(s, z))2v(dz)ds
]
≤EP
[
sup
s∈[t,T ]
|Ms|
2 + 2 sup
s∈[t,T ]
|Ms|K
c
T +
∫ T
t
sup
v∈V
∫
Rd
0
4|Ms−||K
d(s, z)|v(dz)ds
]
− EP
[∫ T
t
inf
v∈V
∫
Rd
0
(Kd(s, z))2v(dz)ds
]
≤(1 + ǫ−1 + 4(T − t)δ−1)EP
[
sup
s∈[t,T ]
|Ms|
2
]
+ ǫEP
[
(KcT )
2
]
+ EP
[
δ
∫ T
t
sup
v∈V
∫
Rd
0
|Kd(s, z)|2v(dz)ds−
∫ T
t
inf
v∈V
∫
Rd
0
(Kd(s, z))2v(dz)ds
]
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≤(1 + ǫ−1 + 4(T − t)δ−1)EP
[
sup
s∈[t,T ]
|Ms|
2
]
+ ǫEP
[
(KcT )
2
]
− (c− δc¯)EP
[∫ T
t
∫
Rd
0
|Kd(s, z)|2π(dz)ds
]
(9)
where ǫ and δ are some positive constants. Will will use this equation three times. First,
assume δ > 0 is small enough so that c− δc¯ > 0. Then it’s trivial to get the estimate for Kd:
Eˆ
[∫ T
t
∫
Rd
0
|Kd(s, z)|2π(dz)ds
]
≤
1 + ǫ−1 + 4(T − t)δ−1
c− δc¯
Eˆ
[
sup
s∈[t,T ]
|Ms|
2
]
+
ǫEˆ
[
(KcT )
2
]
c− δc¯
(10)
Then by the eq. (6), continuity of Itoˆ-Le´vy integral as an operator, Ho¨lder inequality and
again by eq. (9) and eq. (10) we also get that
E
P
[
|KcT |
2
]
≤5EP

|MT |2 + |M0|2 +
(∫ T
0
Hs · dBs
)2
+
(∫ T
0
∫
Rd
0
Kd(s, z)L(ds, dz)
)2
+
(∫ T
0
sup
v∈V
∫
Rd
0
Kd(s, z)v(dz)ds
)2
≤5EP

 sup
s∈[0,T ]
|Ms|
2 + |M0|
2 +
(∫ T
0
HsH
T
s : d〈B〉s
)2
+ 5c¯(3T + 1)Eˆ
[(∫ T
0
∫
Rd
0
|Kd(s, z)|2π(dz)ds
)]
≤5Eˆ
[
sup
s∈[0,T ]
|Ms|
2
]
+ 5(1 + ǫ−1 + 4(T − t)δ−1)Eˆ
[
sup
s∈[t,T ]
|Ms|
2
]
+ 5ǫEˆ
[
(KcT )
2
]
+ 5(c¯(3T + 1)− c+ δc¯)Eˆ
[∫ T
0
∫
Rd
0
|Kd(s, z)|2π(dz)ds
]
≤5Eˆ
[
sup
s∈[0,T ]
|Ms|
2
]
+ 5(1 + ǫ−1 + 4Tδ−1)Eˆ
[
sup
s∈[0,T ]
|Ms|
2
]
+ 5ǫEˆ
[
(KcT )
2
]
+ 5
c¯(3T + 1)− c+ δc¯
c− δc¯
[
(1 + ǫ−1 + 4Tδ−1)Eˆ
[
sup
s∈[0,T ]
|Ms|
2
]
+ ǫEˆ
[
(KcT )
2
]]
Taking supremum over P ∈ P and rearranging this equation we get
Eˆ
[
|KcT |
2
] [
1− 5ǫ
c¯(3T + 1)
c− δc¯
]
≤ 5Eˆ
[
sup
s∈[0,T ]
|Ms|
2
] [
1 +
(
1 + ǫ−1 +
4T
δ
)
c¯(3T + 1)
c− δc¯
]
(11)
Fix δ := c2c¯ and ǫ :=
c
20c¯(3T+1) . Then the coefficient on the LHS is equal to 1/2 and we get
the estimate
Eˆ
[
|KcT |
2
]
≤ 10Eˆ
[
sup
s∈[0,T ]
|Ms|
2
][
1 + 8
c¯2(17T + 5)(3T + 1)
c2
]
=: C1 Eˆ
[
sup
s∈[0,T ]
|Ms|
2
]
(12)
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We can now use this estimate in eq. (10) to get the existence of the constant C2 such that
Eˆ
[∫ T
0
∫
Rd
0
|Kd(s, z)|2π(dz)ds
]
≤ C2 Eˆ
[
sup
s∈[0,T ]
|Ms|
2
]
(13)
In the end we using this estimate and eq. (12) in eq. (9) we can get the existence of a
constant C3 such that
Eˆ
[∫ T
0
HsH
T
s : d〈B〉s
]
≤ C3 Eˆ
[
sup
s∈[0,T ]
|Ms|
2
]
. (14)
Connecting these equations we get the assertion of the theorem.
Using a very similar technique we may prove a theorem for the differences.
Theorem 15. Let M i, i = 1, 2 has the decomposition as below
M it =M
i
0+
∫ t
0
His·dBs−K
i,c
t +
∫ t
0
∫
Rd
0
Ki,d(s, z)L(ds, dz)−
∫ t
0
sup
v∈V
∫
Rd
Ki,d(s, z)v(dz)ds, q.s.,
(15)
where Hi ∈ H2G(0, T ;R
d), Ki,c is a non-decreasing process in S2G(0, T ) such that −K
i,c is a
G-martingale and Ki,c0 = 0 and K
i,d ∈ H2G([0, T ]×R
d
0), i = 1, 2. Let ·¯ denotes the difference
between processes ·1 and ·2. Then under Assumption 1 and 2 there exists a constant C
depending only on the dimension d such that
‖H¯‖2H2
G
(0,T ;Rd) + ‖K¯
c‖2S2
G
(0,T ) + ‖K¯
d‖2H2
G
([0,T ]×Rd
0
)
≤ C
[
‖M¯s‖
2
S2
G
(0,T ) + ‖M¯s‖S2G(0,T )
(
‖M1s ‖S2G(0,T ) + ‖M
2
s ‖S2G(0,T )
)]
.
Proof. Just as in the proof of Theorem 14 we use the Itoˆ formula to get the following estimate
0 ≤ EP
[
M¯2t +
∫ T
t
H¯sH¯
T
s : d〈B〉s
]
= EP
[
M¯2T + 2
∫ T
t
M¯s−dK¯
c
t
+ 2
∫ T
t
M¯s−
(
sup
v∈V
∫
Rd
0
K1,d(s, z)v(dz)ds− sup
v∈V
∫
Rd
0
K2,d(s, z)v(dz)
)
ds
−
∫ T
t
∫
Rd
[
2M¯s−K¯
d(s, z) + (K¯d(s, z))2
]
L(ds, dz)
]
≤EP
[
M¯2T + 2
∫ T
t
|Ms−|d(K
1,c
t +K
2,c
t ) + 2
∫ T
t
|M¯s−| sup
v∈V
∫
Rd
0
|K¯d(s, z)|v(dz)ds
]
+ 2EP
[∫ T
t
sup
v∈V
∫
Rd
0
|M¯s−K¯
d(s, z)|v(dz)ds
]
− EP
[∫ T
t
inf
v∈V
∫
Rd
0
(K¯d(s, z))2v(dz)ds
]
≤EP
[
sup
s∈[t,T ]
|M¯s|
2 + 2 sup
s∈[t,T ]
|M¯s|(K
1,c
T +K
2,c
T ) +
∫ T
t
sup
v∈V
∫
Rd
0
4|M¯s−||K¯
d(s, z)|v(dz)ds
]
− EP
[
inf
v∈V
∫ T
t
∫
Rd
0
(K¯d(s, z))2v(dz)ds
]
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≤(1 +
4(T − t)
δ
)EP
[
sup
s∈[t,T ]
|M¯s|
2
]
+ EP
[
sup
s∈[t,T ]
|M¯s|
2
]1/2
E
P
[
(K1,cT +K
2,c
T )
2
]1/2
+ EP
[
δ
∫ T
t
sup
v∈V
∫
Rd
0
|K¯d(s, z)|2v(dz)ds−
∫ T
t
inf
v∈V
∫
Rd
0
(K¯d(s, z))2v(dz)ds
]
≤(1 +
4(T − t)
δ
)EP
[
sup
s∈[t,T ]
|M¯s|
2
]
+ EP
[
sup
s∈[t,T ]
|M¯s|
2
]1/2 [
E
P[(K1,cT )
2]1/2 + EP[(K2,cT )
2]1/2
]
− (c− δc¯)EP
[∫ T
t
∫
Rd
0
|K¯d(s, z)|2π(dz)ds
]
(16)
Thus using the fact that we can estimate the norm of Ki,c by the norm of M i by eq. (12)
we can easily get that
Eˆ
[∫ T
0
H¯sH¯
T
s : d〈B〉s
]
≤ C1
[
‖M¯s‖
2
S2
G
(0,T ) + ‖M¯s‖S2G(0,T )
(
‖M1s ‖S2G(0,T ) + ‖M
2
s ‖S2G(0,T )
)]
(17)
and
Eˆ
[∫ T
0
∫
Rd
0
|K¯d(s, z)|2π(dz)ds
]
≤ C2
[
‖M¯s‖
2
S2
G
(0,T ) + ‖M¯s‖S2G(0,T )
(
‖M1s ‖S2G(0,T ) + ‖M
2
s ‖S2G(0,T )
)]
.
(18)
The estimate of the norm of K¯c might be obtained analogously to the derivation of eq.
(12) using the representation of M¯ .
6 Representation of G-martingales with a terminate value
being a smooth cylinder random variables
In this section we will use Proposition 11 to prove that smooth cylinder random variables
can be represented as the sum of the stochastic integral w.r.t. Gc-Brownian motion, a
’compensated’ integral w.r.t. the pure-jump Le´vy process and a non-increasing continuous
G-martingale. The procedure will be very similar to the one used in [HP10] or [STZ11a], but
we need to take into account the different structure of the operator G.
Firstly, we will need the following easy lemma.
Lemma 16. Let (ξm)m∈N ⊂ Lip(ΩT ) be a sequence of random variables of the form
ξm = φm(Xt1 , Xt2 −Xt1 , . . . , Xtn −Xtn−1).
for some partition 0 = t0 ≤ t1 < t2 < . . . < tn ≤ T and functions φm ∈ C2(Rd×n). Assume
that φm converges uniformly to φ ∈ C2(Rd×n). Then ξm converges to ξ in L2G(ΩT ), where ξ
is defined as
ξ := φ(Xt1 , Xt2 −Xt1 , . . . , Xtn −Xtn−1).
Proof. The assertion of the lemma follows quickly from the definition of the norm and the
monotonicity of the (conditional) expectation:
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Eˆ[
sup
t∈[0,T ]
(
Eˆ[|ξ − ξm| |Ft]
)2]
≤ Eˆ
[
sup
t∈[0,T ]
(
Eˆ[ sup
x∈Rd×n
|φm(x)− φ(x)| |Ft]
)2]
= [ sup
x∈Rd×n
|φm(x)− φ(x)|]
2.
Theorem 17. Assume Assumption 1 and 2 and let ξ ∈ Lip(ΩT ) be of the form
ξ = φ(Xt1 , Xt2 −Xt1 , . . . , Xtn −Xtn−1)
for some partition 0 = t0 ≤ t1 < t2 < . . . < tn ≤ T and a function φ ∈ C2b (R
d×n). Then
there exist unique processes H ∈ H2G(0, T ;R
d), Kd ∈ H2G([0, T ] × R
d
0) and K
c ∈ S2G(0, T ),
such that Kc is a non-decreasing process m −Kc is a G-martingale and
ξ = Eˆ[ξ] +
∫ T
0
Hs · dBs −K
c+
∫ T
0
∫
Rd
0
Kd(s, z)L(ds, dz)−
∫ T
0
sup
v∈V
∫
Rd
0
Kd(s, z)v(dz)ds, q.s.
Proof. Fix ξ of the form
ξ = φ(Xt1 , Xt2 −Xt1 , . . . , Xtn −Xtn−1).
Moreover, introduce the notation xk := (x1, . . . , xk) for an element of R
d×k and Xk :=
(Xt1 , Xt2 − Xt1 , . . . , Xtk − Xtk−1), k ≤ n. We will establish the representation backwards
similarly to Theorem 15 in [HP10]. Let u be the classical solution of the equation
∂t u
n
xn−1(t, x) +G(D
2unxn−1(t, x), u
n
xn−1 , t, x) = 0, u
n
xn−1(tn, x) = φ(x
n−1, x).
We put
Hns := 1]tn−1,tn](s)Du
n
Xn−1(s,Xs −Xtn−1),
Kn,cs :=
∫ s
tn−1
Gc(D2unXn−1(s,Xs −Xtn−1))ds−
1
2
∫ s
tn−1
D2unXn−1(s,Xs −Xtn−1) : d〈B〉s
and
Kn,d(s, z) := 1]tn−1,tn](s)
[
unXn−1(s,Xs− −Xtn−1 + z)− u
n
Xn−1(s,Xs− −Xtn−1)
]
By the properties of unxn−1 it is clear that all processes belong to the appropriate spaces.
Moreover, we can apply the Itoˆ formula to obtain that
ξ − Eˆ[ξ|Ftn−1 ] = u
n
Xn−1(tn, Xtn −Xtn−1)− u
n
Xn−1(tn−1, 0)
=
∫ tn
tn−1
Hns · dBs − (K
n,c
tn −K
n,c
tn−1)
+
∫ tn
tn−1
∫
Rd
0
Kn,d(s, z)L(ds, dz)−
∫ tn
tn−1
sup
v∈V
∫
Rd
0
Kn,d(s, z)v(dz)ds. (19)
The natural reasoning would be to continue this procedure and try to solve the equation
∂t u
n−1
xn−2(t, x) +G(D
2un−1xn−2(t, x), u
n−1
xn−2 , t, x) = 0
with the terminal condition un−1xn−2(tn−1, x) = φ
n−1(xn−2, x) := un(xn−2,x)(tn−1, 0). Of course
this problem has the solution un−1xn−2 in the viscosity sense, however the existence of the
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classical solution is more complicated due to the possible lack of smoothness of the terminal
condition. To get rid of that problem, we will apply the approximation to the unity. Thus,
let ψ be a regular bump function on Rd and let
φn−1ǫ (x
n−2, x) :=
(
φn−1(xn−2, . ) ∗ ψǫ
)
(x).
Then, by the standard theory, φn−1ǫ (x
n−2, . ) is a smooth function converging uniformly on
compact sets to φn−1(xn−2, . ) as ǫ ↓ 0 for each xn−2 ∈ Rd×(n−2). However, due to the global
Lipschitz continuity of φn−1 we can get much more, namely the uniform (in x ∈ Rd×(n−1))
convergence of φn−1ǫ (.)→ φ
n−1(.) as ǫ ↓ 0. Hence, let un−1,ǫxn−2 denote the classical solution of
the following integro-PDE.
∂t u
n−1,ǫ
xn−2 (t, x) +G(D
2un−1,ǫxn−2 (t, x), u
n−1,ǫ
xn−2 , t, x) = 0
with the terminal condition un−1,ǫxn−2 (tn−1, x) = φ
n−1
ǫ (x
n−2, x). Define processes
Hn−1,ǫs := 1]tn−2,tn−1](s)Du
n−1,ǫ
Xn−2(s,Xs −Xtn−2),
Kn−1,ǫ,cs :=
∫ s
tn−2
Gc(D2un−1,ǫXn−2(s,Xs −Xtn−2))ds −
1
2
∫ s
tn−2
D2un−1,ǫXn−2(s,Xs −Xtn−2) : d〈B〉s
and
Kn−1,ǫ,d(s, z) := 1]tn−2,tn−1](s)
[
un−1,ǫXn−2(s,Xs− −Xtn−2 + z)− u
n−1,ǫ
Xn−2(s,Xs− −Xtn−2)
]
Similarly to eq. (19) we have
un−1,ǫXn−2(tn−1, Xtn−1 −Xtn−2)− u
n−1,ǫ
Xn−2(tn−2, 0) =
∫ tn−1
tn−2
Hn−1,ǫs · dBs − (K
n−1,ǫ,c
tn−1 −K
n−1,ǫ,c
tn−2 )
+
∫ tn−1
tn−2
∫
Rd
0
Kn−1,ǫ,d(s, z)L(ds, dz)−
∫ tn−1
tn−2
sup
v∈V
∫
Rd
0
Kn−1,ǫ,d(s, z)v(dz)ds. (20)
Note also that un−1,ǫXn−2(tn−1, Xtn−1 −Xtn−2) = φ
n−1
ǫ (X
n−1) and Eˆ[ξ | Ftn−1] = φ
n−1(Xn−1).
Thus by the uniform convergence of φn−1ǫ to φ
n−1 and Lemma 16 we easily get that
un−1,ǫXn−2(tn−1, Xtn−1 −Xtn−2)→ Eˆ[ξ | Ftn−1], ǫ ↓ 0 in L
2
G(ΩT ). (21)
Similarly, by the definition of the conditional expectation and its tower property we have
that
ζǫ := un−1,ǫxn−2 (tn−1, 0) = Eˆ
[
un−1,ǫXn−2(tn−1, Xtn−1 −Xtn−2) |Ftn−2
]
= Eˆ
[
φn−1ǫ (X
n−1) |Ftn−2
]
and
ζ := un−1xn−2(tn−1, 0) = Eˆ[ξ | Ftn−2 ] = Eˆ[φ
n−1(Xn−1) | Ftn−2 ].
Thus using the properties of the monotonicity and sublinearity of the conditional expectation,
the tower property and the definition of the L2G norm we get
Eˆ
[
sup
t∈[0,T ]
(
Eˆ[|ζ − ζǫ| |Ft]
)2]
≤ Eˆ
[
sup
t∈[0,T ]
(
Eˆ
[∣∣∣Eˆ [φn−1ǫ (Xn−1)− φn−1(Xn−1) |Ftn−2]∣∣∣ |Ft])2
]
≤ Eˆ
[
sup
t∈[0,T ]
(
Eˆ
[
Eˆ
[∣∣φn−1ǫ (Xn−1)− φn−1(Xn−1)∣∣ | Ftn−2] |Ft])2
]
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= Eˆ
[
sup
t∈[0,tn−2]
(
Eˆ
[∣∣φn−1ǫ (Xn−1)− φn−1(Xn−1)∣∣ | Ft])2
]
≤ Eˆ
[
sup
t∈[0,T ]
(
Eˆ
[∣∣φn−1ǫ (Xn−1)− φn−1(Xn−1)∣∣ | Ft])2
]
.
The last expression converges to 0 because of the eq. (21). Hence we get that ζǫ → ζ
in L2G(ΩT ) as ǫ ↓ 0. To sum up: we know that the LHS in eq. (20) in L
2
G(ΩT ) to a
random variable Eˆ[ξ | Ftn−1 ] − Eˆ[ξ | Ftn−2 ] as ǫ ↓ 0 and by Theorem 15 we get that the
sequences {Hn−1,ǫm}m∈N, {Kn−1,ǫm,c}m∈N, {Kn−1,ǫm,d}m∈N are Cauchy sequences in ap-
propriate spaces for any sequence {ǫm}m∈N such that ǫm → 0 as m →∞. Thus we also get
the existence of the processes Hn−1, Kn−1,c, Kn−1,d satisfying the following
Eˆ[ξ | Ftn−1 ]−Eˆ[ξ | Ftn−2 ] =
∫ tn−1
tn−2
Hn−1s · dBs − (K
n−1,c
tn−1 −K
n−1,c
tn−2 )
+
∫ tn−1
tn−2
∫
Rd
0
Kn−1,d(s, z)L(ds, dz)−
∫ tn−1
tn−2
sup
v∈V
∫
Rd
0
Kn−1,d(s, z)v(dz)ds.
We can iterate this procedure to obtain processes Hi, Ki,c, Ki,d, i = 1, . . . , n such that
for each i ∈ {1, . . . , n} we have similar representation
Eˆ[ξ | Fti ]−Eˆ[ξ | Fti−1 ] =
∫ ti
ti−1
His · dBs − (K
i,c
ti −K
i,c
ti−1)
+
∫ ti
ti−1
∫
Rd
0
Ki,d(s, z)L(ds, dz)−
∫ ti
ti−1
sup
v∈V
∫
Rd
0
Ki,d(s, z)v(dz)ds
and thus putting H :=
∑n
i=1H
i, Kc :=
∑n
i=1K
i,c and Kd :=
∑n
i=1K
i,d we obtain the
desired representation for ξ.
7 Characterization of the random variables in the space
L
2
G(Ω).
In this section we show that L2G(ΩT ) space is a large space and contains all random variables
in LpG(ΩT ) space, p > 2. Namely we have the following proposition.
Proposition 18. Under Assumption 1 for any p > 2 there exists a constant Cp such that
for all ξ ∈ Lip(ΩT ) we have
‖ξ‖L2
G
(Ω) ≤ Cp‖ξ‖Lp
G
(Ω).
In a proof of the proposition we need the following lemma:
Lemma 19. Assume Assumption 1. Let τ ≤ T be stopping time. Fix P ∈ P, P1, . . . ,Pn ∈
P(τ,P) and let {A1, . . . , An} be a Fτ -measurable partition of Ω. Then for any ξ ∈ Lip(ΩT )
we have
n∑
k=1
E
Pk [ξ1Ak ] ≤ Eˆ[ξ].
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Proof of Lemma 19. First introduce the following notation
Mkt := E
Pk [ξ|Ft], Mˆt := Eˆ[ξ|Ft].
By the representation of the conditional sublinear expectation in Proposition 7 it is easy
to see that for all t we have Mkt ≤ Mˆt P
k − a.s. We need, however, a stronger property:
that the Pk-null set doesn’t depend on t. To see that this property holds note that by the
representation theorem we know that Mˆ has a q.s.-modification (hence also Pk-modification)
which has ca`dla`g paths apart from a polar set (which is also a Pk-null set). Moreover, we
can also choose the P-modification of Mk which has Pk-a.a. ca`dla`g paths. The standard
theorems for such regularity require the filtration to satisfy the usual conditions, whereas we
work under the raw filtration which of course does not satisfy the usual conditions. But this
is not a problem in our setting since the measure Pk satisfies Blumenthal zero-one law as an
push-forward measure of the law of a Le´vy process. Hence the augmented filtration {FP
k
t }t
is right-continuous. Moreover we can always choose a unique ca`dla`g modification of a ca`dla`g
martingale EP
k
[ξ|FP
k
t ] which is also a martingale w.r.t. unaugmented filtration F = {Ft}t
(compare with Lemma 2.1 in [STZ11a] and Lemma 2.4 in [STZ11b]). Now taking Pk-ca`dla`g
modifications of Mk and Mˆ we claim via standard arguments that
P
k(Mkt ≤ Mˆt, ∀ t ∈ [0, T ]) = 1.
As a consequence we have that
1 = Pk(Mkτ ≤ Mˆτ ) = P(M
k
τ ≤ Mˆτ )
as Pk = P on Fτ .
Then we easily get via Doob’s optional sampling theorem for a Pk-martingale Mk that
n∑
k=1
E
Pk [ξ1Ak ] =
n∑
k=1
E
Pk [1AkE
Pk [ξ|Fτ ]] =
n∑
k=1
E
P[1AkM
k
τ ] ≤
n∑
k=1
E
P[1AkMˆτ ] = E
P[Mˆτ ]. (22)
Note now that Mˆ is a P-supermartingale (what is also an easy consequence of the represen-
tation of the conditional sublinear expectation), hence again by Doob’s optional sampling
theorem for 0 and τ we get
n∑
k=1
E
Pk [ξ1Ak ] ≤ E
P[Mˆτ ] ≤ E
P[Mˆ0] = Mˆ0 = Eˆ[ξ].
Proof of Proposition 18. The proof follows the argument by [STZ11a] in Lemma A.2. How-
ever we need to adjust a few details to take into consideration the fact that the measures
constructed by Soner et al. might not necessarily belong to the representation set P in our
setting. The adjustments however are minor.
First note that without loss of generality we may take ξ ≥ 0. Let Mt := Eˆ[ξ|Ft]. Mt has
ca`dla`g paths q.s. by the representation theorem. By the representation of the conditional
expectation we have that
Mt = ess sup
P
Q∈P(t,P)
E
Q[ξ|Ft], P− a.s.
for every P ∈ P. Define M∗t := sup0≤s≤t Ms. It suffices to show that
E
P[|M∗T ]
2] ≤ Cp‖ξ‖Lp
G
(Ω) for all P ∈ P.
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We introduce τλ := inf{t ≥ 0: Mt ≥ λ} for a fixed λ > 0. M is ca`dla`g and F-adapted, thus
τλ is a F-stopping time and we have
P({M∗T ≥ λ}) = P({τλ ≥ T }) ≤
1
λ
E
P
[
Mτλ1{τλ≤T}
]
. (23)
Now there exists a sequence {Pj, j ≥ 1} ⊂ P(τλ,P) such that
Mτλ = sup
j≥1
E
Pj [ξ |Fτλ ] P− a.s.
For each n ≥ 1 denote
Mnτλ = sup
1≤j≤n
E
Pj [ξ |Fτλ ] .
Introduce also sets A˜nj = {M
n
τλ
= EPj [ξ |Fτλ ]}, 1 ≤ j ≤ n, and put A
n
1 := A˜
n
1 and
Anj := A˜
n
j \ ∪1≤i≤j−1A˜
n
i for 2 ≤ j ≤ n. Then sets {A
n
j }j ⊂ Fτλ form the partition of Ω
for al n ≥ 1. Hence we can introduce another probability measure Pˆn by putting Pˆn(A) :=∑n
j=1 P
j(A ∩ Anj ). Note that Pˆ
n = P on Fτ .
Fix n ≥ 1. Then we have for q := p/(p− 1) by Ho¨lder inequality and Lemma 19
E
P
[
Mnτλ1{τλ≤T}
]
=
n∑
j=1
E
Pj
[
Mnτλ1{τλ≤T}1Anj
]
=
n∑
j=1
E
Pj
[
E
Pj [ξ |Fτλ ]1{τλ≤T}∩Anj
]
≤
n∑
j=1
E
Pj
[
ξ 1{τλ≤T}∩Anj
]
= EPˆ
n [
ξ 1{τλ≤T}
]
≤
(
E
Pˆn [|ξ|p]
) 1
p
(
Pˆ
n ({τλ ≤ T })
) 1
q
=

 n∑
j=1
E
Pj
[
|ξ|p1An
j
]
1
p
(P ({τλ ≤ T }))
1
q ≤
(
Eˆ [|ξ|p]
) 1
p
(P({M∗T ≥ λ}))
1
q .
By going with n to ∞ we get then that
E
P
[
Mτλ1{τλ≤T}
]
≤ ‖ξ‖Lp
G
(Ω) (P({M
∗
T ≥ λ}))
1
q .
Plugging this estimate into eq. (23) we get
P({M∗T ≥ λ}) ≤
1
λ
E
P
[
Mτλ1{τλ≤T}
]
≤
1
λ
‖ξ‖Lp
G
(Ω) (P({M
∗
T ≥ λ}))
1
q
and hence
P({M∗T ≥ λ}) ≤
1
λp
‖ξ‖p
Lp
G
(Ω)
.
Just as Soner et al. we fix λ0 > 0 and compute
E
P[M∗T ] = 2
∫ ∞
0
λP(M∗T > λ)dλ ≤ 2
∫ λ0
0
λdλ + 2
∫ ∞
λ0
λP(M∗T > λ)dλ
≤ λ20 + 2‖ξ‖
p
Lp
G
(Ω)
∫ ∞
λ0
1
λp−1
dλ = λ20 + 2‖ξ‖
p
Lp
G
(Ω)
2
p− 2
λ2−p0 .
Hence taking λ0 := ‖ξ‖Lp
G
(Ω) we arrive at the inequality
E
P[M∗T ] ≤ Cp‖ξ‖
2
Lp
G
(Ω)
and the constant Cp doesn’t depend on P. To conclude we take the supremum over P ∈ P.
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