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ABSTRACT
We present galaxy-galaxy lensing results from 139 square degrees of Dark Energy Survey
(DES) Science Verification (SV) data. Our lens sample consists of red galaxies, known as
redMaGiC, which are specifically selected to have a low photometric redshift error and out-
lier rate. The lensing measurement has a total signal-to-noise of 29 over scales 0.09 < R < 15
Mpc/h, including all lenses over a wide redshift range 0.2 < z < 0.8. Dividing the lenses into
three redshift bins for this constant moving number density sample, we find no evidence for
evolution in the halo mass with redshift. We obtain consistent results for the lensing measure-
ment with two independent shear pipelines, ngmix and im3shape. We perform a number
of null tests on the shear and photometric redshift catalogs and quantify resulting systematic
uncertainties. Covariances from jackknife subsamples of the data are validated with a suite of
50 mock surveys. The results and systematics checks in this work provide a critical input for
future cosmological and galaxy evolution studies with the DES data and redMaGiC galaxy
samples. We fit a Halo Occupation Distribution (HOD) model, and demonstrate that our data
constrains the mean halo mass of the lens galaxies, despite strong degeneracies between indi-
vidual HOD parameters.
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1 INTRODUCTION
Weak gravitational lensing refers to the subtle distortions in the im-
ages of distant galaxies by intervening mass along the line of sight.
The measurement of lensing around foreground (lens) galaxies is
referred to as galaxy-galaxy lensing (Tyson et al. 1984; Brainerd et
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al. 1996; dell’Antonio & Tyson 1996). Background (source) galax-
ies are binned in annuli on the sky centered on lens galaxies; the
shapes of the background galaxies are projected along the tangen-
tial direction and averaged over a population of lens galaxies. The
measurement as a function of angular separation can be converted
into an estimate of the projected mass profile of the dark matter
halos where the galaxies reside.
Galaxy-galaxy lensing measurements have been used to in-
fer the mass distribution within the halos of massive galaxies, the
relation of mass to light, the shapes of the halos, and the large-
scale galaxy-mass cross-correlation (Sheldon et al. 2004; Mandel-
baum et al. 2006, 2008; Cacciato et al. 2009). The measurements
have many applications, ranging from fitting Navarro Frenk White
(NFW) halo mass profiles (Navarro et al. 1997) to estimating the
large-scale bias of galaxies and obtaining cosmological constraints
(Cacciato et al. 2009; Mandelbaum et al. 2013; More et al. 2015).
Recent surveys such as CFHTLenS (Heymans et al. 2012; Erben et
al. 2013) have presented measurements on galaxy-galaxy lensing
(Gillis et al. 2013; Velander et al. 2014; Hudson et al. 2015). Simi-
larly, measurements from KiDS (de Jong et al. 2013; Kuijken et al.
2015) have also studied the galaxy-mass connection using galaxy-
galaxy lensing (Sifo´n et al. 2015; Viola et al. 2015; van Uitert et al.
2016). The galaxy-mass connection has also been studied at high
redshift by Leauthaud et al. (2012).
In this paper we measure galaxy-galaxy lensing from Dark
Energy Survey (DES) pre-survey Science Verification (SV) data.
DES is an ongoing wide-field multi-band imaging survey that will
cover nearly 5000 square degrees of the Southern sky over five
years. With this pre-survey SV data, our goals are to establish the
feasibility of measuring galaxy-galaxy lensing with DES, test our
measurement pipelines, and make an estimate of the halo proper-
ties for a selected galaxy sample. The detailed tests presented serve
as a necessary foundation for other work relying on galaxy-galaxy
lensing measurements with these data. In particular, Kwan et al.
(in prep) obtains constraints on cosmological parameters using the
combination of galaxy-galaxy lensing and galaxy clustering infor-
mation with the same data used in this work. Baxter et al. (2016)
presents complementary cosmological and systematic constraints
using the combination of galaxy-galaxy lensing and CMB lens-
ing. Prat et al. (in prep) measures galaxy-galaxy lensing around a
magnitude-limited sample of DES-SV galaxies in order to measure
their large-scale bias. Finally, tangential shear measurements of un-
derdensities such as troughs (Gruen et al. 2015) and voids (Sa´nchez
et al. in prep) also benefit from the tests in this work.
The plan of the paper is as follows. Section 2 summarizes the
basic theory of galaxy-mass correlations and our Halo Occupation
Distribution (HOD) model. Section 3 describes our data: includ-
ing basic details of DES, descriptions of the lens galaxy sample,
pipelines for source galaxy shape measurements, and the photomet-
ric redshift estimation of lens and source galaxies. Our estimators
and measurement methodology are presented in Section 4. Results
of null tests that establish the suitability of the shear and photo-z
catalogs for galaxy-galaxy lensing are presented in Section 5. Our
measurement results and HOD model fits are in Section 6, as well
as discussion of related results in the literature. We conclude in
Section 7.
2 WEAK-LENSING THEORY AND THE HALO MODEL
Galaxy-galaxy lensing involves the distortion of background
galaxy images in the presence of foreground dark matter halos,
which are occupied by the lens galaxies. This distortion makes the
background galaxy image stretch tangentially to the line joining
the background and foreground galaxies. The magnitude of this
tangential shear, γt(θ), and of the related excess surface density,
∆Σ(R), provides a means of learning about the local dark matter
profile and galaxy environment.
We relate the properties of lens galaxies to the underlying dark
matter distribution through Halo Occupation Distribution (HOD)
modeling (Zheng et al. 2005; Zehavi et al. 2011). The HOD model
assigns each dark matter halo a probability of hosting N galaxies,
P (N |Mh), that is dependent on the halo mass, Mh. The galaxy
population is divided into centrals, which are generally luminous
galaxies that are located at or near the center of the halo, and satel-
lites, less luminous galaxies which populate the outskirts of the
halo. Each halo is allowed only one central but can have multi-
ple satellites. We follow the HOD parameterization of Zehavi et
al. (2011): assuming a log-normal mass-luminosity distribution for
central galaxies and a power-law distribution for satellite galaxies.
The expectation value for the number of galaxies for a luminosity
thresholded sample (with absolute r-band magnitude Mr < M tr)
is parameterized as〈
N(Mh|M tr)
〉
=
〈
Nc(Mh|M tr)
〉 (
1 +
〈
Ns(Mh|M tr)
〉)
=
1
2
[
1 + erf
(
logMh − logMmin
σlogM
)]
×
[
fcen +
(
Mh
M1
)α]
,
(1)
with model parameters Mmin,M1, σlogM , α, fcen. For a DES
simulation-based study using a similar HOD model, see Park et
al. (2015). For simplicity we set the satellite cut-off scale of Zheng
et al. (2005) to zero, as it is not constrained by our data.
The central galaxy occupation is described by a softened step
function with two parameters: (i) a transition mass scale Mmin,
which is the halo mass at which the median central galaxy luminos-
ity corresponds to the luminosity threshold, and (ii) a softening pa-
rameter σlogM related to the scatter between galaxy luminosity and
halo mass. The normalization of the satellite occupation function is
M1 and α is the high-mass slope of the satellite occupation func-
tion. Finally, we introduce an additional parameter, fcen, the frac-
tion of occupied halos, which allows us to relax the assumption that
every halo above a certain mass contains a central galaxy. Note that
we have restricted ourselves to a simplified model in which fcen
is mass independent to reduce the dimensionality of our parameter
space. This parametrization (with fcen = 1) is able to reproduce
the clustering of CFHTLS and SDSS galaxies over a large range
of redshifts and luminosity thresholds (Zheng et al. 2005; Zehavi
et al. 2011). redMaGiC galaxies are not quite complete to a lumi-
nosity threshold: they were selected using a cut in color space and
this prompted the inclusion of fcen as an additional free parameter.
However, to obtain strong constraints on fcen, we would need to use
the observed number density of galaxies as an additional constraint.
The priors used for each parameter are summarized in Table 1. We
choose priors based on earlier work with red galaxies: fcen from
redMaPPer (Rykoff et al. 2014, 2016); 0.01 < σlogM < 0.5 and
0.4 < logM1 − logMmin < 1.6 from Brown et al. (2008); α
from White et al. (2011) and Parejko et al. (2013). In addition, we
checked that widening the priors for all parameters does not effect
our main results in Sec. 6.2.
Since the above prior choices are based on galaxy samples
different from the DES redMaGiC sample, we briefly discuss their
applicability here. Our fundamental assumption in adopting priors
is that the principal impact of the galaxy selection is to set the mass
scale Mmin required to host a galaxy of the chosen minimum lu-
minosity. Thus, Mmin is very clearly sample dependent. The re-
maining parameters, however, we expect to be roughly comparable
for different samples. For instance, the scatter σlogM ultimately re-
flects the scatter in central galaxy luminosity at fixed mass, so we
expect σlogM to be comparable for most galaxy samples. Likewise,
the ratio M1/Mmin is likely to be set by the mass M1 required for
a halo to host a substructure of mass Mmin, leading to the expecta-
tion M1/Mmin being roughly comparable for different luminosity
or stellar mass thresholded samples. Finally, the prior on the slope
of the HOD is rather generous, 0.6-1.4, roughly a 40% window
around the naive expectation α = 1 corresponding to a constant
galaxy/mass ratio. Again, the critical point is that our principal re-
sults in Sec. 6.2 are insensitive to the details of these priors.
The HOD model allows us to predict, on average, the num-
ber of galaxies contained within each halo of a given mass. To-
gether with the halo mass function, which tells us how many halos
of each mass bin to expect within a given volume, and the halo
model (Cooray & Sheth 2002), we can predict the expected clus-
tering of these galaxies and their dark matter halos. On large scales,
correlations between dark matter and galaxies in different halos
dominates and can be approximated by the 2-halo matter-galaxy
cross power spectrum as follows:
P 2hgm(k, z) ≈ bgalPm(k, z), (2)
where Pm(k, z) is the linear dark matter power spectrum and the
mean galaxy bias, bgal, is supplied by the HOD model as:
b¯gal =
1
n¯gal
∫ ∞
0
dMh
dn
dMh
bh(Mh)
〈
N(Mh|M tr)
〉
, (3)
where dn
dMh
is the halo mass function, bh(Mh) is the halo bias rela-
tion and n¯M is the mean number density of galaxies in the sample.
We use the Tinker et al. (2008, 2010) fitting functions for the halo
mass function and halo mass–bias relation and the number density
of galaxies can be calculated from the HOD as follows:
n¯gal =
∫ ∞
0
dMh
dn
dMh
〈
N(Mh|M tr)
〉
. (4)
On smaller scales, the main contribution to the clustering is
correlations between dark matter and galaxies in the same halo; this
is described by the 1-halo term matter-galaxy cross power spectrum
as a sum of central and satellite terms:
P 1hgm(k,M
t
r) =
1
ρ¯mn¯M
∫
dMhMhu˜h(k,Mh)
dn
dMh
[
〈
Nc(Mh|M tr)
〉
+
〈
Ns(Mh|M tr)
〉
u˜s(k,Mh)] ,
(5)
where u˜h is the Fourier transform of the halo density profile of
mass Mh, and u˜s the Fourier transform of the spatial distribution
of satellite galaxies in the halo. We assume that the dark matter
within a halo is distributed according to an NFW profile (Navarro
et al. 1997), with a Bhattacharya et al. (2013) concentration-mass
relation, c(M) = 9 × (1.686/σ(M))−0.29 × D(z)1.15, where
σ(M) is the square root of the variance in a filter with massM and
D(z) is the growth factor at redshift z. Note that we do not include
subhalo 1-halo contributions from satellite galaxies in the model.
Given our conservative small-scale cutoff (see Appendix A1) of 30
arcseconds and our statistical errors (see Fig. 7) such a contribution
is unnecessary.
Following Hayashi & White (2008) and Zu et al. (2014), we
Prior range Parameter
Mmin 10.9 – 13.6 central halo mass
σlogM 0.01 – 0.5 central galaxy HOD width
M1 13.3 – 14.1 mass of satellite’s host
α 0.6 – 1.4 slope of the satellite distribution
fcen 0 – 0.45 fraction of halos hosting a central galaxy
σ8 0.67 – 0.93 amplitude of clustering (8 Mpc/h top hat)
Table 1. HOD parameters and priors used in this work.
transition between these two regimes by only taking the larger con-
tribution of these two terms, such that
ξgm(r, z) =
{
ξ1hgm(r, z) for ξ1hgm(r, z) > ξ2hgm(r, z)
ξ2hgm(r, z) otherwise
(6)
where ξ1hgm(r, z) is the 1-halo galaxy-matter cross correlation func-
tion where the galaxy and dark matter are both in the same halo,
and ξ2hgm(r, z) is the 2-halo galaxy-matter cross correlation func-
tion describing correlations between a galaxy and dark matter in a
different halo.
Finally, we can relate the galaxy-mass power spectrum to our
lensing observables. For a single lens at redshift z and source plane
at zs, we can write
Cgκ(l|z, zs) = χ−2(z)Wκ(z, zs)Pgm(k = l/χ, z), (7)
where χ(z) is the comoving distance to redshift z, the lensing win-
dow function Wκ(z, zs) is
Wκ(z, zs) =
ρ¯m(z)
(1 + z)Σcrit(z, zs)
, (8)
and the critical surface density Σcrit(z, zs) of a flat universe is
given by
Σ−1crit(z, zs) =
4piG
1 + z
χ(z)
[
1− χ(z)
χ(zs)
]
. (9)
We then transform Cgκ(l) to real space and obtain the tangential
shear γt(θ):
γt(θ) =
∫
ldl
2pi
Cgκ(l)J2(lθ) . (10)
The tangential shear is related to the excess surface density, ∆Σ, as
∆Σ(R|z) = Σ¯(< R)− Σ(R) (11)
= Σcrit(z, zs) γt(R|z, zs) , (12)
where Σ(R) is the surface mass density at the transverse separation
R from the center of the halo and Σ¯(< R) its mean within R.
Finally, we integrate over the redshift distribution of lens galaxies,
n(z), to obtain
〈∆Σ(R)〉 = 1
n¯
∫
dz n(z) ∆Σ(R|z) . (13)
∆Σ is a physical property of the lens and so does not depend on
the source galaxies: this is clear from Eq. (11) in which ∆Σ can
be determined completely from the projected mass density Σ. This
independence from source redshifts is less obvious in Eq. (12), but
note the Σcrit(z, zs) factor cancels with the same factor in Eq. (8).
Note that throughout this paper we define the halo mass Mh
as the mass within a sphere enclosing a mean density that is 200
times the mean mass density of the universe. (This mass is often la-
belled M200m in the literature.) For modeling we fix cosmological
parameters to Ωm = 0.31, h = 0.67, Ωb = 0.048, ns = 0.96, and
w = −1, all of which are consistent with the results of Kwan et al.
(in prep). We use physical length units throughout the paper.
3 DATA
The Dark Energy Survey is an ongoing wide-field multi-band
imaging survey that will cover nearly 5000 square degrees of the
Southern sky over five years. The Dark Energy Camera (DECam,
Flaugher et al. 2015) holds sixty-two 2048x4096 science CCDs,
four 2048x2048 guider CCDs, and eight 2048x2048 focus and
alignment chips, for a total of 570 megapixels covering a roughly
hexagonal footprint. Five filters are used during normal survey op-
erations, g, r, i, z, Y . The main survey will cover about 5000 square
degrees in the South Galactic Cap region, with approximately 10
visits per field in the r, i and z-bands, for a 10σ limiting magnitude
of about ∼24.1 in the i-band.
In this paper we use the largest contiguous region of Science
Verification (SV) data which covers 139 square degrees with simi-
lar depth and filter coverage as the main DES survey. The SV data
were taken during the period of November 2012 – February 2013
before the official start of the science survey. All data used in this
study is based on the DES SVA1 Gold catalog 1 and several exten-
sions to it. The main catalog is a product of the DES Data Manage-
ment (DESDM) pipeline version “SVA1”. The DESDM pipeline
(Ngeow et al. 2006; Sevilla et al. 2011; Mohr et al. 2012; Desai et
al. 2012; Gruendl et al. in prep) begins with initial image process-
ing on single-exposure images and astrometry measurements from
the software package SCAMP (Bertin 2006). The single-exposure
images were then stacked to produce co-add images using the soft-
ware package SWARP (Bertin et al. 2002). Basic object detec-
tion, point-spread-function (PSF) modeling, star-galaxy classifica-
tion and photometry were done on the individual images as well as
the co-add images using software packages SEXTRACTOR (Bertin
& Arnouts 1996) and PSFEX (Bertin 2011).
For weak lensing we use the coadd images only for object de-
tection, deblending, fluxes (for use in photo-z measurements), and
for the detailed informational flags which are important for deter-
mining a good set of galaxies to use for shear measurement. For
the purposes of estimating galaxy shears, we instead perform ob-
ject measurement on all available single-epoch images in which an
object was observed, using multi-epoch fitting techniques (Jarvis et
al. 2015).
3.1 Lens sample: redMaGiC
The DES SV red-sequence Matched-filter Galaxy Catalog (red-
MaGiC, Rozo et al. 2015) is a catalog of photometrically selected
luminous red galaxies (LRGs). Specifically, redMaGiC uses the
redMaPPer-calibrated model for the color of red-sequence galax-
ies as a function of magnitude and redshift (Rykoff et al. 2014,
2016). This model is used to find the best fit photometric redshift
for all galaxies irrespective of type, and the χ2 goodness-of-fit of
the model is computed. For each redshift slice, all galaxies fainter
than some minimum luminosity threshold Lmin are rejected. In
addition, redMaGiC applies a χ2 cut χ2 6 χ2max, where the cut
χ2max as a function of redshift is chosen to ensure that the result-
ing galaxy sample has a constant space density n¯. In this work, we
use the sample with n¯ = 10−3h3Mpc−3; note that the redMaP-
Per algorithm assumes a flat cosmology with Ωm = 0.3 in or-
der to calculate the comoving density and luminosity distances. We
expect the result from our analysis to be only marginally sensi-
tive to the cosmological parameters assumed. The luminosity cut
1 http://des.ncsa.illinois.edu/releases/sva1
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Figure 1. (top panel): Redshift distributions of redMaGiC lens galaxies
used in this work. For lenses we show the stacked N(z) from individual
Gaussian distributions for each source. See text for details. (bottom panel):
The same, but for our weak lensing source samples. For sources we show
the stacked N(z) from individual SkyNet p(z) distributions.
is L > 0.5L∗(z), where the value of L∗(z) at z=0.1 is set to
match the redMaPPer definition for SDSS. The redshift evolution
for L∗(z) is that predicted using a simple passive evolution star-
burst model at z = 3. We utilize the redMaGiC sample because of
the excellent photometric redshifts of the redMaGiC galaxy cata-
log: the redMaGiC photometric redshifts are nearly unbiased, with
a median bias zspec− zphoto of 0.005, scatter σz/(1 + z) of 0.017,
and a 5σ redshift outlier rate of 1.4%. These photometric redshifts
are used to split the redMaGiC galaxies into different lens redshift
bins in this study. We refer the reader to Rozo et al. (2015) for fur-
ther details of this catalog.
We use three redshift bins of lens galaxies, 0.2 < z < 0.35,
0.35 < z < 0.5, and 0.5 < z < 0.8. To plot the redshift distribu-
tion N(z) of each bin in Fig. 1, we sum individual Gaussian red-
shift distributions for each lens, centered at the redMaGiC photo-z
estimate and with a width given by the redmagic photo-z error.
Note that using a Gaussian for each lens neglects any outlier com-
ponent: based on Rozo et al. (2015) (especially Figures 10 and 11)
the fraction of such outliers, and thus their effect on our modeling
of the lens redshift distribution, is small. Since the lens photomet-
ric redshifts have much higher precision than source redshifts we
do not include a lens photo-z systematic uncertainty contribution.
However, an estimate of the true redshift distribution of lenses (as
in Fig. 1) is taken into account in our modeling. The number of
lenses per redshift bin is ∼ 9000, 19000, and 67000 respectively.
3.2 Source sample
Based on the SVA1 data, two shear catalogs were produced and
tested extensively in Jarvis et al. (2015) – the ngmix 2 (Sheldon
2014) and the im3shape 3 (Zuntz et al. 2013) catalogs 1. The
main results in our paper are based on ngmix, but we also cross-
2 https://github.com/esheldon/ngmix
3 https://bitbucket.org/joezuntz/im3shape
check with the im3shape catalog to demonstrate the robustness
of our results.
The im3shape implementation in this work estimates shapes
by jointly fitting a parameterized galaxy model to all of the different
single-exposure r-band images, finding the maximum likelihood
solution. The PSFEX software is used to fit pixelized models of
the PSF, and those models are then interpolated to the galaxy posi-
tions. Corrections to bias in the shear measurement associated with
noise (Refregier et al. 2012; Kacprzak et al. 2012) are applied. The
im3shape catalog has a raw number density of about 4.2 galaxies
per square arcminute.
ngmix uses sums of Gaussians to approximate common
galaxy profiles: exponential disk, De Vaucouleurs’ profile (de Vau-
couleurs 1948), and Se´rsic profile (Se´rsic 1963). Any number of
Gaussians can be fit, either completely free or constrained to be
co-centric and co-elliptical. For the DES SV galaxy images, we
used the exponential disk model. For the PSF fitting, an Expectation
Maximization (Dempster et al. 1977) approach is used to model the
PSF as a sum of three free Gaussians. Shear estimation was carried
out using images in r, i, z bands, which enabled a larger raw galaxy
number density (6.9 galaxies per square arcminute).
Photometric redshifts for source galaxies in DES-SV were
studied in detail in Bonnett et al. (2015), using 4 different pho-
tometric redshift codes (ANNz2, BPZ, SkyNet and TPZ). The de-
tails and capabilities of these codes on early DES data were already
presented in Sa´nchez et al. (2014), where they showed the best per-
formance among a more extensive set of codes. For the results in
this paper we use the photometric redshifts by SkyNet (Graff et al.
2014; Bonnett 2015), which is a neural network algorithm that was
run on DES bands griz and produced a probability density func-
tion (PDF) for the redshift of each galaxy in the DES-SV shape
catalogs. In addition to the source PDFs, we make use of a SkyNet
point estimate of source photometric redshift given by the mean of
the PDF. Note that we only use SkyNet redshifts for the sources, as
the redMaGiC algorithm produces a separate photo-z estimate for
each lens.
Our source redshift distributions are shown in Fig. 1. Since
our galaxy-galaxy lensing tests will provide validation for the cos-
mology results of Kwan et al. (in prep), that work uses these same
redshift bins. These bins are also consistent with those used in the
DES SV results for cosmic shear (Becker et al. 2015; The Dark
Energy Survey Collaboration et al. 2015). Note however that the
∆Σ estimator, according to the definition in Eq. (18), uses every
background source behind each individual lens.
3.3 Mock catalogs
In Appendix B we make use of the “Buzzard v1.0c” version DES
mocks to validate measurement covariances. Three N-body simu-
lations, a 1050 Mpc/h box with 14003 particles, a 2600 Mpc/h box
with 20483 particles and a 4000 Mpc/h box with 20483 particles,
are combined along the line-of-sight to produce a full light cone
out to DES depths. These boxes were run with LGadget-2 (Springel
2005) and used 2LPTic initial conditions (Crocce et al. 2006) with
linear power spectra generated with CAMB (Lewis & Bridle 2002).
ROCKSTAR (Behroozi et al. 2013) was used to find halos in the
N-body volumes. The ADDGALS algorithm (Busha et al. 2013)
is used to populate galaxies as a function of luminosity and color
into dark matter only N-body simulations. ADDGALS uses the re-
lationship between local dark matter density and galaxy luminosity,
determined by applying SHAM (Conroy et al. 2006; Reddick et al.
2013) on a high-resolution tuning simulation, to populate galax-
ies directly onto particles in the low-resolution simulations. Each
galaxy is then assigned a color by using the color-density rela-
tionship measured in the SDSS (Aihara et al. 2011) and evolved
to match higher redshift observations. For our mock lens sample,
the same redMaGiC selection (Rozo et al. 2015) was run on the
mock galaxies as on the data. For the mock shears, galaxies are as-
signed sizes and shape noise using Suprime-Cam observations pro-
cessed to match typical DES observing conditions (Szepietowski
et al. 2014). Finally, weak lensing shear for each source galaxy
was computed using the multiple-plane lensing code CALCLENS
(Becker 2013).
4 MEASUREMENT METHODOLOGY
The most basic galaxy-galaxy lensing observable is the tangential
shear of background source galaxies relative to the line joining the
lens and source. For a given lens-source pair j this is given by
γt,j = −γ1,j cos(2φj)− γ2,j sin(2φj) , (14)
where γ1,j and γ2,j are the two components of shear measured
with respect to a Cartesian coordinate system centered on the lens,
and φj is the position angle of the source galaxy with respect to
the horizontal axis of the Cartesian coordinate system. However,
the intrinsic ellipticity of individual source galaxies is much larger
than the weak lensing shear, so it is necessary to average over many
such lens-source pairs. For our measurements and null tests, we will
compute the average in angular bins θ so that〈
γlenst (θ)
〉
=
∑
j w
′
jγt,j∑
j w
′
j
, (15)
where
w′j =
1
σ2shape + σ
2
m,j
, (16)
σshape is the intrinsic shape noise for each source galaxy, and
σm,j is the measurement error. (This weight is the column labelled
w in the shear catalogs described by Jarvis et al. 2015.) We use
TreeCorr4 (Jarvis et al. 2004) to compute all galaxy-galaxy lens-
ing measurements.
One advantage of this galaxy-shear cross-correlation over
shear-shear correlations is that additive shear systematics (with
constant γ1 or γ2) average to zero in the tangential coordinate sys-
tem. However, this cancellation takes place only when sources are
distributed isotropically around the lens, an assumption that is not
accurate near the survey edge or in heavily masked regions. To re-
move additive systematics robustly we also measure the tangential
shear around random points: such points have no net lensing sig-
nal, yet they sample the survey edge and masked regions in the
same way as the lenses. Our full estimator of tangential shear can
then be written
〈γt(θ)〉 =
〈
γlenst (θ)
〉
−
〈
γrandomt (θ)
〉
, (17)
This measurement is directly comparable to the model prediction
in eq. (10).
We will also find it useful to use another estimator that re-
moves the dependence of the lensing signal on the source redshift.
This will be especially helpful in carrying out null tests that involve
splitting the source galaxy sample into two or more samples, then
4 https://github.com/rmjarvis/TreeCorr
checking consistency between the measured lensing signal of each
(see Sections 5.3, 5.4, 5.5). This observable is estimated from the
measured shapes of background galaxies as
∆Σlensk (R; zL) =
∑
j
[
wjγt,j(R)/Σ
−1
crit,j(zL, zs)
]∑
j wj
(18)
where the summation
∑
j runs over all the background galaxies
in the radial bin R, around all the lens galaxy positions, and the
weight for the j-th galaxy is given by
wj = w
′
j Σ
−2
crit,j(zL, zs) . (19)
Note that instead of θ, we have binned source galaxies according
to the radial distance R in the region around each lens galaxy. The
weighting factor Σcrit(zL, zs) is computed as a function of lens and
source redshifts for the assumed cosmology as
Σcrit(zL, zs) =
c2
4piG
DA(zs)
DA(zL)DA(zL, zs)
, (20)
where Σ−1crit(zL, zs) = 0 for zs < zL and DA is the angular di-
ameter distance. We assumed a flat cosmology with Ωm = 0.3
when measuring ∆Σ, although note that the results are not very
sensitive to this value: the difference is well under 1% when using
Ωm = 0.31 (as in Sec. 6.2). Just as with the raw tangential shear,
our final estimator involves subtracting the contribution around ran-
dom points,
∆Σk(R) = ∆Σ
lens
k (R)−∆Σrandomk (R) . (21)
We use 10 times as many random points as lenses so that noise from
the random point subtraction is negligible. We assign each random
point a redshift drawn from the distribution of lens redshifts. The
measurement in Eq. (21) is directly comparable to the model pre-
diction in Eq. (13). Note that in Eqs. (18-21) we use a point estimate
of photometric redshift for each source (mean of the SkyNet p(z),
see Sec. 3.2). However, we checked that the method of integrating
over the full distribution of source redshifts (Sheldon et al. 2012;
Nakajima et al. 2012; Mandelbaum et al. 2013) gives consistent
results for both our central values and jackknife error bars.
We use a minimum fit scale ∼ 0.5 arcminutes based on de-
blending constraints (see Appendix A1). The maximum scale we
use is 70 arcminutes, comparable to the size of our jackknife re-
gions. Using numerical simulations we have verified that the result-
ing jackknife covariance matrix estimate is accurate up to this scale
(see Appendix B for details), above which the jackknife overesti-
mates the errors from independent simulations. Therefore including
larger scales in the fits would still be conservative but there is very
marginal gain in S/N so we elect to stop at 70 arcminutes.
While our photometric redshifts remove or downweight
source galaxies near the lens redshift, some fraction of the sources
will still be physically correlated with the lenses (e.g., Sheldon et
al. 2004; Mandelbaum et al. 2006). This effect, corrected by apply-
ing “boost factors,” is most problematic near the center of massive
halos where correlations are strongest. Given our relatively high
minimum fit scale of 0.5 arcminutes and small halo mass (com-
pared to clusters, see Sec. 6.2) boost factor corrections are negligi-
ble (< 1%) for our sample.
To estimate statistical errors, we divide the survey area into
N = 152 spatial jackknife regions based on HEALpix5 (Go´rski et
5 http://healpix.sf.net
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Figure 2. Cross-component of the shear (purple circles) and PSF leakage
given by measuring tangential shear using the interpolated PSF at source
positions (red triangles). Scales θ < 0.5 arcmin and θ > 70 arcmin not
used in our fits or χ2 results are indicated by shaded bands. (Note that the
pictured PSF leakage result is multiplied by 100, as labelled in the plot.)
Both tests pass with constant fits consistent with zero.
al. 2005), each slightly smaller than 1 deg2. We perform the mea-
surement multiple times with each region omitted in turn. The co-
variance of the measurement (Norberg et al. 2009) is given by
Cstatij =
(N − 1)
N
×
N∑
k=1
[
(∆Σi)
k −∆Σi
] [
(∆Σj)
k −∆Σj
]
(22)
where N is the number of jackknife regions, the mean value is
∆Σi =
1
N
N∑
k=1
(∆Σi)
k , (23)
and (∆Σi)k denotes the measurement from the k-th realization
and the i-th spatial bin. Validation of this jackknife method us-
ing covariances from independent simulations is presented in Ap-
pendix B. Finally, we apply the correction factor of Hartlap et al.
(2007), N−Nbins−2
N−1 , to our inverse covariances when performing
fits. This factor is intended to correct for noise in the covariance
matrix, but with N = 152 and a number of bins Nbins = 13, this
factor causes a very small change to our best-fit model and error
bars shown in Sec. 6.
5 DATA TESTS
We next perform a series of null tests used to check for and quan-
tify the size of systematic uncertainties in our measurement due to
biases in the shear and photometric redshift catalogs. In order to
quantify the comparison of the data tests in this section with the
null hypothesis we compute the null χ2 for each of them in the
following way:
χ2null =
∑
i,j
yT (Cstat)−1y , (24)
where yi corresponds to γi or ∆Σi, and Cstatij is the correspond-
ing covariance matrix. A list of the null χ2 value for each of the
tests can be found in Table 2. While χ2 is a helpful statistic, it is
possible that two tests, each with the same χ2 values, could indi-
cate different levels of systematic error. An extreme example is the
case where every data point is positive for one test, whereas half the
points are positive and half are negative (with the same amplitude)
for the second test. Thus for each test we also quote the result of
a single parameter, constant fit to the data (including the full jack-
knife covariance). Since we perform many tests, some fraction of
them are expected to differ from zero simply by chance. For exam-
ple, even in the absence of systematics, 1 out of 3 tests will differ
from zero by more than 1σ, and 1 out of 25 will differ by more than
2σ. Our criteria for declaring a test as “passed” is that the constant
fit should be within 2σ of zero, but note that using 1.5σ instead
does not change the status of any tests.
In this section we present tests that are unique to galaxy-
galaxy lensing. Other tests of the shear catalog, mostly focused on
validation of cosmic shear results, have been presented in Jarvis
et al. (2015) and Becker et al. (2015). For the tests that were al-
ready studied in prior DES SV work, we simply summarize the
implications for our galaxy-galaxy lensing measurements in Ap-
pendix A. These tests include deblending and sky subtraction (A1),
multiplicative shear bias (A2), and stellar contamination and shear
around stars (A3). For most tests in this section we show only the
result with ngmix, but the results for both shear pipelines are sum-
marized in Table 2.
5.1 Cross-component, PSF leakage, and random point shear
For the first three tests (lensing cross-component, PSF leakage, and
shear around random points) we show only results using lenses be-
tween 0.35 < zL < 0.5 and sources 0.83 < zs < 1.3. This range
is emphasized because it is the fiducial lens bin of Kwan et al. (in
prep). Note however, these three tests also pass with the other lens
and source bin combinations.
In the cross-component test we measure the cross shear around
lens galaxies, which is a 45◦ rotated signal with respect to the tan-
gential shear defined in Eq. (14). This signal should be compat-
ible with zero if the shear is only induced by gravitational lens-
ing, and therefore provides a test for systematic errors related
to PSF correction, which can leak into both tangential and cross
components of the galaxy shear. In Fig. 2 we show the result-
ing cross-shear measured around redMaGiC lenses. The reduced
χ2 = 8.3/13 (10.9/13) for ngmix (im3shape), and the test is
consistent with a constant fit equal to zero.
Measuring source galaxy shapes requires modeling them con-
volved with the PSF pattern imprinted by the atmosphere and op-
tics. However, this process is imperfect, such that ∼ 1% (3%)
of the PSF shape may “leak” into the measured galaxy shape for
ngmix (im3shape), based on tests in Jarvis et al. (2015). Note
that while Jarvis et al. (2015) found leakage is consistent with zero
for both pipelines, the values we quote above conservatively as-
sume the maximum allowed leakage within the 1σ errors of Jarvis
et al. (2015). In order to quantify this systematic, we measure the
tangential shear of the PSF interpolated to the source galaxy lo-
cations, where again the tangential shear is measured around the
redMaGiC lenses. In Fig. 2 we show the result, multiplied by a
factor of 100. It is consistent with zero, and furthermore given the
small upper bounds on the leakage, even these small fluctuations
about zero are much smaller than our measured lensing signal (see
Sec 6.1).
While our estimator of galaxy-galaxy lensing in Eq. (21) in-
volves subtracting the signal around random points that trace the
same survey geometry, it is nonetheless useful to confirm that this
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Figure 3. Same as Fig. 2, but showing tangential shear around random
points (purple circles) and tangential shear of foreground sources (red tri-
angles). Both tests pass easily (see detailed numbers in Table 2).
correction is small at all scales used in the analysis. This measure-
ment tests the importance of systematic shear which is especially
problematic at the survey boundary, and allows us to compare the
magnitude of the systematic shear with the magnitude of the signal
around actual lens galaxies. In Fig. 3 we show the result, which is
consistent with the null hypothesis. Again, see Table 2 for all the
detailed test results.
5.2 Flip lens and source samples
In reality, only source galaxies which are behind foreground lenses
will be lensed. However, in the presence of redshift errors some low
redshift sources will mistakenly be put behind the lenses, and vice-
versa. To get some handle on this effect, we repeat the measurement
of 〈γt〉 but using foreground sources (0.2 < zs < 0.5) stacked
around our highest redshift lenses (0.5 < zL < 0.8). Note that
this test is noisy and thus easily satisfied when applied to the lower
and medium redshift lens samples due to insufficient numbers of
foreground sources. The result is shown in Fig. 3 and Table 2, and
is consistent with the null hypothesis.
5.3 Source size splits
Shape measurements may be more biased for source galaxies which
are smaller and less well resolved. Although we have applied mul-
tiplicative bias corrections to our measurements (for im3shape)
or checked they are small (for ngmix) (see Jarvis et al. 2015), we
test to ensure that there is no residual bias by splitting the source
galaxies into two samples with different size. We use the “round”
measure of size (Jarvis et al. 2015) for ngmix, exp T r, split-
ting the two samples at 0.45 and measuring their difference rela-
tive to the central values of the combined sample. For im3shape,
the corresponding cut is at 1.4 using the Rgpp/Rp size parameter,
where Rgpp/Rp is the full width at half maximum (FWHM) of the
convolved model divided by the FWHM of the PSF for each expo-
sure. We use these values in order to make a 60% / 40% split of the
source galaxies, with slightly more sources in the smaller size bin.
This choice is made since smaller sources may be somewhat more
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Figure 4. (upper panels): The difference between the ∆Σ signals from small and large source galaxies relative to the central values of the full sample for
ngmix (purple circles) and im3shape (red triangles), measured for all three lens samples. (lower panel): The same, but showing results for the split between
low and high signal-to-noise sources. These splits are not always consistent with zero, see the text in Sec. 5.3 for a detailed discussion. Only data in the middle,
unshaded region of each plot is used for our tests and measurements.
noisy, but the test results are not strongly dependent on the exact
cut.
The result for the lowest redshift lens bin, shown in Fig. 4, has
a reduced χ2 = 39.4/13 (7.6/13) for ngmix (im3shape). This
is a very high χ2 result for ngmix. As described at the beginning of
this Sec. 5, to quantify any possible systematic uncertainty we fit a
constant to the fractional difference to determine its magnitude. The
result is a constant = 0.36 ± 0.08, thus the difference in the shear
of small and large source galaxies is significant at about 4 − 5σ.
We assume that the true shear induced by lensing falls somewhere
between the answer given by small and large sources. The best-
case scenario is that the true shear falls exactly between the two, in
which case our full sample would have an unbiased average shear.
The worst case scenario is that either small or large sources give
biased estimates of the true shear while the other is unbiased. In
this case the bias of the full sample is half the constant fit above,
0.36/2 = 18%. However, this scenario is at odds with other tests,
including the fact that ngmix and im3shape shears are in close
agreement. In Fig. 5 we show the measured ∆Σ ratio between the
two shear pipelines. The consistency is excellent for the two lower
lens redshift bins, with systematic differences of ∼ 1% for the two
lower lens redshift bins. Even for the highest lens bin, which re-
lies on the highest redshift sources, the difference is only 9%. The
good agreement between pipelines provides some evidence for the
smaller estimate of systematic uncertainty. In Table 2 we note the
total systematic uncertainty for ngmix, both with and without this
size split. When performing HOD fits in Sec. 6.2 we do not include
this 18%.
The picture is significantly better for ngmix when using the
middle and highest lens redshift bins. These results are also shown
in Fig. 4 and indicate a conservative ∼ 2σ systematic of 7% (9%)
for the size split of middle (highest) lens redshift bin. These two
lens bins use nearly the same sources, but weighted differently ac-
cording to Eq. (19). We have not been able to identify the source
of the size split difference, but note here another possibility for in-
vestigation. A size-filtered subsample might have a redshift distri-
bution that is different from what was estimated based on g, r, i,
and z magnitudes alone. For example, Gruen et al. (2014) found an
∼ 5–10% effect in the the mean DA(zL, zs)/DA(zs) from a size
split (between a large size subset and the full sample) selected in
B,R, and I filters. This means that given the same color and mag-
nitude – and therefore the same implied redshift – the difference
in the shear between the large sources and the full sample was ∼
5–10%. Similarly Applegate et al. (2014) found a 5% difference in
the lensing signal when using a large size subset. We do not have
the resources to explore this effect further in DES-SV, but it will be
worth studying in DES Year 1 data.
5.4 Source S/N splits
While source galaxy S/N is partially correlated with size, it is a
distinct parameter that may separately influence the accuracy of
fitted shapes. Thus, we find the difference of two samples with S/N
< 45 and S/N > 45, where S/N is the ngmix “round” signal-to-
noise measure exp s2n r. For im3shape, source S/N is given
by snr in the im3shape catalog. (See Jarvis et al. 2015 for more
details on these measurements of galaxy S/N.) Again this split puts
60% of the sources into the smaller S/N bin. The result is shown in
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Figure 5. Ratio of im3shape and ngmix (our fiducial pipeline) ∆Σ mea-
surements, for all lens redshift bins. For the two lower redshift bins, the
difference between shear pipelines is very small at about 1%. The higher
redshift bin is more discrepant at 9%, although this difference is still within
our 1σ errors.
Fig. 4 and summarized in Table 2 for both pipelines. While the size
split in Sec. 5.3 failed for ngmix and passed for im3shape, here
the trend is reversed. The constant fit to the difference is consistent
with zero for ngmix, but indicates a systematic uncertainty with
magnitude ∼ 10% for im3shape, using the lowest lens redshift
bin. The middle and high lens redshift bins pass this test for both
pipelines as summarized in Table 2.
Note that when repeating this test for the highest redshift lens
bin, we adjust the cut between low and high S/N samples to 35.
This is necessary because for both catalogs the source S/N distri-
bution is significantly different for small and large S/N galaxies.
The adjusted cut ensures the number of galaxies in the small S/N
sample remains ∼ 60%.
5.5 Source redshift splits
For the following null test, we look for differences in the lensing
signal computed using two source samples split on redshift. For
continuity, these are the two higher redshift bins used by Becker et
al. (2015). The bins are 0.55 < z < 0.83, and 0.83 < z < 1.30
where z is the mean of the source SkyNet p(z). We compute the dif-
ference of ∆Σ(R) for both samples, for both the low and medium
redshift lens bins. The result is shown in Fig. 6, and for both ngmix
and im3shape shears the result is consistent with zero for both
lens samples. For ngmix the lowest redshift lens bin has a constant
fit 5 ± 4%, which is outside 1σ. However as described at the be-
ginning of Sec. 5, one in three independent tests are expected to
fail at this level. As with previous sections, the χ2 and constant fit
numbers are described in detail in Table 2.
5.6 Intrinsic alignments
We have so far assumed that a source galaxy’s observed tangen-
tial ellipticity is an unbiased estimate of its tangential shear. This
is valid if the source galaxy’s intrinsic ellipticity is not correlated
with the direction to the lens, which is reasonable if source and lens
10−1 100 101
R [Mpc/h]
−1.0
−0.5
0.0
0.5
1.0
1.5
(∆
Σ
h
ig
h
−z
−
∆
Σ
lo
w
−z
)/
∆
Σ
fu
ll
0.20 < zL < 0.35
0.35 < zL < 0.50
Figure 6. Same as Fig. 4 but showing the effect of splitting the ngmix
sources into medium (0.55 < zs < 0.83) and high redshift (0.83 < zs <
1.30) bins. The result is shown for two lens redshift bins, 0.2 < zL < 0.35
(purple circles) and 0.35 < zL < 0.5 (red triangles). It is consistent with
zero for both lens redshift bins.
galaxies are separated in redshift, i.e., not physically close. How-
ever since we have only imperfect, photometric redshift estimates,
there is some overlap in redshift between sources and lenses (see
Fig. 1).
The intrinsic shapes of galaxies are correlated with the cos-
mological density field, an effect known as “intrinsic alignments”
(IA). Thus, for lens-source pairs which are physically close, source
galaxies may be preferentially aligned with the direction to the lens
galaxy. For example, in the commonly used linear alignment model
(Catelan et al. 2001; Hirata & Seljak 2004), the intrinsic ellipticity
is linearly related to the tidal field (with a free amplitude), produc-
ing a correlation between intrinsic ellipticity and density that has
the same scale dependence as the shear on linear scales. On large
(2-halo) scales, the linear alignment model is expected to describe
elliptical source galaxies well, especially when nonlinear contri-
butions are included, such as in the “nonlinear linear alignment
model” (Bridle & King 2007) or the “complete tidal alignment
model” (Blazek et al. 2015). This has been confirmed by measure-
ments of LRG alignment (e.g., Singh et al. (2015)).
Accounting for the full photometric redshift distributions, we
find that for our 0.35 < z < 0.5 lens bin and 0.55 < z < 0.83
source bin, the nonlinear linear alignment model predicts at most an
∼ 4% contamination of the tangential shear signal. The 4% results
from using the fiducial IA amplitude (A = 1) from Bridle & King
(2007). (See Figure 8 of The Dark Energy Survey Collaboration
et al. (2015), which estimated IA amplitude for this source sample
for different model scenarios. The model with the largest value of
A found A = 2 ± 1, but the result was highly model dependent
with some scenarios consistent with 0.) Roughly half of the S/N
of the 0.35 < z < 0.5 lens bin comes from sources in the range
0.55 < z < 0.83; based on the N(z) in Fig. 1 the higher redshift
sources will not overlap in redshift with the lenses. Thus we esti-
mate a 2% intrinsic alignment contamination of our measurement
for this lens bin. This contamination is likely to be reduced fur-
ther when using the ∆Σ(R) statistic, which downweights sources
with redshift close to the lens. The lower lens bin 0.2 < z < 0.35
Table 2: χ2 for data and other tests and resulting systematic uncertainties
ngmix im3shape
Test lens redshift χ2/ ndf Systematic uncertainty passed χ2/ ndf Systematic uncertainty passed
cross-component medium 8.3 / 13 (6.7± 5.1)× 10−5 3 10.9 / 13 (6.0± 7.8)× 10−5 3
PSF leakage medium 11.0 / 13 (0.1± 3.5)× 10−5 3 13.3 / 13 (1.5± 1.1)× 10−5 3
random points medium 16.4 / 13 (0.4± 2.8)× 10−5 3 7.2 / 13 (2.0± 3.6)× 10−5 3
flip lens-source samples high 12.0 / 13 (0.6± 1.8)× 10−5 3 8.7 / 13 (1.2± 1.9)× 10−5 3
source size splits low 39.4 / 13 up to 18± 4% × 7.6 / 13 up to 3± 5% 3
source S/N splits low 13.2 / 13 up to 1± 4% 3 18.0 / 13 up to 10± 5% ×
source size splits medium 9.1 / 13 up to 7± 3% × 8.7 / 13 up to 5± 5% 3
source S/N splits medium 8.8 / 13 up to 4± 4% 3 16.1 / 13 up to 3± 6% 3
source size splits high 13.9 / 13 up to 9± 4% × 23.6 / 13 up to 5± 5% 3
source S/N splits high 13.2 / 13 up to 0± 4% 3 19.7 / 13 up to 6± 6% 3
source redshift splits low 8.8 / 13 up to 5± 4% 3 14.6 / 13 up to 4± 4% 3
source redshift splits medium 11.7 / 13 up to 0± 4% 3 12.3 / 13 up to 1± 5% 3
intrinsic alignments low, medium 2% 2%
intrinsic alignments high 3% 3%
residual multiplicative bias all 2% 1%
stellar contamination all 2% 2%
tangential shear around stars all consistent with 0 consistent with 0
Total low 4% (19%) 3% (10%)
medium 4% (8%) 3% (3%)
high 4% (10%) 4% (3%)
Table 2. Summary of all test results described in § 5. We show reduced χ2 and constant fit results for all data tests presented in this paper. For the tests based
on splitting the sample into two halves, the number in the table is an upper bound on the systematic uncertainty in ∆Σ (see the discussion in § 5.3). For brevity,
the first three lines only show results for one lens bin, but the other bins are also consistent with zero. The last three rows show the net systematic uncertainty
for each lens bin, obtained by adding in quadrature the systematic uncertainties from individual tests. In each case, the total error is shown both without and
with (in parentheses) the inclusion of the results of the source size and S/N split.
will have less contamination (see Fig. 1), so we conservatively use
2% for this bin as well. Repeating the above calculation for the
0.5 < z < 0.8 lens bin and 0.83 < z < 1.3 source bin, we find
a 3% contamination. For each lens bin we add the estimated IA
contamination in quadrature to our other sources of error.
As an additional check, we compare the 2% estimate for the
0.35 < z < 0.5 lenses and 0.55 < z < 0.83 sources to the most
relevant current observational constraints of Blazek et al. (2012).
Using an SDSS DR7 LRG lens sample and photometric source
sample, Blazek et al. (2012) solve simultaneously for the intrinsic
alignment and lensing signals. They find model-independent upper
limits (95% confidence level) on the contamination of ∆Σ(R) of
∼ 6% for a projected separation 1h−1Mpc. This is further reduced
to ∼ 3% when assuming that blue source galaxies have zero in-
trinsic alignment amplitude. Thus, the 2% estimated using our spe-
cific lens and source redshift distributions is compatible with pre-
vious observational constraints. Although it is beyond the scope of
this work, the approach in Blazek et al. (2012) of constraining the
intrinsic alignment signal simultaneously with the lensing signal
should be pursued in future DES analyses with improved statistical
power.
5.7 Non-weak shear and magnification
The observable reduced shear will differ from γt according to
gt =
γt
1− κ . (25)
Since κ is always rising with decreasing distance from the halo cen-
ter, the error from using γt rather than gt will be highest at our low-
est fit radii, R ∼ 0.1 Mpc/h. Taking our largest best-fit halo mass
∼ 2×1013M/h from Fig. 8, and assuming an NFW profile for κ,
we find that the fractional difference between the shear and reduced
shear (γt − gt)/gt is at most 3.5%. The difference falls to 2% by
our second data point atR . 0.13. At a halo mass 3×1013M/h,
roughly the upper edge of the most massive 1-sigma constraints in
Fig. 8, the difference at the lowest fit radius is at most 5%. Since
the error in ignoring non-weak shear effects is much less than our
other sources of systematic and statistical error, we neglect it in
the analysis. Similar to non-weak shear, magnification is a poten-
tial systematic effect that is more important for lenses with larger κ
than our sample. See Mandelbaum et al. (2006) for a galaxy-galaxy
lensing specific discussion of the effects of magnification.
5.8 Total systematic uncertainty budget
All sources of systematic uncertainty studied in this paper are sum-
marized in Table 2. This list should account for all the important
systematic uncertainties in our measurements. The final lines of
Table 2 show the net systematic uncertainty for each lens red-
shift bin, obtained by adding the individual sources of system-
atic uncertainty in quadrature. The systematic difference between
large and small sources, photo-z bias, shear calibration, and stel-
lar contamination all cause multiplicative biases on ∆Σ. Thus we
estimate the systematic covariance matrix for each lens bin as
Csystij = f
2 × ∆Σi∆Σj , where f is the total systematic uncer-
tainty for that lens bin in Table 2 (e.g., 4% for the ngmix shears and
middle-z redMaGiC sample), and ∆Σ(Ri) is abbreviated ∆Σi. In
Table 2 we show results both with and without the size and S/N
splits, as discussed in Sec. 5.3. Our total covariance matrix used in
the HOD fits (Sec. 6.2) is thenCij = Cstatij +C
syst
ij , where we drop
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Figure 7. (upper panel): ∆Σ measurement and statistical error bars for
redMaGiC lenses in three redshift bins (as labelled). Best-fit model curves
are also shown for each sample. The three different lens bins are consistent
within our errors. (lower panel): The same, but showing the tangential shear
γt.
the size and S/N splits. This approach is similar to that followed for
galaxy-galaxy lensing measurements by, e.g., Mandelbaum et al.
(2006). That work folded together shear calibration, photo-z bias,
and stellar contamination into a systematic uncertainty which was
added in quadrature to the statistical errors when performing fits to
the halo mass.
6 RESULTS
Having carried out a number of successful null tests and quantified
the remaining systematic uncertainties, in this section we present
the galaxy-galaxy lensing signal and the best-fit mean halo mass.
6.1 Measurement
In Fig. 7 we show the measured signal and statistical errors for lens
galaxies in three redshift bins. The ∆Σ estimator uses the weight-
ing in Eq. (21), where the factor of Σ−2crit significantly downweights
sources that are very close to the lens. The three lens redshift sam-
ples are all consistent: taking the difference between any of the two
samples and finding the χ2 with a null model (constant and zero)
we find reduced χ2 = 16.9/13, 19.7/13, and 20.1/13. The lat-
ter two (both of which involve the middle redshift bin) are slightly
high, but fitting a single parameter constant model to the difference
between any pair of bins, we find consistent results. The fractional
difference between the pairs of bins is 0.12±0.2,−0.06±0.21, and
0.17 ± 0.13: the result is within 1σ of zero for two cases and just
outside 1σ for the final case. We conclude that our measurements
are consistent with no evolution of the red sample, although they
still leave open the possibility that future, higher signal-to-noise
data will measure a difference.
Having checked that the measurements from every redshift bin
are consistent, we also measure ∆Σ using the full redshift range,
0.2 < zL < 0.8. We calculate the signal-to-noise of the measure-
ment of the full sample as S/N =
√
χ2 −Nbin = 29, where the χ2
is calculated using the jackknife covariance and a null model equal
to zero. We subtract the expectation value of the null hypothesis χ2
distribution, Nbin, to make this an unbiased estimator of S/N.
We also show γt measurements in Fig. 7 with the same lens
samples, calculated according to Eq. (17). For the lower and mid-
dle (upper) lens redshift bins, we use source redshifts 0.55 < zs <
1.30 (0.83 < zs < 1.30). The gap between lens and source red-
shifts is helpful in minimizing the inclusion of source galaxies that
are actually in front of the lens, and therefore not lensed. For γt re-
sults with source tomography, and the implications for cosmology,
see Kwan et al. (in prep).
6.2 Mean mass constraints
In this section, we use the measurements of ∆Σ(R) to explore the
dark matter environment of redMaGiC galaxies. We fit the HOD
model described in Section 2 with six free parameters, Mmin, M1,
σ, α, fcen, and σ8. We only consider scales between 0.09 < R <
15 Mpc/h, due to deblending (Appendix A1) and covariance (Ap-
pendix B) constraints. We vary σ8 along with HOD parameters be-
cause the mass is somewhat sensitive to σ8 at large scales: σ8 and
bias are degenerate, the 2-halo term is proportional to bias, and bias
is a monotonic function of mass in our model. Our model fits are
less sensitive to the other cosmology parameters, which we fix to
Ωm = 0.31, h = 0.67, Ωb = 0.048, ns = 0.96, and w = −1,
all of which are consistent with the results of Kwan et al. (in prep).
Note that the results for redMaGiC galaxy bias are given in Kwan et
al. (in prep), which uses large scale clustering in order to break the
degeneracy between bias and σ8. We use the CosmoSIS package6
(Zuntz et al. 2015) to perform all fits.
Our best fit models are shown in Fig. 7 for each of the three
lens bins. The model goodness-of-fit is excellent in each case, with
reduced χ2 = 7.7/7, 10.6/7, and 8.1/7, in order of increasing red-
shift. In Fig. 8 we show constraints on the mean halo mass derived
from the HOD
Mmean =
1
n¯
∫
Mh
dn
dMh
〈
N(Mh|M tr)
〉
dMh , (26)
where dn
dMh
is the halo mass function and
〈
N(Mh|M tr)
〉
is the
number of central and satellite galaxies. The mean mass ranges
from∼ 1013.35−1013.12M/h and shows little evolution between
6 https://bitbucket.org/joezuntz/cosmosis
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Figure 8. Redshift evolution of the mean halo mass of redMaGiC galaxies
(purple points). Taking into account pseudo-evolution and the covariance
between lens bins, the mean mass is consistent with no evolution. (See Sec-
tions 6.1 and 6.2.)
redshift bins. Although the z = 0.5 − 0.8 bin has a lower best-fit
central value, much of the difference is due to pseudo-evolution
(Diemer et al. 2013), the change in mass between halos at different
redshifts due to defining mass relative to the mean matter density
at that redshift. Based on the results of Diemer et al. (2013), this
effect accounts for a drop in halo mass of ∆ log10Mmean ∼ 0.1
between z = 0.3 and 0.7. This is roughly the size of our error bars,
reducing the difference between bins to about 1σ. Note also that
the errors in Fig. 8 are correlated; our quantitative test for consis-
tency of ∆Σ between different redshift bins (see Sec. 6.1) takes
into account these correlations.
Our results on σ and α were strongly informed by our choice
of priors. Mmin is constrained by our lensing data, but its central
value is sensitive to the choice of priors in σ and α. However, our
key result for the mean mass of redMaGiC halos is not sensitive to
the choice of priors. We checked this by changing the priors signif-
icantly (e.g., doubling the prior width) from the fiducial choices in
Table 1 and noting that the mean mass results of Fig. 8 were unaf-
fected. Thus, at the level of our measurement errors, weak lensing
is able to constrain the mass regardless of the uncertainty in the full
HOD.
7 CONCLUSIONS
The main goal of this work was to validate galaxy-galaxy lensing
measurements made with DES science verification data. To that
end we have performed a number of null tests on the shear catalogs
and photometric redshifts and have quantified remaining systematic
uncertainties. We performed these null tests and all measurements
with two independent shear pipelines, ngmix and im3shape, and
found good consistency between the two methods. The null tests
and theory uncertainties are described in Sec. 5. One unresolved
issue is the size split test with the ngmix catalog, which showed
significant differences in ∆Σ measured from large and small source
galaxies. We discuss in Sec. 5.3 the results of this test and why it
is difficult to interpret, and leave its resolution for future work. We
validated our jackknife statistical errors using a suite of 50 mock
surveys. Such detailed tests are a necessary foundation for other
work relying on tangential shear measurements with these data, for
example, the cosmology results of Kwan et al. (in prep) and Baxter
et al. (2016), bias results of Prat et al. (in prep), and trough (Gruen
et al. 2015) and void lensing results (Sa´nchez et al. in prep).
We measured the lensing signal of redMaGiC galaxies, a
sample selected specifically to minimize photometric redshift er-
ror and outlier rate. The total signal-to-noise of 29 allowed us to
fit a simple HOD model and constrain the lens sample’s central
halo mass. Dividing the lenses into 3 redshift bins over the range
0.2 < z < 0.8, we found no evidence for evolution in the mean
halo mass ∼ 2 × 1013M/h of our constant comoving density
sample, at the level of current errors.
As the analysis begun here continues with DES Year 1 data
and eventually the full 5 years of the survey, the statistical errors
will continue to improve. For example, assuming the full survey
reaches the goal of 5000 square degrees with the same depth as
the SV data, the volume probed by our lens sample will increase
by a factor of 36. Shape noise, our dominant small scale error,
depends on the number of lenses as 1/
√
Nlens, for fixed source
density. Shape noise will thus be a factor of 6 smaller. With this
greater volume of data, new challenges will surface in ensuring the
measurement is still statistics dominated. This will require further
work in understanding and modeling systematic uncertainties, but
as those challenges are addressed our HOD constraints will im-
prove quickly. Another improvement for future work will involve
adding information from galaxy clustering, as done by Park et al.
(2015) in simulations.
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APPENDIX A: SYSTEMATICS TESTS
Here we describe various systematic tests that were studied in other
work, but are also relevant for our results. These include deblend-
ing and sky subtraction, multiplicative shear bias, stellar contam-
ination, and shear around stars. The impact of these tests on our
systematic uncertainty budget is summarized in Table 2.
A1 Deblending and sky subtraction
Both shape measurement methods considered here fit parametric
models across square “postage-stamps” of pixels centered on the
galaxy being measured. These postage-stamps may contain light
from neighboring objects that could bias the shape measurement.
The direction of the bias is likely to be related to the direction of
the neighbour with respect to the galaxy being measured - hence
if the contaminating light is from the lens, or from objects spa-
tially correlated with the lens, a small scale contamination to the
tangential shear signal could arise. Any such effect is likely to be
mitigated by the masking of neighbouring objects during fitting,
and removing blended objects from the catalogs, as described in
Jarvis et al. (2015) (Sections 5.2 and 8.1 respectively). Figure 20 of
Jarvis et al. (2015) shows the tangential shear around bright stars
as a function of angular separation, and this shows no evidence for
a systematic signal around bright objects at small scales. Nonethe-
less we choose a conservative lower angular scale of 30 arcsec for
the results in Sec. 6.
A2 Multiplicative shear biases
Jarvis et al. (2015) studied in detail residual multiplicative biases
for these shear catalogs. They found that multiplicative bias should
be less than 3% in order to satisfy requirements for cosmic shear.
In Figure 24 of that work, they show that residual multiplicative
biases are at most 1% for im3shape and 2% for ngmix. The
one exception is the lowest redshift bin for ngmix, which has a
residual bias∼ 4%. However, since most of our signal comes from
the higher redshift bins, we assume residual multiplicative bias is
2%, and add this in quadrature with the other sources of error.
A3 Stellar contamination and shear around stars
Since stars will not be gravitationally lensed by our lens galaxies,
contamination of the source sample by stars will dilute our signal
by the fraction of stars in the sample. The DES SV galaxy cluster-
ing sample in Crocce et al. (2015) had at most 2% stellar contami-
nation. While the sample selection for clustering differs somewhat
from that for the weak lensing shear catalogs (Jarvis et al. 2015),
the differences should not increase stellar contamination. Thus we
take 2% as our estimated systematic uncertainty from stellar con-
tamination.
Similarly, stars do not act as gravitational lenses of distant
source galaxies. The measurement of tangential shear around faint
stars provides a null test that can diagnose problems with PSF inter-
polation and PSF modelling (Jarvis et al. 2015). This measurement
was shown for DES SV data in Figure 20 of Jarvis et al. (2015),
and was consistent with the null hypothesis.
APPENDIX B: VALIDATION OF STATISTICAL ERRORS
In order to test the jackknife error bars obtained from the data, we
compare to covariances from simulations. The same redMaGiC al-
gorithm has been run on mock galaxies in 50 nearly independent
realizations of a 150 deg2 survey constructed by dividing a wide
area simulation into 50 pieces (see Sec. 3.3). First, we compare the
covariance from these independent realizations to errors obtained
by dividing each 150 deg2 simulation into 144 jackknife regions.
This comparison is made using the fiducial lens and source bins
from Kwan et al. (in prep): lenses between 0.35 < zL < 0.5 and
sources 0.83 < zs < 1.30. The results are shown in Fig. B1. The
agreement is very good, at least out to ∼ 15 arcminutes, where
the jacknife method begins to systematically overestimate the true
error. Although this simulated area is slightly larger than our final
area in the data and the number of realizations is smaller, the main
point of this exercise is to validate the jackknife method. Similarly,
in Fig. B2 we compare the normalized covariances obtained with
both methods. The jackknife covariance is less noisy since it is an
average of the jackknife method applied to 10 simulations, but the
qualitative features are very similar. Both methods have significant
correlations just off the diagonal, starting around ∼ 10 arcminutes.
At θ ∼ 70 arcmin, our largest scale used in tests and fits, the jack-
knife method may overestimate the true error by a factor up to 2.
REFERENCES
Aihara, H., Allende Prieto, C., An, D., et al. 2011, ApJS, 193, 29
Applegate, D. E., von der Linden, A., Kelly, P. L., et al. 2014,
MNRAS, 439, 48
Bhattacharya, S., Habib, S., Heitmann, K., & Vikhlinin, A. 2013,
ApJ, 766, 32
Baxter, E. J., Clampitt, J., Giannantonio, T., et al. 2016,
arXiv:1602.07384
Becker, M. R. 2013, MNRAS, 435, 115
Becker, M. R., Troxel, M. A., MacCrann, N., et al. 2015,
arXiv:1507.05598
Behroozi, P. S., Wechsler, R. H., & Wu, H.-Y. 2013, ApJ, 762, 109
Bertin, E., & Arnouts, S. 1996, A&AS, 117, 393
10−1 100 101 102
θ [arcmins]
10−5
10−4
10−3
10−2
σ
(γ
t)
simulation sample covariance
simulation jackknife
Figure B1. Comparison of diagonal errors from different methods: true
covariance from independent simulations (purple band) and the jackknife
method applied to the same simulations (red points). The agreement be-
tween the true covariance and jackknife out to θ ∼ 15 arcmin validates the
jackknife approach on these scales. At θ ∼ 70 arcmin, our largest scale
used in tests and fits, the jackknife method may overestimate the true error
by a factor up to 2. In this sense our HOD constraints using jackknife on the
data are conservative.
−1.0 −0.5 0.0 0.5 1.0 1.5 2.0
log10 (θ)
−1.0
−0.5
0.0
0.5
1.0
1.5
2.0
lo
g 1
0
(θ
)
independent simulations
−1.0
−0.8
−0.6
−0.4
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
−1.0 −0.5 0.0 0.5 1.0 1.5 2.0
log10 (θ)
−1.0
−0.5
0.0
0.5
1.0
1.5
2.0
jackknife in simulations
−1.0
−0.8
−0.6
−0.4
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
Figure B2. (left panel): Normalized covariance matrix of γt from 50 in-
dependent simulations, using lenses from 0.35 < zL < 0.50 and sources
0.83 < zs < 1.3. (right panel): The same, but showing the covariance
from applying the jackknife method to our low redshift lens sample. This
covariance is less noisy since it is an average of the jackknife method ap-
plied to 10 simulations, but the qualitative features are very similar. With
both methods correlations are only significant on large scales,∼ 10 arcmin
and above.
Bertin, E., Mellier, Y., Radovich, M., et al. 2002, Astronomical
Data Analysis Software and Systems XI, 281, 228
Bertin, E. 2006, Astronomical Data Analysis Software and Sys-
tems XV, 351, 112
Bertin, E. 2011, Astronomical Data Analysis Software and Sys-
tems XX, 442, 435
Blazek, J., Mandelbaum, R., Seljak, U., & Nakajima, R. 2012,
JCAP, 5, 041
Blazek, J., Vlah, Z., & Seljak, U. 2015, JCAP, 8, 015
Bonnett, C. 2015, MNRAS, 449, 1043
Bonnett, C., Troxel, M. A., Hartley, W., et al. 2015,
arXiv:1507.05909
Brainerd, T. G., Blandford, R. D., & Smail, I. 1996, ApJ, 466, 623
Bridle, S., & King, L. 2007, New Journal of Physics, 9, 444
Brown, M. J. I., Zheng, Z., White, M., et al. 2008, ApJ, 682, 937
Bruzual, G., & Charlot, S. 2003, MNRAS, 344, 1000
Busha, M. T., Wechsler, R. H., Becker, M. R., Erickson, B., &
Evrard, A. E. 2013, American Astronomical Society Meeting
Abstracts #221, 221, #341.07
Catelan, P., Kamionkowski, M., & Blandford, R. D. 2001, MN-
RAS, 320, L7
Cacciato, M., van den Bosch, F. C., More, S., et al. 2009, MNRAS,
394, 929
Conroy, C., Wechsler, R. H., & Kravtsov, A. V. 2006, ApJ, 647,
201
Cooray, A., & Sheth, R. 2002, Phys. Rep., 372, 1
Crocce, M., Pueblas, S., & Scoccimarro, R. 2006, MNRAS, 373,
369
Crocce, M., Carretero, J., Bauer, A. H., et al. 2015,
arXiv:1507.05360
The Dark Energy Survey Collaboration, Abbott, T., Abdalla, F. B.,
et al. 2015, arXiv:1507.05552
dell’Antonio, I. P., & Tyson, J. A. 1996, ApJL, 473, L17
Dempster A. P., Laird N. M., & D. B. Rubin 1977, Journal of the
Royal Statistical Society, Series B, 39, 1
de Vaucouleurs, G. 1948, Annales d’Astrophysique, 11, 247
de Jong, J. T. A., Verdoes Kleijn, G. A., Kuijken, K. H., & Valen-
tijn, E. A. 2013, Experimental Astronomy, 35, 25
Desai, S., Armstrong, R., Mohr, J. J., et al. 2012, ApJ, 757, 83
Diemer, B., More, S., & Kravtsov, A. V. 2013, ApJ, 766, 25
Erben, T., Hildebrandt, H., Miller, L., et al. 2013, MNRAS, 433,
2545
Flaugher, B., Diehl, H. T., Honscheid, K., et al. 2015, AJ, 150,
150
Gillis, B. R., Hudson, M. J., Erben, T., et al. 2013, MNRAS, 431,
1439
Go´rski, K. M., Hivon, E., Banday, A. J., et al. 2005, ApJ, 622, 759
Graff, P., Feroz, F., Hobson, M. P., & Lasenby, A. 2014, MNRAS,
441, 1741
Gruen, D., Seitz, S., Brimioulle, F., et al. 2014, MNRAS, 442,
1507
Gruen, D., Friedrich, O., Amara, A., et al. 2015,
arXiv:1507.05090
Gruendl, R., in preparation
Hartlap, J., Simon, P. & Schneider, P. 2007, A&A, 464, 399
Hayashi, E., & White, S. D. M. 2008, MNRAS, 388, 2
Heymans, C., Van Waerbeke, L., Miller, L., et al. 2012, MNRAS,
427, 146
Hirata, C. M., & Seljak, U. 2004, Phys. Rev. D, 70, 063526
Hudson, M. J., Gillis, B. R., Coupon, J., et al. 2015, MNRAS, 447,
298
Jarvis, M., Bernstein, G., & Jain, B. 2004, MNRAS, 352, 338
Jarvis, M., Sheldon, E., Zuntz, J., et al. 2015, arXiv:1507.05603
Kacprzak, T., Zuntz, J., Rowe, B., et al. 2012, MNRAS, 427, 2711
Kuijken, K., Heymans, C., Hildebrandt, H., et al. 2015, MNRAS,
454, 3500
Kwan et al., in preparation
Leauthaud, A., Tinker, J., Bundy, K., et al. 2012, ApJ, 744, 159
Lewis, A., & Bridle, S. 2002, Phys. Rev. D, 66, 103511
Mandelbaum, R., Seljak, U., Cool, R. J., et al. 2006, MNRAS,
372, 758
Mandelbaum, R., Seljak, U., & Hirata, C. M. 2008, JCAP, 8, 6
Mandelbaum, R., Slosar, A., Baldauf, T., et al. 2013, MNRAS,
432, 1544
Mohr, J. J., Armstrong, R., Bertin, E., et al. 2012, SPIE, 8451,
84510D
More, S., Miyatake, H., Mandelbaum, R., et al. 2015, ApJ, 806, 2
Nakajima, R., Mandelbaum, R., Seljak, U., et al. 2012, MNRAS,
420, 3240
Navarro, J. F., Frenk, C. S., & White, S. D. M. 1997, ApJ, 490,
493
Ngeow, C., Mohr, J. J., Alam, T., et al. 2006, SPIE, 6270, 627023
Norberg, P., Baugh, C. M., Gaztan˜aga, E., & Croton, D. J. 2009,
MNRAS, 396, 19
Parejko, J. K., Sunayama, T., Padmanabhan, N., et al. 2013, MN-
RAS, 429, 98
Park, Y., Krause, E., Dodelson, S., et al. 2015, arXiv:1507.05353
Prat, J., et al., in preparation
Reddick, R. M., Wechsler, R. H., Tinker, J. L., & Behroozi, P. S.
2013, ApJ, 771, 30
Refregier, A., Kacprzak, T., Amara, A., Bridle, S., & Rowe, B.
2012, MNRAS, 425, 1951
Rozo, E., Rykoff, E. S., Abate, A., et al. 2015, arXiv:1507.05460
Rykoff, E. S., Rozo, E., Busha, M. T., et al. 2014, ApJ, 785, 104
Rykoff, E. S., Rozo, E., Hollowood, D., et al. 2016,
arXiv:1601.00621
Sa´nchez, C., Carrasco Kind, M., Lin, H., et al. 2014, MNRAS,
445, 1482
Sa´nchez, C., et al., in preparation
Se´rsic, J. L. 1963, Boletin de la Asociacion Argentina de Astrono-
mia La Plata Argentina, 6, 41
Sevilla, I., Armstrong, R., Bertin, E., et al. 2011, arXiv:1109.6741
Sheldon, E. S., Johnston, D. E., Frieman, J. A., et al. 2004, AJ,
127, 2544
Sheldon, E. S., Cunha, C. E., Mandelbaum, R., Brinkmann, J., &
Weaver, B. A. 2012, ApJS, 201, 32
Sheldon, E. S. 2014, MNRAS, 444, L25
Sifo´n, C., Cacciato, M., Hoekstra, H., et al. 2015, MNRAS, 454,
3938
Singh, S., Mandelbaum, R., & More, S. 2015, MNRAS, 450, 2195
Springel, V. 2005, MNRAS, 364, 1105
Szepietowski, R. M., Bacon, D. J., Dietrich, J. P., et al. 2014, MN-
RAS, 440, 2191
Tinker, J., Kravtsov, A. V., Klypin, A., et al. 2008, ApJ, 688, 709
Tinker, J. L., Robertson, B. E., Kravtsov, A. V., et al. 2010, ApJ,
724, 878
Tyson, J. A., Valdes, F., J. F., & Mills, A. P., Jr. 1984, ApJL, 281,
L59
van Uitert, E., Cacciato, M., Hoekstra, H., et al. 2016,
arXiv:1601.06791
Velander, M., van Uitert, E., Hoekstra, H., et al. 2014, MNRAS,
437, 2111
Viola, M., Cacciato, M., Brouwer, M., et al. 2015, MNRAS, 452,
3529
White, M., Blanton, M., Bolton, A., et al. 2011, ApJ, 728, 126
Zheng, Z., Berlind, A. A., Weinberg, D. H., et al. 2005, ApJ, 633,
791
Zehavi, I., Zheng, Z., Weinberg, D., H., Blanton, M., R., Bahcall,
N., A., Berlind, A., A., Brinkmann, J., Frieman, J., A., et al.,
2011, ApJ, 736, 59
Zu, Y., Weinberg, D. H., Rozo, E., et al. 2014, MNRAS, 439, 1628
Zuntz, J., Kacprzak, T., Voigt, L., et al. 2013, MNRAS, 434, 1604
Zuntz, J., Paterno, M., Jennings, E., et al. 2015, Astronomy and
Computing, 12, 45
AFFILIATIONS
1 Department of Physics and Astronomy, University of Pennsylva-
nia, Philadelphia, PA 19104, USA
2 Institut de Fı´sica d’Altes Energies (IFAE), The Barcelona Insti-
tute of Science and Technology, Campus UAB, 08193 Bellaterra
(Barcelona) Spain
3 Kavli Institute for Particle Astrophysics & Cosmology, P. O. Box
2450, Stanford University, Stanford, CA 94305, USA
4 Jodrell Bank Center for Astrophysics, School of Physics and
Astronomy, University of Manchester, Oxford Road, Manchester,
M13 9PL, UK
5 Department of Physics, University of Arizona, Tucson, AZ
85721, USA
6 Kavli Institute for Cosmological Physics, University of Chicago,
Chicago, IL 60637, USA
7 Department of Physics, University of Arizona, Tucson, AZ
85721, USA
8 SLAC National Accelerator Laboratory, Menlo Park, CA 94025,
USA
9 Department of Physics, Stanford University, 382 Via Pueblo Mall,
Stanford, CA 94305, USA
10 Center for Cosmology and Astro-Particle Physics, The Ohio
State University, Columbus, OH 43210, USA
11 Institut de Cie`ncies de l’Espai, IEEC-CSIC, Campus UAB, Car-
rer de Can Magrans, s/n, 08193 Bellaterra, Barcelona, Spain
12 Institucio´ Catalana de Recerca i Estudis Avanc¸ats, E-08010
Barcelona, Spain
13 Brookhaven National Laboratory, Bldg 510, Upton, NY 11973,
USA
14 Cerro Tololo Inter-American Observatory, National Optical As-
tronomy Observatory, Casilla 603, La Serena, Chile
15 Department of Physics & Astronomy, University College Lon-
don, Gower Street, London, WC1E 6BT, UK
16 Department of Physics and Electronics, Rhodes University, PO
Box 94, Grahamstown, 6140, South Africa
17 Department of Astrophysical Sciences, Princeton University,
Peyton Hall, Princeton, NJ 08544, USA
18 CNRS, UMR 7095, Institut d’Astrophysique de Paris, F-75014,
Paris, France
19 Sorbonne Universite´s, UPMC Univ Paris 06, UMR 7095, Insti-
tut d’Astrophysique de Paris, F-75014, Paris, France
20 Laborato´rio Interinstitucional de e-Astronomia - LIneA, Rua
Gal. Jose´ Cristino 77, Rio de Janeiro, RJ - 20921-400, Brazil
21 Observato´rio Nacional, Rua Gal. Jose´ Cristino 77, Rio de
Janeiro, RJ - 20921-400, Brazil
22 Department of Astronomy, University of Illinois, 1002 W. Green
Street, Urbana, IL 61801, USA
23 National Center for Supercomputing Applications, 1205 West
Clark St., Urbana, IL 61801, USA
24 Institute of Cosmology & Gravitation, University of Portsmouth,
Portsmouth, PO1 3FX, UK
25 School of Physics and Astronomy, University of Southampton,
Southampton, SO17 1BJ, UK
26 Faculty of Physics, Ludwig-Maximilians-Universit”¨at, Schein-
erstr. 1, 81679 Munich, Germany
27 Excellence Cluster Universe, Boltzmannstr. 2, 85748 Garching,
Germany
28 Fermi National Accelerator Laboratory, P. O. Box 500, Batavia,
IL 60510, USA
29 Department of Astronomy, University of Michigan, Ann Arbor,
MI 48109, USA
30 Department of Physics, University of Michigan, Ann Arbor, MI
48109, USA
31 Department of Physics, The Ohio State University, Columbus,
OH 43210, USA
32 Australian Astronomical Observatory, North Ryde, NSW 2113,
Australia
32 Departamento de Fı´sica Matema´tica, Instituto de Fı´sica, Univer-
sidade de Sa˜o Paulo, CP 66318, CEP 05314-970, Sa˜o Paulo, SP,
Brazil
33 Laborato´rio Interinstitucional de e-Astronomia - LIneA, Rua
Gal. Jose´ Cristino 77, Rio de Janeiro, RJ - 20921-400, Brazil
34 George P. and Cynthia Woods Mitchell Institute for Fundamen-
tal Physics and Astronomy, and Department of Physics and Astron-
omy, Texas A&M University, College Station, TX 77843, USA
35 Department of Astronomy, The Ohio State University, Colum-
bus, OH 43210, USA
36 Max Planck Institute for Extraterrestrial Physics, Giessenbach-
strasse, 85748 Garching, Germany
37 Jet Propulsion Laboratory, California Institute of Technology,
4800 Oak Grove Dr., Pasadena, CA 91109, USA
38 Department of Physics and Astronomy, Pevensey Building, Uni-
versity of Sussex, Brighton, BN1 9QH, UK
39 Centro de Investigaciones Energe´ticas, Medioambientales y Tec-
nolo´gicas (CIEMAT), Madrid, Spain
40 Computer Science and Mathematics Division, Oak Ridge Na-
tional Laboratory, Oak Ridge, TN 37831
41 Argonne National Laboratory, 9700 South Cass Avenue,
Lemont, IL 60439, USA
† Einstein Fellow
