that entities accessing system resources are what they claim to be. The most extended mechanism that covers the authentication process is the simple password and it is likely to stay for a long time ahead due to a number of reasons. It is straightforward to implement, easy to use and maintain, its precision can be adjusted by enforcing structure or hygiene policies such as inclusion of special characters, be of a minimum length and changed every week or so. Moreover it represents an inexpensive and scalable way of validating users, both locally and remotely, to all sorts of services [1, 2] .
Username and password combinations have a fundamental flaw stemming from human psychology. Passwords should be easy to remember and provide swift authentication.
Additionally in terms of security the password should be difficult to guess, changed from time to time, and unique to a single account [3] . These stringent requirements as well as the larger number of systems they access, make people adopt unsafe practices to remember their passwords. People record them on pieces of papers, near to the authentication devices and tell them to their confident among others. Furthermore, as technology increases, attacks targeting passwords (dictionary and brute force attacks) are becoming easier. How to improve performance of Neural Network in the hardened password mechanism 2 dexterity amd complexity of the human hand and its environment make written signatures highly characteristic and difficult to forge precisely. The handwritten signature has a parallel on the keyboard. The same neurophysiological factors that make a written signature unique are also exhibited in a user"s typing pattern as revealed by a number of researchers [4] . When a person types on a keyboard, he/she leaves a digital signature in the form of keystroke latencies. Latency between keystrokes, keystroke durations and finger positions can be used to uniquely identity a user. This soft biometric is not as precise as others in terms of entropy and classification power [5] but has the advantage of not requiring costly equipment and software to be implemented and can therefore be used to strengthen password-based authentication. As any other biometric it is free from unsafe storage, loss, forgery, cloning and associated memory problems.
The current paper started with an introduction to authentication with a focus on passwords schemes and the enhanced variant known as keystroke dynamics. After the motivation paragraph, the next section then concentrate on a study of the MLP/BP model and a review of previous work placing emphasis on the application of Neural Network to keyboard dynamics. Section 3 explains the different concepts behind the selected authentication mechanisms. Before discussing the results obtained with various system parameters, the methodology adopted for the experiment is detailed.
Finally the paper ends with a conclusion as well as further work to be undertaken following the current one.
II. MOTIVATION
Previous works had some short comings in that they do not pay attention to the time required for training the model and the preprocessing required before the result becomes available.
We should consent that such an authentication system has to be instantaneous and integrate seamlessly in existing passwords mechanism for it to achieve widespread acceptance and hence use. This work extends the previous work carried out in using Neural Network (NN) for enhancing the lifetime of passwords mechanism in a cheap and unobtrusive way even when the latter loses its secrecy [6] . The aim of this paper is to determine the parameters of the neural networks so that the best results can be obtained. Our focus is on the number of training data that yield the best performance, the transfer functions to be used as well as the number of neurons among others.
III. RELATED WORK
Since the uniqueness of a user"s typing pattern was first reported by Joyce and Gupta [7] , work has progressed in using typing behavior as an authentication tool. Chronologically it kicked off with statistical classifier more particularly the T test by Gaines and his colleagues [8] . Statistical models and digraph latencies were the pioneers for some time and even had two patents issued [9] . The first approach to include the then new neural network (NN) was brought about by Brown and Rogers [10] where they used a simple multiple layer perceptron (MLP) with back propagation (BP) and they received a patent for their method [10, 11] . Lin [12] extended the work involving MLP/BP by considering the variation on the structure and parameters of the neural network with a modified keystroke latency being used to compensate for cases when the second key is pressed before the first one is released, typical of experienced typists [12] . Obaidat and Sadoun Similarly Wong compared the classification capabilities between ANN and KNN [15] . A preprocessing was first performed to remove unwanted data and noise. He showed that the neural network with the Hebbian Learning rule performed much better than the K nearest neighbor approach with k set to 1. Bleha tried using the single perceptron algorithm [16] .
Mention on its limitations for access control systems due to high training requirements (e.g., time consuming) when a new user is added was revealed by Monrose [17] . A combination of the statistical, a neural network, and a fuzzy classifier were combined to achieve optimum performance in [18] .
Concerning the variants of Neural Network a comparison
between ADALINE (based on the single perceptron model) and the BP model, using both the hold time and digraph latency time, concluded that the BP surpass the ADALINE which was not capable of classifying patterns [18] . Capuano tried sorting the problem using the MLP with the transfer function based on the Radial Basis Function (RBF) instead of the sigmoid one previously used by others [19] . Obaidat and Sadoun, reported 0 % error FRR (when FAR=0) using both the imposter and owner model and password of length of length 7 characters [13] . They considered both the hold time and interval between keystrokes as input to the system. The result was however verified by Bechtel et al who concluded that with 10% impostor rate obtained on the same ART2 neural network, the result is clearly impractical [9] . Another work worth mentioning is the one where the authors applied keystroke dynamics to strengthen a code of six digits using Neural Network with a multi-layer perceptron for each user with back-propagation [20] . This NN approach has also been used in java applet for secure web based transaction [21] .
Recently a new NN variant of the auto associative neural network approach proposed by Cho [22] was revealed which use support vector machine (SVM) novelty detector with Genetic algorithm (GA) [21] . A table comparsion of the performance of the different classifiers in different variants can be found in [23] To make a neural network perform a particular task the connection weights have to be set to indicate the effect that In the forward pass each hidden node receives a net input represented by the summation of all its input connection.
Where j represents the node number and W ljk stands for weight [layer] [number ] to [number] connecting that particular node to all others.
This is repeated for all the hidden nodes (N h ) in that layer.
Each node will then output:
Where function f(.) stands for the transfer function of that neutron.
Assuming one hidden layer as in most previous studies each output node thus receives
Consider the network shown in figure 1 The participants were informed the purpose of the experiment and given ample time to practice the desired password so as to emulate real world condition as far as possible. All intervals were captured with a counter monitoring the number times the password "Thurs1day" was entered correctly. Using the password mentioned above we obtained 8 keystrokes interval
and 9 keystroke duration times neglecting the "Enter" key which was considered to be unstable.
To construct a reference signature or template for each user, 
VI. RESULTS
For the MLP/BP approach the data collected was normalized as used in [28] and then passed to the NN discussed before and the parameters were varied and the observations noted as detailed.
The initial weights and bias were initialized randomly with the error level set to 0.01.
As mention in [6, 12] the transfer function used in the neural network were the sigmoid functions (tan-sigmoid and logsigmoid functions) which achieved better performance than the sine delta function. Figure 2 shows the variation of the learning with varying number of neurons in 1 hidden layer. constant. It is to be noted that when changing the learning rate we reached a scenario where the learning became erratic. As demonstrated in [6] , the increase in input nodes merely reflects the fact that enriching the network capability can only aid in the classification process as more components are invovled in the classification tasks. The next step in the investiagtion phase was to vary the number of training data used to build the user template and find the optimum number of training attempts required to reach mimimum MSE error. Ideally using a minimum number of training is aimed as it prevents the participant from getting bored and also minimizes processing time. In a typical password scheme the user is asked to type the password twice except if both attempts are not identical. 
VII. CONCLUSION
In our study more than 100 students and staffs were involved.
They were required to type the same word "Thurs1day" a number of times they wish. Ten users were selected to be authentic users and attempts collected after profile creation amounted to 5440. Some of these were genuine attempts while others impostor attempts. The important observation is that the sample size of 7 training was performing better than 10 training because the latter is not at its optimal operating point.
A selection of seven combinations out of 10 combinations gave better performance than the whole lot taken together. As an example for one user the MSE was 6.0289 exp -08 for seven selected traning. The same user had an MSE of 4.5044 exp -04 for 10 traning data. Achieving a lower MSE with less training data remains an area that will get our focus in a forthcoming work. This was expected since the 20 neurons per layer had a lower value for MSE for the 10 training per user.
This may be due to the latter exhibiting memory or overtraining.
Most of the works published in this field propose a neural network model that is first trained using the timing vectors of the owner"s keystroke dynamics and then used to solve the owner v/s impostor conflict. In an open system where users may join the system, one will have to be retrained each time a new user joins in placing a heavy burden on the system administrator. Given the inherent characteristic of Neural Network it will always match an impostor to one of the authentic users. Our work has shown that for a given network the parameters have to be varied in order to get the optimal configation to use. Common sense would favour the use of maximum training captured to build the template but our results proves the contrary as we have already moved aside of the optimal point.
The other intriguing fact about the NN is that as the number of nodes in 1 hidden layer network was increased from 5 to 25, some users which were previously correctly identified were mismatched with higher probabilities, resulting in a degradation of performance. The time taken to train the network was not a major drawback as it was of the order of 1 second comparable to waiting time when assessing online services though the web. This clearly demonstrates the importance of a careful selection of system parameters for such an implementation. A cubic relation exists between time taken and number of neurons before reaching optimal point for MSE. This was expected as derived in previous equations.
As menrtioned previously an intruder detection unit placed before the Neutral Neural network is primordial to enhance its usability and acceptability. By removing the intruder and presenting only authentic users to the neutral network a better performance can be achieved even with sample consisting of fewer attempts.
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