Uncertainty is inherent in spatial data and spatio-temporal phenomena. Spatial data uncertainty generally refers to error, inexactness, fuzziness and ambiguity. The goals of research on spatial data uncertainty are to investigate how uncertainties arise, or are created and propagated in the spatial data process. Based on information theory, considering the characteristics of randomicity of positional data and fuzziness of attribute data and taking entropy as a measure, this paper proposes the stochastic entropy model of spatial positional data uncertainty and fuzzy entropy model of spatial attribute data uncertainty. Usually, both randomicity and fuzziness exist in spatial data simultaneously, so their co-uncertainty is also investigated and quantified in this paper. A novel spatial data uncertainty measure, total entropy, is presented. Total entropy can be used as a uniform measure to quantify the total spatial data uncertainty caused by stochastic uncertainty and fuzzy uncertainty.
Introduction
With the development and application of geographic information science (GIS), people are more and more interested in spatial data uncertainty. The purpose of spatial data uncertainty research is to discuss the occurrence, propagation and control of uncertainty. Spatial data uncertainty generally refers to error, imprecision, fuzziness and vagueness [1] . Generally, it can be classified as positional uncertainty, attribute uncertainty, temporal uncertainty, logistic inconsistency and incompleteness of data. The uncertainty characteristic of spatial data is one of the hot issues in GIS research fields. At present, research on positional uncertainty is mainly focused on the model and propagation of line segment and area unit. Based on statistical theory, some researchers have studied the uncertainty models of point, line segment and polygon [2] [3] [4] [5] [6] [7] . On the basis of the 'ε-band' model proposed by Chrisman, Shi developed and presented a universal model to describe positional uncertainty of GIS data, and he also presented a general statistical description of these uncertainties [8] ; based on randomized graph algebra, he also studied a probabilistic paradigm for handling uncertain objects [7] . Dai defined the visual indexes of point ellipse, line error band and polygon error donut to assess the scope of their positional uncertainty effect according to the probability that the feature points drop into their error ellipses, based on the error ellipse expressing the positional uncertainty in surveying and mapping [9] . Cheung and Shi developed a model and continuous index, the probability value, to indicate the extent of the uncertainty point located inside the uncertain polygon [4] . Based on Shannon information theory, Fan proposed a new uncertainty band of error entropy (H-2 band). The H-2 band can be used as an objective index of uncertainty [10] . Li proposed the information entropy models of spatial data positional uncertainty and discussed the error entropy models of point, line segment and polygon respectively [11] . From the viewpoint of pure mathematics, the uncertainty model based on information entropy is indeed of statistical uncertainty, because error entropy is educed on the basis of probability density, and the error entropy model is a kind of stochastic entropy uncertainty model. But there are many fuzzy geographical entities in GIS, and these geographical entities have intrinsic ambiguity; they cannot be accurately expressed by statistical theory. On the basis of field theory and a model, Zhang combined positional uncertainty and attribute uncertainty to describe and analyze spatial data uncertainty [12] . Within the framework of spatial data quality, a Rate of Disfigurement (RD) model has been proposed for estimating the attribute accuracy of data in GIS [13] . This includes defining the RD concept, mathematically describing the RD model with the statistical parameters, and enhancing the model by applying a stratified sampling technique to cope with the multi-layered data in GIS. Based on information theory and fuzzy set theory, Shi makes a quantitative study of the uncertainty in the case of the linear membership function of attribute information distribution and investigates the fuzzy entropy propagation model [14] .
Information theory has been proven to be very important and has found wide application in different fields. A century ago, physicists developed a quantitative method of measuring disorder by Boltzmann's statistical concept of entropy. Shannon [15] adapted and extended this method to the measurement of the uncertainty of messages. The theory of fuzzy sets [16] introduced by Zadeh serves as an effective tool for the understanding of the behavior of human systems in which human judgment, perceptions, and emotions play an important role. In these systems, the basic concepts are fuzzy rather than precisely distinguishable and a fundamental role is played by an indefiniteness arising from a sort of intrinsic ambiguity rather than from a statistical variation. Thus, more recently, the theory of fuzzy sets has been proven to be useful in many areas. Consider that the procedure of spatial data storing and processing greatly resembles information transmission, so based on the characteristics of information entropy and fuzzy sets, this paper proposes a stochastic entropy model of positional uncertainty of spatial data, and a fuzzy entropy model of attribute uncertainty of spatial data respectively; and takes randomicity and fuzziness into consideration comprehensively, proposing a total entropy model of spatial data uncertainty. As for some ambiguous geographical phenomena, the randomicity and fuzziness exist in continuous form, so total entropy can better embody their uncertainty.
The paper is organized as follows. Section 2 briefly discusses the definition and main characteristics of stochastic entropy and fuzzy entropy. Section 3 proposes the total entropy model and discusses the relation of total entropy, stochastic entropy and fuzzy entropy. Section 4 provides details for the implementation of total entropy models to evaluate spatial data uncertainty caused by positional uncertainty and attribute uncertainty, and finally, Section 5 concludes with final remarks and recommendations for future work.
Stochastic entropy and fuzzy entropy

Definition and properties of stochastic entropy
Entropy is a kind of measurement of a system's disorder, instability, imbalance, uncertainty, etc. Historically, entropy has three origins: thermodynamics, statistical mechanics, and information theory. Information entropy is an important concept in information theory, and it denotes the average uncertainty of an information source [15] . Definition of information entropy (discrete sample space) -let A be a probabilistic experiment with sample space X and probability distribution P, where p i is the probability of outcomes x i ∈ X and they satisfy p i ≥ 0 and p i = 1. Then Shannon information entropy is given by
Information entropy H r (X) has the following main properties:
. That is, the ordering of the probabilities p 1 , p 2 , . . ., p r does not influence the value of H r (X). Spatial data uncertainty
where p i and q j are the probability of space X and Y respectively, 0 ≤ p i ≤ 1, p i = 1 and 0 ≤ q j ≤ 1, q j = 1.
• Maximality -H r (X) is equal to maximum if all probabilities are equal. That is, H r (p 1 , p 2 , . . ., p r ) ≤ log r. This corresponds with the situation where maximum uncertainty exists. H r (X) is minimum if one outcome has a probability equal to 1.
• Definition of information entropy (continuous sample space) -for the continuous stochastic variable x with probability density function p(x), the amount of information is equal to
Clearly, the definition of continuous information entropy is based on analogy with the discrete one.
From the definition and characteristics of information entropy, it can be seen that information entropy is a function of probability density function and can be used as the measure of stochastic uncertainty. In order to differentiate from and compare with fuzzy entropy in the following sections, information entropy is called stochastic entropy in this paper.
Definition and properties of fuzzy entropy
Fuzzy entropy is a proper measure of fuzzy subset in fuzzy set theory [16, 17] . Definition of fuzzy entropy -let U be a non-empty finite set, then fuzzy entropy, H f , would be a mapping that maps power set 2 U into non-negative real number space. That is, H f :2 U → [0,ϱ); and for any two fuzzy subsets A and B, they satisfy the following properties [18, 19] :
Many scholars have studied the modelling of fuzzy entropy and proposed many fuzzy entropy models [17, 19, 20] . With no consideration of probability density function, de Luca and Termini proposed the following fuzzy entropy mode [21] :
where k is a positive constant, and µ(x i ) represents the grade of membership of x i in fuzzy set A. It can be validated that the definition (4) satisfies the former four properties of fuzzy entropy.
Resembling definition model (3) and (4), we can define the fuzzy entropy model for a continuous variable as follows:
where µ(x) is the membership function of fuzzy continuous variable, and a, b are respectively the lower limit and upper limit of the fuzzy continuous variable.
Total entropy model
The pioneering work of de Luca and Termini has extended the entropy concept to the measurement of fuzziness and has given it an information interpretation. They find that the meaning of the entropy of a fuzzy set is quite different from that of Shannon's entropy because no probabilistic concept is needed to define it. Their function gives a global measure of the 'indefiniteness' of the situation described by fuzzy sets. But there may be stochastic uncertainty and fuzziness uncertainty simultaneously in a system. When the two kinds of uncertainty exist at the same time, de Luca and Termini propose a measure to evaluate the total uncertainty of this system, and they call it total entropy. Definition of total entropy -let A be not only a probabilistic but also a fuzzy experiment within sample space X, then the total entropy model is given by [21] :
where H r (A) is the stochastic entropy of sample space and can be calculated by formula (1); H f (A) is the fuzzy entropy of sample space and can be evaluated by formula (2.6). From formula (6) , it can be seen that the stochastic entropy and fuzzy entropy of a system can be evaluated in probabilistic space and fuzzy space respectively, and there is no systemic relationship between fuzzy entropy and stochastic entropy. But randomicity and fuzziness often mix together; for example the boundary of soil in GIS has not only randomicity but also fuzziness [1, 12, 22] . Therefore, in order to wholly consider the total uncertainty caused by randomicity and fuzziness, the product space, R ϫ F, defined by statistical space R and fuzzy space F should be considered; then the total distribution function which is the token of stochastic uncertainty and fuzzy uncertainty is a mapping given as follows:
Based on Shannon's information entropy model and de Luca and Termini's total uncertainty model, we propose a new total entropy model, which can quantify the co-uncertainty caused by stochastic uncertainty and fuzzy uncertainty. Definition of new total entropy -let A be not only a probabilistic but also a fuzzy experiment with sample space X, then its total entropy model in product space R ϫ F is given by formula (8) , and the total entropy model should satisfy the following property: TPwhen there is no fuzziness in the sample space, H h (R, F) degenerates to stochastic entropy model; if there is no randomicity in the sample space, H h (R, F) degenerates to fuzzy entropy model.
where the meanings of all the items in formula (3.3) are equal to formulae (1) and (4). Formula (3) can be decomposed as follows:
From formulae (1), (4) and (9), it is easy to see that H r and H f are stochastic entropy and fuzzy entropy respectively; H rf can be regarded as the mixing entropy which is the mixing-effect of fuzzy uncertainty and stochastic uncertainty and it is given by:
In this way, the new total entropy is equal to the summation of stochastic entropy, fuzzy entropy and minus mixing entropy. It can be shown by Figure 1 .
From formula (9), it is obvious that, when the sample space is a crisp set, that is µ(x) = {0, 1}, then formula (9) may degenerate to a stochastic entropy model; when sample space is a pure fuzzy set, that is p(x) = 1, then formula (9) may degenerate to a fuzzy entropy model.
For a continuous sample product space, its new total entropy is given by (11) where µ(x) and p(x) are fuzzy membership function and probability density function respectively.
From formula (11), the following can be obtained:
where:
It is easy to see that expression (13.1) is the stochastic entropy model of a continuous stochastic variable and expression (13.2) is the fuzzy entropy model of a fuzzy continuous variable. Expression (13.3) can be regarded as the co-effect of fuzzy entropy and stochastic entropy, and in analogy to formula (10) it can be called mixing entropy. From formula (12), we can obtain the same conclusion resembling formula (9) . Formula (12) is the total entropy model of a continuous variable, and it can be illustrated by Figure 1 . 
Total entropy model of spatial data uncertainty
Spatial data is usually managed by an object-oriented model in GIS, and it is a kind of common and standard spatial data model. The distribution of spatial data can be expressed by a set of discrete points, line segments and polygons in an object-oriented model. The objectoriented model can be used to express clearly defined spatial entities. Based on mathematical statistical theory and surveying adjustment method, many researchers have studied the object-oriented model of spatial data, and they have focused on positional uncertainty and proposed the error ellipse model of point uncertainty, 'ε-band' and 'ε σ -band' models of line segments, 'g-ring' and 'ε σ -ring' models of polygons, etc., whereas there are many problems that cannot be effectively expressed by a statistical object model in GIS, such as the uncertainty analysis of land cover and soil classification produced by remote image. As the boundaries of different vegetations or soils are seldom clear, the statistical object model cannot be used to measure their uncertainty, so the statistical object model and fuzzy model should be taken into account. Based on the definition and characteristics of entropy in Sections 2 and 3, this paper takes account of the co-effects of positional uncertainty and attribution uncertainty, and utilizes the total entropy model to measure the total uncertainty caused by randomicity and fuzziness.
A piece of processed remote image is illustrated in Figure 2 , where polygons A and B are two different kinds of soil. It is obvious that the position of the boundary has stochastic uncertainty due to the faulty surveying method and technology in the process of fixing the boundary, whereas the soil properties on the respective sides of the boundary have fuzziness due to the continuous changing of soil property. So, there are two different kinds of uncertainties, stochastic uncertainty and fuzzy uncertainty, in the boundary. Suppose the error distribution of a point in the boundary is equal to normal distribution, that is to say, positional uncertainty takes on randomicity, and its probability density function is equal to
Then from formula (3.8.1), the stochastic entropy is given by:
From expression (15) , it can be seen that stochastic entropy of normal distribution has no relation to expectation of probability density function and only has a relation to variance of probability density function. Then the radius of the entropy uncertainty interval can be given by:
It is evident that interval (-2.0664σ → 2.0664σ) is the point error distribution interval based on stochastic entropy, and this interval concentrates the main uncertainty of the stochastic variable, so it is the objective measure of stochastic uncertainty.
Commonly, the changes of soil attributes on the respective side of a boundary are fuzzy distributions, and the membership function of their attribute is an invert triangular membership function, shown in Figure 3 . From Figure 3 , it is easy to see that the value of the membership function is equal to 0.5 at the point m, that is to say, the fuzziness is maximum at point m; the longer the distance from point m, the less the fuzziness until reaching the maximum membership grade, that is 1. The fuzzy distributions of attribute A and B may be different on the respective sides of the boundary; their united fuzzy distribution membership function is µ A∪B which is given by expression (17), where c and d are the interval terminals of A and B 's union distribution.
According to formula (13.2), the fuzzy entropy of attribute A and B can be evaluated and it is given by expression (18) . From expression (18) , it is easy to see that fuzzy entropy of the triangular membership function only has a relation with the fuzzy distribution interval and its value is equal to half of the interval.
From expression (3.8.3), the mixing entropy can be evaluated as follows:
Expression (20) cannot be integrated by symbolic integration, so the approximate value of H rf can only be calculated by numeric integral in the case where the distribution function, membership function and integrating interval are known.
Commonly, the probability density function of positional uncertainty is a Gaussian distribution, so we can let p(x) ≈ N(0, 1), that is to say, the variance of stochastic distribution of point error is equal to 1 and its expectation is equal to zero, that is σ = ±1 and µ = 0. Suppose the fuzzy membership function is in symmetry and let m = 0, -c = d = 2, then the stochastic entropy is equal to H r = ln ≈ 1.4189, the fuzzy entropy is equal to H f = 1/2(d -c) = 2, and the mixing entropy is equal to H rf ≈ 0.7205, which is evaluated by numeric integral. The integrating process is shown in Figure 4 . The total entropy is given by:
Calculated by formula (4.3), the radiuses of stochastic entropy band, fuzzy entropy and total entropy of line segment are equal to the following respectively: 2.0063, 3.6945 and 5.6167. The uncertainty distributions of line segment with stochastic entropy band, fuzzy entropy band and total entropy band are respectively illustrated in Figures 5-7 .
Conclusions
Entropy is a kind of measure of a system's disorder, instability, imbalance, uncertainty, etc. In terms of the characteristics of spatial data, positional uncertainty has randomicity and attribution uncertainty has fuzziness. This paper proposes that a stochastic entropy model can be used to measure the positional uncertainty and a fuzzy entropy model can be used to quantify the attribute uncertainty. This paper integrally discusses the co-effect of stochastic uncertainty and fuzzy uncertainty, introduces total entropy and proposes a total entropy model which can be used as the uniform measure of spatial data uncertainty. The Spatial data uncertainty value of total entropy is equal to the summation of stochastic entropy and fuzzy entropy minus their cross entropy. The value of fuzzy entropy is dependent on the membership function and its distribution interval, but the choices of membership function and its distribution interval usually depend on experience or are given by experts. The mixing entropy cannot be integrated by symbol but can be evaluated by numeric integral. In example analysis, we suppose that stochastic variable distribution is equal to standard normal distribution and the interval of fuzzy distribution is equal to 2, so fuzzy entropy is larger than stochastic entropy, but there may be other cases in GIS. 
