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Abstract—Vehicle Make and Model Recognition (MMR) sys-
tems provide a fully automatic framework to recognize and
classify different vehicle models. Several approaches have been
proposed to address this challenge, however they can perform
in restricted conditions. Here, we formulate the vehicle make
and model recognition as a fine-grained classification problem
and propose a new configurable on-road vehicle make and
model recognition framework. We benefit from the unsupervised
feature learning methods and in more details we employ Locality-
constraint Linear Coding (LLC) method as a fast feature encoder
for encoding the input SIFT features. The proposed method
can perform in real environments of different conditions. This
framework can recognize fifty models of vehicles and has an
advantage to classify every other vehicle not belonging to one of
the specified fifty classes as an unknown vehicle. The proposed
MMR framework can be configured to become faster or more ac-
curate based on the application domain. The proposed approach
is examined on two datasets including Iranian on-road vehicle
dataset and CompuCar dataset. The Iranian on-road vehicle
dataset contains images of 50 models of vehicles captured in real
situations by traffic cameras in different weather and lighting
conditions. Experimental results show superiority of the proposed
framework over the state-of-the-art methods on Iranian on-road
vehicle datatset and comparable results on CompuCar dataset
with 97.5% and 98.4% accuracies, respectively.
Index Terms—Make and Model Recognition, Locality-
Constraint Linear Coding, Two-Level Classification, Unknown
Class Detection, Fine-Grained Image Classification.
I. INTRODUCTION
F INE-grained classification [1]-[3] as comes with its name,is a classification framework where the input data is
assigned to very fine class labels. In this approach, the class
labels are visually very similar, with very minor differences.
Following several promising results [4], [5], [6], fine-grained
classification has recently attracted researchers to improve the
classification accuracy one step further.
Several problems [7], [8], [9] have been targeted to be
used as benchmarks for new proposed fine-grained approaches,
which mostly are categorized into two main streams. In the
first stream researchers have applied their proposed meth-
ods on standard dataset such as flower102 [10] or bird-
200-2011 [11]. On the other hand, there are several new
frameworks proposed to address real-world problems such
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as face recognition and highway traffic data analysis. One
of the real-world problems, which is considered as a fine-
grained classification, is vehicle make and model recognition.
This application is mostly utilized in intelligent transportation
systems and frameworks.
Intelligent transportation systems (ITS) have been growing
fields of research for the past decade due the tremendous
growth in the number of vehicles, and their crucial roles in the
human life. Categorization of vehicles in roads is the stepping-
stone of several applications in ITS. The vehicle detection
and classification, specially the vehicle Make and Model
Recognition (MMR) system, which aims to recognize different
types and models of vehicles based on pre-defined categories,
is becoming an important area of research in computer vision
as well as in ITS.
The most common and the oldest approach to address
this problem is to capture the license plate of the vehicle
with the help of a license plate recognition (LPR) system
and to identify the vehicle model by searching the license
plate within available databases and then finding the make
and model assigned to the license plate. However, the first
requirement to apply this approach is to access the national
vehicle information databases. Furthermore, the LPR systems
are not completely accurate and their performance sometimes
becomes erroneous. To improve the performance of LPR
systems, fairly high resolution camera equipments are required
to cope with several challenges such as sun-light reflection,
varying weather, and poor light conditions, which make the
system expensive to operate.
The vehicle make and model recognition (MMR) system is
a solution to the above problem, which improves the accuracy
of LPR systems. The MMR not only helps the LPR systems
to improve their performance, but also helps to find traffic
violations such as license plate cloning and escaping from
police.
An MMR system consists of two main parts; detection of
the vehicle in the input image, followed by identification of
the make and model for the vehicle appeared in the sub-image
containing the object.
Here the vehicle make and model classification is addressed
via a fine-grained classification framework. A unified MMR
framework – so-called ORV-MMR (i.e., On-Road Vehicle
Make and Model Recognition) is proposed, where a vehicle
is classified to one of the fine class labels. The proposed
framework recognizes 50 different classes of Iranian on-road
vehicles. The classes vary significantly, including bus, mini-
bus, truck, mini-truck, van, off-roader and sedan. The proposed
framework can recognize the most common Iranian on-road
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2vehicles commuting in the domestic roads. Furthermore, two
extra classes are defined, such that the system classifies the
unknown vehicles (the vehicles not belonging to any of the
previously defined 50 classes) into these two extra classes
and avoids misclassification. These two classes are named as
“Unknown Light” and “Unknown Heavy” and the vehicles
not belonging to any of the 50 predefined classes are to be
classified as either “Unknown Light” or ”Unknown Heavy”
based on their sizes (i.e., light or heavy), respectively. It is to
notice that, the utilized dataset includes numerous challenging
samples and the proposed framework is designed to address
all challenges.
The proposed ORV-MMR framework is designed to work
in real-world situations, where there is no limit on lighting
condition, field of view or the size of vehicle appears in the
image. The proposed framework is examined on an Iranian on-
road vehicle dataset whose images are captured are different
weather conditions and with a wide range of variations. The
images were extracted by speed-camera systems with various
field of views, illumination, sun light reflection, and different
weather conditions, which make the recognition complicated
since the detection of accurate vehicle ROI is difficult. Indeed
the large variation in the vehicles size and body in this dataset
makes the ROI detection a very challenging task.
Figure 1 shows some examples of Iranian on-road vehicles
dataset at different conditions. Evidently the images were cap-
tured at different lighting conditions. The sun light reflection in
some situations saturates the image intensities and as a result
some parts of vehicle is not even visible in the image. In
addition to the aforementioned limitations and constraints, the
proposed framework must process the images in a real-time
manner.
This paper provides a solution for the MMR problems when
the part detection and ROI selection is not accurate and the
input images have different illumination, scale and point of
view conditions. In such scenarios, the proposed algorithm
outperforms the standard convolutional neural network (CNN)
methods. Furthermore, the contributions of this paper can be
folded into several parts:
• We propose an unsupervised feature extraction method
to mitigate the issue of standard CNN features. This
method provides a trade-off between modeling accuracy
and running-time performance for operating at different
visual situations.
• A fine-grained classification approach (ORV-MMR) is
introduced to classify vehicles into fine class labels.
The proposed framework also calculates a meaningful
confidence for each classification result.
• A new technique is proposed to identify the input images
not belonging to any of the pre-defined class labels and
classify them into one of the defined unknown classes
based on their appearances.
The following section describes related works in more detail.
The proposed framework and the main contributions are
explained in Sec. III. In Sec. IV the experimental results will
be discussed and finally the conclusions will be presented in
Sec. V.
Fig. 1. Iranian on-road vehicle dataset examples. As seen, images were
captured at different weather conditions, illuminations and filed of views.
The sun light reflection in some situations saturates the images and makes
some part of vehicle unrecognizable as shown in the second and third images
in the first row.
II. RELATED WORKS
The most challenging part of a MMR problem is that the
between-class variance for the predefined class labels is very
small, which makes the classification a complicated task. This
type of problem has been emerged recently and is known as
fine-grained classification challenge, where the class labels are
distributed with very small between-class variances.
A common approach to solve the fine-grained problem
is to find discriminant parts, then extract features from the
input images and combine the extracted features to build the
final feature vector for classifying the input. Classification of
birds to their specific species is an example of fine-grained
classification which extracts features from discriminant parts
and classifies them to finer class labels, which determines
their species [13], [14]. As such, vehicle make and model
recognition (MMR) problem can be categorized as a fine-
grained classification problem when the number of class
labels is increased in the modeling framework. Krause et
al. [15] used convolutional neural networks (CNNs) to extract
discriminative parts and features for fine-grained classification.
Fang et al. [23] proposed a coarse-to-fine CNN framework
to detect the most discriminant parts of vehicle for feature
extraction. They used a one-versus-all SVM classifier and eval-
uated their method using the CompuCar dataset [24]. Biglariet
al. [16] proposed a cascade part-based approach for vehicle
MMR problem. The authors used SVM for classification and
CompuCar dataset for evaluation.
AbdelMaseeh et al. [17] introduced a method for extracting
discriminative parts which are annotated by a human expert
from the input images and using global shape and appearance
descriptors [18] for vehicle recognition. Psyllos et al. [19]
utilized a license plate detection technique to localize the plate
location within the car frontal view images and then extracted
the vehicle’s logo. The SIFT features [20] were extracted from
the cropped sub-image of the vehicle’s logo for the purpose of
3classification, where a probabilistic neural network (PNN) was
used to identify the class labels. Additionally, the authors used
a color recognition method for recognizing vehicle’s color.
Llorca et al. [21] proposed a MMR system that models the
geometry and appearance of vehicle from rear view images by
the help of license plate recognition module. This approach
was utilized in [22] where symmetric measurements were
provided to detect and to describe a vehicle.
Several approaches have been proposed to extract the robust
features such as curvelet transform [26], SIFT [27], bag-
of-words [28] and even CNN-based features [24] from the
entire or a selected ROI of input image. The SIFT features
were successfully applied by Dlagnekov [27]. Baran et al.
[28] proposed two different approaches for MMR problem
to separately address running-time speed (i.e., real-time) and
accuracy. They used a set of descriptors such as SIFT, SURF
and MPEG-7 [29], which were fed into a classifier as the final
step of that framework.
Besides hand-crafted features like SIFT, unsupervised fea-
ture learning techniques such as bag of words (BoW) [30] were
vastly used to address the vehicle MMR problem. Zafar et
al. [31] proposed a 2D-LDA [32] to extract features from the
pre-defined ROI of vehicle images. Jang et al. [33] used the
idea of BoW created based on the speeded up robust features
(SURF) [34] with a structural verification technique. Their
method was examined on a realistic-looking toy car dataset.
Siddiqui et al. [35] applied SURF features and single and mod-
ular dictionary learning frameworks to address MMR problem.
Petrovic and Cootes [36] proposed a feature representations for
rigid structure recognition to identify objects with an abundant
number of categories.
Beside extracting the robust features, selecting appropriate
classifier for a MMR framework is another important challenge
in vehicle MMR problem. Neural Networks (NN) [37], Sup-
port Vector Machine [38], Bayesian methods [39], k-nearest
neighbors [40] and naı¨ve Bayes methods [41] are the most
particular classifiers utilized for this problem. Choosing an
effective classifier to tackle such a problem is a challenging
task since the between-class variances is very small while the
within-class variance has opposite behavior and is very large.
Most of current MMR frameworks were examined via
benchmarks with limited imaging conditions, with vehicles of
small size and scale variation, and within some specific field
of views. Furthermore, the methods performance also depends
on an accurately detected ROI [41], [31]. In other words, in
the MMR systems, the input image is set to be the extracted
vehicle’s ROI without any clutter and background objects.
These requirements reduce the usability and sustainability of
these types of system in real-world applications, where it is
not possible to limit the imaging conditions, field of views or
even the size of vehicles.
III. METHODOLOGY
In this section the proposed framework for classifying vehi-
cles into fine-grained class labels is explained. The proposed
method is folded into three sections to provide a better ex-
planation. Next, we discuss the proposed unsupervised feature
extraction for the purpose of fine-grained classification. Then,
different parts of the vehicle make and model recognition
systems are explained in more details and finally the proposed
unknown class identification will be proposed to identify those
vehicle which are not belong to any pre-defined class label.
A. Unsupervised Feature Learning
Unsupervised feature learning methods provide end-to-end
approaches which can automatically extract the most useful
features from input data. Although Deep neural networks
and particularly convolutional neural networks (CNNs) benefit
from the same issues but in some situations they still need
some progresses. For instance, these types of methods can
not work perfectly when there is not enough training data.
Furthermore, the CNN approaches are very sensitive when
they are being trained by an unbalance dataset with a wide
variety and different conditions. Among many unsupervised
feature learning methods, we propose a new unsupervised
feature extraction framework which employs some interesting
modules to boost the performance.
The proposed feature extraction method is based on the
learned bases, dictionary or codebook [12] approach where
the framework is trained in an unsupervised manner. Here
we take advantage of dense-SIFT feature descriptor [49] to
address the huge variation of object appearance among training
sample. The SIFT feature descriptor and specially dense-SIFT
feature descriptor have been demonstrated to be powerful
in different situations such as objects with different scales,
different field of views and varied illumination conditions.
Therefore, we utilize SIFT features as the backbone of the
proposed framework.
As the first step in this learning procedure, a sub-set of
training data are selected randomly and a set of features
are extracted from the samples in the selected subset. After
extracting the dense-SIFT features from the subset of training
data, a set of features (i.e., approximately one million features)
are collected to build the codebook. To learn the bases, a k-
means clustering method is employed and is performed on
the collected dense-SIFT features which the center of each
cluster is considered and stored as a basis. The number of
clusters (bases) is set by M which is a user-specified parameter
of the proposed method and can be determined based on
cross-validation techniques. However it has been demonstrated
[51] that while increasing the number of bases (M ) improves
the classification accuracy, it also increases the training and
testing run-time. Therefore, in applications with a real-time
constraint, increasing the size of codebook is restricted by the
running time criteria. Next, features are transformed into the
new learned space.
1) Feature Encoding & Transformation: Every input fea-
ture (extracted from an input image) is encoded and trans-
formed into the new learned space by used of the trained
dictionary explained in the previous Section. In this step, each
input feature descriptor triggers a number of bases, and creates
a coding vector with the length equal to the number of bases.
Several encoding schemes have been proposed by Huang et
al. [51] including voting based, fisher vector, reconstruction
4based, local tangent and saliency coding methods. However
the reconstruction-based coding approaches and local tangent
approaches are the most appropriate approaches in term of
adaptiveness and accuracy. One of the main advantageous of
them is that they can be computed independently when utilized
in conjugation with other processes which is important in
real-time applications. Here the reconstruction based coding
technique is applied for the purpose of real-time performance.
To encode a new feature set x using the reconstruction-based
approach, the objective function (1) is minimized to achieve
the coefficients α given the input x:
min
α
1
2
‖x− Bα‖
2
2
+β (α) (1)
where B is a set of the bases, α is the coefficient set that needs
to be optimized and β(·) is a regularizer function. Different
regularizer functions, generate different reconstruction based
encoding methods. Nazemi et al. [52] evaluated a simple
and fast sparse feature coding method on a limited MMR
dataset to address the running time issue while it preserves
the modeling accuracy. Here we take advantage of a more
complex reconstruction based method (locality-constraint lin-
ear coding (LLC)) [53] which provides a fast implementation
of local coordinate coding (LCC) [54] and utilizes the locality
constraint to project each descriptor into its local coordinate
(basis) space. As such, (1) can be reformulated as:
min
α
(
1
2
‖x− Bα‖
2
2
+
M∑
i=1
(α (i) exp(‖x−bi‖2)/σ)2
)
(2)
where bi ∈ B is the ith basis of the dictionary B, M = |B| is
the number of bases in B and σ controls the size of locality
span.
To decrease the computational complexity of (2) and encode
a new feature faster, K ≤ M nearest bases of the B to input
x are chosen and a new dictionary B˜ is formed which (2) is
reformulated via B˜:
min
α
1
2
‖x− B˜α‖
2
2
+
K∑
j=1
(α (j) exp(‖x−bj‖2)/σ)2
 (3)
where bj ∈ B˜. Finding the K nearest neighbors is a time con-
suming step in the reconstruction-based encoding technique.
To further speed up this process, a kd-tree structure [55] is
used to find the K-nearest neighbors. In a kd-tree structure, it
is possible to determine the maximum number of comparisons
to find the K-nearest neighbors which highly decreases the
computational complexity.
2) Spatial pooling: One of the key aspect of convolutional
neural network is the extraction of spatially invariant features
provided by use of pooling layers in network architectures.
Here we take advantage of pooling by applying the spatial
pyramid matching (SPM) [56] approach. SPM is performed by
partitioning the image into increasingly fine sub-regions. After
partitioning of the image, features in the same spatial grid are
merged together. SPM helps the feature encoding methods to
preserve the spatial information of the input image and also
makes the features robust against the translation and reduces
the dimension of the final feature vector as well. As seen
in Figure 2, the features are pooled in a multi-scale griding
scheme and at the end all pooled features are concatenated
together to form the final feature vector. There are many
pooling methods such as max, average, sum, log-mixture and
weighted sum pooling. In this framework the max pooling
approach is utilized combined with the LLC method since
max pooling method is the best pooling method for merging
the sparse features and keep the sparsity of the final feature
vector [57].
3) Configurable parameters: Although, the proposed
method of section A is a classical method for image clas-
sification, finding the best configurable method which can
alternatively performs real-time and accurate even more than
standard CNN features is the first contribution of this paper.
The step and size parameters of Dense-SIFT, the number of
bases, K nearest neighbors of LLC and the maximum number
of comparison of kd-tree structure can be tuned and as a result
improves the performance of proposed framework. Figure
3 shows the main parameters of the proposed unsupervised
feature learning and where they are applied in the framework.
The proposed unsupervised feature extraction framework is
utilized to design a complete system for vehicle make and
model recognition (ORV-MMR). The system has the capability
of recognizing vehicle in real-world scenario and covers a wide
range vehicles with fine class labels. In the next section, the
proposed ORV-MMR framework is explained in more details.
B. On-Road Vehicle Make & Model Recognition
The vehicle make and model classification is formulated
as a fine-grained image classification problem where the
extracted features via the proposed unsupervised feature ex-
traction framework is utilized to discriminate different vehi-
cles. Figure 4 demonstrates the flow-diagram of the proposed
ORV-MMR system. As seen, a comprehensive ORV-MMR
framework classifies an image in three steps. In the the first
step, the image is preprocessed and the vehicle is detected
in the scene, then the features are extracted and the vehicle
is classified into one of 50 pre-defined class labels and at the
end, based on the confidence of selected class, it is determined
whether the vehicle is belonged to pre-defined classes or it
should be assigned to one of the unknown classes.
1) Preprocessing and vehicle detection: The first part of
the proposed ORV-MMR system is to detect the vehicle in
an image and extract the vehicle’s bounding box. Varied
illumination conditions is an issue to find the bounding box
of the vehicle in the image. Therefore, the contrast limited
adaptive histogram equalization technique (CLAHE) [44] is
applied to eliminate the illumination variations and the median
filter is utilized to reduce the nonlinear noises which are
produced by digital camera’s sensor. This phenomenon usually
occurs when an image is taken in a dark environment.
Finding the best ROI corresponding to the vehicle is another
challenging problem and the extracted ROI is usually inaccu-
rate due to different lighting conditions. Inaccurate ROIs can
fool the classifier as the vehicle’s shape contains discriminative
information and an inaccurate ROI poses a serious impact on
the modeling accuracy. To address this issue and to make
5Fig. 2. A Spatial pyramid matching (SPM) method that is applied on the features extracted from the input image in three levels with 1, 4 and 9 grids
respectively. In level one all Sift features are pooled (merged) together and results a single feature vector. However in level two and three, features located in
each grid are pooled together and results 4 and 9 individual feature vectors. At the end all 14 (1 + 4 + 9) feature vectors are concatenated to build the final
feature vector.
Fig. 3. This picture shows the feature learning pipeline and its important parameters.This pipeline starts with one single SIFT descriptor and ends with a
single sparse LLC feature. The first parameter is Step which defines the number and the position of SIFT features in the input image. Second parameter is
the size of dictionary. Next two parameters are Maximum number of comparison of Kd-tree and number of nearest neighbors in LLC algorithm which affect
the time and accuracy of LLC encoding.
Fig. 4. The flow-diagram of the proposed ORV-MMR system. The system is divided into three main parts including the “preprocessing and vehicle detection”,
“vehicle classification” and “unknown classes detection”.
the detection part more accurate, a deformable part model
(i.e., latent SVM) [45] was trained and utilized to detect
the entire vehicle in the image. As a state-of-the-art method,
latent SVM is based on the boosted cascades of classifiers
6Fig. 5. Some examples of the result of detection step of the proposed system.
As seen, left column shows the input images while right column demonstrates
the detected vehicles images.
for detecting the objects in the image [46] and is one of
the most applicable solution for real-world vehicle detection
problems [47]. Figure 5 demonstrates some example results of
performing the latent SVM approach on input vehicle images.
As seen, the latent SVM method can extract vehicles from the
image in different illumination variations.
2) Vehicle Classification: The ultimate goal of a MMR
framework is to recognize the class of vehicle. However this
step is the bottleneck of a MMR framework as the features
should be extracted and fed into the classifier; therefore,
designing an accurate feature extraction approach has crucial
impact on the running time and the accuracy of the framework.
We take advantage of feature learning within the proposed
unsupervised framework explained in Section III-A. The ex-
tracted features are transformed into another domain via the
learned bases and then based on a multi-scale approach they
are pooled to result the final set of features. The whole process
is performed in one computational layer which makes it fast
to evaluate compared to CNNs methods comprising of several
processing layers. Since the framework is designed within an
unsupervised approach, it also relaxes the demand for a large
training dataset and also it can address the unbalanced issue
of the available dataset.
A final feature vector for each input image is achieved after
performing the spatial pyramid matching. The dimension of
the final feature vector is M × (S1 + S2 + · · ·+ Sl) where
M is the number of bases and Si is the number of grids in
ith level of spatial pyramid. The proposed framework uses a
linear SVM for classification in the first stage and then a multi-
layer perceptron neural network to specify the confidence of
classification in the second stage.
It is worth to note that utilizing a nonlinear SVM classifier
for large image classification problems is not recommended.
The complexity of nonlinear SVM is O(n2 ∼ n3) in the
training stage and O(n) in the testing one, where n is the
training size, while using a linear SVM the complexity is
reduced to O(n) in the training and a constant in the testing
stage.
3) Classification Confidence: Providing confidence level
for the classification results is an important aspect of a
system. As mentioned, SVM is applied for the classification
purposes in this framework. However, SVM methods cannot
produce any confidence level for the classification results.
Here a new approach is applied to produce the classification
confidence. Here, we take advantage of a multi-stage clas-
sification approach where the results of SVM classifier are
passed to another classifier to determine the confidence of the
classification.In other words, multistage classification structure
contains two level of classifiers. In the first stage a bunch of
SVM classifiers are used for classification and in the second
stage, a multi-layer perceptron (MLP ) neural network is used
to produce the confidence for classification.
Figure 6 shows the structure of the proposed multi-stage
classification method to compute the classification confidence.
A one-versus-all technique is utilized for training the SVM
models. After training the SVMs (50 SVM models), a MLP
is utilized to learn the final class labels’ confidence in the
second stage of classification. The inputs of this MLP are
the vectors consist of the output scores of 50 trained SVM
models which are employed on training data and the outputs
of this MLP are the binary vectors consist of training labels.
It should be noted that the decision making and classification is
done by finding the maximum score of trained SVM models’
output at first stage while the second stage is performed to
evaluate the confidence of the classification results.
C. Unknown Class Identification
A desirable MMR system should be able to identify all type
of vehicles; however, creating such a system needs tremendous
amount of training data. Furthermore, increasing the number
of class labels in a classifier attenuates the performance of
the system and decreases the overall modeling accuracy of
the MMR framework. One solution to this problem is to find
the specific number of class labels which covers the highest
percentage of existent vehicle make and models. Here 50 most
common vehicles in Iran were selected as pre-defined class
labels. However, to cover the whole variation of vehicles and
7Fig. 6. The structure of the multi-stage classification method which contains one-versus-all SVM models and a multi-layer perceptron neural network. The
first stage contains one versus all (SVM) models and the output is a 50 dimensional vector. The second stage maps the 50-dimensional vector of the SVM’s
score into the class labels and provides the confidences. Here the first stage finds the class label which is Peugeot and the confidence is provided by the
second stage.
be able to identify vehicles which are not in the pre-defined
50 class labels, a new class label is designed and named as
unknowns. A training dataset was collected for this specific
class label comprising a set of vehicles that are not belonged to
any of the pre-defined classes. Since the within-class variance
of this category is very high, the unknown class is divided
into two sub-classes including the unknown heavy class and
unknown light class.
Due to the large variation of vehicles belong to this un-
known class (i..e, unknown), considering these vehicles as
two new classes and train the classifier with 52 class labels
equally is not feasible and it would reduce the classification
accuracy. To address this issue, the classification of these types
of images is formulated as an anomaly detection approach. To
the best of our knowledge, this is the first time that the object
classification is addressed by an anomaly detection framework
and it is another novelty of the proposed framework.
There are several techniques for anomaly detection. Chan-
dola et al. [58] categorized anomaly detection techniques into
five categories including classification based, clustering based,
nearest neighbor based, statistical, information theoretic and
spectral techniques. Here a classification based approach is
utilized to address two novel class labels.
For unknown class identification, we modify the multi-stage
classification structure which is illustrated in figure 6 and
add another multi-layer perceptron NN and two thresholds for
detecting the unknown classes. As shown in Figure 7, a multi-
layer perceptron (MLP2) neural network is used to detect this
behavioral anomalies (i.e., recognizing two unknown vehicle
classes). The scores resulted from 50 trained SVMs are utilized
as the input for a new MLP structure. The MLP2 is trained
to classify the input features (i.e, 50 SVMs scores) into one of
52 class labels (50 pre-defined class labels and two unknown
class labels). Additionally, to make the identification process
more robust, a two-level thresholding approach is utilized.
The two-level thresholding approach is utilized to make
the classification model more accurate. It is obvious that the
classification accuracy for 50 class labels decreases when we
add two more unknown classes, therefore, to decrease the
effect of the new classification step, we take advantage of
a confidence thresholding procedure. As explained before,
the input image is first classified into one of 50 pre-defined
class labels and then the 50 confidence values of second
classification stage (MLP1) is utilized to determine whether
the input image is one of the 50 pre-defined class labels or it
belongs to one of the unknown classes. As shown in Figure 7
for an input unknown light image, first the system compares
the classification output confidence of the input sample (i.e.,
the confidence of predicted class label) with t1, and if the
confidence is greater than t1 then it can be labeled as one
of 50 class vehicles but if the confidence is smaller than t1,
the system uses the MLP2 model to determine whether the
input image belongs to one of the unknown classes. If the
confidence of second MLP model is greater than t2 and the
vehicle belongs to one of the unknown classes then the vehicle
is labeled as one of two unknown classes. Otherwise, if it does
not belong to one of the unknown classes or its confident is
less than even t2, system trusts the first provided classification
label.
8Fig. 7. The flow diagram of two unknown classes detection framework. As seen, the input of the second MLP is the output of the first stage of multi-stage
classification (MSC) model. If the confidence of the first NN is bigger that t1 then the input would be labeled as one of 50 known classes and if it is not,
the second threshold decides if input is an unknown vehicle or not. In this figure, the input is a BMW car which is not in our 50 classes and so it is an
unknown light vehicle. The first MLP says that the input is Nissan with the confidence of 0.12. Since the confidence is not bigger than predefined threshold
t1 (t1 is 0.87) we refers to second MLP which is trained on 52 classes and includes unknown classes. The new confidence is bigger than t2 (t2 is 0.93) and
we assigned the input into the unknown light class.
IV. RESULTS & DISCUSSION
The proposed ORV-MMR framework is examined by the
Iranian on-road vehicle dataset comprising a wide range of
vehicle images captured in varied field of views, weather
conditions and illuminations. The performance of the proposed
framework and the competing methods are also evaluated
by a second dataset which is introduced in [24]. Since the
competing methods are evaluated only based on the classifi-
cation accuracy and it is assumed that the vehicle’s region of
interest is extracted, the methods are examined only based on
a cropped image, only the classification stage of the proposed
ORV-MMR framework is compared with the state-of-the-art
methods subject to the accuracy and their running time. To
have a comprehensive evaluation, the efficiency and efficacy
of the proposed framework is also measured considering the
combination of vehicle detection and vehicle classification
performance based on the Iranian on-road vehicle dataset.
Additionally, the effects of framework’s parameters which
mentioned in section III.A are evaluated.
A. Datasets
The proposed ORV-MMR is evaluated by two different
datasets:
I) Iranian on-road vehicle dataset, contains 93008 images
of the most common Iranian on road vehicles captured in
different scales, weather conditions, illuminations, and varied
field of views by different cameras. Vehicle images were
captured in a wide range of field of views by several cameras
with different backgrounds. 81539 images from 50 known
vehicle classes and 1117 images of two unknown classes (i.e.,
vehicles which are not belonged to one of those 50 known
classes) were used as training set while 10352 images of 52
vehicles classes were utilized in the test set. The number of
training samples per class labels are different for each class,
however the maximum number of images per class label is
about 2000 images in the training set. Figure 8 demonstrates
the distribution of training and testing samples corresponding
to each vehicle category and class. As seen, although we
limited the number of training data per each class, the number
of image samples per class are varied and in some categories
the number of training images are much less than 2000 images
evident by classes {C13, C15, C22, C42} with less than 500
images per class label.
Figure 9 shows the representative example of each class
label in the Iranian on-road vehicle dataset. Each vehicle
category is encoded by Cx where x = 1 : 50 for easier
representation purposes. It is obvious that some class labels
are very similar. For example, the vehicles with class labels
{C29, C32, C47} (green border) are very similar in terms of
their structures and shapes. Some other examples are also
demonstrated in Figure 9 where the similar categories are
highlighted by the same color border. As seen in Figure 9,
the dataset contains various car types such as bus, mini-bus,
track, mini-track, van, off-roader and sedan.
Another challenging aspect of the Iranian on-road vehicle
dataset is the unknown classes. As mentioned before, the
proposed framework must classify the vehicles which are not
belonged to the 50-classes, into one of the two-unknown
classes. Figure 12 shows some examples of two unknown
9Fig. 8. The distribution of training and testing set of Iranian on-road vehicle dataset; The chart shows the number of training and testing samples for each
class. The maximum training samples of the known 50 classes is around the 2000. The maximum number of testing samples is almost 500 samples.
classes. As seen, while the unknown vehicles and the vehicles
of 50 known classes are very similar, they must be classified as
unknown vehicle. Each unknown class label contains several
vehicle make and models compared to the 50 known classes
which are represented only by one specific vehicle make and
model.
II) CompuCar dataset [24], contains 44481 frontal images
of 281 different models of cars. The vehicles are mainly sedans
and off-roaders. The dataset does not contain any type of
heavy cars such as buses or tracks. 31148 images were used
as training set and the remaining images were utilized in the
testing stage. The number of vehicles per class in training
set are between 14 to 565 vehicles and the average number
is about 100 vehicles. It is worth to note that the ROI of the
vehicle in each image is provided (the vehicle is detected) and
the vehicle images are aligned.
B. Competing Methods
The proposed framework is compared with two different
state-of-the-art methods:
• AlexNet: The AlexNet [48] network structure is em-
ployed as the first competing methods. AlexNet is one
of the well-known deep neural network architecture out-
performed other methods in Imagenet classification chal-
lenge in 2012 and it is usually utilized for classification
purpose. Here we compare the proposed framework with
the AlexNet architecture as baseline for deep neural
network solutions for the vehicle make and model clas-
sification problem. AlexNet has five convolutional layers
and two fully connected layers. The pre-trained network
model on Imagenet is utilized as the initialization and the
network is fine-tuned for each datasets.
• F-G-VMMR: Jie Fang et al. [23] proposed a coarse-to-
fine CNN framework for detecting the most discriminant
part of vehicle and extracting the features from detected
parts. We compare the proposed ORV-MMR framework
with F-G-VMMR method which is considered as a com-
plex deep neural network approach for the purpose of
vehicle make and model classification. Jie Fang et al. [23]
used a one-versus-all SVM classifier for classification.
Although their method works well on CompuCar dataset,
results showed that it can not outperform the proposed
framework on the challenging images of Iranian on-road
vehicle dataset.
C. ORV-MMR Configuration Setup
The parameters M (the number of basis in the dictionary)
and K (the number of neighbors in the LLC methods) were
set to {1200, 3600} and 5 respectively. {1, 4, 9} region
parts (1, 2 and 3 parts on each axis as shown in Figure 2)
were considered as the parameters for the spatial pyramid
matching while the max pooling is performed as the pooling
scheme. The SVM and neural network are implemented
by use of VLFEAT library [60] and Matlab environment.
An extra validation set of unknown classes, which contains
1000 images for two unknown classes is used to tune two
threshold parameters for recognizing the unknown classes
(t1, t2). The optimized threshold for t1 is 0.87 while for t2 is
0.93. To speed up the proposed algorithm, a kd-tree structure
is used to find the nearest neighbors in the dictionary. A
kd-tree is a data structure which is used to quickly solve
nearest-neighbor queries. The kd-tree structure also facilitates
to specify the maximum number of comparisons per query
and calculates approximate nearest neighbors. This parameter
plays a key role in implementation of the proposed framework
which affects the running time of the proposed method. The
framework was configured by setting the maximum number of
comparisons to 100. The main advantages of dense-SIFT over
SIFT is its computational complexity and running-time speed.
We use the PHOW [59] descriptors, a variant of dense-SIFT
descriptors to speed up the computation of feature extraction.
Two parameters of step and size of PHOW algorithm is set
to 5 and {4, 6} respectively.
The MatConvNet [61] toolbox is employed for training the
CNN models. Training is performed on a personal computer
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TABLE I
THE ACCURACY OF PROPOSED METHOD WITH AND WITHOUT
CONFIDENCE LEVEL COMPUTATION STEP ON THE IRANIAN ON-ROAD
VEHICLE DATASET. HERE C INDICATES THE NUMBER OF COMPARISONS IN
LLC ALGORITHM AND W INDICATES THE NUMBER OF WORDS IN THE
DICTIONARY. ORV-MMR-S1 STANDS FOR THE FRAMEWORK WHEN THE
PREDICTION IS DONE BASED ON ONLY THE FIRST CLASSIFICATION STEP,
WHILE ORV-MMR-S2 REPRESENTS THE METHOD WHEN THE
CLASSIFICATION ACCURACY BASED ON THE CONFIDENCE LEVEL STEP.
Method 1200W
100C
1200W
500C
3600W
100C
3600W
500C
ORV-MMR-S1 96.60 % 97.05 % 97.51 % 98.52 %
ORV-MMR-S2 96.06 % 96.13 % 96.28 % 97.56 %
TABLE II
THE RUNNING TIME OF PROPOSED METHOD WITH AND WITHOUT
CONFIDENCE LEVEL COMPUTATION STEP, WITH DIFFERENT DICTIONARY
SIZE AND DIFFERENT NUMBER OF COMPARISON FOR KD-TREE
STRUCTURE OF LLC METHOD ON THE IRANIAN ON-ROAD VEHICLE
DATASET. THE REPORTED TIMES IS IN SECOND.
Method 1200W
100C
1200W
500C
3600W
100C
3600W
500C
ORV-MMR-S1 0.0709 0.0989 0.0912 0.1115
ORV-MMR-S2 0.078 0.1090 0.0920 0.1221
with an NVIDIA GTX 980 GPU with 4GB memory. The
VLFEAT open source library was applied to perform the
PHOW and the K-means algorithms.
D. Experimental Results
As the first experiment, the effect of different set of pa-
rameters in the proposed ORV-MMR framework is examined.
As mentioned in Section III-B3, a multi-stage classification
technique is designed to compute the confidence level while
the class label of the vehicle is being predicted. However,
it is possible to predict the class label without applying the
second stage and the main role of the second stage is more
about computing the confidence of the classification. There-
fore, the proposed framework is evaluated with two different
approaches: I) ORV-MMR-S1 which classifies the images with
only the first stage framework and II) ORV-MMR-S2 which
includes first and second stages for predicting the class label
of the input images.
Table I shows the effects of different dictionary sizes
on the accuracy of proposed methods (ORV-MMR-S1 and
ORV-MMR-S2) on Iranian on-road dataset. As seen, increas-
ing the size of dictionary improves the accuracy.The larger
dictionary size generate a larger feature set which provides
a more accurate model. Table I also shows that increasing
the maximum comparison of kd-tree structure improves the
modeling accuracy. The reported results demonstrate that
adding an extra NN layer (the second stage of ORV-MMR-
S2 ) does not considerably change the accuracy of the model.
However, the results of Table I convince us to use the first
stage’s output for classification. The advantage of using the
second stage is to provide the label’s confidence.
Table II demonstrates the computational complexity of
both proposed frameworks in terms of the running time.
The reported results are achieved using a personal computer
with a 3.4 GHz Intel CPU and 32 Gigabytes RAM. The
average running time is reported based on 100 randomly se-
lected images from Iranian on-road vehicle dataset. As shown
in Table II, the maximum comparison of kd-tree structure
and different sizes of dictionary directly affect the running
time of the proposed methods. Here we compare 100 and
500 maximum comparisons in the kd-tree structure and two
different dictionary sizes {1200,3600}. Table II also shows
that the effect of NN layer (i.e., the second stage in ORV-
MMR-S2) is negligible on running time of the framework
and providing the confidence level does not considerably
increase the computational complexity of the framework. The
significant impact of adding the NN layer to the proposed
framework is the improvement in robustness of the framework
and providing a meaningful confidence for unknown classes.
Tables I and II demonstrate that the most appropriate
method for a real-time MMR system is a ORV-MMR-S2
which benefits from the first stage for classification and second
stage for providing a meaningful confidence. In other words, a
multi-stage classification model consist of fast-LLC, SVM and
NN, with a dictionary size of 3600 words and a kd-tree with
maximum 100 comparisons to find the nearest neighbor is
selected. Therefore, ORV-MMR-S2 with the aforementioned
configuration is utilized to compare with the state-of-the-art
methods.
Figure 13 demonstrates the confusion matrix of 50 known
classes of Iranian on-road vehicle dataset predicted by the pro-
posed method. As seen, the overall accuracy of the proposed
method is 97.51%. Figure 13 shows that the misclassification
occurs on the classes {C39, C40} such that they can be
classified in the same group as they belong to a unique make
and model vehicle but with tiny difference. This is evident
by comparing them in Figure9. Additionally, Figure 13 shows
that class C13 has the lowest accuracy among other classes
since it has the least number of training samples.
Figure 14 demonstrates the confusion matrix of combined
50 vehicle classes and two extra unknown classes on the
Iranian on-road vehicle dataset. The reported accuracy for
52 classes is 92.42%. This result shows, due to the large
within class variances of unknown classes, specially the light
unknown vehicles, the average accuracy of these two classes
(81%) is lower than average accuracy of all other classes. In
addition, as it was demonstrated in Figure 8, some training
classes such as {C13, C14, C15} have much less number of
samples than others such that the models of these classes could
not be trained very well. In other words, unbalanced training
data also makes the problem hard which has a negative impact
on the accuracy. However, the one versus all SVM method is
obtained to relax the effect of large between class variance
of the vehicles and unbalanced dataset. As mentioned before,
there are several similar classes such as bus, track, van and
sedan which must be classified as separate labels imposing a
large within class variance in to the model.
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C1 C2 C3 C4 C5 C6 C7 C8
C9 C10 C11 C12 C13 C14 C15 C16
C17 C18 C19 C20 C21 C22 C23 C24
C25 C26 C27 C28 C29 C30 C31 C32
C33 C34 C35 C36 C37 C38 C39 C40
C41 C42 C43 C44 C45 C46 C47 C48
C49 C50 U1 U2
Fig. 9. Example images of the Iranian on-road vehicles demonstrating the 50 classes. As seen the dataset contains a wide variety of vehicles which some of
them are very similar. As an example, images of classes {C29, C32, C47} green border or {C31, C49} blue border or {C20, C22} brown border and {C5,
C6} red border, are very similar which make the classification problem very challenging. Images {U1, U2} show two examples from the classes unknown
heavy and unknown light respectively. The two unknown classes contain varied vehicles. Figure 12 shows some example of two unknown classes.
Table IV shows the per-class accuracy of the proposed
method, F-G-VMMR proposed by Fang et al [23] and AlexNet
on Iranian on-road vehicle dataset. As seen, the proposed
method outperforms two other methods on 38 out of 50
tested class labels. It is worth to note the proposed method
ORV-MMR outperforms two other competing methods on the
average class accuracy as well. The proposed method provides
a much higher accuracy in classes {C15, C17, C30, C35}
compared to other methods. Figure 11 shows the example
images where the proposed method could classify correctly
while they are misclassified by two other competing algo-
rithms. These results illustrate that when the input images are
corrupted by shadows or comes with different illuminations
(as evident by class C35 in the Figure 11) a more robust
feature descriptor is required to recognize the input image.
Another two samples from classes {C15, C17} show that
CNN feature fails the classification when some changes are
added to vehicles or the vehicle images are rotated while the
proposed ORV-MMR approach could classify them correctly
as it obtains robust feature descriptors.
Table IV demonstrates that the proposed method outper-
forms AlexNet in classification which can be justified by the
the small size of training dataset and challenging input images.
It also should be considered that the AlexNet architecture
could not handle the small within class variances of the classes
in the available dataset. However to mitigate these issues data
augmentation is used to increase the number of training data.
Here we used flipping technique to do the augmentation.
F-G-VMMR framework proposed by Fang et al. [23] also
could not provide higher modeling accuracy compared to the
proposed framework. The hierarchical part detection designed
in F-G-VMMR fails on the Iranian on-road vehicle dataset
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IO-Whole IO-Head Part CC-Whole CC-Head Part
Fig. 10. The heatmaps extracted from all training data of Iranian On-road (IO)
and CompuCar(CC) Dataset in two hierarchical levels by using the method
of [23]. The first two heatmaps (black border) show the heatmap which
are extracted from all training data of whole image (IO-Whole) and selected
head part (IO-Head Part) of Iranian on-road dataset respectively. The last
two heatmaps (orange border) show the heatmap which are extracted from
the whole image (CC-Whole) and the selected headpart (CC-Head Part) of
CompuCar dataset. Comparing the heatmaps extracted from Iranian on-road
dataset and Compucar illustrates that the vehicle images must be aligned for
the F-G-VMMR framework to be able to find the discriminative features.
The method could find discriminative features (head part and light areas) in
the CompuCar dataset (right heatmaps) while it could not find discriminative
features in Iraninain On-road dataset (left heatmaps).
TABLE III
THE ACCURACY OF ALL CORRECTLY RECOGNIZED SAMPLES OF THE BEST
AND THE MOST APPROPRIATE CONFIGURATIONS OF THE PROPOSED
METHOD ON THE 50 CLASSES OF IRANINAN ON-ROAD VEHICLE DATASET
AND THE COMPUCAR DATASET. THE PROPOSED FRAMEWORK IS
COMPARED WITH ALEXNET ARCHITECTURE AND F-G-VMMR [23]
FRAMEWORKS.
Method Iranian on-road CompuCar
ORV-MMR-S2 97.51 % 98.41 %
F-G-VMMR [23] 95.26 % 98.63 %
AlexNet 94.14 % 94.31 %
since this dataset contains various type of car such as bus,
mini-bus, track, mini-track in addition to sedan in different
scale and field of views. Additionally, the input images of
the dataset are not aligned which makes the classification
more difficult for F-G-VMMR part detection algorithm. Hi-
erarchical part detection is implemented by use of a CNN
which is trained on all available training data. They extract
the heatmap which is the pixel value of the last convolutional
layer of each training data and average map is generated by
averaging all heatmaps of training images. The higher value
of average heatmap pixels producing brighter color pixels
and consequently the regions containing such pixels are more
discriminative for recognition compared to regions containing
darker pixels in average heatmap. This procedure is performed
on the selected region of input images of training data and
continues till no new region is detected.
In our dataset, their procedure stopped in the first step (a
head part is detected). Additionally, the selected head part does
not work for all vehicle classes such as buses, mini-buses,
tracks and mini-tracks since their head parts are different in
size and form in compare to sedans. Figure 10 compares the
results of their hierarchical part detection on both used dataset.
As seen, F-G-VMMR framework mainly selected the head-
part to extract discriminative features.
Result in Table III shows that F-G-VMMR method fails
on Iranian on-road dataset since their part detection methods
can not detect the discriminative regions in some categories
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Fig. 11. Some examples of Iranian on-road dataset which were recognized
correctly by the proposed method while the competing methods could not
classified them correctly. The first row shows the input images and their
labels. Other rows show the results of the proposed method, F-G-VMMR
and AlexNet. The image examples of predicted class labels (Pred. Cls. rows)
are shown in Sample-Img rows for comparison purposes.
Fig. 12. Some examples of two unknown classes; the Left set U1, shows some
samples from the heavy unknown class while the right set, U2, indicates the
light unknown class examples. It is worth to note, these two classes encodes
several number of vehicle with different make and models which here just
four samples are demonstrated for illustrative purposes.
of Iranian on-road dataset. As a result, the CNN features
are not robust enough when the input images are taken in a
different illumination or with different field of views captured
by different cameras. Table V reports the running-time of the
competing methods on Iranian on-road dataset images. The
proposed ORV-MMR framework provide faster computation
compared to F-G-VMMR approach which makes it more
desirable for real-time applications.
V. CONCLUSION
We proposed a new real-time framework for vehicle make
and model recognition which address the problem via a fine-
grained classification approach. The proposed on-road vehicle
make and model (ORV-MMR) framework provides a great
modeling accuracy on 50 different class of Iranian on-road
vehicle dataset. To provide a comprehensive framework for
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TABLE IV
THE PER-CLASS ACCURACY OF THE PROPOSED METHOD AND TWO OTHER METHODS ON IRANIAN ON-ROAD VEHICLE DATASET. THE LAST COLUMN
SHOWS THE MEAN AVERAGE PRECISION OF VEHICLE CLASSES (I.E., PER-CLASS MEAN ACCURACY).
Method C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 C15 C16 C17 C18
ORV-MMR-S2 99.77% 98.04% 95.25% 97.55% 98.15% 98.51% 100% 98.65% 96.67% 97.90% 98.82% 97.73% 87.50% 95.31% 98.52% 99.72% 99.67% 100%
F-G-VMMR [23] 99.32% 97.55% 94.30% 98.04% 96.91% 97.01% 100% 97.97% 91.67% 93.01% 97.65% 95.45% 90.62% 93.75% 91.11% 95.56% 95.69% 97.79%
AlexNet 99.77% 96.08% 91.77% 97.55% 96.91% 98.51% 99.59% 100% 93.33% 90.21% 98.82% 93.18% 93.75% 96.87% 85.19% 95.56% 93.38% 99.26%
Method C19 C20 C21 C22 C23 C24 C25 C26 C27 C28 C29 C30 C31 C32 C33 C34 C35 C36
ORV-MMR-S2 99.25% 97.83% 99.48% 98.57% 94.89% 96.61% 93.02% 100% 97.64% 93.56% 97.26% 100% 97.15% 91.67% 95.1% 100% 94.28% 96.29%
F-G-VMMR [23] 97.01% 97.10% 98.43% 92.86% 94.89% 95.76% 92.25% 94.44% 97.64% 90.99% 90.87% 96.57% 92.88% 89.44% 89.22% 97.93% 90.25% 95.85%
AlexNet 94.78% 95.65% 95.81% 95.71% 93.43% 98.31% 89.92% 94.44% 100% 86.69% 88.58% 93.84% 87.18% 82.78% 90.2% 97.93 % 90.47% 91.27%
Method C37 38 C39 C40 C41 C42 C43 C44 C45 C46 C47 C48 C49 C50 Average Per-Class Accuracy
ORV-MMR-S2 97.81% 97.62% 94.72% 95.36% 97.15% 91.67% 95.1% 100% 94.28% 96.29% 97.81% 97.62% 94.72% 95.36% 97.41%
F-G-VMMR [23] 95.63% 95.24% 84.15% 95.36% 98.49% 98.50% 98.65% 93.91% 98.12% 98.97% 97.54% 96.25% 97.7% 96.77% 95.26%
AlexNet 94.54% 95.24% 86.18% 93.38% 97.49% 98.50% 96.62% 94.35% 98.12% 99.32% 96.72% 96.25% 94.47% 94.01% 94.43%
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Fig. 13. Confusion matrix of the proposed method on the 50 known
classes. As seen, misclassification occurs on the classes {C39, C40} which
are the same vehicle model. Additionally this figure shows that the most
misclassification rate belongs to C13. Odd class label numbers are only shown
for the better visualization purposes.
TABLE V
THE RUNNING TIME OF THE PROPOSED METHODS ON IRANIAN ON-ROAD
DATASET. THE RUNNING TIME IS REPORTED BASED ON ONLY THE
CLASSIFICATION STEP. MAXIMUM 100 COMPARISON ARE USED IN LLC
ALGORITHM. THE UNIT SCALE IS SECOND.
Method Programming
language
Iranian on-road dataset
ORV-MMR-S2 Matlab 0.09
F-G-VMMR [23] Matlab 0.12
AlexNet Matlab 0.06
recognizing any vehicle, we proposed two extra classes (un-
known heavy and unknown light) where any vehicle does not
belong to 50 classes, is classified as one of these two unknown
class labels.
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Fig. 14. Confusion matrix of the proposed methods on 52 classes of Iranian
on-road vehicle dataset. The firs two classes are U1 and U2. As seen the
classes U1 and U2 cause many false positive samples. Odd class label numbers
are only shown for better visualization purposes.
The proposed framework provides a strong theoretical back-
ground along with a good generalization and robustness based
on classification accuracy. Additionally, the small number
of parameters and its easy fine-tuning advantage make the
proposed framework strong dealing with small number of
training data of an unbalance dataset . The proposed frame-
work can be divided into two independent stages where the
first stage predicts the class label while the second stage
provides a confidence level for the classification. The proposed
ORV-MMR framework was compared with two state-of-the-
art methods which outperforms both methods on Iranian on-
road dataset while obtains comparable accuracy in CompuCar
dataset.
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