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Abstract
Let D be a bounded open subset in Rd , d2, and let G denote the Green function for D
with respect to (−)/2, 0< 2, <d. If < 2, assume that D satisﬁes the interior corkscrew
condition; if =2, i.e., if G is the classical Green function on D, assume—more restrictively—that
D is a uniform domain. Let g =G(·, y0) ∧ 1 for some y0 ∈ D. Based on the uniform bound-
ary Harnack principle, it is shown that G has the generalized triangle property which states
that G(z, y)/g(z)CG(x, y)/g(x) when d(z, x)d(z, y). An intermediate step is the approx-
imation G(x, y) ≈ |x − y|−dg(x)g(y)/g(A)2, where A is an arbitrary point in a certain set
B(x, y).
This is discussed in a general setting where D is a dense open subset of a compact metric
space satisfying the interior corkscrew condition and G is a quasi-symmetric positive numerical
function on D×D which has locally polynomial decay and satisﬁes Harnack’s inequality. Under
these assumptions, the uniform boundary Harnack principle, the approximation for G, and the
generalized triangle property turn out to be equivalent.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we shall see that, given a “Green function” G in a fairly general
setting, the uniform boundary Harnack principle (expressed in terms of G), a certain
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approximation of G, and a generalized triangle property for G are equivalent (Corol-
lary 2.8). The interest in this equivalence relies on the fact that, on the one hand,
the uniform boundary Harnack principle has been proven to hold under very general
assumptions and that, on the other hand, the generalized triangle property is crucial
for various applications (see e.g. [Han03]; [KV99, Theorem 1.2]; [Pin99, Lemma 7.1],
Sections 3, 4).
In this introduction, let us focus on bounded domains D in Rd , d2, and the
Green functions G for D with respect to the Laplacian  (classical potential theory,
Brownian motion) or to fractional Laplacians −(−)/2, 0 <  < 2 (Riesz poten-
tials, symmetric -stable processes). In these cases, there is an extensive literature on
the corresponding boundary Harnack principle for positive harmonic functions, start-
ing with smooth domains and passing to domains which are less and less regular
(C1,1-domains, Lipschitz domains, NTA-domains, uniform domains). Formulated in
terms of G (recall that the functions G(·, y) are (-)harmonic on D \ {y}), the uniform
boundary Harnack principle says the following: There exist constants C,M > 0 and
r0 > 0 such that, for all  ∈ D, 0 < rr0, and x1, x2, y1, y2 ∈ D,
G(x1, y1)
G(x2, y1)
 C G(x1, y2)
G(x2, y2)
when M|xj − | < r |yj − |. (1.1)
By [SW99], this holds in the case  < 2 already if D satisﬁes the (interior)
corkscrew condition (is -fat in the terminology of [SW99]), i.e., provided that, for all
 ∈ D and 0 < rr0, there is a point x ∈ D with |x − | < r and (x) > r/M ,
where  denotes the distance to the boundary D. By [Aik01, Theorem 1], (1.1) holds
in the classical case  = 2, if D is a uniform domain or—equivalently—if D is an
interior NTA-domain, i.e., if D satisﬁes the corkscrew condition and the Harnack chain
condition. The latter requires that any two points x, y ∈ D can be connected by m
balls B(z1, (z1)/2), . . . , B(zm, (zm)/2) (a Harnack chain), where m depends only on
the ratio |x−y|/(x)∧(y) (for the deﬁnition of uniform domains we refer the reader
to Section 3, for the equivalence to Section 6).
Moreover, let us recall that non-tangentially accessible domains (NTA-domains for
short) have been introduced in the seminal paper [JK82]. We may describe these do-
mains as being interior NTA-domains for which the complement of the closure satisﬁes
the corkscrew condition as well. This exterior condition has been used in [JK82] to
prove a certain inequality, called Carleson’s estimate (see [Car62]; [JK82, Lemma 4.4]),
which was an important step in the proof of the uniform boundary Harnack principle
for NTA-domains in [JK82]. For uniform domains, the proof had to be given without
this estimate; it now became a consequence of the uniform boundary Harnack principle
(see [Aik01, Remark 2] and Lemma 2.6).
To get to the generalized triangle property, let us suppose for a moment that G is
the Green function on Rd corresponding to −(−)/2, 0 < 2,  < d , i.e., that
G(x, y) = ,d |x − y|−d (covering both the classical and the Riesz potential case).
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Given x, y, z ∈ Rd , we have |x − z| ∧ |z− y| |x − y|/2 and therefore
G(x, z) ∧G(z, y)2d−G(x, y) (1.2)
or—equivalently—
1
G(x, y)
2d−
(
1
G(x, z)
∨ 1
G(z, y
)
. (1.3)
Such a triangle property (as it is called in [Han99,Han03]) or quasimetric property
(as it is termed in [KV99]) is extremely useful for the study of potential operators
G : f → ∫ G(·, z)f (z)(dz): Obviously, (1.2) implies that
G(x, z) ·G(z, y)2d−G(x, y) (G(x, z)+G(z, y)). (1.4)
By integration with respect to a measure  satisfying G1a < ∞ and using the
symmetry of G, we obtain that, for all x, y ∈ Rd ,
(
GG(·, y))(x)2d−G(x, y)(G1(x)+G1(y))2d−+1a G(x, y)
(which in turn yields that Gs2d−+1as for every -superharmonic function s0
on Rd ). This is well known and has been exploited in many papers, in particular
for the study of perturbed Green functions. In fact, a more sophisticated use of the
triangle property, which is possible even in a purely measure theoretic setting, leads to
necessary and sufﬁcient conditions for the existence of a perturbed Green function G˜
with respect to −(−)/2 − ,  being a signed measure, such that G˜ is comparable
with G (see [Han03]).
Unfortunately, the triangle property already fails if D is the unit ball. An excellent
substitute, however, is the generalized triangle property (as it is called in [Han03])
which says that, for a ﬁxed point y0 ∈ D and deﬁning
g := 1 ∧G(·, y0),
there is a constant C > 0 such that, for all x, y, z ∈ D,
G(x, z)G(z, y)CG(x, y)
[
g(z)
g(x)
G(x, z)+ g(z)
g(y)
G(z, y)
]
. (1.5)
Note that this generalized triangle property reduces to (1.4) (with C instead of 2d−)
if we replace G by the normalized Green function
G˜ : (x, y) → G(x, y)
g(x)g(y)
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(which is almost the function  : (x, y) → G(x, y)/G(x, y0)G(y, y0) already used in
[Nai57] for the study of the Martin boundary). It should be mentioned that for many
applications a more general normalization would do as well (see [Han99,Han03,KV99]).
Not distinguishing between C and 2C, inequality (1.5) can be rewritten as
G(x, z)
g(z)
C G(x, y)
g(y)
or
G(z, y)
g(z)
C G(x, y)
g(x)
(1.6)
which in turn, due to the symmetry of G, can be viewed as a statement about the
Martin function K : (x, y) → G(x, y)/G(x, y0).
The generalized triangle property is easily established (see e.g. [Han03]) if
G(x, y) ≈
(
1 ∧ (x)(y)|x − y|2
)/2
|x − y|−d , (1.7)
where  denotes the distance to the boundary D of D and G(x, y) ≈ f (x, y) means
that, for some real constant C > 0 and all x, y ∈ D, the inequalities C−1f (x, y)
G(x, y)Cf (x, y) hold. Approximation (1.7) is known for C1,1-domains (see
[Hue82,Zha86] for  = 2 and [Kul97] or [CS98] for  < 2). It obviously implies
that
g ≈ /2. (1.8)
We note that versions of (1.5) for C1,1-domains used to be written and proven with
/2 in place of g (see [Sel91, Theorem 1] and [KV99, Lemma 7.1], where the result
of M. Selmi was rediscovered).
If D is a bounded Lipschitz domain in Rd , d3, and G is the classical Green
function on D, then (1.7) does not hold in general (already (1.8) fails to be true).
However, the following approximation (B-approximation for short) still holds: Take
A = y0 if r(x, y) := |x − y| ∨ (x) ∨ (y) is larger than a suitable constant ε > 0.
Otherwise let A ∈ D such that |x −A| ∨ |y −A| < 3 r(x, y) and (A) is at least some
ﬁxed fraction of r(x, y). Then
G(x, y) ≈ g(x)g(y)
g(A)2
|x − y|2−d . (1.9)
This is the main result in [Bog00] (less explicitly, it had already been established by
[Aik85, Lemma 3.3]). The proof is based on the uniform boundary Harnack principle
and Harnack chain arguments in the Lipschitz domain D. This B-approximation and
Carleson’s estimate for G(·, y0) have been used by Riahi in [Ria03] to show that (1.5)
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holds in this situation (thereby proving a conjecture formulated in [KV99], apparently
without being aware of it 1 ).
It may be of interest to note that the quantity r(x, y) which is essential for the
approximation (1.9) can also be used to write (1.7) in a more appealing way: The
minimum 1∧ ((x)(y)/|x−y|2) can be replaced by (x)(y)/r(x, y)2. Having this in
mind, it is obvious that an approximation of form (1.9) (with − d in place of 2− d)
is equivalent to (1.7) whenever (1.8) holds.
In Section 2, we shall see that the uniform boundary Harnack principle (1.1), an ap-
proximation of type (1.9) and a slightly strengthened version of the generalized triangle
property (which requires that the second inequality in (1.6) holds when d(z, x)d(z, y))
are equivalent (Corollary 2.8).
In fact, this is shown in a general framework, where D is an open subset of a
compact metric space (X, d) satisfying the interior corkscrew condition and G is a
quasi-symmetric positive numerical function on D × D which has locally polynomial
decay and satisﬁes a form of Harnack’s inequality (which in the classical case can be
derived from Harnack’s local inequality by a Harnack chain argument). Moreover, we
shall note that these properties imply the so-called 3G-theorem (Theorem 2.9).
In Section 3, the general result is applied to classical Green functions on uniform
domains (Theorem 3.2). By [Han03,KV99], this has immediate consequences for the
existence of comparable Green functions with respect to −,  being a signed measure
(Corollary 3.4), and for the existence of positive solutions to nonlinear equations −u =
uq + ε with Dirichlet boundary conditions, where q > 1 and , are measures
(Corollaries 3.6, 3.7).
In Section 4, we discuss the corresponding application to Green functions with
respect to fractional Laplacians −(−)/2, 0 <  < 2,  < d, on domains satisfying
the interior corkscrew condition (Theorem 4.1, Corollaries 4.3, 4.4).
In Section 5, we show that removing points or closed balls {x ∈ Rd : |x−y|(y)},
y ∈ D and  > 0 sufﬁciently small, from an interior NTA-domain we obtain a uniform
family of interior NTA-domains (Corollary 5.6). If  is not too small, this holds as
well for NTA-domains (Corollary 5.7). The part concerning the length of Harnack
chains (see Proposition 5.3 and Corollary 5.4) is necessary for the application given in
Section 3.
In an appendix (Section 6), we shall present a proof for the fact that a domain D
in Rd is an interior NTA-domain if and only if it is a uniform domain.
2. Uniform boundary Harnack principle, B-approximation, and triangle
inequality for Green functions
The main result in this section will be the equivalence of the uniform boundary
Harnack principle, B-approximation and the (slightly strengthened) generalized triangle
property for many functions G and many open sets D (Corollary 2.8).
1 Having ﬁnished this paper the author learnt that A.Ancona already knew since 1999 that (1.5) holds
for Lipschitz domains (see Remark 2.5 in [Anc02]); in fact, he even knew it for uniform domains
(unpublished).
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To work in reasonable generality, we shall assume that D is a dense open subset of
a compact metric space (X, d), ∅ = D = X, and that G is a strictly positive numerical
function on D×D. Let  := d(·, D) denote the distance to the boundary D = X\D.
For every y ∈ D, we deﬁne
B(y) := {x ∈ D : d(x, y) < (y)/2}, D(y) := D \ B(y)
and assume that
B(y) = ∅.
Moreover, we ﬁx constants M3, r0 > 0, C0 > 0, 	0, and suppose that the following
holds:
1. Interior corkscrew condition: For every  ∈ D and all 0 < rr0, there exists x ∈ D
such that d(x, ) < r and (x) > r/M .
2. Quasi-symmetry: For all x, y ∈ D,
G(x, y)C0G(y, x). (2.1)
3. Polynomial decay: GC0 d−	, and
G(x, y)C−10 d(x, y)−	 when x ∈ B(y). (2.2)
4. Harnack’s inequality: For all y ∈ D and x1, x2 ∈ D(y),
G(x1, y)C(k)G(x2, y) when d(x1, x2)k (x1) ∧ (x2), k ∈ N. 2 (2.3)
It will be important for our proofs that points in B(y) are admitted both in (2.2) and
in (2.3).
The relation
a ≈ b (2.4)
we shall use from now on will mean that there exists a constant C˜, which depends
only on M, r0, C0, c0, 	, the diameter of X, the function C, and further constants in
properties we might assume in addition, such that
C˜−1baC˜b,
and then we might say that (2.4) holds with constant C˜.
2 Given ,
, 	 ∈ R, we shall write 
 ∧ 	 instead of (
 ∧ 	).
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Let us introduce two more properties, a uniform boundary Harnack principle and
B-approximation for G:
• Uniform boundary Harnack principle: For all  ∈ D, 0 < rr0, and for all
x1, x2, y1, y2 ∈ D satisfying Md(xj , ) < rd(yj , ),
G(x1, y1)
G(x2, y1)
≈ G(x1, y2)
G(x2, y2)
. (2.5)
B-approximation involves a function g obtained by truncation of some G(·, y0) and
points contained in certain sets B(x, y): For  ∈ D and 0 < r0, deﬁne
A() := {A ∈ D : d(A, ) < , (A) > /M}.
The sets A() are non-empty by the interior corkscrew condition. In particular, we
may ﬁx a point y0 ∈ D such that
r0 > (y0) >
r0
M
=: 12 ε.
The polynomial decay of G implies that c0 := C02	(y0)−	G(·, y0) on D(y0). For
x, y ∈ D deﬁne
g(x) := G(x, y0) ∧ c0, G˜(x, y) := G(x, y)
g(x)g(y)
.
Of course, the truncation of G(·, y0) by c0 instead of 1 is not important, since
G(·, y0) ∧ 1 ≈ G(·, y0) ∧ c0. Given x, y ∈ D, let
r(x, y) := (x) ∨ (y) ∨ d(x, y),
B(x, y) :=
{
A ∈ D : (A) > r(x, y)
M
, d(x,A) ∨ d(y,A) < 5 r(x, y)
}
,
if r(x, y) < ε, and B(x, y) := {y0} otherwise.
Suppose for a moment that x, y ∈ D with r(x, y) < ε and take ,  ∈ D such that
d(x, ) = (x), d(y, ) = (y). Then
Ar(x,y)() ∪ Ar(x,y)() ⊂ B(x, y). (2.6)
Indeed, if A ∈ Ar(x,y)() then (A) > r(x, y)/M ,
d(x,A)d(x, )+ d(, A) < 2r(x, y) (2.7)
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and d(y,A)d(y, x)+ d(x,A) < 3r(x, y). Similarly for . Moreover,
g(A1) ≈ g(A2) for all x, y ∈ D and A1, A2 ∈ B(x, y). (2.8)
Indeed, if r(x, y)ε, then A1 = A2 = y0, g(A1) = g(A2). So suppose that r(x, y) <
ε. Then d(A1, A2)d(x,A1) + d(x,A2)10r(x, y)10M (A1) ∧ (A2) and (2.8)
follows from (2.3).
We are now ready to formulate the approximation we have in mind.
• B-approximation: For all x, y ∈ D and every A ∈ B(x, y),
G(x, y)
g(x)g(y)
≈ d(x, y)
−	
g(A)2
. (2.9)
Such an approximation has been shown by Bogdan [Bog00] and—less explicitly—
already in [Aik85] in the case of the classical Green function on a Lipschitz domain.
In [Bog00], B(x, y) is deﬁned with 3r(x, y) instead of 5r(x, y) in our deﬁnition. Our
choice of a larger set B(x, y) has certain advantages, as we shall see in the proof of
Theorem 2.3. If, for some reason, we wanted to replace 5 by a larger constant, we
would only have to choose a smaller ε in order to obtain (2.9) as well (see (2.14)). In
fact, due to Lemma 2.1, the choice of ε has no inﬂuence on the validity of (2.9) as
long as εr0.
Our ﬁrst result will be the equivalence of the uniform boundary Harnack principle
and B-approximation (Theorems 2.3, 2.4).
We shall need some preparations. Dividing d by the diameter of X if necessary we
may assume without loss of generality that
d1.
The following two simple observations will be used again and again (of course they
are valid with any strictly positive number in place of ε/(8M3)):
Lemma 2.1. g ≈ 1 on {ε/(8M3)}.
Proof. By (2.2), G(·, y0)C−10 ((y0)/2)−	 > 0 on B(y0). Hence g ≈ 1 on B(y0).
Fix a point z ∈ B(y0). Then d(·, z)1(8M3/ε) on K := {ε/(8M3)}. By
Harnack’s inequality (2.3), G(·, y0) ≈ G(z, y0) = g(z) ≈ 1 on K \B(y0) whence g ≈ 1
on K \ B(y0) as well. 
Lemma 2.2. Let x, y ∈ D such that d(x, y)(8M3/ε) (x) ∧ (y). Then
G(x, y) ≈ d(x, y)−	.
In particular, G ≈ d−	 on { > ε/(8M3)} × { > ε/(8M3)}.
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Proof. We may assume without loss of generality that (x)(y).
(a) If d(x, y)(y)/2 then G(x, y) ≈ d(x, y)−	 by (2.2).
(b) So let us assume that d(x, y) > (y)/2 and consequently d(x, y) ≈ (y). Choose
a point z ∈ B(y, (y)/2). Then
d(x, z)d(x, y)+ (y)
2
< 2d(x, y) 16M
3
ε
(x),
where (x)(y)2(z). By (2.3) and (a), we conclude that
G(x, y) ≈ G(z, y) ≈ d(z, y)−	 ≈ (y)−	 ≈ d(x, y)−	. 
Theorem 2.3. Suppose that B-approximation (2.9) holds. Then the uniform boundary
Harnack principle holds: For all  ∈ D, 0 < rr0, and for all x1, x2, y1, y2 ∈ D
with Md(xj , ) < rd(yj , ),
G(x1, y1)
G(x2, y1)
≈ G(x1, y2)
G(x2, y2)
. (2.10)
Proof. Fix  ∈ D, 0 < rr0, and x1, x2, y ∈ D with Md(xj , ) < rd(y, ). By
assumption, for every choice of Aj ∈ B(xj , y),
G(x1, y)
G(x2, y)
≈ g(x1)g(y)d(x1, y)
−	
g(A1)2
: g(x2)g(y)d(x2, y)
−	
g(A2)2
≈ g(x1)
g(x2)
· g(A2)
2
g(A1)2
.
To prove (2.10) it therefore sufﬁces to show that we have a uniform bound for
g(A2)/g(A1) (where it is sufﬁcient to achieve this for some choice of the pair
(A1, A2)).
If r(x1, y)ε/2 and r(x2, y)ε/2, then (Aj ) > ε/(2M) for j = 1, 2 and therefore
g(A1) ≈ 1 ≈ g(A2) by Lemma 2.1.
So let us suppose that
 := 2 r(x1, y) ∧ r(x2, y) < ε,
and choose A ∈ A(). We intend to show that A ∈ B(x1, y) ∩ B(x2, y) (and this will
ﬁnish the proof). To that end we may assume without loss of generality that
r(x1, y)r(x2, y).
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Let us recall that, by our assumption at the beginning of this proof, Md(xj , ) < r <
d(y, ). This implies that, for j = 1, 2,
r(xj , y)d(xj , y)d(y, )− d(xj , ) > r − r/M2r/M (2.11)
whence
d(xj , A)d(xj , )+ d(, A) < r
M
+  < 3r(xj , y),
d(y,A)d(y, xj )+ d(xj , A) < 4r(xj , y).
Moreover,
(A) > /M = 2r(x1, y)/M.
So certainly A ∈ B(x1, y). To prove that A ∈ B(x2, y) it remains to show that
2r(x1, y)r(x2, y). Obviously,
(x2) ∨ d(x1, x2)d(x1, )+ d(x2, ) < 2r
M
< r(x1, y),
where the last inequality follows from (2.11). Consequently, d(x2, y)d(x2, x1) +
d(x1, y) < 2r(x1, y). Since (y)r(x1, y), we ﬁnally conclude that
r(x2, y) = d(x2, y) ∨ (x2) ∨ (y) < 2r(x1, y). 
The converse holds as well:
Theorem 2.4. Suppose that the uniform boundary Harnack principle (2.5) holds. Then
B-approximation holds: For all x, y ∈ D and every A ∈ B(x, y),
G(x, y)
g(x)g(y)
≈ d(x, y)
−	
g(A)2
. (2.12)
Proof. Let us ﬁrst observe the following: If x ∈ { < 6ε}, then d(x, y0)(y0) −
6ε(y0)/2. Therefore
{ < 6ε} ⊂ D(y0), g = G(·, y0) on { < 6ε}.
This will be used without being mentioned explicitly.
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Fix x, y ∈ D and A ∈ B(x, y). Obviously,
g(A) ≈ 1 when r(x, y) ε
8M2
. (2.13)
Indeed, if r(x, y)ε, then A = y0, g(A) = c0. So suppose that r(x, y) < ε. Then
(A) > r(x, y)/M and (2.13) follows from Lemma 2.1.
We may assume without loss of generality that
(x)(y).
Let us choose points ,  ∈ D such that d(x, ) = (x) and d(y, ) = (y), respec-
tively. Several cases will be considered:
(a) Suppose ﬁrst that (x)ε/(8M2). Then g(x) ≈ g(y) ≈ 1 ≈ g(A) by Lemma 2.1
and (2.13). Moreover, G(x, y) ≈ d(x, y)−	 by Lemma 2.2. Thus (2.12) holds.
(b) Suppose that (x) < ε/(8M2) and (y)ε/(2M). Let r := ε/(8M) and choose
x1 ∈ Ar/M(). By Lemma 2.1 and by (2.13),
g(x1) ≈ g(y) ≈ 1 ≈ g(A).
Obviously d(x1, ) < r/M , d(x, ) = (x) < r/M , and r < (y)d(y, ). Thus,
by (2.5),
G(x, y)
g(x)
≈ G(x1, y)
g(x1)
,
where G(x1, y) ≈ d(x1, y)−	 by Lemma 2.2. Moreover,
d(x, y)
2
− d(x, x1) (y)− (x)2 −
(
(x)+ r
M
)
 ε
M
(
1
4
− 3
2
· 1
8M
− 1
8M
)
> 0.
Therefore d(x1, y) ≈ d(x, y), and (2.12) follows.
(c) Assume next that (y) < ε and d(x, y) < (y)/2, i.e., x ∈ B(y). Then
G(x, y) ≈ d(x, y)−	
by (2.2). Moreover, (x)(y)/2 and r(x, y) = (y) < ε whence (A) > r(x, y)/M
and
d(y,A)5r(x, y)5M (y) ∧ (A).
In addition,
(A)(y)+ d(y,A) < (y)+ 5r(x, y) < 6ε. (2.14)
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So Harnack’s inequality (2.3) implies that
g(x) ≈ g(y) ≈ g(A).
Therefore (2.12) holds in this case as well.
(d) Having established (a)–(c), we may and shall assume in the following that
(x) <
ε
8M2
, (x)(y) < ε
2M
, d(x, y) >
(y)
2
.
We still distinguish three more cases:
(e) Suppose that d(x, y)6M2(x). Then
d(x, y) ≈ (y) ≈ (x) ≈ r(x, y)
and (y)d(x, y)+ (x)(6M2 + 1)(x) < ε whence r(x, y) < ε. Therefore (A) ≈
r(x, y) and d(x,A) < 5r(x, y). So (2.3) implies that
g(y) ≈ g(x) ≈ g(A).
Fix z ∈ B(y, (y)/2). Then (z)(y)/2(x)/2, d(x, z)d(x, y) + (y)/2
2d(x, y), and therefore d(x, z)24M2 (x) ∧ (z). By (2.3) and by (2.2),
G(x, y) ≈ G(z, y) ≈ d(z, y)−	 = 2	(y)−	 ≈ d(x, y)−	.
Therefore (2.12) holds.
(f) Next let 6M2(x) < d(x, y)2M(y). Then r(x, y)2M(y) < ε, d(x, y) ≈
(y) ≈ r(x, y) ≈ (A). Taking r := (y)/3 we have
d(x, ) = (x) < (y)
3M
= r
M
and
d(y, )− rd(x, y)− r − (x) >
(
1
2
− 1
3
− 1
3M
)
(y)0.
Fix x1 ∈ Ar/M(). Then (x1) > r/M2 and d(x1, ) < r/M . By (2.5),
G(x, y)
g(x)
≈ G(x1, y)
g(x1)
.
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Moreover, using (y) < 2d(x, y),
|d(x, y)− d(x1, y)|d(x, x1) < (x)+ r
M
<
(
1
6M2
+ 2
3M
)
d(x, y) <
d(x, y)
3
whence 23d(x, y) < d(x1, y) <
4
3d(x, y). Furthermore, d(x, y)2M(y)6M3(x1).
So, by Lemma 2.2,
G(x1, y) ≈ d(x1, y)−	 ≈ d(x, y)−	.
Moreover, Harnack’s inequality (2.3) yields that
g(y) ≈ g(A) ≈ g(x1).
Thus
G(x, y)
g(x)g(y)
≈ G(x1, y)
g(x1)g(y)
≈ d(x, y)
−	
g(A)2
.
(g) Finally, suppose that 2M(y) < d(x, y). In particular, r(x, y) = d(x, y). Take
r := d(x, y) ∧ ε
2
, x1 ∈ Ar/M(), y1 ∈ Ar/M().
Then x, x1 ∈ B(, r/M) and y, y1 ∈ B(, r/M). Moreover, d(y, y1)(y)+ r/M and
d(y, )d(x, y)− (x) whence
d(y1, )− rd(y, )− r − d(y, y1)
d(x, y)− r − (x)− (y)− r
M
>
(
1− 1
2
− 2 · 1
2M
− 1
2M
)
d(x, y)0.
Similarly,
d(x1, )− rd(x, )− r − d(x, x1) > 0.
So the uniform boundary Harnack principle (2.5) implies that
G(x, y)
g(x)
≈ G(x1, y)
g(x1)
and
G(y, x1)
g(y)
≈ G(y1, x1)
g(y1)
and therefore, by the quasi-symmetry (2.1) of G,
G(x, y)
g(x)g(y)
≈ G(x1, y1)
g(x1)g(y1)
.
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Moreover,
|d(x1, y1)− d(x, y)|d(x1, x)+ d(y1, y) < (x)+ (y)+ 2r
M
<
2
M
d(x, y)
whence 13d(x, y) < d(x1, y1) < 2d(x, y). Obviously, εd(x, y)2r , since d1 and
ε1. Therefore d(x1, y1)4r/ε(4M2/ε)(x1) ∧ (y1) and, by Lemma 2.2,
G(x1, y1) ≈ d(x1, y1)−	 ≈ d(x, y)−	.
If r = ε/2, i.e., if d(x, y)ε, then g(x1) ≈ g(y1) ≈ g(A) ≈ 1 by Lemma 2.1. If
r < ε/2, then d(x, y) < ε and therefore g(x1) ≈ g(y1) ≈ g(A) by (2.3). Thus
G(x1, y1)
g(x1)g(y1)
≈ d(x, y)
−	
g(A)2
,
and the proof is ﬁnished. 
Let us now discuss the relation between the boundary Harnack principle and the
generalized triangle property. We recall that G has the generalized triangle property
provided
G(x, z)G(z, y)CG(x, y)
[
g(z)
g(x)
G(x, z)+ g(z)
g(y)
G(z, y)
]
or—equivalently—
G˜(x, z) ∧ G˜(z, y)CG˜(x, y) (x, y, z ∈ D). (2.15)
Note that G˜(z, y)CG˜(x, y) means that G(z, y)/g(z)C G(x, y)/g(x). In most cases,
the generalized triangle property is shown by actually proving a slightly stronger prop-
erty:
• (Strong) generalized triangle property: There exists C > 0 such that, for all points
x, y, z ∈ D,
G˜(z, y)C G˜(x, y) when d(z, x)d(z, y). (2.16)
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Proposition 2.5. Suppose that G has the generalized triangle property (2.16). Then the
uniform boundary Harnack principle holds (with constant C2).
Proof. Fix  ∈ D, 0 < rr0, and x1, x2, y1, y2 ∈ D with Md(xj , ) < r and
d(yj , )r . Since M3, we have
d(x1, x2) <
2
3
rd(x1, y1) ∧ d(x2, y2).
So the generalized triangle property (2.16) implies that
G˜(x1, y1)CG˜(x2, y1) and G˜(x2, y2)CG˜(x1, y2)
and therefore
G(x1, y1)
G(x2, y1)
: G(x1, y2)
G(x2, y2)
= G˜(x1, y1)G˜(x2, y2)
G˜(x2, y1)G˜(x1, y2)
C2. 
Note that the proof was very easy. We used only (2.16) and no additional knowledge
on D or G and g. To prove the converse we shall need the following lemma starting
with a version of Carleson’s estimate (see [Aik01, Remark 2]).
Lemma 2.6. Suppose that the uniform boundary Harnack principle (2.5) holds. Then
there exists a constant C˜ > 0 (which depends only on the constants in the assumptions)
such that the following holds:
(1) For all  ∈ D, every 0 < r < ε, and every A ∈ Ar/M(),
gC˜ g(A) on D ∩ B
(
,
r
M
)
. (2.17)
(2) If  ∈ D, 0 < sr < ε and A ∈ Ar (), then
gC˜g(A) on D ∩ B(,Ms) ∩
{
 >
s
M
}
. (2.18)
(3) If x, y, z ∈ D satisfy d(z, x)d(z, y), then
g(A)C˜g(B) (2.19)
for all A ∈ B(x, y) and B ∈ B(z, y).
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Proof. (1) Fix  ∈ D, 0 < r < ε, A ∈ Ar/M(), and choose A′ ∈ A2Mr(). Then
r < d(A,A′) < 3Mr < 3M3 (A) ∧ (A′) and therefore, by Lemma 2.2,
G(A,A′) ≈ d(A,A′)−	 ≈ r−	.
For every x ∈ D ∩B(, r/M), d(x,A′) > r whence G(x,A′)C0r−	 and the uniform
boundary Harnack principle implies that
g(x)
g(A)
= G(x, y0)
G(A, y0)
C G(x,A
′)
G(A,A′)
C˜.
(2) Fix  ∈ D, 0 < sr < ε and A ∈ Ar (). Let x ∈ D ∩ B(,Ms) such that
(x) > s/M . Choose x˜ ∈ As/M() and A˜ ∈ Ar/M(). Then g(x˜)C˜g(A˜) by (2.17).
Moreover, (x˜) > s/M2 whence
d(x, x˜)d(x, )+ d(x˜, )(M + 1)s2M3(x) ∧ (x˜).
Thus g(x) ≈ g(x˜) by Lemma 2.2. In particular, taking r instead of s, g(A) ≈ g(A˜).
(3) Fix x, y, z ∈ D such that d(z, x)d(z, y). Then d(x, y)d(x, z) + d(z, y)
2d(z, y) and (x)(z)+ d(z, x)(z)+ d(z, y) and therefore
r(x, y) = (x) ∨ (y) ∨ d(x, y)2 ((z) ∨ (y) ∨ d(z, y)) = 2 r(z, y).
If r(z, y)ε/2, then g ≈ 1 on B(z, y) by Lemma 2.1, and (2.19) holds since g(A)c0.
So suppose that r(z, y) < ε/2 and therefore r(x, y) < ε. Choose  ∈ D with
d(y, ) = (y) and take A ∈ Ar(x,y)() and B ∈ Ar(z,y)(). By (2.6), A ∈ B(x, y) and
B ∈ B(z, y). Moreover, taking s = r(x, y)/2 we have sr(x, z), (A) > r(z, y)/M >
s/M and d(A, ) < r(x, y)Ms. Thus g(A)C˜g(B) by (2.18). The proof is ﬁnished
because of (2.8). 
Theorem 2.7. Suppose that the boundary Harnack principle (2.5) is satisﬁed. Then G
has the generalized triangle property (2.16).
Proof. Fix x, y, z ∈ D such that d(z, x)d(z, y) and therefore d(x, y)2d(z, y). By
Lemma 2.6, there exist A ∈ B(x, y) and B ∈ B(z, y) such that
g(A)C˜ g(B).
By Theorem 2.4, B-approximation (2.9) holds with a certain constant C. Thus
G˜(z, y)
G˜(x, y)
C2 d(z, y)
−	
g(B)2
· g(A)
2
d(x, y)−	
2	C2C˜2. 
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Combining Theorems 2.3, 2.4, 2.7, Proposition 2.5, we have the main result of this
paper:
Corollary 2.8. The following statements are equivalent:
(1) The uniform boundary Harnack principle (2.5) holds.
(2) B-approximation (2.9) holds.
(3) G has the generalized triangle property (2.16).
Proceeding similarly as in the proof of Theorem 2.7, the 3G-inequality can be
obtained:
Theorem 2.9 (3G-Theorem). Assume that the boundary Harnack principle (2.5) holds.
Then there is a constant C˜ > 0 (which only depends on the constants involved in the
assumptions) such that, for all x, y, z ∈ G,
G(x, z)G(z, y)
G(x, y)
C˜ d(x, z)
−	d(z, y)−	
d(x, y)−	
. (2.20)
Remark 2.10. Note that d(x, z) ∨ d(z, y)d(x, y)/2 and therefore
d(x, z)−	d(z, y)−	
d(x, y)−	
2	 (d(x, z)−	 + d(z, y)−	).
Proof of Theorem 2.9. Fix x, y, z in D and assume that d(z, x)d(z, y). If r(x, z)ε,
then B(x, z) = {y0} and g(z)c0 = g(y0). If r(x, z) < ε, we may choose a point
 ∈ D such that d(z, ) = (z) and a point B1 ∈ Ar(x,z)() whence B1 ∈ B(x, z) by
(2.6) and g(z)C1g(B1) by Lemma 2.6,2, where we may assume that c0C1. So, in
any case, there is a point B1 ∈ B(x, z) such that
g(z)C1 g(B1).
By Lemma 2.6,3, there exist points A ∈ B(x, y) and B2 ∈ B(z, y) such that
g(A)C2 g(B2).
By B-approximation,
G(x, z)G(z, y)
G(x, y)
: d(x, z)
−	d(z, y)−	
d(x, y)−	
≈
(
g(z)g(A)
g(B1)g(B2)
)2
,
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where
g(z)g(A)
g(B1)g(B2)
C1C2. 
3. Application to the classical Green function
Throughout this section, let D = ∅ denote a bounded domain in Rd , d3, and let
 be the (Euclidean) distance d(·, D) to the boundary D of D.
Suppose that D is a uniform domain (see for example [Aik01, p. 120]), i.e., that
there exists a constant c > 0 such that each pair of points x1, x2 ∈ D can be connected
by a rectiﬁable curve  in D for which
l()c|x1 − x2|, l(x1,y) ∧ l(x2,y)c(y) for all y ∈ , (3.1)
where l() and l(xj ,y) denote the length of  and the length of the subarc xj ,y
of  connecting xj and y, respectively. Sometimes this condition is referred to as cigar
condition. Even for geometrical reasons, the author would prefer to call it banana
condition.
Remark 3.1. It is not hard to verify (and it is known) that a domain in Rd , d2, is
a uniform domain if and only if it is an interior non-tangentially accessible domain,
i.e., if it satisﬁes the interior corkscrew condition and the Harnack chain condition (for
the deﬁnition see [JK82] or Section 5, a proof is presented in an appendix (Proposi-
tions A.2, A.3)). —For further characterizations of uniform domains see e.g. [Geh87,
Theorem 6].
Taking for G the classical Green function on D, the assumptions of Section 2 are
satisﬁed: Being even symmetric, G is quasi-symmetric. To obtain the polynomial decay
with 	 := d − 2 we note that G is related to the global Green function GRd (x, y) =
d |x − y|−	 by
G(x, y) = GRd (x, y)− (HDGRd (·, y))(x) (x, y ∈ D), (3.2)
where HD denotes the harmonic kernel for D. In particular, G(x, y)d |x − y|−	 for
all x, y ∈ D. Fix y ∈ D and let s = (y). Then B(y, s) ⊂ D and GRd (·, y)ds−	
outside B(y, s). Therefore,
HDGRd (·, y)HB(y,s)GRd (·, y)ds−	.
Moreover, GRd (x, y)d(s/2)−	 on B(y, s/2). So (3.2) implies that
GD(x, y)(1− 2−	)GRd (x, y) = d(1− 2−	)|x − y|−	 when x ∈ B(y, s/2).
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Furthermore, Harnack’s inequality (2.3) follows from the usual local Harnack’s in-
equality and Corollary 5.4 in Section 5 (see also [Aik01, proof of Lemma 2.3]). Using
Proposition A.2 we even get a function C(k) having polynomial growth.
By [Aik01, Theorem 1], the boundary Harnack principle (2.5) holds. Thus Theo-
rems 2.4 and 2.7 show the following:
Theorem 3.2. Let D = ∅ be a bounded uniform domain in Rd , d3, and let G be
the classical Green function on D. Then B-approximation (2.9) and the generalized
triangle property (2.16) hold.
Remark 3.3. (1) Let us recall that the generalized triangle property has been proven
for C1,1-domains in [Sel91] and for Lipschitz domains in [Ria03]. In [KV99], the
generalized triangle property had been rediscovered for C1,1-domains and conjectured
for a wide class of non-smooth domains. 3
(2) The 3G-inequality (2.20) which of course can be derived from Theorem 2.9 has
already been obtained in [AL04].
Given a measure  on D and a measurable numerical function f on D, we deﬁne
Gf (x) :=
∫
G(x, z)f (z) (dz),
whenever the integral makes sense. By [Han03, Theorem 9.1], Theorem 3.2 has the
following consequence:
Corollary 3.4. Let D = ∅ be a bounded uniform domain in Rd , d3, and let G be
the classical Green function on D, g := G(·, y0) ∧ 1, y0 ∈ D. Moreover, suppose that
 is a signed measure on D satisfying G||gcg for some real c0.
Then the following statements are equivalent:
(1) There exists a Green function G˜ for −  on D such that G˜ ≈ G.
(2) The spectral radius of the operator (I + G+)−1G− on the Banach space of
g-bounded measurable functions on D is strictly smaller than 1 (i.e., there exist
n ∈ N and a real  < 1 such that [(I +G+)−1G−]ngg).
Remark 3.5. If D is a ﬁnitely connected domain in R2, then the generalized triangle
property and therefore the equivalence in the preceding corollary hold as well [Han03,
Corollary 9.6].
By [KV99, Theorems 1.2, 1.3], we obtain the following results (we shall not write
down all possible equivalences, cf. [KV99, Theorem 7.5] for C1,1-domains):
3 For contributions by A.Ancona see Footnote 1.
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Corollary 3.6. Let D = ∅ be a bounded uniform domain in Rd , d3. Moreover, let
q > 0 and , be measures on D. Then the following statements are equivalent:
(1) For some ε > 0, the problem −u = uq+ε with Dirichlet boundary conditions
admits a solution u0, i.e., there is a positive function u in Lqloc(D,) such that
u = Guq + εG1.
(2) There exists C > 0 such that G(G1)qCG1 <∞ -a.e.
Corollary 3.7. Let D = ∅ be a bounded uniform domain in Rd , d3. Moreover, let
q > 0, let  be a measure on D, and f : D → R+ measurable. Then the following
statements are equivalent:
(1) For some ε > 0, the equation u = Guq + εf admits a solution u0, u ∈
L
q
loc(D,).
(2) There exists C > 0 such that G(Gf q)qCGf q <∞ -a.e.
4. Application to Riesz potentials
Throughout this section, we shall only assume that D is a bounded non-empty open
subset of Rd , d2, which satisﬁes the interior corkscrew condition (or—in the termi-
nology of [SW99]—which is -fat for some 0 <  < 1). Note that we shall not require
that D be connected or even satisﬁes a Harnack chain condition.
We ﬁx 0 <  < 2. Then, for every open subset U of Rd , there is a Green func-
tion GU associated with the fractional Laplacian −(−)/2. Again the assumptions of
Section 2 are satisﬁed for the function G := GD: It is known that G is symmetric.
Taking 	 := d −  > 0, we now have
GRd (x, y) = ,d |x − y|−	 (x, y ∈ Rd)
(with ,d = (( d−2 )/( d2 )) 2−/2−d/2) and the polynomial decay follows as in the
classical case. Moreover, Harnack’s inequality (2.3) follows easily from [Bog97]: Fix
k ∈ N, y ∈ D and x1, x2 ∈ D \ B(y) such that |x1 − x2|k (x1) ∧ (x2). Deﬁne
r := ((x1) ∧ (x2))/3. Then of course |x1 − x2|3kr . Let x = x1 or x = x2. We
claim that y /∈ B(x, r) and therefore G(·, y) is -harmonic on B(x, r). Indeed, if
y ∈ B(x, r), then (y)(x) − r2r and therefore |x − y| < r(y)/2, x ∈ B(y),
a contradiction. Thus G(x1, y)C(d, )(3k)n+G(x2, y) by [Bog97] (see also [SW99,
Lemma 2.2]).
By [SW99, Theorem 3.1], G satisﬁes the boundary Harnack principle (2.5). Thus
Theorems 2.4 and 2.7 imply the following:
Theorem 4.1. Let D = ∅ be a bounded domain in Rd , d2, let G denote the Green
function on D with respect to −(−)/2, and suppose that D satisﬁes the interior
corkscrew condition.
Then B-approximation (2.9) and the generalized triangle property (2.16) hold.
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Remark 4.2. The 3G-inequality (2.20) which of course can be derived from Theo-
rem 2.9 has already been obtained in [SW99, Theorem 5.2].
By [Han03, Theorem 9.1], Theorem 4.1 has the following consequence:
Corollary 4.3. Let D = ∅ be a bounded domain in Rd , d2, which satisﬁes the
interior corkscrew condition. Let G denote the Green function on D with respect to
−(−)/2 and g := G(·, y0)∧1, y0 ∈ D. Moreover, suppose that  is a signed measure
on D satisfying G||gcg for some real c0.
Then the following statements are equivalent:
(1) There exists a Green function G˜ for −(−)/2 −  on D such that G˜ ≈ G.
(2) The spectral radius of the operator (I + G+)−1G− on the Banach space of
g-bounded measurable functions on D is strictly smaller than 1. 4
Furthermore, we may apply [KV99, Theorem 1.2] as in the previous section:
Corollary 4.4. Let D = ∅ be a bounded domain in Rd , d2, which satisﬁes the
interior corkscrew condition and let G be the Green function on D with respect to
−(−)/2. Moreover, let q > 0 and , be measures on D. Then the following
statements are equivalent:
(1) For some ε > 0, the problem (−)/2u = uq + ε with Dirichlet conditions
on Dc admits a solution u0, i.e., there is a positive function u in Lqloc(D,)
such that
u = Guq + εG1.
(2) There exists C > 0 such that G(G1)qCG1 <∞ -a.e.
Finally, let us note that the equivalences in Corollary 3.7 hold in this situation as
well.
5. Stability of uniform domains and non-tangentially accessible domains
In this section, we shall prove that the removal of points or small balls from a
domain does not really affect the Harnack chain condition or the (interior) corkscrew
condition. We recall that Corollary 5.4 has been used in Section 3. The subsequent
results are added for sake of completeness and possible reference in the
future.
Let D be a domain in Rd , d2, and ∅ = D = Rd . Let  denote the distance
d(·, D) to the boundary of D. Usually, Harnack chains of balls are used to control
the ratio u(x)/u(y) for positive harmonic functions u on D when x, y ∈ D with
4 See Corollary 3.4,2.
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(x)∧ (y) |x − y|. We intend to prove that this can be done as well for functions
G(·, z), z ∈ D, provided x and y are not too close to z and the functions G(·, z) satisfy
local Harnack inequalities on D \ {z}.
Deﬁnition 5.1. Given a real M1, an open ball
B(y, r) := {x ∈ Rd : |x − y| < r}
will be called an M-ball (in D) if
d(B(x, r), D) r
M
.
A Harnack chain (of length l) connecting two points P1, P2 ∈ D is a chain of l 1-balls
B(y1, r1), . . . , B(yl, rl) such that P1 ∈ B(y1, r1), P2 ∈ B(yl, rl), and consecutive balls
B(yj , rj ), B(yj+1, rj+1) intersect. Denoting the minimal length l of such chains by
lD(P1, P2) we deﬁne a function LD : N→ N ∪ {∞} by
LD(k) = sup{lD(P1, P2) : P1, P2 ∈ D, |P1 − P2| < k (P1) ∧ (P2)}.
Let us say that D satisﬁes the Harnack chain condition, if LD <∞.
Remark 5.2. It is easily seen that certainly LD(k) log3 k. Indeed, ﬁx P1 ∈ D and
choose  ∈ D with |P1−| = (P1). Let k ∈ N and consider P2 := +(1/k)(P1−).
Then P2 ∈ D and |P1−P2| < (P1) = k(P2). If B is any 1-ball in D, then of course
(x)3(y) for all x, y ∈ B. Connecting P1 and P2 by m 1-balls in D we hence
must have 3mk. Looking at a maximal ball contained in D (which touches D at
more than one point) it is not hard to verify that in fact k → LD(k) grows at least as
2 log3 k. For an upper estimate by a multiple of log3 k see Proposition A.2.
In [JK82], the Harnack chain condition is deﬁned involving M-non-tangential balls,
i.e., balls B(x, r) satisfying M−1r < d(B(x, r), D) < Mr (where M > 1). This is
equivalent to our deﬁnition. Indeed, in our deﬁnition of LD we could replace each
1-ball B(y, r) by the ball B(y, r˜) with radius
r˜ := r + d(B(y, r), D)
2
r
which of course satisﬁes d(B(y, r˜), D) = r˜ and is M-non-tangential for any M > 1.
Conversely, if k ∈ N and d(B(y, r), D)r/(2k) then any two points in B(y, r) can
be connected via the center y by a chain of 2k balls of radius r/(2k) contained in
B(y, r), and these balls obviously are 1-balls. Thus, ﬁxing a natural k with 2kM ,
we may replace a chain of l balls which are M-non-tangential by a Harnack chain
(of 1-balls) which has length 2kl. Of course, this can be improved. E.g., every ball
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B(y, r) in a chain of 5-balls can be replaced by three 1-balls, namely the ball B(y, 3r/5)
and two balls of radius r/5 contained in B(y, r).
Proposition 5.3. Let y0 ∈ D, 01/6, D0 := {x ∈ D : |x − y0| > (y0)}. Then
LD0(k) < 3LD(k)+ log3 k + 40 (k ∈ N). (5.1)
If P1, P2 ∈ D \ B(y0, (y0)/3) such that |P1 − P2| < k (P1) ∧ (P2), k ∈ N, then P1
and P2 can be connected by a Harnack chain in D \B0 which has length 3LD(k)+40.
Proof. By scaling and translation invariance, we may assume without loss of generality
that
(y0) = 6 and y0 = 0.
Deﬁning ˜ = 6, B0 = {x ∈ Rd : |x − y0| a˜}, and
Bj = B(0, j) (1j6)
we have D0 = D \ B0, B0 ⊂ B1 and
◦
B6 ⊂ D. Let
0 := d(·, D0) = min(, d(·, B0)), V := D0 ∩ B2 = B2 \ B0.
Obviously, 0 =  on B3 and, for every x ∈ V , the ball
B0(x) := B
(
x,
0(x)
2
)
is a 1-ball in D0, since it is contained in B3 and therefore
d(B0(x), D0) = 0(x)2 =
|x| − ˜
2
.
Let us ﬁrst make a simple observation and then face the main problem.
(a) Suppose that x, y ∈ V satisfy s := 0(x) = 0(y) ˜. Since the distance between
x and y on the sphere {0 = s} = {| · | = ˜ + s} is strictly less than 7s, the points x
and y can be connected by 7 balls of the form B0(z) with 0(z) = s.
(b) We want to prove both statements of the Proposition more or less at the same
time. Therefore we ﬁx k ∈ N, points P1, P2 ∈ D0, k ∈ N, and suppose for the moment
only that
|P1 − P2| < k (P1) ∧ (P2), l := LD(k) <∞ (5.2)
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(which does not yet involve the distance to B0). Then P1 and P2 can be connected
in D by a Harnack chain B(y1, r1), . . . , B(yl, rl) of length l. If the balls B(yj , (6/5)rj ),
1j l, do not intersect B2, then B(y1, r1), . . . , B(yl, rl) is a chain of 5-balls
in D0 which can be replaced by a Harnack chain (of 1-balls) which has length 3 l
and connects P1 with P2, and we are done. So suppose the contrary.
Assume ﬁrst that at least one of the two points P1, P2, say P1, is not contained
in B2. Then there exists a minimal i ∈ {1, . . . , l} such that
B
(
yi,
6
5
ri
)
∩ B2 = ∅. (5.3)
Since 8 on B2, we obtain that
rid(B(yi, ri), D) <
ri
5
+ 8
whence
6
5
ri < 12. (5.4)
If i = 1 we take P˜1 := P1. If i > 1 we ﬁx a point P˜1 ∈ B(yi−1, ri−1) ∩ B(yi, ri). So
in both cases P˜1 /∈ B2.
Assume for a moment that even P˜1 /∈ B5, and let A be a point in the intersection
from (5.3). Then 3 |P˜1 − A| < 2 · (6/5)ri , i.e.,
1 <
4
5
ri .
Using (5.4), we see that the points P˜1 and A can be connected by 12 balls of radius 1
which are contained in B(yi, (6/5)ri). We omit all balls following the ﬁrst one inter-
secting B5. Then each of the remaining balls B contains a point in the complement of
B5 and therefore does not intersect B3 so that d(B, B0)2. Moreover, being contained
in B(yi, (6/5)ri) these balls B satisfy
d(B, D)d
(
B
(
yi,
6
5
ri
)
, D
)
d
(
B(zi, ri), D
)− ri
5
 4
5
ri > 1.
So these balls are 1-balls in D0.
Obviously every point P ∈ B5 \B2 can be connected with the point x1 ∈ B2 which
is contained in [0, P ] by 4 balls of the form B(y, 1/2) with y ∈ [x1, P ], and these
balls are 1-balls in D0. Therefore in any case the point P˜1 can be connected with a
point x1 ∈ B2 by a Harnack chain in D0 of length 16.
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(c) Suppose now that, in addition, P2 /∈ B2. Looking at our Harnack chain connecting
P1 and P2 in D from the other end we then obtain in an analogous way a point P˜2 /∈ B2
(we might have P˜2 = P˜1) which can be connected with a point x2 ∈ B2 by a Harnack
chain in D0 of length 16. By (a), x1 and x2 can be connected by a Harnack chain of
length 7 in D0. Using the balls B(yj , rj ) of our original chain which connect P1 with
P˜1 and P˜2 with P2, respectively, and replacing each of these balls by 6 balls of radius
rj /6 contained in B(yj , rj ), we thus obtain a Harnack chain in D0 which connects
P1 with P2 and has a length which is at most 3l + 39.
(d) It remains to prove (5.1). To that end let us ﬁrst consider two points x, y ∈ V
such that 0(x)0(y) and |x − y| < k0(y), where again k ∈ N. This implies that
0(x)0(y)+ |x − y|(k + 1)0(y). (5.5)
Deﬁne

 := 2 ∧ (˜+ (k + 1)0(y)).
Then ˜ < |y| |x|
, where the last inequality follows from by (5.5). So there are
points x˜, y˜ ∈ V such that
|x˜| = |y˜| = 
, x ∈ [0, x˜], y ∈ [0, y˜].
If x ∈ B2, then obviously x˜ = x and y˜ ∈ B2. We ﬁrst claim that x˜ and y˜ can be
connected by a chain of seven 1-balls in D0. Indeed, if 
2˜, then 0(x˜) = 0(y˜) ˜,
and the statement follows from (a). So suppose that 
 < 2˜. Then 
− ˜ = (k+1)0(y)
and 0(x˜) = 0(y˜) = 
− ˜ < ˜. Moreover, |x˜| < 2|x|, |y˜| < 2|y|, and therefore
|x˜ − y˜|2|x − y| < 2k0(y) < 2(
− ˜).
Since the distance between x˜ and y˜ on the sphere {| · | = 
} is less than 2|x˜ − y˜| and
therefore less that 4(
− ˜), we conclude that x˜ and y˜ can be connected by 4 balls of
the form B0(z) with 0(z) = 
− ˜.
We next claim that x and x˜ can be connected by a chain of log3 k + 2 balls of
the form B0(z) with z ∈ [x, x˜]. Indeed, recall that 0 < 0(x)
 − ˜ = 0(x˜) and
let m ∈ N denote the smallest natural number such that 3m0(x) > 
 − ˜. Then
3m−10(x)
 − ˜(k + 1)0(x) and therefore m − 1 log3(k + 1), m < 2 + log3 k.
Moreover, there exists a real 	 such that 1	 < 3 and 	m0(x) = 
 − ˜. For j =
0, 1, . . . , m, deﬁne xj := 	j x. Then x0 = x and xm = x˜. Since (	+ 1)/2 > 	− 1, it is
easily veriﬁed that, for every 0jm− 1, the 1-ball B0((xj + xj+1)/2) contains the
points xj and xj+1 (see the proof of Proposition A.2 taking c = 1). This proves our
claim. Similarly, for y and y˜. So x and y can be connected by a Harnack chain in D0
which has length 7+ 2(log3 k + 2) = 2 log3 k + 11 l + log3 k + 11 (for the inequality
see Remark 5.2).
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(e) Finally, assume that P1 and P2 satisfy
|P1 − P2| < k 0(P1) ∧ 0(P2).
Obviously, this assumption is stronger that (5.2). Having established (a)–(d) it remains
to consider the case where P1 /∈ B2, P2 ∈ B2. As in (b) we connect P1 with a point
x1 ∈ B2 by a Harnack chain in D0 which has length 3l + 16. Let x2 ∈ B2 such
that P2 ∈ [0, x2]. Then obviously |x2 − P2| |P1 − P2| < k0(P2). Using (a) and (d)
we obtain a Harnack chain in D0 which connects x1 via x with P2 and has length
7+ 2+ log3 k = 9+ log3 k. Then P1 and P2 are connected by a Harnack chain in D0
having a length which is at most 3l + log3 k + 25. 
The preceding result has the following immediate consequence for Harnack’s
inequalities:
Corollary 5.4. Suppose that D satisﬁes the Harnack chain condition. Let G be any
positive numerical function on D ×D such that for some m ∈ N and C > 0, for all
x, y ∈ D and 0 < r < (x),
G(x1, y)CG(x2, y) when x1, x2 ∈ B
(
x,
r
2m
)
and |y − x| > r. (5.6)
Then, for all y ∈ D and x1, x2 ∈ D \ B(y, (y)/3),
G(x1, y)C2m(3LD(k)+40)G(x2, y) when |x1 − x2|k (x1) ∧ (x2), k ∈ N.
Proof. Fix y ∈ D, deﬁne D˜ := D \ B(y, (y)/6), and let B(x, r) be a 1-ball in D˜,
i.e., B(x, 2r) ⊂ D˜. Any two points y1, y2 ∈ B(x, r) can be connected by 2m balls with
radius r/(2m) contained in B(x, r). For any of these balls B˜, we know by assumption
(5.6) that G(x˜1, y)CG(x˜2, y) for all x˜1, x˜2 ∈ B˜. Therefore
G(y1, y)C2mG(y2, y) for all y1, y2 ∈ B(x, r).
Now ﬁx x1, x2, y ∈ D \ B(y, (y)/3) and k ∈ N such that |x1 − x2|k (x1) ∧ (x2).
By Proposition 5.3, x1 and x2 can be connected by a Harnack chain in D˜ which has
length 3LD(k)+ 40. Thus
G(x1, y)(C2m)3LD(k)+40G(x2, y). 
To continue the discussion about the removal of points or small balls from the
domain D, let us show the following:
Proposition 5.5. Suppose that D satisﬁes the interior corkscrew condition with con-
stants M2 and r0 > 0, let y ∈ D and  ∈ [0, 1/(3M)].
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Then the domain {x ∈ D : |x− y| > (y)} satisﬁes the interior corkscrew condition
with constants 6M and r0.
Proof. Deﬁne B0 := {x ∈ Rd : |x − y|(y)}. We shall distinguish four cases.
(a)  ∈ D and r3(y): By assumption on D, there exists A ∈ D such that
|A − | < r/6 and d(A, D) > r/(6M). Since 1/6 and |y − |(y), we obtain
that
d(A, B0) |y − | − (y)− |A− | > 56 (y)−
r
6
 r
12
 r
6M
.
(b)  ∈ B0 and r < 4(y): Let L be the line containing y and  and let A be the
point on L satisfying  ∈ [y,A] and |A−| = r/8. Then d(A, B0) = |A−| > r/(6M)
and
d(A, D)(y)− (y)− r
8
 5
6
(y)− r
8
>
r
12
 r
6M
.
(c)  ∈ D and r > 3(y): There exists A ∈ D such that |A − | < r/2 and
d(A, D) > r/(2M). Obviously,
r˜ := (y)+ r
6M
 (y)
6M
+ r
6M
<
r
3M
.
So there exists a point
A˜ ∈ B
(
A,
r
3M
)
\ B(y, r˜).
Then
d(A˜, B0) > r˜ − (y) = r6M
and
d(A˜, D)d(A, D)− |A− A˜| > r
2M
− r
3M
= r
6M
.
Moreover,
|A˜− | |A˜− A| + |A− | < r
3M
+ r
2
 2r
3
< r.
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(d)  ∈ B0 and r4(y): Choose 0 ∈ D such that |y− 0| = (y). By (c), there
is a point A˜0 ∈ D such that d(A˜0, D0) > r/(6M) and |A˜0−0| < 2r/3. Furthermore,
|0 − |(y)+ (y) 76 (y)
7
24
r
and therefore
|A˜0 − | |A˜0 − 0| + |0 − | <
(
2
3
+ 7
24
)
r < r. 
Let us recall that a domain D in Rd is non-tangentially accessible (NTA-domain) if
D satisﬁes the Harnack chain condition and both the interior corkscrew condition and
the exterior corkscrew condition (see [JK82]). Is is called an interior NTA-domain if
the exterior corkscrew condition is not required. Let us note again that D is an interior
NTA-domain if and only if D is a uniform domain (see Remark 3.1 and Appendix).
Combining Propositions 5.3 and 5.5 we obtain the following result.
Corollary 5.6. Let D be an interior NTA-domain with constants M2 and r0 > 0.
Then each of the domains D˜ := {x ∈ D : |x − y0| > (y0)}, y ∈ D and  ∈
[0, 1/(3M)], is an interior NTA-domain with constants 6M and r0.
Moreover, these domains satisfy a uniform Harnack chain condition: L
D˜
(k)3LD(k)
+ log3 k + 40.
Finally, let us note a consequence for NTA-domains.
Corollary 5.7. Let D be an NTA-domain with constants with constants M2 and
r0 > 0. Then each of the domains D \ B(y, (y)/(3M)), y ∈ D, is an NTA-domain
with constants 6M and r0. Moreover, these domains satisfy a uniform Harnack chain
condition.
Proof. Fix y ∈ D and deﬁne B0 := B(y0, (y)/(3M)), D0 := D \ B0. It remains to
show that D0 satisﬁes the exterior corkscrew condition with constants 6M and r0. So
let us ﬁx  ∈ D0 and 0 < rr0.
If  ∈ D, there exists A ∈ Dc such that |A − | < r and d(A, D) > r/M .
Then obviously A ∈ Dc0 and d(A, D0) > r/M . So assume that  ∈ B0. We shall
distinguish three cases.
(a) r2(y): Choose 0 ∈ D such that |y − 0| = (y). Then
|− 0|
(
1+ 1
3M
)
(y) 7
6
(y) <
2
3
r. r˜ := r − |− 0| > r3 .
There exists A ∈ Dc such that |A − 0| < r˜ and d(A, D) > r˜/M . Then |A − | <
r˜ + |− 0| = r and d(A, D0) = d(A, D) > r/(3M).
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(b) r(y)/4: Then
s := 4r
3M
 (y)
3M
.
So we may choose A ∈ [y, ] such that |A − | = s. Then |A − |4r/6 < r and
d(A, D0) > r/M.
(c) (y)/4 < r < 2(y): Choose A = y. Then
d(A, D0) = |A− | = (y)3M <
(y)
4
r and (y)
3M
>
r
6M
. 
Appendix
It is easily seen that uniform domains are interior NTA-domains, and it is common
knowledge among the experts that the converse holds as well (see Remark 3.1). How-
ever, there does not seem to exist a reference for the latter. For the convenience of
the reader and using some explanations given by H.Aikawa, we shall write down a
proof for the equivalence (Propositions A.2, A.3). As a byproduct it will turn out that,
assuming the interior corkscrew condition for a bounded domain D, the Harnack chain
condition LD <∞ implies that LD has logarithmic growth.
Lemma A.1. Let D be a domain in Rd , d2, let  be a rectiﬁable curve connecting
two points x, y in D such that for some c1,
l(x,z)c(z) for all z ∈ . (A.1)
Then x and y can be connected by a chain of at most
ln(2l()/(x))
ln(1+ 2(2c − 1)−1) + 2
balls of the form B(z) := B(z, (z)/2) with z ∈ .
Proof. Let r := (x)/2 and  := 2(2c − 1)−1. If r l(), then x and y are connected
by the two balls B(x) = B(x, r) and B(y). So suppose that r < l() and let m ∈ N
such that
(1+ )m−1r l() < (1+ )mr. (A.2)
Then there exists 1 < 	 < 1+ such that 	mr = l(). There exist points y0, . . . , ym ∈ 
such that
l(x,yj ) = 	j r (0jm).
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Of course, y0 ∈ B(x) and ym = y. For a moment, ﬁx 1jm and let xj denote the
midpoint of yj−1,yj . By (A.1),
(xj )
l(x,xj )
c
= 	+ 1
2c
	j−1r > (	− 1)	j−1r = l(yj−1,yj ),
where the strict inequality follows from 	 < 1 + 2(2c − 1)−1. Therefore the ball
B(xj ) contains the points yj−1, yj . Thus x and y are connected by the m + 1 balls
B(x), B(x1), . . . , B(xm), where (m− 1) ln(1+ ) ln(l()/r) by (A.2). 
Proposition A.2. Let D be a uniform domain in Rd , d2, and let c be the constant in
(3.1). Then D satisﬁes the interior corkscrew condition with M = 2c and the Harnack
chain condition with LD(k)4+ 2 ln(kc)/ ln(1+ 2(2c − 1)−1).
Proof. To verify the corkscrew condition we choose x0 ∈ D and deﬁne r0 := (x0)/4.
Fix  ∈ D and 0 < rr0. There exists a point x1 ∈ D such that |x1 − | < r/2.
Choose a rectiﬁable curve  connecting x1 and x0 such that (3.1) holds with x2 := x0.
Clearly, l() |x1 − x0|3r . Taking a point x ∈  such that l(x1,x) = r/2 we have
|x − | l(x1,x)+ |x1 − | < r and (x)r/(2c) by (3.1).
To check the Harnack chain condition we ﬁx k ∈ N and consider x, x˜ ∈ D such that
|x − x˜|k (x) ∧ (x˜). We connect x, x˜ by a rectiﬁable curve  satisfying (3.1), i.e.,
l()c|x − x˜|, l(x,z) ∧ l(x˜,z)c(z) for all z ∈ .
Of course, c1 because of the ﬁrst inequality. Let y be the midpoint of , i.e., y ∈ 
and l(x,y) = l(y,x˜ ). Then
l(x,y) = l()2 
c
2
|x − x˜| c
2
k (x) ∧ (x˜) (A.3)
and l(x,z)c(z) for every z ∈ x,y . Applying Lemma A.1 to x,y we obtain that x
and y can be connected by at most 2+ ln(kc)/ ln(1+ 2(2c− 1)−1) balls. Similarly for
x˜ and y. 
Proposition A.3. Let D be a bounded domain in Rd , d2, which is an interior NTA-
domain, i.e., which satisﬁes the interior corkscrew condition and the Harnack chain
condition. Then D is a uniform domain.
Proof. Assume that D is an interior NTA-domain with constants M1, r0 > 0. Let
diam(D) denote the diameter of D. Fix a natural number k such that k/M5 ∨
(diam (D)/r0) and deﬁne
K := LD(k), C := 2k · 3K+1.
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(a) Assume ﬁrst that x1, x2 ∈ D such that (x1)(x2) and |x1 − x2| < k(x1).
If |x1 − x2| < (x2)/2, the line segment  connecting x1 and x2 clearly satisﬁes
l() = |x1 − x2| and (x2)/2 l() on  .
So suppose that (x2)/2 |x1 − x2| and therefore (x2)2k(x1). By assump-
tion, the points x1, x2 can be connected by 1-balls B(z1, r1), . . . , B(zK, rK), i.e.,
x1 ∈ B(z1, r1), x2 ∈ B(zK, rK), (zi)2ri for all 1 iK , and there exist points
yi ∈ B(zi, ri) ∩ B(zi+1, ri+1) for all 1 iK − 1. Connecting the points y0 :=
x0, z1, y1, z2, y2, . . . zK, yK =: x2 consecutively by line segments we obtain a polygonal
arc  in D. The length of  obviously satisﬁes
L()2
K∑
i=1
ri .
Fix 1 iK . Then, for all y ∈ B(zi, ri), ri(zi)− ri(y)(zi)+ ri whence
(y)(zi)+ ri = (zi)− ri + 2ri3(y˜) (A.4)
for all y, y˜ ∈ B(zi, ri). In particular,
1
3
(yi−1)(yi)3(yi−1). (A.5)
Therefore
L()2
K∑
i=1
ri2
K∑
i=1
(yi)2
K∑
i=1
3i(x1)3K+1(x1)C|x1 − x2|
and
3−(K+1)(x1)C−1|x1 − x2| on .
(b) Suppose that x ∈ D, 0 < rr0, and m ∈ N such that (x) < M−mr . Fix  ∈ D
such that |x− | = (x), and deﬁne x0 = x. By the interior corkscrew condition, there
exist points xj ∈ D, 1jm, such that
|xj − | < Mj(x), (xj ) > Mj−1(x),
and therefore
|xj−1 − xj | |xj−1 − | + |xj − |2Mj(x)2M2 (xj−1) ∧ (xj ).
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Applying (a) we obtain that, for each 1jm, the two points xj−1, xj can be con-
nected by a polygonal arc j such that
l(j ) ≈ Mj(x) and  ≈ Mj(x) on j .
Combining 1,2, . . . ,m we obtain an arc  such that, for all 1jm and y ∈ j ,
l(x,y)
j∑
i=1
l(i ) ≈
j∑
i=1
Mi(x) ≈ Mj(x) ≈ (y).
In particular, l()∑mi=1 l(i ) ≈ Mm(x), where Mm(x) < r by assumption. More-
over,
|x − xm| |x − | + |− xm|2Mm(x) < 2r.
(c) Finally, consider arbitrary points x, x˜ ∈ D and let r := |x− x˜|∧r0. If (x)r/M
let x′ := x. If (x) < r/M , take m ∈ N such that M−(m+1)r(x) < M−mr , choose
x1, . . . , xm and  as in (b) and deﬁne x′ := xm. Similarly, x˜ leads to a point x˜′ ∈ D
and a polygonal arc ˜. We note that
(x′) ∧ (x˜′) r
M
. (A.6)
If r = r0 then our choice of k and (A.6) imply that
|x′ − x˜′|diam(D)k (x′) ∧ (x˜′).
If r = |x − x˜|, then
|x′ − x˜′| |x′ − x| + |x − x˜| + |x˜ − x˜′|5r5M (x′) ∧ (x˜′).
So we know from (a) that in any case x′ and x˜′ can be connected by a polygonal
arc ′ such that l(′)C on ′, and l(′)C|x′ − x˜′|. Combining ′ with  (if
(x) < r/M) and (the reversed) ˜ (if (x′) < r/M), we obtain a polygonal arc
connecting x with x˜ having the desired properties. 
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