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Let A and B be positive semidefinite matrices. We investigate
the conditions under which the Lieb–Thirring inequality can be
extended to singular values, i.e. for which values of p the majorisa-
tion σ(ApBp) ≺w σ((AB)p) holds, and for which values its reversed
inequality σ((AB)p) ≺w σ(ApBp).
© 2009 Elsevier Inc. All rights reserved.
The famous Lieb–Thirring inequality [6] states that for positive semidefinite matrices A and B, and
p  1, Tr(AB)p  Tr(ApBp), while for 0<p  1 the inequality is reversed. Many generalisations of this
inequality exist [2,7], one of the most notable being the Araki–Lieb–Thirring inequality [1]. A further
generalisation appearing in [1] can be rephrased as a norm inequality (see Theorem IX.2.10 in [3]): for
positivematrices A and B, and any unitarily invariant norm ||| · |||, |||(BAB)p|||  |||BpApBp|||when p  1,
and the reversed inequality holds when 0<p  1. This inequality can be equivalently expressed as
the weak majorisation relation between singular values σ((BAB)p) ≺w σ(BpApBp). Here, σ(X) ≺w σ(Y)
if and only if
∑k
j=1 σj(X) 
∑k
j=1 σj(Y), for 1  k  d, where σj(X) denotes the jth largest singular value
of X .
In this paper we study the related question whether a majorisation relation exists between the
singular values of thenon-symmetric productsApBp and (AB)p. The expression (AB)p iswell-deﬁnedbe-
cause the eigenvalues of a product of two positive semidefinite matrices are always real and
non-negative. Our main result is the following:
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Theorem 1. Let A,B  0 be d × d matrices. For 0<p  1/2,
σ(ApBp) ≺w σ((AB)p). (1)
In addition, if d = 2, the range of validity extends to 0<p  1.
For p  d − 1 and for p ∈ N0, the reversed inequality holds:
σ((AB)p) ≺w σ(ApBp). (2)
In the ﬁrst part of the paper, we prove this Theorem for p satisfying the condition 1/p ∈ N0 or
1/p  d − 1 or p ∈ N0 or p  d − 1. We do so by chaining together two majorisations; in terms of the
ﬁrst inequality (1) we chain together
σ(ApBp) ≺w σp(AB) (3)
and
σp(AB) ≺w σ((AB)p). (4)
While the ﬁrst majorisation indeed holds generally and can be seen as a straightforward consequence
of the original Lieb–Thirring inequality, see Theorem2, the secondmajorisation turns out to be subject
to a rather surprising condition on p (Theorem 3).
In the second part of this paper, we obtain validity of (1) for 0<p  1/2, following a different route.
Henceforth, we abbreviate the term positive semidefinite as PSD.
The following Theorem is already well-known; we present a short proof for convenience:
Theorem 2. For A,B PSD, and 0<p  1,
σ(ApBp) ≺w σp(AB).
For p  1, the direction of the majorisation is reversed.
Proof. We only have to prove the statement for σ1, i.e. the inﬁnity norm ‖ · ‖. For 0<p  1 one indeed
has the inequality ‖AB‖p  ‖ApBp‖, which was ﬁrst proven by Heinz (see Theorem IX.2.3 in [3]); for
p  1, the direction of the inequality is reversed. From this inequality one derives the full majorisation
statement using thewell-known trick, due toWeyl, of replacing X by its antisymmetric tensor powers,
as in [1]. 
To prove the second majorisation (4) we need a lemma, which relates the question to FitzGerald
and Horn’s generalisation of a theorem by Schur.
Lemma 1. Let (λi)i be a sequence of d non-negative numbers. The d × d matrix C with entries
Ci,j =
1 − λαi λαj
1 − λiλj
is PSD if α ∈ N0 or α  d − 1.
Proof. This expression can be represented in integral form as [5]
Ci,j = α
∫ 1
0
dt(t + (1 − t)λiλj)α−1.
Thus C is PSD if the integrand is. Since for 0  t  1 the matrix (t + (1 − t)λiλj)i,j is PSD and has
non-negative entries, C being PSD follows from a Theorem of FitzGerald and Horn [5] that states
that the qth entrywise power of an entrywise non-negative PSD matrix is again PSD, provided either
q ∈ N0 or q  d − 2 (the case q ∈ N0 is due to Schur). Here, q = α − 1, hence the condition is α ∈ N0
or α  d − 1. 
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We also need:
Lemma 2. For any A>0 and B  0, there exist diagonal   0 and invertible S such that A = SS∗ and
B = S−∗S−1. Furthermore, AB can be diagonalised as AB = SS−1.
Proof. Since A is positive definite, by the spectral theorem it can be unitarily diagonalised as A =
ULU∗, where U is a unitary matrix and L is a diagonal matrix with positive diagonal elements; thus
L is invertible, and it also has a square root L1/2. For any unitary matrix V , we can also write A as
A = UL1/2VV∗L1/2U∗. Deﬁne S = UL1/2V . By invertibility of L, S is invertible too. We have A = SS∗.
Consider now the product S∗BS = V∗L1/2UBU∗L1/2V . Because B is positive semidefinite (and S is
invertible), so is L1/2UBU∗L1/2, and it is therefore also unitarily diagonalisable. We can therefore ﬁnd a
V – and corresponding S – such that S∗BS =:  is diagonal. Obviously,   0. By invertibility of S, we
have B = S−∗S−1.
By multiplying A = SS∗ and B = S−∗S−1 we see that AB can be diagonalised as AB = SS−1. 
Theorem 3. Let X be a d × d diagonalisable matrix with non-negative real eigenvalues. For p in the range
0<p  1, the majorisation
σp(X) ≺w σ(Xp) (5)
holds, provided 1/p ∈ N0 or 1/p  d − 1.
For the range p  1, the direction of the majorisation is reversed, and the conditions for validity are
p ∈ N0 or p  d − 1.
Proof. Consider the case 0<p  1 ﬁrst.
Again, we consider the inequality σp
1
(X)  σ1(Xp), from which the majorisation of the Theorem
follows by the Weyl trick.
An equivalent statement of the inequality is: ‖Xp‖ = 1 implies ‖X‖  1 (obtainable via rescaling X).
By the assumption, X is diagonalisable. Let it be diagonalised as X = SS−1, where S is invertible
and is diagonal, with diagonal entries (eigenvalues) λk  0. Then
‖Xp‖ = 1 ⇐⇒ (Xp)∗(Xp)  1
⇐⇒S−∗pS∗SpS−1  1
⇐⇒pS∗Sp  S∗S.
Let us introduce the matrix A = S∗S, which of course is positive definite by invertibility of S. Thus the
statement ‖Xp‖ = 1 is equivalent withpAp  A. Likewise, the statement ‖X‖ = 1 is equivalent with
A  A. We therefore have to prove the implication
pAp  A ⇒ A  A. (6)
Now note that, since is diagonal, the conditionpAp  A can be written as
G :=A ◦ (1 − λp
i
λp
j
)di,j=1  0,
where ◦ denotes the Hadamard product. Likewise,A  A can be written as
A ◦ (1 − λiλj)di,j=1  0.
In terms of the matrix G, this reads
G ◦ C  0
with
C :=
⎛
⎝ 1 − λiλj
1 − λp
i
λp
j
⎞
⎠
d
i,j=1
.
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Thus, by Schur’s Theorem [4], the implication (6) would follow from non-negativity of the matrix C.
Using Lemma 1, we ﬁnd that a sufﬁcient condition is indeed 1/p ∈ N0 or 1/p  d − 1.
The case p>1 is treated in a completely similar way, but relying instead on the non-negativity of
the matrix⎛
⎝1 − λpi λpj
1 − λiλj
⎞
⎠
d
i,j=1
. 
For all other values of p than thementioned ones, thematrix C encountered in the proof is in general
no longer non-negative. Likewise, for these other values of p, counterexamples can be found to the
majorisation inequality (5) of Theorem 3, hence the given conditions on p are the best possible.
We are now ready to prove Theorem 1 for the two sets of conditions mentioned.
Proof of Theorem 1. We will assume throughout the proof that A is positive, A>0, and therefore
invertible. Validity of the Theorem in the general case A  0 follows from this using a standard limiting
argument.
Firstwe consider the condition 1/p ∈ N0 or 1/p  d − 1 or p ∈ N0 or p  d − 1. Combining Theorem
2 with Theorem 3, for X = AB, which is diagonalisable by Lemma 2, immediately proves the Theorem
under this condition.
To prove the remaining case 0<p  1/2 covered by Theorem 1, we derive an equivalent form of
the inequality (1).
We only need to treat the σ1 case, as the full statement again follows from it using the Weyl trick.
Let us therefore consider
‖ApBp‖  ‖(AB)p‖, (7)
since the largest singular value is just the inﬁnity norm.
As a ﬁrst step, we reduce the expressions in such a way that only positive matrices appear with a
fractional power. By exploiting the relation ‖X‖ = ‖X∗X‖1/2, (7) is equivalent to
‖ApB2pAp‖  ‖(AB)p(BA)p‖,
which, by homogeneity of both sides, can be reformulated as the implication
‖(AB)p(BA)p‖  1 ⇒ ‖ApB2pAp‖  1
and, in terms of the PSD ordering,
(AB)p(BA)p  1 ⇒ ApB2pAp  1. (8)
By Lemma 2, (AB)p(BA)p can be rewritten as
(AB)p(BA)p = (SS−1)p(S−∗S∗)p = SpS−1S−∗pS∗. (9)
The inequality (AB)p(BA)p  1 then becomes
pS−1S−∗p  S−1S−∗.
On deﬁning C2 :=S−1S−∗ >0 (which is therefore invertible), this turns into
pC2p  C2.
Left- and right-multiplying both sides of the inequality with C yields the equivalent form
(CpC)2  C4. (10)
In a similar way, the right-hand side (rhs) of (8), ApB2pAp  1, can be rewritten as B2p  A−2p, or
(S−∗S−1)2p  (SS∗)−2p = (S−∗S−1)2p.
Applying the polar decomposition, we derive from C2 = S−1S−∗ that there is a unitary matrix U such
that S−∗ = UC. Then the rhs of (8) becomes (UCCU∗)2p  (UC2U∗)2p, or
(CC)2p  C4p. (11)
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Thus, implication (8) is equivalent to
(CpC)2  C4 ⇒ (CC)2p  C4p (12)
for 0<p  1, and C>0,  0.
Inwhat followswe establish the validity of this implication for 0<p  1/2, fromwhich the validity
of (1) for 0<p  1/2 follows.
By operator monotonicity of the square root, (CpC)2  C4 implies CpC  C2. Dividing out C on
both sides, this is equivalent with p  1. This implies   1, for all p>0, and thus CC  C2. Since
0<p  1/2, operator monotonicity of the 2pth power ﬁnally implies (CC)2p  C4p. Thus implication
(12) is proven, and so is the Theorem. 
For d>2 and 1/2<p<1, we have found numerical counterexamples to the implication (12). To
narrow down the search for these counterexamples, we ‘semi-intelligently’ chose a random positive
diagonal d × dmatrix D and a random d-dimensional vector ψ to construct C andmatrices:
C2=
(
ψkψ¯l
1 − DkkDll
)d
i,j=1
,
p=‖C−1DC2DC−1‖−1/2 D.
The condition (CpC)2  C4 is equivalentwith ‖C−1pC2pC−1‖  1 and is thus satisﬁedby construc-
tion. However, many C and  are found that violate (CC)2p  C4p. As the violations are extremely
small, all calculations have to be done in high-precision arithmetic (we used 60 digits of precision).1
This numerical procedure yielded counterexamples to (12) for d = 3 and p between 0.89 and 1.
In a similar way counterexamples to the second majorisation statement (2) of Theorem 1 can be
found in the regime d>2 and p>1. For p  1, we ﬁnd by a similar reasoning as the one used above
that the reversed inequality of (7) is equivalent to the converse of (8), and therefore to the converse
implication
pC2p  C2 ⇐ (CC)2p  C4p. (13)
Ford = 3wehave foundcounterexamplesof this statementup top = 1.25–butnohigher. It is therefore
imaginable that the second majorisation inequality in Theorem 1 could be valid under more general
conditions, e.g. for p  2 perhaps. For the time being, this problem is still open.
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