Some distributional results on ordered sizes in exchangeable random partitions of a natural number are obtained by combinatorial arguments. Analysis of generating functions yields their asymptotics. As an application of the developed approach we discuss asymptotics of the extreme sizes in the Ewens-Pitman random partition, which is an important member of exchangeable random partitions.
Introduction
A partition of a positive integer n is a collection of positive integers with sum n. Consider partitions of n, n 1 , ..., n k , consisting of k components with i n i = n and coding them by multiplicities s i = #{j : n j = i}, where s := j s j = k, |s| := j js j = n. Suppose we have two probability mass functions (p.m.f) (κ j ) and (σ j ), j = 1, 2, .... The exchangeable partition probability function (EPPF) of parameters (κ j ) and (σ j ) is defined as [27] (1. Note that our definition of EPPF we assume (κ j ) and (σ j ) are p.m.f., while in [27] EPPF does not have the assumption. Kerov called our definition of EPPF Kolchin's model [24, 20] . EPPF includes the Ewens-Pitman partition [10, 26] , the Gibbs partitions [27] , and the limiting conditional compound Poisson distribution [17] . The Ewens-Pitman partition [26] , which will be denoted by EP (α, θ), is an important family, since a family of EPPF satisfying a natural property, which was called the partition structure by Kingman [23] , 
For 0 < α < 1, if θ > −α and θ = 0, (κ j ) and (σ j ) follow quasi-binomial distributions [20] :
where if θ = 0 (κ k ) follows the logarithmic series distribution of parameter 1 − (1 − x) α .
The Ewens-Pitman partition has broad applications in statistics, physics, biology, etc (see [33] ).
Asymptotics of random partitions is a classic problem. The EP (0, 1) reduces to the distribution of cycle lengths in a decomposition of a random permutation into cycles.
Asymptotics of the the ordered sizes is discussed in [29] and extensions to the EP (0, θ)
with θ > 0 were extensively discussed in [2] . Let the size of the i-th largest component in the EP (α, θ) by L (n)
i . For 0 ≤ α < 1 and θ > −α the distribution of the limiting relative frequencies in the Ewens-Pitman partition satisfy
2 , ...) → (P 1 , P 2 , ...), a.s., n → ∞, where (P 1 , P 2 , ...) is the two-parameter Poisson-Dirichlet distribution [21, 26, 28] , which will be denoted by P D(α, θ). For α < 0 and θ = −mα, m = 1, 2, ..., the limiting random variables follow the m-dimensional symmetric Dirichlet distribution, which was discussed by Fisher in a context of a test of the size of the maximum component in the harmonic analysis [11] . Hence, the limiting probability that the largest size is smaller than ≍ n in the Ewens-Pitman partition is well known. However, we have interests in other asymptotic issues, for example, the limiting probability that the larges size is smaller than o(n), and the smallest size. The behavior of the distribution is sensitive to the value of α. For α = 0 and θ > 0 we have a proper distribution of P (L
(n)
Kn ≥ r) with r = o(n), where K n is the number of components [3] . In contrast, if 0 < α < 1 and θ > −α, L (n) Kn → 1, a.s., n → ∞ [21, 28, 35, 27] . Further investigation of properties of the extreme sizes may be interesting in various contexts. For example, in the number theory interesting connections are known [4, 2] . A number whose largest prime factor is equal to or smaller than x is called x-smooth number, while a number whose smallest prime factor is larger than y is called y-rough number [34] . The limiting distributions of the extreme sizes with ≍ n in the EP (0, 1) has relationships with the asymptotics of the counting functions of the smooth number and the rough number. The distribution of the largest component in the the P D(0, θ) with θ > 1 was also discussed in a context of the number theory [16] .
In studies of random partition interplay of combinatorial and probabilistic approaches has been fruitful [2, 27] . The limiting distributions of the extreme cycle length in a decomposition of a random permutation into cycles were investigated by resorting to the singularity analysis of generating functions in analytic combinatorics, which was introduced by Flajolet and Odlyzko [12, 13] . The singularity analysis is powerful for the case since the generating function has a simple form called the exp-log class [25] . But we will see that the singularity analysis is also useful for some of our discussions, even though generating functions which will appear are no longer in the exp-log class. This paper is organized as follows. In Section 2 we introduce combinatorial numbers and their associated version by restricting sizes of components in enumerating possible partitions. In section 3 we obtain some distributional results of ordered sizes in EPPF. In section 4 some asymptotics of the generalized factorial coefficients and the signless Stirling numbers of the first kind are summarized. Sections 5 and 6 include main results of this paper. In section 5 asymptotic distribution of the largest size, where the largest size is not larger than either ≍ n or o(n), is discussed. In section 6 asymptotic distribution of the smallest size, where the smallest size is not smaller than ≍ n or o(n), is discussed.
In sections 5 and 6, as an application of the developed approach of this paper, we obtain explicit expressions of the asymptotic distributions of the extreme sizes in the EwensPitman partition. The results are summarized in Table 1 . Some of the results (Corollaries 5.1, 5.2 and Theorems 6.1, 6.4) are reproductions of known results, but we present a novel and systematic approach for considering properties of ordered sizes in random partitions.
Enumeration with restricting sizes of components
Let us begin with a proposition, which follows immediately from the multinomial expansion or Faà di Bruno's formula [31] . It provides an inversion formula for an exponential generating function. Proposition 2.1. For a series (σ j ), j = 1, 2, ..., let the generating function be
Then,
and a convention G(n, k) = 0 for n < k.
Example 2.1. For non-zero α, setting
where C(n, k; α) is the generalized factorial coefficient introduced by [6] (2.3)
n,k is a generalized Stirling number defined in [27] .
Example 2.2. Letting σ j = 1/j yields
where |s(n, k)| is the signless Stirling number of the first kind introduced by [6] (2.4) Proposition 2.2. For a series σ j , j = r, r + 1, ..., r = 1, 2, ..., let the generating function be
and a convention G r (n, k) = 0 for n < rk. For r = 1 the associated combinatorial numbers
Example 2.3. For non-zero α, setting
where C r (n, k; α) is the r-associated generalized factorial coefficient [6] . If α (≥ n) is integer the generalized factorial coefficient has an enumerating interpretation. Suppose that n like balls are distributed into k distinguishable urns, each with α distinguishable cells whose capacity is limited to one ball. The enumerator for occupancy of the j-th urn
and the enumerator for occupancy of the k urns is given by
Setting x j = 1, j = 1, ..., k we deduce the generating function for occupancy of the k urns
Comparing with the generating function (2.2) implies that the number of different distributions of n like balls into k distinguishable urns, each with α distinguishable cells of occupancy limited to one ball, equals A(n, k; α) = k!C(n, k; α)/n!. For the number of different distributions in which each urn is occupied by at least r balls, the enumerator for occupancy of the j-th urn is
The generating function for occupancy of the k urns as
Comparing with the generating function (2.7) implies that the number of different distributions of n like balls into k distinguishable urns, each with α distinguishable cells of occupancy limited to one ball, so that each urn is occupied by at least r balls equals
where |s r (n, k)| is the r-associated signless Stirling number of the first kind [7, 6] . The associated signless Stirling number of the first kind has an interpretation in terms of a decomposition of a random permutation into cycles. In decomposing a finite set of n elements into k cycles, the number of permutations in which each length of cycle is not shorter than r is |s r (n, k)|.
, where X (r)i are independently and identically and distributed (i.i.d.) random variables which follow (σ j ), j = r, r + 1, ...
When the series (σ j ) is truncated we have another modified version of Proposition 2.1.
The following proposition provides an alternative kind of associated combinatorial numbers. Although the author was unaware of literature where the associated combinatorial numbers are discussed, the associated combinatorial numbers will play fundamental role in our discussion. Proposition 2.3. For a finite series (σ j ), j = 1, ..., r, r = 1, 2, ..., let the generating function be
and a convention G r (n, k) = 0 for n < k and n > rk. We have G r (n, k) = G(n, k),
Example 2.5. For non-zero α, setting
It is straightforward to see that the enumerating interpretation of the generalized factorial coefficient introduced in Example 2.3 implies that the number of different distributions of n like balls into k distinguishable cells of occupancy limited to one ball, so that each urn is not occupied by more than r balls equals k!C r (n, k; α)/n!.
In decomposing a finite set of n elements into k cycles, the number of permutations in which each length of cycle is not longer than r is |s r (n, k)|.
i , where X (r) i are independently and identically and distributed (i.i.d.) random variables which follow (σ j ), j = 1, ..., r.
Let us introduce recurrence relations for the associated combinatorial numbers G r (n, k), and G r (n, k).
Proposition 2.4. The r-associated combinatorial number G r (n, k), for fixed positive integer r, satisfy the recurrence relation
Differentiating both hand sides of (2.6) yields
where the indexes are changed as m = n − j. Equating the coefficients of u n /n! in the leftmost and the rightmost hand sides yields the recurrence relation.
Proposition 2.5. The r-associated combinatorial number G r (n, k), for fixed positive integer r, satisfy the recurrence relation
Differentiating both hand sides of (2.8) yields
Proposition 2.6. The r-associated combinatorial number G r (n, k), for positive integer r, satisfy the recurrence relation
Proof. We have
which expanded into power series of u yields
where the indexes are changed as m = n − (r + 1)j. Equating the coefficients of u n /n! yields the recurrence relation.
Proposition 2.7. The r-associated combinatorial number G r (n, k), for positive integer r, satisfy the recurrence relation
The associated combinatorial numbers G r (n, k) and G r (n, k) can be expressed in terms of the combinatorial numbers G(n, k). The explicit expression will be useful for later discussions on the asymptotics.
Proposition 2.8. The r-associated combinatorial number G r (n, k), for positive integer r and k, if n = r + k, , ..., rk,
and G r (n, k) = G(n, k) for n = k, k + 1, ..., r + k − 1. The r-associated combinatorial number G r (n, k), for positive integer r and k, if n = rk, rk + 1, ...
Proof. The exponential generating function (2.8) yields
But noting that the exponential generating function (2.1) gives
we establish the expression (2.11). The expression (2.12) can be established in the same manner.
Recall that in Example 2.5 for integer α(≥ n) the r-associated generalized factorial coefficient gives the number of different distributions of n like balls into k distinguishable cells of occupancy limited to one ball, so that each urn is not occupied by more than r balls. In this setting it is natural to ask the number of different distributions, so that the urn with the i-th largest number of balls is not occupied by more than r balls. The consideration leads an extension of the associated combinatorial number.
Proposition 2.9. For positive integer r and k, let
where f r,k (u) and f r k (u) are defined by (2.9) and (2.10), respectively.
Proof. The event that the i-th largest size is not larger than r consists of the disjoint events that all sizes are equal to or smaller than r, and the j sizes with sum m are larger than r + 1 and remaining sizes are equal to or smaller than r, where j = 1, 2, ..., i − 1.
Consequently, we have
Summing up both hand sides of the equation in n with multiplying u n /n! the left hand side yields f r(i) k (u) and the first term in the right hand side yields f r k (u). For the second term in the right hand side we have
where the indexes are changed as l = n − m.
Ordered sizes in exchangeable partition probability function
By virtue of the simple combinatorial expressions it is straightforward to obtain distributional results of the ordered sizes by using the combinatorial numbers introduced in Section 2. Let us summarize some properties which will be useful for later sections. Since
the number of component, K n , is a sufficient statistic for the parameter (κ j ) in EPPF (1.1) and we have the conditional distribution
Lemma 3.1. Denote the i-th largest size in an EPPF by L (n) i , i = 1, 2, ..., K n . The conditional distributions given the number of components are
and
The marginal distributions of the largest and the smallest sizes are
respectively.
Remark 3.1. It is worth mentioning that "the marginal distribution of the i(≥ 2)-th largest/smallest size" cannot be defined, since the statements "the i(≥ 2)-th largest/smallest" implicitly depend on the number of components.
Corollary 3.1. In the Ewens-Pitman partition (1.2), the marginal distributions of the largest and the smallest sizes for α = 0 are
respectively, and those for α = 0 are
Remark 3.2. The distribution (3.4) was obtained in [37] by using an exponential generating function (p. 823 in [1] ):
Substituting the exponential generating function (2.8) and (2.6) into (3.2) and (3.3), respectively, yields Lemma 3.2. For an EPPF with parameter (σ j ) and (κ k ),
where ϕ κ (u) is the p.g.f. of (κ k ). random variables whose p.g.f. is ϕ σ (r) (u), and X (r)i are i.i.d. random variables whose p.g.f. is ϕ σ (r) (u). Then,
, and
Hence, the distribution of the extreme sizes give the proportions of the probability mass of the compound distribution with the defective distribution to that with the proper distribution.
Asymptotics
Let us summarize some asymptotic forms of the generalized factorial coefficients and the signless Stirling numbers of the first kind introduced in Section 2. The main tool here is the Stirling formula for the asymptotic expansion of the gamma function: Γ(z) = √ 2πz z−1/2 e −z (1+O(z −1 )), which gives the asymptotic form of a ratio of gamma functions:
Proposition 4.1. For non-zero α and positive integer k the generalized factorial coefficients C(n, k; α) satisfy asymptotically
Proof. By applying the generalized binomial theorem to the exponential generating function (2.2) and using the asymptotic form (4.1), we obtain
For positive integer k the signless Stirling numbers of the first kind |s(n, k)| satisfies asymptotically [19] 
A uniform asymptotic expansion valid for 1 ≤ k ≤ η log n, η > 0 was obtained [18] , by using the singularity analysis of the generating function.
Asymptotic forms of the associated generalized factorial coefficients can be represented by incomplete Dirichlet integrals. Let us introduce a probability density function (p.d.f.)
of the Dirichlet distribution
whose support is over a simplex ∆ b = {0 < y i , i = 1, ..., b, b j=1 y j < 1}. Then, let us define an incomplete Dirichlet integral over the p.d.f. Proposition 4.2. For non-zero α and integer k with 2 ≤ k < n/r, if r ≍ n the r-associated generalized factorial coefficients C r (n, k; α) satisfy asymptotically
For integer k = n/r ≥ 2, C r (n, k; α)/n! = O(n −k(1+α) ), and C r (n, 1; α)/n! ∼ (−1) n n −1−α /Γ(−α).
Proof. Since the assertion is trivial for the case of k = 1, we assume k ≥ 2. By using the asymptotic form (4.1) the exponential generating function (2.7) yields
We observe that if k = n/r ≥ 2 is integer C r (n, k; α)/n! = O(n −k(1+α) ), and C r (n, 1; α)/n! ∼ (−1) n n −1−α /Γ(−α). Assume α > −1. Since
we have
Similar argument holds for α ≤ −1 and we establish the assertion.
Asymptotics of the associated signless Stirling numbers of the first kind can be obtained in the same manner.
Proposition 4.3. For an integer k with 2 ≤ k < n/r, if r ≍ n the r-associated signless Stirling numbers of the first kind |s r (n, k)| satisfy asymptotically
For integer k = n/r ≥ 2, |s r (n, k)|/n! = O(n −k ), and |s r (n, 1)|/n! = 1/n.
Asymptotic distribution of the largest size
5.1. The largest size is smaller than r ≍ n. Let us consider the asymptotic distribution of the largest size, P (L (n) 1 < r), n, r → ∞ with n ≍ r, in EPPF (1.1). The identity (2.11) is the key.
we have an asymptotic estimate
as n, r → ∞, r ≍ n.
Proof. Substituting the identity 2.11 into (3.3) yields
By using (2.5) and changing order of the summations, we have
, and k!G(n, k)/n! are p.m.f. Let σ = max i σ i . Then the series of non-negative terms is
By using (2.1) with u = 1, the sum in the rightmost hand side is less than e. The assumption implies
As an example, let us consider the limiting distribution in the Ewens-Pitman partition (1.2). For 0 ≤ α < 1 and θ > −α the limiting distribution is well-known, in the
converges to the distribution of the first component of the PoissonDirichlet distribution, which was discussed in [22, 28] . In studies of the Poisson-Dirichlet distribution the correlation function has been a powerful tool, and the marginal and joint distributions of the ordered sizes in the Poisson-Dirichlet distribution have been obtained by [36, 14, 15] . Here, we present an combinatorial approach without resorting to the results on the Poisson-Dirichlet distribution. For α < 0 and θ = −mα, m = 1, 2, ..., the limiting distribution is also known, that is the distribution of the largest variable in the m-dimensional symmetric Dirichlet distribution of parameter (−α).
Corollary 5.1. For 0 < α < 1 and θ > −α, the distribution of the largest size in the Ewens-Pitman partition is asymptotically
where
x,0 (−α; jα + θ).
Proof. Since η 1 = θ, η 2 = η 3 = α, and η 4 = 0, the assumption of Lemma 5.1 holds. The explicit expressions of (κ k ), (σ j ), c n , and G(n, k) provides
where in the last equality (2.3) is used. Substituting this expression into (5.1) and taking the limit n, r → ∞ with i j → y j , j = 1, ..., l, and r/n → x, we establish the assertion.
If α = 0 and θ > 0, the assumption of Lemma 5.1 holds, since η 1 = θ, η 2 = η 3 = 0, and
The following corollary can be proved as Corollary 5.1.
Corollary 5.2. For α = 0 and θ > 0, the distribution of the largest size in the EwensPitman partition is asymptotically
Remark 5.1. The function ρ 0,1 (x −1 ) is Dickman's function for the frequency of smooth numbers [9] . The function ρ 0,θ (x −1 ) with θ > 0 was discussed in [16] .
Corollary 5.3. For α < 0 and θ = −mα, m = 2, 3, ..., the distribution of the largest size in the Ewens-Pitman partition is asymptotically 1 < r), n → ∞, r = o(n), in EPPF can be accessed by the singularity analysis [12] of the p.g.f of the compound distribution in Lemma 3.2. The author was unaware of literature where the asymptotics was discussed.
As an example, let us consider the limiting distributions in the Ewens-Pitman partition.
For α < 0 and θ = −mα, m = 1, 2, ..., it is straightforward to see that the largest size
Theorem 5.1. For 0 < α < 1 and θ > −α, the distribution of the largest size in the Ewens-Pitman partition is asymptotically
and ρ r is the unique real positive root of the equation f r (u) = 0. Moreover, and φ = 0 is obvious. Thus, ρ r is the unique root on the circle |u| = ρ r . Applying the Cauchy-Goursat theorem to (3.8), we have
where i ≡ √ −1. Let us evaluate the Cauchy integral along a contour (see Figure 1 )
, where
Here, η > 0 is taken such that no root of f r (u) = 0 exist in ρ r < |u| ≤ ρ r +η. The integrand is holomorphic in |u| ≤ ρ r + η with the singularity at the origin with the cut along the real line [ρ r , ∞). The contribution of γ 3 to the Cauchy integral, which is O((ρ r + η) −n ) with ρ r + η > 1, is exponentially small. Changing the variable u = ρ r + t/n and letting H be the contour on which t varies when u varies on the rest of the contour,
Extending the rectilinear part of contour H towards +∞ gives a new contour H ′ , and the process introduces only exponentially small terms in the integral. By using the Hankel representation of the gamma function:
we establish the first assertion. Then, let us establish
Let y = 1 − ρ r with y = o(1) as r → ∞. It is straightforward to see that
we establish (5.2). Taking r 0 such that r 0 = o(r), we have
By using (5.2) we observe that the first summation is
For the second summation, we have
Taking the limit r 0 , r → ∞, n → ∞ with r = o(n), we establish the second assertion.
For α = 0, the method of steepest descent is employed and we have the following theorem. It seems difficult to have more explicit expression for general r. Proof. Applying the Cauchy-Goursat theorem to (3.8), we have
where f r,n (u) = θ n + 1 r j=1 u j j − log u and u r,n,j are the saddle points of f r,n (u), where
Let u r,n,j = ρ j e iϕ j in the polar coordinate system. The Taylor expansion of f r,n (u) around u r,n,j yields f r,n (u r,n,j + ξ j e iη j ) = f r,n (u r,n,j ) + 1 2
and the direction of the steepest descent is η j = ϕ j + π/2. The contour can be deformed to be a polygon which goes through each saddle point along the direction of the steepest descent without changing the value of the Cauchy integral (see Figure 2) . The Cauchy integral is
and we establish the assertion.
6. Asymptotic distribution of the smallest size 6.1. The smallest size is larger than r ≍ n. The asymptotic distribution of the small-
Kn > r), n, r → ∞ with n ≍ r, in EPPF (1.1), can be obtained immediately by substituting asymptotic forms of combinatorial numbers into (3.3).
As an example, let us consider the limiting distributions in the Ewens-Pitman partition (1.2). For α = 0 and θ > 0, the conditioning relation (S 1 , ..., S n ) ∼ (Z 1 , ..., Z n | n j=1 jZ j = n) immediately leads distributional results, where Z j , j = 1, ..., n, independently follow the Poisson distribution of parameter θ/j [2] . In contrast, our approach does not rely on the conditioning relation and applicable to the cases α = 0 where the conditioning relation does not hold. Substituting the asymptotic form (4.2) into (3.5) and taking the limit n, r → ∞ with r/n → x, we immediately reproduce the result in [2] : Theorem 6.1. For α = 0 and θ > 0, the distribution of the smallest size in the EwensPitman partition is asymptotically
Remark 6.1. The function ω 1 (x −1 ) is Buchstab's function for the frequency of rough numbers [5] .
For α = 0 we can obtain the following results in the same manner.
Theorem 6.2. For 0 < α < 1 and θ > −α, the distribution of the smallest size in the Ewens-Pitman partition is asymptotically
For α < 0 and θ = −mα, m = 2, 3, ...,
with n, r → ∞ with r/n → x ≤ 1/2. For r/n → x with 1/2 < x ≤ 1,
Remark 6.2. For 0 < α < 1, the tail behavior of the Poisson-Dirichlet distribution was discussed in terms of the α-stable subordinates. For the Bessel process (θ = 0) or the Bessel bridge (θ = α) it was shown that [21, 28] 
M α follows the Mittag-Leffler distribution with moments E[M r α ] = Γ(r + 1)/Γ(rα + 1), r > −1. Since lim n→∞ K n /n α = M α , a.s. [28] , we observe that lim n→∞ L Kn = 1, a.s.
Moreover, for 0 < α < 1 and θ > −α, it is known that [35, 27] 
of the Mittag-Leffler distribution, and
For 0 < α < 1 (6.2) is a. p.m.f. and is called Sibuya's distribution [30, 8] . Kn < r), n → ∞ with r = o(n), in EPPF can be assessed by the singularity analysis of the p.g.f. of the compound distribution in Lemma 3.2.
For 0 < α < 1 and θ > −α the singularity analysis yields the following theorem in the same manner as for Theorem 5.1. For α = 0 and θ > 0, Arratia and Tavaré obtained the following theorem [3] , which is a direct application of the conditioning relation, which was mentioned in the beginning of this section. The singularity analysis also yield the theorem in the same manner as for Theorem 6.3. du.
The first assertion follows in the same manner as the proof of Theorem 6.3. The second assertion follows since r j=1 j −1 ∼ γ + log r.
For α < 0 and θ = −mα, m = 2, 3, ..., the identity (2.12) is the key. 
