A criterion-based model comparison statistic for structural equation models with heterogeneous data  by Li, Yun-Xian et al.
Journal of Multivariate Analysis 112 (2012) 92–107
Contents lists available at SciVerse ScienceDirect
Journal of Multivariate Analysis
journal homepage: www.elsevier.com/locate/jmva
A criterion-based model comparison statistic for structural equation
models with heterogeneous data
Yun-Xian Li a, Yutaka Kano b, Jun-Hao Pan c,∗, Xin-Yuan Song d
a School of Finance, Yunnan University of Finance and Economics, Kunming, Yunnan, China
b Graduate School of Engineering Science, Osaka University, Osaka, Japan
c Department of Psychology, Sun Yat-Sen University, Guang Zhou, China
d Department of Statistics, The Chinese University of Hong Kong, Shatin, NT, Hong Kong
a r t i c l e i n f o
Article history:
Received 28 July 2011
Available online 6 June 2012
AMS subject classifications:
62F15
62H99
65C05
Keywords:
Bayesian approach
Latent variables
Lv measure
Calibration distribution
MCMC algorithm
a b s t r a c t
Heterogeneous data are common in social, educational, medical and behavioral sciences.
Recently, finite mixture structural equation models (SEMs) and two-level SEMs have
been respectively proposed to analyze different kinds of heterogeneous data. Due to
the complexity of these two kinds of SEMs, model comparison is difficult. For instance,
the computational burden in evaluating the Bayes factor is heavy, and the Deviance
Information Criterion may not be appropriate for mixture SEMs. In this paper, a Bayesian
criterion-based method called the Lv measure, which involves a component related to the
variability of the prediction and a component related to the discrepancy between the data
and the prediction, is proposed. Moreover, the calibration distribution is introduced for
formal comparison of competing models. Two simulation studies, and two applications
based on real data sets are presented to illustrate the satisfactory performance of the Lv
measure in model comparison.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Structural equation models (SEMs) are very popular in analyzing relationships among observed and latent variables.
Nowadays, SEMs have been applied to many fields, including but not limited to business, marketing, education, medicine,
psychology and sociology. One of the main objectives of these applications is to search for a good SEM that can reveal the
relationships among covariates, observed and latent variables. Hence, model comparison is an important issue in analyzing
SEMs. Moreover, as explained in [15, Chapter 5], hypothesis testing can be treated as a model comparison problem.
Recently, the Bayesian approach for analyzing SEMs has received much attention, see [20,8,2,15,18,3], among others. So
far, themost widely used Bayesianmodel comparison statistics are Bayes factor [14] and the Deviance Information Criterion
(DIC) [28]. It is well known that for most statistical models, the computation of Bayes factor is difficult [6]. Gelman and
Meng [11] developed an effective algorithm, namely the path sampling, to compute the normalizing constant of a probability
density function. Subsequently, this algorithm has been applied to compute the Bayes factor of many complex SEMs (see
for example, [16,17,24,25] and the references therein). Alternatively, DIC, which takes into account the number of unknown
parameters in themodel, is an attractive criterion-basedmethod formodel comparison. As the softwareWinBUGS [29] gives
the DIC values for most SEMs, the application of DIC is convenient. Recently, Celeux et al. [4] have explored a wide range of
options for constructing an appropriate DIC formissing data problems, includingmixturemodels and random effectmodels.
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In many applications of SEMs, the data may exhibit two kinds of heterogeneity. The first kind of heterogeneous data
is the mixture data, which involve independent observations that come from one of the K populations with different
distributions, and no information is available on which of the K populations that an individual observation belongs to. The
second kind of heterogeneous data is themultilevel data, which are drawn from a number of different groups (clusters) with
a known hierarchical structure. In contrast to the mixture data, these hierarchically structured data usually involve a large
number of G groups, and the group membership of each observation can be specified accurately. Moreover, it is allowed
that individuals within a group share certain common influential factors and hence lead to correlated observations. Clearly,
ignoring heterogeneity in the analysiswill give verymisleading statistical inference. Hence,mixture SEMs (see [7,30,17]) and
multilevel SEMs (see [1,26,25]) have been developed for analyzing SEMswithmixture data andmultilevel data, respectively.
Due to the complicated nature of these SEMs, Bayes factor and DIC have some disadvantages for model comparison. For
instance, in comparing two competing multilevel SEMs which have very different model structures, it is difficult to find
a direct path to link them when applying the path sampling. Under these cases, some auxiliary models may have to be
used in computing the Bayes factor (see [15]). This will increase the computational burden. Moreover, it is well known
that the Bayes factor requires proper prior distributions of the parameters. In fact, it will favor the model M0 if the prior
of the parameters in the alternative model M1 has a very large spread so as make it non-informative. This is known as
the ‘‘Bartletts Paradox’’. For DIC, it assumes that the posterior mean to be a good estimator; and for finite mixture models
including mixture SEMs, WinBUGS does not give the DIC values. Although [4] applied no less than eight variations of DIC
to finite mixture models problem, they finally were unable to recommend any of them, concluding that the existence of
a generally-applicable measure remains an open question. Moreover, as mentioned in [12], in contrast to Bayes factors,
one potential criticism of the criterion-basedmethods for model comparison is that they generally do not have well defined
calibrations. If the difference in DIC values is small, only reporting themodel with the smallest DIC valuemay bemisleading.
The question of what constitutes a noteworthy difference in DIC between two candidate models has not yet received a
satisfactory answer, and no credible scale has been proposed for the difference in DIC between two candidate models [19].
In this article, motivated by the above limitations of the Bayes factor and DIC, we propose an alternative Bayesian statistic
for model comparison of multilevel SEMs and mixture SEMs.
The proposed Bayesian statistic, called the Lv measure, is a criterion-based method that does not require proper prior
distributions of the parameters. It will be shown that the computational burden involved is light, and the statistic can be
obtained conveniently through observations simulated in the Bayesian estimation. Basically, the Lv measure involves two
components. The first component is related to the variability of the prediction, and the second component measures the
discrepancy between the prediction and the observed data. Hence, it can be used to examine the goodness-of-fit of amodel to
observed data. We will also consider the calibration distribution of the Lv measure, which will allow us to formally compare
two competing models.
The remainder of this paper will be organized as follows. A brief introduction about the Lv measure and the calibration
distribution is given in Section 2. The Lv measure formodel comparison of finitemixture SEMs and two-level nonlinear SEMs
are discussed in Sections 3 and 4, respectively. Results obtained from simulation studies and analyses of real data sets will
be presented. Section 5 concludes the paper with a discussion. Some technical details are given in the appendices.
2. Criterion-based model comparison
To define the Lv measure, the following notations will be used. Let Y obs = (yobs1 , . . . , yobsn ) be the matrix of observations,
and let Y rep = (yrep1 , . . . , yrepn ) be the matrix of replications, which has the same distribution as Y obs. Moreover, let θ be the
vector that contains all the unknown parameters in the specific competing model, which can be a finite mixture of SEMs
or a two-level SEM. We emphasize here that the replication Y rep is an imaginary device that puts the posterior predictive
distribution to inferential use. The imagined replication makes Y rep and Y obs comparable. The replicate data sets Y rep are
simulated based on the posterior distribution of the model parameters θ and the given model, and the adequacy of the
model is assessed by the faithfulness ofY rep toY obs. It is clear that goodmodel among those under consideration shouldmake
predictions close to what has been observed for a replication of an identical model. The Lv measure we propose following is
defined with this motivation.
2.1. Definition of the Lv measure
Gelfand and Ghosh [10] proposed the posterior predictive loss approach for model comparison. With this approach,
the comparison is based on a loss function L(yrepi , ai; Y obs), where ai is chosen to minimize the expectation of the loss,
Eyrepi |Y obsL(y
rep
i , ai; Y obs), here the expectation is taken with respect to the predictive posterior distribution p(yrepi |Y obs)
defined by
p(yrepi |Y obs) =

p(yrepi |θ)p(θ|Y obs)dθ.
With a loss function L(·, ·), [10] further definedL(yrepi , ai; Y obs) as follows:
L(yrepi , ai; Y obs) = L(yrepi , ai)+mL(yobsi , ai), m ≥ 0.
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The model which minimizes the following criterion will be selected:
n
i=1
Eyrepi |Y obsL(y
rep
i , ai; Y obs) =
n
i=1
[Eyrepi |Y obsL(y
rep
i , ai)+mL(yobsi , ai)],
where m indicates the relative regret for departure from Y obs compared with departure from Y rep, and ai is determined by
minimizing the above expectation. Once the loss function is determined, we can obtain the solution of ai. Whenm = 0, this
criterion can be viewed as finding a good guess ai for Y rep. According to [12], the squared Euclidean distance can be taken
as the loss function L(·, ·). Consequently, the above criterion can be rewritten as
n
i=1
Eyrepi |Y obsL(y
rep
i , ai; Y obs) =
n
i=1
[Eyrepi |Y obs(y
rep
i − ai)T (yrepi − ai)+m(yobsi − ai)T (yobsi − ai)]. (1)
The solution for ai is (1+m)−1(µi+myobsi ), whereµi = E(yrepi |Y obs). Substituting this ai into Eq. (1), and let v = m/(m+1),
the Lv measure for a given model can be written as
Lv(Y obs) =
n
i=1

Eyrepi |Y obs(y
rep
i − µi)T (yrepi − µi)+ v(yobsi − µi)T (yobsi − µi)

=
n
i=1

tr{Var(yrepi |Y obs)} + v(yobsi − µi)T (yobsi − µi)

. (2)
From the definition given in Eq. (2), the Lv measure is a combination of two terms. The first term is the predicted variance
which can be viewed as a penalty, and the second term is the predicted bias which can be viewed as ameasure for goodness-
of-fit. Therefore, in model comparison among a number of competing models, the model with the smallest value of the Lv
measure will be selected. Of course other forms of the loss function L(·, ·), such as the deviance loss and the absolute value
loss, can be chosen. However, when using other loss functions, it is not convenient to partition the Lv measure into the
predicted bias and variance (see Eq. (2)). Hence, compared with other loss functions, the squared Euclidean distance make
the interpretation of the Lv measure more clear and easy.
2.2. Calibration distribution
Criterion-based methods typically rely on the minimum criterion value as the basis for model comparison. However,
this basis is not entirely satisfactory because it does not allow a formal comparison of criterion values between two or more
competingmodels. It lacks a calibration to formally quantify the size of differences in the criterion values between candidate
models. Actually, the Lv measure is a statistic, which varies with random samples and competingmodels. For a givenmodel,
the Lv measure computed based on a specific data set can be treated as a point estimate of this statistic. It is well-known that
not only the point estimation of a statistic but also its sampling distribution is important in making a statistical decision. So,
constructing calibration distributions for the differences of the Lv measures can help formally quantify the size of differences
in the Lv measures between candidate models, and consequently provides a formal comparison of competing models. Thus,
one important issue in using criterion-based method for model assessment and model choice is to define a calibration for
the criterion. Let Lv(Y obs,Mc) be the Lv measure of the candidatemodelMc , and let Lv(Y obs,Mt) be the Lv measure of the true
modelMt . Given v, the difference of the Lv measures between the candidate modelMc and the true modelMt is defined as
Dv(Y obs,Mc) ≡ Lv(Y obs,Mc)− Lv(Y obs,Mt).
To calibrate the Lv measure, we need to construct the marginal distribution of Dv(Y obs,Mc), computed with respect to the
prior predictive distribution of Y obs under the true modelMt :
p(Y obs|Mt) =

p(Y obs|θ,Mt)p(θ|Mt)dθ,
where p(θ|Mt) is the proper prior distribution of θ underMt . Based on the suggestion given by Ibrahim et al. [12], the cali-
bration distribution of the candidate modelMc is defined as
PLc ≡ f (Dv(Y obs,Mc)),
where f (·) indicates the probability density function. After obtaining the calibration distribution PLc , several statistical sum-
maries can be obtained. These include but are not limited to themeanµv(Mc), the standard deviation SDv(Mc), and the high-
est probability density (HPD) interval of Dv(Y obs,Mc). The statisticµv(Mc) provides an average measure on the discrepancy
between the candidate model and the truemodel. Specifically, if the candidate model is ‘‘close’’ to the truemodel,µv(Mc) is
close to zero; otherwise,µv(Mc)will be far apart from zero. SDv(Mc)measures the dispersion of the calibration distribution.
HPD interval represents the shortest credible interval. To well define PLc , we need a proper prior distribution of θ.
As we will discuss later, it is very difficult to obtain a closed form of the calibration distribution for mixture SEMs or two-
level SEMs. Therefore, Markov chain Monte Carlo (MCMC) methods will be used to estimate the calibration distributions.
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Specifically, for a candidate modelMc , a sample of Dv(Y obs,Mc)will be generated via the Gibbs sampler algorithm [11], then
the kernel density estimation method [23,22,21] will be used to estimate the calibration distribution PLc .
In practice, the true model is unknown. Thus, the model with the smallest Lv measure will be considered as the ‘‘true
model’’ because this model fits the data best when compromising the predicted bias and variance. As discussed by Ibrahim
et al. [12, Section 5], the criterion minimizing model yields many of the same theoretical properties as the true model. Thus,
even though the criterion minimizing model is not the true model, it would not affect the calibration distribution and the
correspondingmodel selection process. They also pointed out that the calibration distribution computed using the criterion
minimizing model is appealing since it avoids the potential problem of a double use of the data. Here, using the model with
the smallest Lv measure as the ‘‘true’’ model in calibration is just for formally checking whether other candidate models are
(on the average) worse than the model selected by the smallest Lv measure; see also [12,5].
The Lv measure and the calibration distribution are calculated based on Y˜ . The procedure is given as follows:
(a) Generate observation Y˜ from the prior predictive distribution p(Y |θ,Mt)p(θ|Mt),
(b) Set Y = Y˜ , calculate Lv(Y ,Mc) and Lv(Y ,Mt), and then Dv(Y ,Mc).
Repeat (a) and (b) R times, we can obtain an MCMC sample {D(r)v (Y ,Mc), r = 1, . . . , R}. The density function of PLc ,
denoted by f (Dv(Y ,Mc)), is estimated on the basis of this sample via the kernel density estimation method as follows:
fˆh(Dv(Y ,Mc)) = 1Rh
R
r=1
K

Dv(Y ,Mc)− D(r)v (Y ,Mc)
h

,
where K(·) is the kernel function which is taken as the Gaussian function with K( x−xih ) = 1√2π exp{−
(x−xi)2
2h2
}, and h is the
smooth parameter which is chosen to minimize the risk function defined by
Rf (f , fˆh) ≈ 14 (σ
2
K )
2h4

(f ′′(x))2dx+

K 2(x)dx
Rh
,
where σ 2K =

x2K(x)dx, and f ′′(·) is the second derivative of f (·). As f (·) is unknown, it is replaced by a specified
reference distribution function, whose variance is equal to the sample variance (see [23]). In this paper, the standard normal
distribution is used as the reference distribution, which yields the estimate of h as hˆ = 1.06σˆR−1/5, where σˆ 2 is the sample
variance. The procedure for estimating the density function can be done by the R software. In the following sections, we
discuss the application of Lv measure for model comparison of mixture SEMs and two-level SEMs.
3. Model comparison for mixture SEMs
3.1. The mixture SEMs
Suppose yi is a p×1 randomvector corresponding to the ith observation in a random sample of size n, and the distribution
of yi is given by the following probability density function:
f (yi|θ) =
K
k=1
πkfk(yi|uk, θk), i = 1, . . . , n, (3)
where K is a given integer,πk is the unknownmixing proportion such thatπk > 0 andπ1+· · ·+πK = 1.0, fk(yi|uk, θk) is the
multivariate normal density functionwith an unknownmean vector uk and a general covariance structureΣk = Σk(θk) that
depends on an unknown parameter vector θk. Moreover, θ is the parameter vector that contains all unknown parameters in
πk, uk, and θk, k = 1, . . . , K .
The following LISREL type model [13] for the random vector yi conditional on the kth component is considered. For the
kth component, the measurement equation of the model is given by
yi = uk + Λkωki + ϵki, (4)
where uk is the mean vector; Λk is the p × q factor loading matrix; ωki is a random vector of latent variables; and
ϵki ∼ N[0,Ψ k] is a random vector of residuals, whereΨ k is a diagonal matrix. It is assumed thatωki and ϵki are independent.
Moreover, let ωki = (ηTki, ξTki)T . The structural equation of the model, which describes the relations among latent variables,
is defined as
ηki = Πkηki + Γ kξki + δki, (5)
where ηki and ξki are q1 × 1 and q2 × 1 subvectors of ωki, respectively; Πk and Γ k are unknown parameter matrices such
that Π−10k = (Iq1 − Πk)−1 exists, where Iq1 is a q1-dimensional identity matrix, and |Π0k| is independent of the elements
in Πk; δki is a random vector of residuals, and δki is independent of ξki. Let the distributions of ξki and δki be N[0,Φk] and
N[0,Ψ δk], respectively, where Ψ δk is a diagonal matrix. The parameter vector θk in the kth component contains the free
unknown parameters inΛk,Πk,Γ k,Φk,Ψ δk, and Ψ k.
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For mixture models, it is important to assign a different uk in the measurement equation of each component in order to
effectively analyze data from the heterogeneous populations that differ by theirmean vectors. As themixturemodel defined
above is invariant with respect to the permutation of labels k = 1, . . . , K , adoption of an unique labeling for identifiability
is important. One method is to impose the ordering u1,1 < · · · < uK ,1 for solving the label switching problem, where uk,1 is
the first element of the mean vector uk, see [30]. This method works well if u1,1 < · · · < uK ,1 are well separated. However,
if u1,1 < · · · < uK ,1 are close to each other, the label switching problem may not be able to eliminate, and misleading
results may be obtained. Hence, the random permutation sampler proposed by Frühwirth-Schnatter [9] will be applied to
find the suitable identifiability constraints. Moreover, for each k = 1, . . . , K , structural parameters in the covariancematrix
Σk corresponding to the model defined by Eqs. (4) and (5) are not identified. This problem is solved with the common
method in structural equation modeling by fixing appropriate elements inΛk,Πk, and/or Γ k at preassigned values that are
chosen on a problem-by-problem basis. Moreover, inspired by many works in finite mixture models, a group label wi for
the ith observation yi will be introduced as a latent allocation variable. We assume that it is independently drawn from the
following multinomial distribution:
p(wi = k) = πk, for k = 1, . . . , K .
3.2. Lv measure for mixture SEMs
For convenience, let Ωi = (ω1i, . . . ,ωKi),Ω1i = (η1i, . . . , ηKi),Ω2i = (ξ1i, . . . , ξKi), and Ω = (Ω1, . . . ,Ωn). Let W =
(w1, . . . , wn) be the simulated observations of latent allocation variables at an MCMC iteration, where wi ∈ {1, . . . , K}.
Furthermore, letW ∗ = (w∗1, . . . ,w∗n), wherew∗i = (w∗i1, . . . , w∗iK )T is defined by:w∗ik = 1 ifwi = k, andw∗ik = 0 otherwise.
LetW ∗rep = (w∗rep1 , . . . ,w∗repn ) be the replication, which has the same distribution asW ∗.
There are two important issues in analyzing the proposed mixture SEM. One is prediction, and the other is classification.
First, a measure that considers the accuracy of the prediction is proposed as
L1v(Y obs) =
n
i=1

tr(Var(yrepi |Y obs))+ v(yobsi − µi)T (yobsi − µi)

, (6)
where µi = E(yrepi |Y obs), in which the conditional expectation is taken with respect to the predicted posterior distribution
p(yrepi |Y obs) defined by
p(yrepi |Y obs) =
 K
k=1
p(yrepi |θ, ξki, wi = k)p(θ, ξki, wi = k|Y obs)dθdξki.
The conditional expectation µi is given as follows:
µi = E(yrepi |Y obs) =

yrepi p(y
rep
i |Y obs)dyrepi
=
 K
k=1

yrepi p(y
rep
i |θ, ξki, wi = k)dyrepi p(θ, ξki, wi = k|Y obs)dθdξki
= Eθ,Ω2i,wi|Y obs

E(yrepi |θ,Ω2i, wi)

, (7)
and
E(yrepi |θ, ξki, wi = k) = uk + Λkη(Π−10k Γ kξki)+ Λkξ ξki,
whereΛkη andΛkξ are the submatrices ofΛk corresponding to ηki and ξki, respectively. For the conditional variance of y
rep
i ,
we have
Var(yrepi |Y obs) = E[(yrepi )(yrepi )T |Y obs] − E(yrepi |Y obs)E(yrepi |Y obs)T , (8)
where
E{(yrepi )(yrepi )T |Y obs} =

(yrepi )(y
rep
i )
Tp(yrepi |Y obs)dyrepi
= Eθ,Ω2i,wi|Y obs

E{(yrepi )(yrepi )T |θ,Ω2i, wi}

,
in which
E{(yrepi )(yrepi )T |θ,Ω2i, wi} = Var(yrepi |θ,Ω2i, wi)+ E(yrepi |θ,Ω2i, wi)E(yrepi |θ,Ω2i, wi)T ,
and
Var(yrepi |θ, ξki, wi = k) = (ΛkηΠ−10k )Ψ δk(ΛkηΠ−10k )T + Ψ k.
Now, we consider the accuracy of classification. Note that the higher accuracy of classification is equivalent to the
lower rate of misclassification. Therefore, instead of considering the accuracy of the classification, we consider the loss
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of misclassification. Again, the following Lv measure is considered:
L2v(Y obs) =
n
i=1

tr(Var(w∗repi |Y obs))+ v(w∗i − µ∗i )T (w∗i − µ∗i )

, (9)
where µ∗i = E(w∗repi |Y obs) = (E(w∗repi1 |Y obs), . . . , E(w∗repiK |Y obs))T , and for k = 1, . . . , K ,
E(w∗repik |Y obs) = p(w∗repik = 1|Y obs) = p(wrepi = k|Y obs)
=

p(wrepi = k|uk, θk, Y obs)p(uk, θk|Y obs)dukdθk,
in which p(wrepi = k|uk, θk, Y obs) = πkfk(y
obs
i |uk,θk)
f (yobsi |θ)
. After obtaining the conditional expectation, the kth diagonal element of
the conditional covariance matrix Var(w∗repi |Y obs) can be obtained as
Var(w∗repik |Y obs) = p(w∗repik = 1|Y obs)(1− p(w∗repik = 1|Y obs)).
Combine Eqs. (6) and (9), the Lv measure for the proposed mixture SEM is given by
Lv(Y obs) =
n
i=1

tr(Var(yrepi |Y obs))+ v(yobsi − µi)T (yobsi − µi)

+
n
i=1

tr(Var(w∗repi |Y obs))+ v(w∗i − µ∗i )T (w∗i − µ∗i )

. (10)
As the Lv(Y obs) given in Eq. (10) is not in closed form, it is computed on the basis of observations simulated from the
joint posterior distribution p(θ,Ω,W |Y obs). Note that these simulated observations have been obtained through some
MCMC methods in the Bayesian estimation. Suppose {θ(s),Ω(s),W (s); s = 1, . . . , S} is an MCMC sequence generated from
p(θ,Ω,W |Y obs)with conjugate prior distributions (see Appendix A). The Lv measure defined by Eq. (10) is calculated as:
Lv(Y obs) =
n
i=1

tr(Σi)+ v(yobsi −µi)T (yobsi −µi)+ n
i=1

(p∗i )
T (1− p∗i )+ v(w∗i − p∗i )T (w∗i − p∗i )

,
where 1 is a K -dimensional vector with 1 at all elements,
Σi = 1S
S
s=1

Λ
(s)
k(s)η
(Π
(s)
0k(s)
)−1Ψ (s)
δk(s)
{Λ(s)
k(s)η
(Π
(s)
0k(s)
)−1}T + Ψ (s)
k(s)

+ 1
S
S
s=1
(µ
(s)
k(s) i
)(µ
(s)
k(s) i
)T −µiµTi ,
andµi = 1S Ss=1 µ(s)k(s) i, k(s) = w(s)i , in which
µ
(s)
k(s) i
= u(s)
k(s)
+ Λ(s)
k(s)η
(Π
(s)
0k(s)
)−1Γ (s)k ξ
(s)
k(s)i
+ Λ(s)
k(s)ξ
ξ
(s)
k(s) i
.
In the second summation, p∗i = (p∗i1, . . . , p∗iK )T and w∗i = (w∗i1, . . . , w∗iK ). For k = 1, . . . , K , p∗ik = 1S
S
s=1 I(w
(s)
i = k), and
w∗ik = 1 if max(p∗i ) = p∗ik,w∗ik = 0 otherwise.
3.3. Simulation study 1
In this section, a simulation study is conducted to demonstrate the performance of the Lv measure for model selection
of mixture SEMs. Suppose the observations Y obs are generated from a mixture SEM with two components defined by
Eqs. (3)–(5). The loading matricesΛ1 andΛ2 are given by
ΛT1 = ΛT2 =
1.0∗ λ21 λ31 0.0∗ 0.0∗ 0.0∗ 0.0∗ 0.0∗ 0.0∗
0.0∗ 0.0∗ 0.0∗ 1.0∗ λ52 λ62 0.0∗ 0.0∗ 0.0∗
0.0∗ 0.0∗ 0.0∗ 0.0∗ 0.0∗ 0.0∗ 1.0∗ λ83 λ93

, (11)
where the elements with asterisks are fixed. The true values of the parameters in this model are given by: π1 = 0.5, π2 =
0.5, u1 = 0 × 19, u2 = 2 × 19, where 19 is a 9-dimensional vector with all elements being 1, λ21 = λ31 = λ52 = λ62 =
λ83 = λ93 = 0.8, Γ 1 = (0.5, 0.5),Γ 2 = (0.5,−0.5),Ψ 1 = diag(0.64),Ψ 2 = diag(0.36), ψδ1 = 0.5, ψδ2 = 1.0, and
φk,11 = φk,22 = 1.0, for k = 1, 2, φ1,12 = 0.3, and φ2,12 = −0.3. For convenience, we denote this two-component
mixture SEM asM2. To evaluate the performance of the Lv measure, three SEMs with different numbers of components are
considered as competingmodels. LetM1,M3, andM4 bemixture SEMswith one, three, and four components, respectively. In
this simulation study, two sampleswithN = 300 and 600 are considered, and 100 replications are conducted to estimate the
calibration distribution in each sample. Two types of prior inputs required in the conjugate prior distributions are considered
(see Appendix A).
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Table 1
The mean of the Lv measures and the calibration distribution summaries in simulation study 1.
Prior Sample size (N) Model Mean (L0.5) µ0.5 SD0.5 95% HPD
Prior I
300
M2 3157.436 – – –
M1 3325.981 168.545 78.274 (39.502, 307.358)
M3 3155.765 −1.671 21.408 (−44.355, 33.198)
M4 3159.633 2.198 22.583 (−45.667, 42.495)
600
M2 6246.697 – – –
M1 6746.575 499.877 112.245 (264.720, 692.098)
M3 6240.849 −5.848 9.705 (−34.112, 9.453)
M4 6238.067 −8.630 13.690 (−41.791, 12.232)
Prior II
300
M2 3735.657 – – –
M1 3822.117 86.460 55.856 (1.987, 197.129)
M3 3742.335 6.678 5.487 (−4.698, 17.288)
M4 3748.650 12.993 7.014 (1.658, 25.841)
600
M2 6898.080 – – –
M1 7294.296 396.217 109.127 (150.538, 574.789)
M3 6903.009 4.930 7.404 (−9.959, 19.057)
M4 6908.377 10.297 7.366 (−4.014, 24.985)
(a) n = 300. (b) n = 600.
Fig. 1. Calibration distributions in simulation study 1 under Prior I. PL1, PL3, and PL4 indicate the calibration distributions corresponding toM1 ,M3 , and
M4 , respectively.
(a) n = 300. (b) n = 600.
Fig. 2. Calibration distributions in simulation study 1 under Prior II.
The mean values of the Lv measures and the summaries of the calibration distributions are given in Table 1, where
mean(L0.5) denotes the mean value of the Lv measure with v = 0.5,µ0.5, SD0.5, and 95% HPD denote the mean, the standard
deviation, and the 95% HPD interval of the calibration distribution with v = 0.5, respectively. From this table, we see that
µ0.5 and the 95% HPD interval corresponding to M1 are far apart from zero, so M2 is much better than M1 under each case.
For M3 and M4, however, µ0.5 values are relatively close to zero, and their 95% HPD intervals include zero. Therefore, the
performances of M2,M3, and M4 are similar. Based on the parsimonious principle, the simpler model M2 is selected. The
estimated calibration distributions corresponding toM1–M4 under each given prior inputs and sample size are presented in
Fig. 1(a) to 2(b). From these figures, the calibration distributions corresponding toM3 andM4 are centered at zero, while the
calibration distribution corresponding toM1 is not centered at zero under each case. This gives the same conclusion as above.
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Table 2
Calibration distribution summaries in Example 1.
Model µ0.5 SD0.5 95% HPD
M1 3861.841 462.727 (2924.941, 4575.270)
M2 1190.338 283.321 (643.688, 1708.400)
M4 −4.170 157.924 (−384.711, 236.816)
M5 −18.342 166.512 (−381.604, 252.348)
The above simulation study shows that only considering themodelwith the smallest Lv measure is not enough in amodel
comparison, especially when the differences of Lv measures for competing models are small. We need to further examine
the calibration distributions corresponding to competingmodels. After the calibration, we select themodel according to the
following two guidelines: (1) If the calibration distributions are centered at around zero, i.e., the means are close to zero,
and the 95% HPD intervals include zero, then it indicates that the candidate models (on the average) perform similarly to
the criterion minimizing model in fitting the data. According to the parsimony principle, we should choose the simplest
model among those with similar performance. (2) If the calibration distributions are not centered at zero, i.e., the means are
far apart from zero, and the 95% HPD intervals do not include zero or hardly include zero (zero is very close to one of the
endpoints of the 95% HPD intervals), then it indicates that the other candidate models (on the average) perform worse than
the criterion minimizing model. Thus, the model with the smallest Lv measure should be selected.
3.4. Example 1: an application to ‘Job’ and ‘Homelife’ study
In this section, a small portion of the ICPSR data set collected in the project WORLD VALUES SURVEY 1981–1984 AND
1990–1993 (World Value Study Group, ICPSR Version) is analyzed. As an illustration, only the data obtained from United
Kingdom are used. Eight variables (V116, V117, V180, V132, V96, V255,V254, and V252) in the original data set that are
related to respondents’ ‘job’ and ‘homelife’ are taken as observed variables in y. A description of these variables in the
questionnaire is given in Appendix B. After deleting the cases withmissing entries, the sample size is 819. Lee [15] proposed
a finite mixture of SEMs for analyzing this data set and applied the Bayes factor for model comparison. Here, five mixture
SEMs as discussed in [15] are considered, and the Lv measure is used for model comparison. These competing models are
denoted byMk for k = 1, . . . , 5, where k is the number of components inMk. Each component in these models are defined
by Eqs. (3)–(5), with three latent variables which can be roughly interpreted as ‘job satisfaction η’, ‘homelife, ξ1’, and ‘job
attitude, ξ2’. The parameters in the model are specified asΠk = 0,Ψ δk = ψδk,Γ k = (γk,1, γk,2), Ψ k = diag(ψk1, . . . , ψk8),
and
ΛTk =
1.0∗ λ21 0.0∗ 0.0∗ 0.0∗ 0.0∗ 0.0∗ 0.0∗
0.0∗ 0.0∗ 1.0∗ λ42 λ52 0.0∗ 0.0∗ 0.0∗
0.0∗ 0.0∗ 0.0∗ 0.0∗ 0.0∗ 1.0∗ λ73 λ83

, Φk =

φk,11 φk,12
φk,21 φk,22

.
The elements inΛk with an asterisk are fixed for identification purpose. Prior inputs in the conjugate prior distributions are
also given in Appendix A.
The Lv measures for these five models are: L0.5(Y obs,M1) = 34547.15, L0.5(Y obs,M2) = 32368.39, L0.5(Y obs,M3) =
30323.69, L0.5(Y obs,M4) = 30680.77, L0.5(Y obs,M5) = 31061.87. The mixture model with three components, M3, has the
smallest value of the Lv measure. Therefore, M3 is selected. To obtain the calibration distributions corresponding to other
candidate modelsM1,M2,M4, andM5, 100 pseudo data sets are generated fromM3. The summaries are reported in Table 2.
From this table, µ0.5(M1) and µ0.5(M2) are substantially larger than zero, and the corresponding 95% HPD intervals are
far apart from zero. Therefore, M3 is much better than M1 and M2. However, µ0.5(M4) and µ0.5(M5) are less than zero but
relatively close to zero, and their 95% HPD intervals include zero. Hence, the performances ofM3,M4, andM5 are similar in
fitting this data set. According to the parsimonious principle, the simplermodel,M3, is selected. The calibration distributions
of M1,M2,M4, and M5 are presented in Fig. 3, from which we can draw the same conclusion. This comparison had been
conducted by Lee [15, Chapter 11] using the Bayes factor, and the same model,M3, was selected among the five competing
models.
4. Model comparison for two-level nonlinear SEMs
4.1. Two-level nonlinear SEMs
We consider the following standard two-level nonlinear SEM (see, for example, [15]). Suppose {ygi, i = 1, . . . ,Ng , g =
1, . . . ,G} is a collection of p-variate random vectors. The sample size Ng may differ from group to group so that the data set
can be unbalanced. At the first level, we assume that, conditional on the groupmean Vg , random observations in each group
satisfy the following measurement equation:
ygi = Vg + Λ1gω1gi + ϵ1gi, (12)
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Fig. 3. Calibration distributions in Example 1.
where Λ1g is a p × q1 matrix of factor loadings; ω1gi is a q1 × 1 random vector of latent variables; ϵ1gi is a p × 1 random
vector of error measurements, and ϵ1gi is independent of ω1gi and has a distribution of N[0,Ψ 1g ], where Ψ 1g is a diagonal
matrix. Note that due to the existence of Vg , ygi and ygj are dependent. To account for the structure at the between-groups
level, we assume that: for g = 1, . . . ,G,
Vg = u+ Λ2ω2g + ϵ2g , (13)
where u is the vector of intercepts;Λ2 is a p× q2 matrix of factor loadings; ω2g is a q2× 1 vector of latent variables; ϵ2g is a
p× 1 random vector of error measurements, and ϵ2g is independent of ω2g and has a distribution of N[0,Ψ 2], where Ψ 2 is a
diagonal matrix. Moreover, the first and the second level measurement errors are assumed to be independent. According to
Eqs. (12) and (13), ygi can be expressed as ygi = u+Λ2ω2g+ϵ2g+Λ1gω1gi+ϵ1gi. To assess the inter-relationships among latent
variables, the latent vectorsω1gi andω2g are partitioned asω1gi = (ηT1gi, ξT1gi)T andω2g = (ηT2g , ξT2g)T , respectively. Note that
η1gi(q11×1) and η2g(q21×1) are outcome latent variables, ξ1gi(q12×1) and ξ2g(q22×1) are explanatory latent variables, with
qj1+ qj2 = qj for j = 1, 2. The distributions of ξ1gi and ξ2g are N[0,Φ1g ] and N[0,Φ2], respectively. The following nonlinear
structural equations are incorporated in the within-groups and between-groups models of the proposed two-level SEM:
η1gi = Π1gη1gi + Γ 1gF1(ξ1gi)+ δ1gi, (14)
η2g = Π2η2g + Γ 2F2(ξ2g)+ δ2g , (15)
where Π1g(q11 × q11),Π2(q21 × q21), Γ 1g(q11 × a) and Γ 2(q21 × b) are unknown parameter matrices; F1(ξ1gi) =
(f11(ξ1gi), . . . , f1a(ξ1gi))
T and F2(ξ2g) = (f21(ξ2g), . . . , f2b(ξ2g))T are vector-valued functions with nonzero differentiable
functions f1k and f2k, respectively, and usually a ≥ q12 and b ≥ q22; δ1gi ∼ N[0,Ψ 1gδ] and δ2g ∼ N[0,Ψ 2δ] are vectors of error
measurements, where Ψ 1gδ and Ψ 2δ are diagonal matrices. In the within-groups and between-groups structural equations,
we assume that δ1gi and δ2g are independent of ξ1gi and ξ2g , respectively. LetΛ
∗
1g = (Π1g ,Γ 1g), G1(ω1gi) = (ηT1gi, F1(ξ1gi)T )T ,
Λ∗2 = (Π1,Γ 2), and G2(ω2g) = (ηT2g , F2(ξ2g)T )T , Eqs. (14) and (15) can be rewritten as: η1gi = Λ∗1gG1(ω1gi)+ δ1gi, and η2g =
Λ∗2G2(ω2g) + δ2g , respectively. Moreover, we assume that the within-groups latent vectors η1gi and ξ1gi are independent
of the between-groups latent vectors η2g and ξ2g . Thus, from Eq. (14), η1gi is independent of η2g and ξ2g . Furthermore, we
assume thatΠ1g0 = Iq11 −Π1g andΠ20 = Iq21 −Π2 are nonsingular, and their determinants are respectively independent
of the elements in Π1g and Π2. Λ1gη and Λ1gξ are the submatrices of Λ1g corresponding to η1gi and ξ1gi, respectively. Λ2η
andΛ2ξ are the submatrices ofΛ2 corresponding to η2g and ξ2g , respectively. Then the two-level nonlinear SEM defined by
Eqs. (12)–(15) can be rewritten as
ygi = u+ Λ2η

Π−120 Γ 2F2(ξ2g)+ δ2g
+ Λ2ξ ξ2g + ϵ2g + Λ1gη Π−11g0Γ 1F1(ξ1gi)+ δ1gi+ Λ1gξ ξ1gi + ϵ1gi. (16)
The proposed two-level nonlinear SEM is not identifiedwithout imposing the identification conditions. The commonmethod
of fixing appropriate elements in Λ1g ,Π1g ,Γ 1g ,Λ2,Π2, and Γ 2 at preassigned values can be used to achieve an identified
model. See [15, Chapter 9] for more discussion of two-level SEMs.
4.2. Lv measure for two-level nonlinear SEMs
Let θ be the parameter vector that contains all the unknown structural parameters in u, Λ1g , Ψ 1g , Π1g , Γ 1g , Φ1g , Ψ 1gδ ,
Λ2, Ψ 2, Γ 2, and Φ2. Let Y obs = {ygi, g = 1, . . . ,G, i = 1, . . . ,Ng} denote the observations, and Y rep = {yrepgi , g =
1, . . . ,G, i = 1, . . . ,Ng}, which has the same distribution with Y obs, denote the replicated data. Let V = (V1, . . . ,VG),
Ω1g = (ω1g1, . . . ,ω1gNg ),Ω1 = (Ω11, . . . ,Ω1G), andΩ2 = (ω21, . . . ,ω2G). Moreover, letΩ1η andΩ1ξ be the submatrices
of Ω1 corresponding to η1gi and ξ1gi, respectively; and let Ω2η and Ω2ξ be the submatrices of Ω2 corresponding to η2g and
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ξ2g , respectively. For the proposed two-level nonlinear SEM, the Lv measure is defined by
Lv(Y obs) =
G
g=1
Ng
i=1

tr{Var(yrepgi |Y obs)} + v(ygi − µgi)T (ygi − µgi)

, (17)
whereµgi = E(yrepgi |Y obs), in which the conditional expectation is takenwith respect to the predictive posterior distribution:
p(yrepgi |Y obs) =

p(yrepgi |θ, ξ1gi, ξ2g)p(θ, ξ1gi, ξ2g |Y obs)dθdξ1gidξ2g .
Therefore,
µgi = E

E(yrepgi |θ, ξ1gi, ξ2g)|Y obs

. (18)
According to Eq. (16), the conditional expectation E(yrepgi |θ, ξ1gi, ξ2g) in Eq. (18) is equal to
u+ Λ2η(Π−120 Γ 2F2(ξ2g))+ Λ2ξ ξ2g + Λ1gη(Π−11g0Γ 1gF1(ξ1gi))+ Λ1gξ ξ1gi.
Similarly, the conditional variance Var(yrepgi |Y obs) in Eq. (17) is equal to
Var

E(yrepgi |θ, ξ1gi, ξ2g)|Y obs
+ E Var(yrepgi |θ, ξ1gi, ξ2g)|Y obs , (19)
where
Var

E(yrepgi |θ, ξ1gi, ξ2g)|Y obs
 = E E(yrepgi |θ, ξ1gi, ξ2g) E(yrepgi |θ, ξ1gi, ξ2g)T |Y obs− µgiµTgi,
Var(yrepgi |θ, ξ1gi, ξ2g) = (Λ2ηΠ−120 )Ψ 2δ(Λ2ηΠ−120 )T + Ψ 2 + (Λ1gηΠ−11g0)Ψ 1gδ(Λ1gηΠ−11g0)T + Ψ 1g .
Hence, the Lv measure can be calculated on the basis of the conditional expectation and variance given in Eqs. (18) and (19).
As their closed forms cannot be obtained, MCMCmethods are used in the calculation. Similarly, let {θ(s),V (s),Ω(s)1 ,Ω(s)2 ; s =
1, . . . , S} be the MCMC sequence generated from the joint conditional posterior distribution of [θ,V ,Ω1,Ω2|Y obs] with
conjugate prior distributions (see Appendix A) in the Bayesian estimation. Then the Lv measure defined by Eq. (17) is given
by
Lv(Yobs) =
G
g=1
Ng
i=1
tr(Σgi)+ v G
g=1
Ng
i=1
(ygi −µgi)T (ygi −µgi),
where
µgi = 1S
S
s=1
µ
(s)
gi ,
Σgi = 1S
S
s=1

Σ
(s)
gi + µ(s)gi (µ(s)gi )T

−µgi(µgi)T ,
µ
(s)
gi = u(s) + Λ(s)2ηΠ(s)20
−1
Γ
(s)
2 F2(ξ
(s)
2g )+ Λ(s)2ξ ξ(s)2g + Λ(s)1gηΠ(s)1g0
−1
Γ
(s)
1g F1(ξ
(s)
1gi)+ Λ(s)1gξ ξ(s)1gi,
Σ
(s)
gi = Λ(s)2ηΠ(s)20
−1
Ψ
(s)
2δ

Λ
(s)
2ηΠ
(s)
20
−1T + Ψ (s)2 + Λ(s)1gηΠ(s)1g0−1Ψ (s)1gδ Λ(s)1gηΠ(s)1g0−1T + Ψ (s)1g .
In this paper, we consider two-level SEMs with all invariant within-groups parameters, which means θ11 = θ12 = · · · =
θ1G. Details about deriving the posterior distributions and generating the MCMC observations can be found in [15].
4.3. Simulation study 2
In this simulation study, observations are generated from the following two-level nonlinear SEM, say M0. The
measurement equations are given by Eqs. (12) and (13). In this model, we assume thatΛ1g = Λ1. To identify the model,Λ1
andΛ2 have the same form as that given in (11). The structural equations of the within-groups and between-groups models
ofM0 are given as follows:
η1gi = γ11ξ1gi1 + γ12ξ1gi2 + γ13ξ1gi1ξ1gi2 + δ1gi,
η2g = γ21ξ2g1 + γ22ξ2g2 + δ2g ,
whereω1gi = {η1gi, ξ1gi1, ξ1gi2} is the vector of latent variables in the within-groupsmodel, andω2g = {η2g , ξ2g1, ξ2g2} is the
vector of latent variables in the between-groupsmodel. The true values of someparameters are given by:λ21 = λ31 = λ52 =
λ62 = λ83 = λ93 = 0.8, u = (0, . . . , 0)T , Γ 1g = Γ 1 = (γ11, γ12, γ13) = (0.6, 0.6,−0.4), Γ 2 = (γ21, γ22) = (0.6, 0.6), and
Ψ 1g = Ψ 1 = 0.64I9, Ψ 2 = 0.36I9, where I9 is a 9-dimensional identity matrix. True values of parameters in the covariance
matrices Φ1g = Φ1,Φ2,Ψ 1gδ = ψ1δ , and Ψ 2δ = ψ2δ are given by φ1,11 = φ1,22 = 1.0, φ1,12 = 0.3, Φ2 = Φ1, ψ1δ = 0.64
andψ2δ = 0.36. The structural equation of the between-groups is linear, and the structural equation of the within-groups is
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Table 3
The mean of the Lv measures and the calibration distribution summaries in simulation study 2.
Prior Sample size (N) Model Mean (L0.5) µ0.5 SD0.5 95% HPD
Prior I
1000
M0 18037.049 – – –
M1 20379.092 2342.043 409.974 (1573.234, 3066.244)
M2 18585.459 548.410 133.428 (315.598, 837.713)
M3 18574.902 537.854 136.609 (331.680, 856.649)
M4 18040.594 3.545 54.883 (−97.074, 111.106)
1500
M0 27104.910 – – –
M1 30691.829 3586.919 471.146 (2746.449, 4566.627)
M2 27885.636 780.726 174.418 (478.045, 1135.086)
M3 27887.252 782.342 180.206 (379.828, 1142.793)
M4 27108.927 4.017 79.882 (−123.440, 144.897)
2000
M0 36066.012 – – –
M1 41063.885 4997.873 655.524 (3723.356, 6024.570)
M2 37172.099 1106.087 268.667 (570.621, 1602.051)
M3 37185.838 1119.826 268.117 (622.727, 1613.824)
M4 36054.359 −11.653 94.785 (−185.301, 153.191)
Prior II
1000
M0 20368.84 – – –
M1 21885.01 730.247 394.457 (32.79, 1483.379)
M2 20912.17 518.276 122.303 (297.381, 779.656)
M3 20952.63 520.055 129.954 (296.621, 774.641)
M4 20462.33 6.91 55.656 (−82.836, 98.736)
1500
M0 29491.332 – – –
M1 31122.734 1631.401 450.888 (727.012, 2412.766)
M2 30256.928 765.596 161.661 (500.773, 1142.496)
M3 30271.349 780.016 166.609 (513.664, 1115.918)
M4 29489.946 −1.386 73.578 (−123.754, 137.684)
2000
M0 38544.984 – – –
M1 41501.122 2956.138 636.520 (1789.012, 4003.023)
M2 39638.304 1093.320 261.839 (507.750, 1551.527)
M3 39660.264 1115.280 258.207 (643.898, 1601.887)
M4 38527.284 −17.700 76.920 (−143.895, 147.313)
nonlinearwith an interaction term. For each of the 100 replications, three sampleswith different sample sizes are generated.
Specifically, the first sample is generated with N = 1000,G = 150,N1 = · · · = N100 = 5,N101 = · · · = N150 = 10; the
second sample is generated with N = 1500,G = 200,N1 = · · · = N100 = 5,N101 = · · · = N200 = 10; and the third sample
is generated with N = 2000,G = 300,N1 = · · · = N200 = 5,N201 = · · · = N300 = 10. In this simulation study, two types
of prior inputs required in the conjugate prior distributions are considered (see Appendix A).
Four competing models are considered. The first one is the following single-level SEM:
M1: yi = u+ Λωi + ϵi, and ηi = γ1ξi1 + γ2ξi2 + γ3ξi1ξi2 + δi, i = 1, . . . ,N. (20)
Three two-level SEMs with the same measurement equation as M0 but different structural equations are given as follows:
for g = 1, . . . ,G and i = 1, . . . ,Ng ,
M2: η1gi = γ11ξ1gi1 + γ12ξ1gi2 + δ1gi,
η2g = γ21ξ2g1 + γ22ξ2g2 + γ23ξ2g1ξ2g2 + δ2g ,
M3: η1gi = γ11ξ1gi1 + γ12ξ1gi2 + δ1gi,
η2g = γ21ξ2g1 + γ22ξ2g2 + δ2g ,
M4: η1gi = γ11gξ1gi1 + γ12ξ1gi2 + γ13ξ1gi1ξ1gi2 + δ1gi,
η2g = γ21ξ2g1 + γ22ξ2g2 + γ23ξ2g1ξ2g2 + δ2g .
Based on the true modelM0, the calibration distributions for the four competing models are obtained. The mean values
of the Lv measures and the calibration distribution summaries under each prior inputs and sample size are given in Table 3.
From this table, we see that the values of µ0.5 corresponding to M1,M2, and M3 are significantly larger than zero, and
the 95% HPD intervals corresponding to these three models are far apart from zero. Hence, we conclude that M0 is better
than M1–M3. For M4, however, µ0.5 value is relatively close to zero, and the 95% HPD interval includes zero. Therefore, we
conclude thatM0 andM4 perform similarly. According to the parsimonious principle, the simpler modelM0 is selected. The
estimated calibration distributions ofM1–M4 under Prior I are presented in Fig. 4(a)–(c), inwhich the calibration distribution
corresponding toM4 is centered at zero under each case, while the others are far apart from zero. Hence, we draw the same
conclusion as before. Besides, when sample size increases, the centers of the calibration distributions corresponding to
M1–M3 become further apart from zero. While the center of the calibration distribution corresponding toM4 changes little.
The estimated calibration distributions corresponding toM1–M4 under Prior II are similar and not presented to save space.
Thus, it seems that the Lv measure is rather robust to prior inputs under the given model settings and sample sizes.
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(a) N = 1000. (b) N = 1500.
(c) N = 2000.
Fig. 4. Calibration distributions in simulation study 2 under Prior I.
4.4. Example 2: an application related to an educational project
A real example related to Accelerated Schools for Quality Education (ASQE) Project is analyzed. The ASQE project was
conducted for helping schools to achieve an internal cultural change in order to be self-reliant in attaining school-based goals
in self-improvement. In this paper, we focus on the particular issue about the causal relationships among the school values
inventory, teachers job satisfaction, and their empowerment in identifying and solving the schools problems. Relationships
among these latent variables at the school level and the teacher level are important in the cultivation of their own and
their peers skills in improving their teaching skills and practice. Based on the proposed two-level SEM that incorporates
the effects of the between-groups (school level) latent variables on the within-groups (teacher level) latent variables, the
precise interrelationships among the latent variables in both levels can be assessed. The data set is hierarchically structured
with N = 1555 teachers nested in G = 50 schools, with Ng ranged from 14 to 47.
Three observed variables (relating to questions: ‘I proudly introduce my school as a worth-while working place to my
friends’; ‘I find that my attitude of value is close to my schools attitude of value’; and ‘I can fully utilize my potentials in my
school work’.), yg1, yg2, and yg3 are taken as indicators for the latent factor, ‘job satisfaction’. These variables are measured
via a 7-point scale. For brevity, they are treated as continuous. The observed variables yg4, yg5, and yg6 for the latent variable
‘school value inventory’ are: participation and collaboration, collegiality, and communication and consensus, which are
respectively measured by the averages of seven, six, and ten items in the questionnaire. The observed variables yg7, yg8, and
yg9 for the latent factor ‘teachers empowerment’ are: decisionmaking, self efficacy, and self autonomy, which are measured
by the averages of four, four, and five items in the questionnaire.
Six two-level SEMs, M0, . . . ,M5, with nine observed variables and three latent variables are considered. They have
the same between-groups model, and the same within-groups measurement equation, but with different within-groups
structural equations. Specifically, a factor analysismodel for the between-groupsmodel is considered. Three latent variables,
‘job satisfaction, ω2g1’, ‘schools value inventory, ω2g2’, and ‘teachers’ empowerment, ω2g3’ are considered in this factor
analysis model. These latent factors are allowed to be correlated, and ω2g = (ω2g1, ω2g2, ω2g3)T ∼ N[0,Φ2]. Similar as
discussed in [15], we consider the following common structure for the factor loading matrix:
ΛT2 =
1.0∗ λ2,21 λ2,31 0.0∗ 0.0∗ 0.0∗ 0.0∗ 0.0∗ 0.0∗
0.0∗ 0.0∗ 0.0∗ 1.0∗ λ2,52 λ2,62 0.0∗ 0.0∗ 0.0∗
0.0∗ 0.0∗ 0.0∗ 0.0∗ 0.0∗ 0.0∗ 1.0∗ λ2,83 λ2,93

,
where the elements with asterisks are fixed. For the within-groups model at the teachers level, we also use the
same factor loading structure of Λ2 for Λ1 (with unknown elements denoted by λ1,ij) to relate the latent factors to the
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Fig. 5. Calibration distributions in Example 2.
Table 4
Calibration summaries in Example 2.
Model µ0.5 SD0.5 95% HPD
M0 119.149 107.884 (−33.307, 358.124)
M1 4412.300 320.986 (3857.586, 5108.685)
M2 118.533 68.006 (−8.213, 228.110)
M3 4350.957 318.336 (3820.036, 5005.845)
M5 22.309 37.425 (−57.704, 88.144)
observed variables. Again, there are three latent factors, ηgi, ξgi1, and ξgi2, in the within-groups model. Based on the meaning
of the corresponding questions, ηgi, ξgi1, and ξgi2 are similarly interpreted as ‘job satisfaction’, ‘schools value inventory’, and
‘teachers’ empowerment’ that are directly related to the teachers. The variances and covariance of ξgi1 and ξgi2 are given by
φ1,11, φ1,22 and φ1,12, respectively. As ‘job satisfaction’ of the teachers is an important factor in education, it is of interest
to investigate its relationships with the other latent factors. Therefore, the within-groups structural equations for the six
competing SEMs are given as follows:
M0: ηgi = γ1ξgi1 + γ2ξgi2 + γ4ω2g1 + γ5ω2g2 + γ6ω2g3 + δgi,
M1: ηgi = δgi,
M2: ηgi = γ1ξgi1 + γ2ξgi2 + δgi,
M3: ηgi = γ4ω2g1 + γ5ω2g2 + γ6ω2g3 + δgi,
M4: ηgi = γ1ξgi1 + γ2ξgi2 + γ3ξgi1ξgi2 + γ4ω2g1 + γ5ω2g2 + γ6ω2g3 + δgi,
M5: ηgi = γ1ξgi1 + γ2ξgi2 + γ3ξgi1ξgi2 + γ4ω2g1 + γ5ω2g2 + γ6ω2g3 + γ7ω2g2ω2g3 + δgi.
In this analysis, the Bayesian approach is used to estimate the unknown parameters, and the Lv measure is
applied to model comparison. The Lv measures for the six models are: L0.5(Y obs,M0) = 8549.997, L0.5(Y obs,M1) =
9745.978, L0.5(Y obs,M2) = 8500.443, L0.5(Y obs,M3) = 12540.29, L0.5(Y obs,M4) = 8407.755, and L0.5(Y obs,M5) =
8471.401. From these results, M4 with the smallest Lv measure is selected. To estimate the calibration distributions, M4
is taken as the true model and 100 pseudo data sets generated from this model are used. The calibration distribution
summaries are reported in Table 4, and the estimated calibration distributions are presented in Fig. 5. From these results,
the values of µ0.5 forM1 andM3 are significantly larger than zero, and their corresponding 95% HPD intervals are far apart
from zero. Hence, M1 and M3 are much worse than M4. Compared with M1 and M3, the values of µ0.5 for M0 and M2 are
relatively smaller but still substantially different from zero. Although the 95% HPD intervals associated with M0 and M2
include zero but note the fact that zero is very close to the left endpoints of these intervals, indicating that the calibration
distributions are not centered at zero. So, M0 and M2 are still worse than M4. Finally, compared with M0–M3, the value
of µ0.5 for M5 is closer to zero, and the associated calibration distribution is nearly centered at zero, indicating that the
performances of M5 and M4 are almost similar. According to the parsimony principle, the simpler model M4 is selected.
This data set had been analyzed by Lee [15, Chapter 9], and M4 was also selected as the best one among the six competing
models.
5. Discussion
In this paper, we proposed the Lv measure and its calibration distribution as an alternative model comparison statistic
for finite mixture SEMs and two-level nonlinear SEMs, which are widely used in the analysis of heterogeneous data. From
the definition, the Lv measure can be viewed as a trade-off between the predicted variance and bias, and the calibration
distribution is the marginal distribution of difference of the Lv measures between the candidate model and the true model.
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There could be other forms of the Lv measure for various SEMs. For example, for the following standard single level SEM
with one-component:
yi = u+ Λωi + ϵi, (21)
ηi = Πηi + Γ F(ξi)+ δi, (22)
the Lv measure can be modified as:
L∗v(Y
obs) =
n
i=1

tr{Var(yrepi |Y obs)} + v(yobsi − µi)T (yobsi − µi)

+
n
i=1

tr{Var(ωrepi |Y obs)} + v(ωobsi − µωi)T (ωobsi − µωi)

= L1v + L3v, (23)
where ωobsi is the simulated observation of the latent vector ωi, ω
rep
i is the replication of ω
obs
i , and µωi = E(ωrepi |Y obs). In Eq.
(23), L1v measures both the accuracy and variability of the predicted observed variables in measurement Eq. (21), and L3v
measures both the accuracy and variability of the predicted latent variables in Eq. (22). We have applied the L∗v measure to
compare models with the same measurement equation in Eq. (21) and different structural equations. Based on our results,
the performances of L∗v measure defined in Eq. (23) and the Lv measure defined in Eq. (2) (Lv = L1v) are similar. We have
also investigated the model comparison of mixture SEMs with L∗v = L1v + L2v + L3v , where L1v and L3v are the same as in
Eq. (23), and L2v is defined in Eq. (9). We find that the performances of this L∗v measure and the Lv measure defined in Eq. (9)
(Lv = L1v + L2v) in comparing mixture SEMs are similar. The related results are not presented here to save journal space.
While the Lv measure is computationally efficient and performs satisfactorily in the comparison of complex SEMs, it does
have limitations. First, in this paper we mainly consider L0.5 with v = 0.5. Clearly, finding an optimal weight for achieving
better results is desirable. Second, when comparing mixture SEMs, although our empirical evidence has demonstrated the
necessity of L2v for assessing classification accuracy, we do not provide a theoretical justification. Further attention might
be paid to this theoretical development. Finally, constructing calibration distribution may not be easy for some complicated
models. For instance, [27] recently applied the Lv measure for model comparison of semiparametric SEMs with a standard
model structure (single level SEMwith one-component). However, they did not consider the calibration distribution for the
Lv measure. It is worthwhile to consider this important topic in the future.
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Appendix A. Conjugate prior distributions and prior inputs
A.1. Prior distributions in analyzing mixture SEMs
A.1.1. Conjugate prior distributions
For k = 1, . . . , K , j = 1, . . . , p, and h = 1, . . . , q1,
p(uk) , N[u0,Σ0], p(Φk) , IWq2(R0, ρ0), p(π) =
Γ (Kα)
Γ (α)k
πα1 · · ·παK ,
p(Λkj|ψkj) , N[Λ0kj, ψkjH0ykj], p(ψ−1kj ) , Gamma(α0ϵk, β0ϵk),
p(Λωkh|ψδkh) , N[Λ0ωkh, ψδkhH0ωkh], p(ψ−1δkh) , Gamma(α0δk, β0δk)
whereΛkj is the jth row ofΛk,ψkj is the jth diagonal element of Ψ k;Λωk = (Πk,Γ k),Λωkh is the hth row ofΛωk, andψδkh is
the hth element of Ψ δk; π = (π1, . . . , πK ), Γ (·) is the Gamma function; u0,Λ0kj, α0ϵk, β0ϵk,Λ0ωkh, α0δk, β0δk, α, ρ0, and the
positive definite matricesΣ0, R0, H0ykj, and H0ωkh are all given hyperparameters.
A.1.2. Two types of prior inputs in simulation study 1
Prior I: For the normal distributions, the means are taken as the true values of the corresponding parameters, and the
covariance matrices are taken as the identity matrices with corresponding dimensions; R0 equals 4 times of the identity
matrix, and ρ0 = 7 in the Wishart distribution; α0ϵk = α0δk = 5 and β0ϵk = β0δk = 8, for k = 1, 2; α = 1 in the prior
distribution of π .
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Prior II: For the normal distributions, the means are taken as zero, the covariance matrices are equal to four times of
the identity matrices with appropriate dimensions; R0 equals 8 times of the identity matrix, and ρ0 = 8 in the Wishart
distribution; α0ϵk = α0δk = 10 and β0ϵk = β0δk = 10, for k = 1, 2; α = 2 in the prior distribution of π.
A.1.3. Prior inputs in example 1
The means of the normal distributions are taken as the estimates of the corresponding parameters obtained by using
noninformative prior inputs, the covariance matrices of the normal distributions are taken as the identity matrices with
appropriate dimension; R0 equals 5 times of the identity matrix, and ρ = 5 in the Wishart distribution; α0ϵk = α0δk = 6
and β0ϵk = β0δk = 6 in the gamma distributions.
A.2. Prior distributions in analyzing two-level nonlinear SEMs
A.2.1. Conjugate prior distributions
In the within-groups model, for g = 1, . . . ,G, j = 1, . . . , p, and h = 1, . . . , q11,
p(Φ−11g ) , Wq12 [R01g , ρ01g ], p(Λ1gj|ψ1gj) , N[Λ01gj, ψ1gjH01gj],
P(ψ−11gj ) , Gamma[α01gj, β01gj], P(ψ−11gδh) , Gamma[α01gδh, β01gδh],
p(Λ∗1gh|ψ1gh) , N[Λ∗01gh, ψ1ghH∗01gh],
where Λ1gj and Λ∗1gh are the jth and hth rows of Λ1g and Λ
∗
1g , respectively; ψ1gj and ψ1gδh are the jth and hth diagonal
elements of Ψ 1g and Ψ 1gδ , respectively; ρ01g , α01gj, β01gj,Λ01gj, α01gδj, β01gδh,Λ∗01gh, and the positive definite matrices
R01g ,H01gj, and H∗01gh are all given hyperparameters. In the between-groups model,
p(u) , N[u0,Σ0], p(Φ−12 ) , Wq22 [R02, ρ02],
and for j = 1, . . . , p, h = 1, . . . , q21,
P(ψ−12j ) , Gamma[α02j, β02j], p(Λ2j|ψ2j) , N[Λ02j, ψ2jH02j],
P(ψ−12δh) , Gamma[α02δh, β02δh], p(Λ∗2h|ψ2h) , N[Λ∗02h, ψ2hH∗02h],
whereΛ2j andΛ∗2h are the jth and hth rows ofΛ2 andΛ
∗
2 , respectively;ψ2j andψ2δh are the jth and hth diagonal elements of
Ψ 2 and Ψ 2δ , respectively; u0, ρ02, α02j, β02j, α02δh, β02δh,Λ02j,Λ∗02h, and the positive definite matricesΣ0, R02, H02j, and H∗02h
are all given hyperparameters.
A.2.2. Two types of prior inputs in simulation study 2
Prior I: For the normal distributions, the means are taken as the true values of the corresponding parameters, the
covariance matrices are taken as the identity matrices with appropriate dimensions; For g = 1, . . . ,G, j = 1, . . . , 9, and
h = 1, α01gj = α01j = α01gδh = α01δh = α02j = α02δh = 15, β01gj = β01j = β01gδh = β01δh = 9, and β02j = β02δh = 5;
R01g = R01 = R02 = 3.0I2, and ρ01g = ρ01 = ρ02 = 6.
Prior II: For the normal distributions, the means are taken as two times of the true values of the corresponding parameters,
the covariance matrices are equal to four times of the identity matrices with appropriate dimensions; For g = 1, . . . ,G, j =
1, . . . , 9, and h = 1, α01gj = α01j = α01gδh = α01δh = α02j = α02δh = 15, β01gj = β01j = β01gδh = β01δh = 19, β02j =
β02δh = 11, ρ01g = ρ01, and ρ02 are equal to four times of the values given in Prior I, while the others are the same as those
given in Prior I.
A.2.3. Prior inputs in example 2
For g = 1, . . . ,G, j = 1, . . . , 9, and h = 1, α01gj = α01j = α01gδh = α01δh = α02j = α02δh = 10, β01gj = β01j = β01gδh =
β01δh = β02j = β02δh = 4, ρ01g = ρ01 = ρ02 = 5,R01g and R02 are identity matrices with corresponding dimension.
Appendix B. Variable description in example 1
V96 (All things considered, how satisfied are you with your life as a whole these days?): 1, 2, . . . , 10 (from ‘‘Dissatisfied’’ to
‘‘Satisfied’’).
V116 (Overall, how satisfied or dissatisfied are you with your job?): 1, 2, . . . , 10 (from ‘‘Dissatisfied’’ to ‘‘Satisfied’’).
V117 (How free are you to make decisions in your job?): 1, 2, . . . , 10 (from ‘‘Not at all’’ to ‘‘A great deal’’).
V132 (How satisfied are you with the financial situation of your household?): 1, 2, . . . , 10 (from ‘‘Dissatisfied’’ to ‘‘Satisfied’’).
V180 (Overall, how satisfied or dissatisfied are you with your home life?): 1, 2, . . . , 10 (from ‘‘Dissatisfied’’ to ‘‘Satisfied’’).
V252 (Individual should take more respectively for providing for themselves) 1, 2, . . . , 10 (The state should take more
responsibility to ensure that everyone is provided for).
V254 (Competition is good) 1, 2, . . . , 10 (Competition is harmful).
V255 (Hard work usually brings a better life) 1, 2, . . . , 10 (Hard work does not generally brings success).
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