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Billiard maps are a type of area-preserving twist maps and, thus, they inherit a vast num-
ber of properties from them, such as the Lagrangian formulation, the study of rotational
invariant curves, the types of periodic orbits, etc. For strictly convex billiards, there exist
at least two (p, q)-periodic orbits. We study the billiard properties and the results found
up to now on measuring the lengths of all the (p, q)-trajectories on a billiard. By using
a standard Melnikov method, we find that the first order term of the difference on the
lengths among all the (p, q)-trajectories orbits is exponentially small in certain perturba-
tive settings. Finally, we conjecture that the difference itself has to be exponentially small
and also that these exponentially small phenomena must be present in many more cases
of perturbed billiards than those we have presented on this work.
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Introduction
Birkhoff [6] introduced the problem of convex billiard tables to describe a motion
of a free particle inside a closed convex curve. The motion follows the law “the
angle of incidence equals to the angle of reflection”. Billiards are a simple con-
cept which already contains some of the most important questions on dynamics.
Birkhoff already reflected this idea when saying “in the billiard problem the formal
side, usually so formidable in dynamics, almost completely disappears and only the
interesting questions need to be considered”[6, p.170].
The billiard motion can be modeled by an area-preserving twist map on an open
cylinder. This characterization is useful in different settings.
On the one hand, the twist condition characterizes the rotational invariant circles,
RICs, as graphs of a function defined on the angular coordinate (Birkhoff The-
orem [20, §IV]). As invariant structures, it is interesting to study the restricted
dynamics. Since they are conjugate to a circle diffeomorphism, a rotation number
can be associated to each RIC. For an integrable area-preserving twist map, all the
RICs with a Diophantine rotation number are preserved under small perturbation.
This perturbative result is due to Moser [25, §32,33] and it is part of the KAM
theory.
On the other hand, area-preserving twist maps admit a variational principle which is
analogous to the Lagrangian-action formulation of analytical mechanics. Orbits are
stationary points of the action functional and the minima and minimax points lead
to a class of orbits that are of great importance. In particular, for (p, q)-periodic
orbits, the minima and minimax points, different in nature, imply the existence of
at least two (p, q)-periodic orbits (Poincare´ Birkhoff Theorem [20, §VI]).
In the billiard setting, the action coincides with the sum of the length of the chords
between two consecutive impact points. Also, in the billiard table, (p, q)-periodic
orbits correspond to polygons of q sides making p turns inside the boundary of the
table and its rotation number is p/q.
The existence of RICs on the billiard map is closely related to a curve called caus-
tic inside the table. A caustic has the property that once a trajectory is tangent
to it, it stays tangent to the caustic after every reflection. We can associate two
rotational invariant curves on the phase space to each convex caustic and also a
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rotation number. The existence of convex caustics with Diophantine rotation num-
bers is guaranteed close to the billiard table boundary [17]. Also, their existence
is guaranteed for any trajectory in the circular and elliptic billiards as these maps
are Liouville integrable and convex caustics are related to RICs.
In the context of circular and elliptic maps, since the (p, q)-periodic orbits are a
continuous family on a RIC, all the trajectories have the same length. Contrary to
Diophantine RICs, these resonant RICs generically break up under arbitrarily small
perturbations. Thus, the length of the different (p, q)-periodic orbits is not same and
one can try to measure the maximum difference. The attempts on this measure
rely on a Melnikov method [24][22]. The Melnikov technique is based on the
study of the lower order terms on a Taylor expansion according to the perturbative
parameter. When not only the perturbative parameter tends to zero but also the
period tends to infinity, the lower order terms might be not the important ones and
all the terms have to be taken into account. In these situations, the literature (see
[8] for instance) has always turned to the study of the Birkhoff normal form [25,
§23].
There exist results on the maximum difference among all the (p, q)-periodic orbits
not only for Liouville integrable maps but for any strictly convex smooth billiard.
The difference is beyond any order with respect to q when the (p, q)-periodic orbits
are approaching to the boundary [18], or close to an elliptic (1, 2)-periodic orbit [8].
Taking these results to an analytic context leads to think that this maximum dif-
ference will be exponentially small, as it happens in other problems [11].
This memoir is a first step on the study of the length of the periodic orbits existing
in any convex billiard which has to be continued in the next years. In Part 1, we
give a complete review on the necessary concepts surrounding our matter of subject
and we also highlight the existing results on the length spectrum of billiards. At
Part 2 we develop some of the tools exhibited in order to give some first results in
very concrete settings.
Part 1, State of the art, is divided into four different chapters. Chapter 1 compiles
the most important notions on area-preserving maps while in Chapter 2 we focus
on the billiard map and its the geometric properties. We will pay special attention
to the circular and elliptic billiards. Chapters 1 and 2 mainly follow [20] and [14].
Further information on billiards can be found in [15], [26], [16] and [6].
In Chapter 3, we review some tools used on dynamical systems when studying
the effect that small perturbations cause on the unperturbed invariant sets. In
particular we review the Moser’s Twist Theorem [25, §32,33] and the Melnikov
subharmonic potential [22]. We also review the Birkhoff normal form [25, §23].
Finally, Chapter 4 gives the State of the art results we are based on to start our
study. Results on exponentially small phenomena [11], the existence of caus-
tics [17], the break up of resonant tori [24][22] and the length spectrum [18][8]
are given.
Part 2 focusses on delimiting the subject studied and showing some first results.
In Chapter 5 we discuss the problem we want to study and the approach we will
be following. The results obtained when applying the proposed method to generic
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perturbations of the billiard on the circle and some particular ones on the ellipse
are shown on the last chapter.

Part 1
State of the art

Chapter 1
Area-preserving twist maps
1.1. Basic definitions
We will consider diffeomorphisms defined on an open cylinder of the form C = T×Y ,
T = R/Z and Y = (y−, y+) ⊂ R. Its universal cover, C˜ = R× Y , is a strip of the
plane. We will use coordinates (s, y) for C and same coordinates with a tilde,
(s˜, y) for C˜. In fact, the tilde will always denote the lift of a point, a function
or a set to the universal cover. Horitzontal and vertical directions will be called
the angular and radial directions respectively. The image of a point (s, y) will be
denoted by (s1, y1).
Definition 1.1.1. A lift F of a map T : C → C is a map F : C˜ → C˜ such that if
pi : C˜ → C is the projection to the quotient space C, then the following diagram
commutes,
C˜
F→ C˜
↓pi ↓pi
C
T→ C
Immediate consequences of this definition are the following. Let T = (T1, T2) and
F = (F1, F2). Then, F1 commutes with integer shifts in the angular direction while
F2 is 1-periodic in the first variable.
Observe that for F and G lifts of T , F −G ≡ (k, 0), k ∈ Z. In general, we will fix
the lift, T˜ , in such a way that T˜ (0, 0) ∈ [0, 1)× Y .
Definition 1.1.2. A diffeomorphism T : C → C of the open cylinder to itself is
called an area-preserving twist map if
(1) T preserves area,
(2) T preserves orientation,
(3) T preserves boundary components, and
(4) its lift T˜ : C˜ → C˜ has the twist property: ∂2T˜1(s˜, y) 6= 0, where ∂2 denotes the
derivation with respect the second variable.
Remark 1.1.1. If the map could be continuously extended to the closed cylinder
T : T× Y¯ → T× Y¯ , the preservation of the boundary components will be nothing
7
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but the condition T (T × {y−}) = T × {y−} and T (T × {y+}) = T × {y+}. If
this extension is not possible, the condition of the preservation of the boundary
components can be written as ∃ε > 0 such that T (T× (y−, y− + ε)) ⊂ T× (y−, y¯)
and T (T× (y+ − ε, y+)) ⊂ T× (y¯, y+), where y¯ = (y+ + y−)/2.
Remark 1.1.2. We say that T twists to the right if T˜1 is a monotonically increasing
function of y and T twists to the left if T˜1 decreases monotonically with y.
Observe that the inverse of an area-preserving twist map is also an area-preserving
map, but with the twist twisting to the opposite direction. Therefore, and since a
twist map is a diffeomorphism, with no loss of generality, we will be working with
twist maps twisting to the right while the results will apply to any twist map.
It is worth to remark that the set of twist maps is not a group under the composition.
The reason is that the composition of two twist maps can make some points rotate
so much that their second iterates could violate the twist condition.
Definition 1.1.3. The twist interval of T is the set of numbers α ∈ R for which
there exists ε > 0 such that if (s˜, y) ∈ R× (y−, y−+ ε) then T˜1(s˜, y)− s˜ ≤ α and if
(s˜, y) ∈ R× (y+ − ε, y+) then T˜1(s˜, y)− s˜ ≥ α. It is denoted by (ω−, ω+).
Observe that the twist interval is defined as a set. But, any number between two
numbers belonging to the twist interval also belongs to it and therefore it is indeed
an interval.
Also, the interval is well defined up to integer translation so we will define it in the
interval (0, 1).
As before, if the map can be continuously extended to the closed cylinder, the twist
interval is
(
limn→∞(T˜
n
1 (s˜, y−)− s˜)/n, limn→∞(T˜ n1 (s˜, y+)− s˜)/n
)
. These limits of
the interval are related to the rotation number of the restriction of the diffeomor-
phism on both cylinder covers. In Section 1.5, more information on the rotation
number of a map on a circle can be found.
If T is a twist map with lift T˜ and ∂2T˜1 is bounded away from 0, then any sufficiently
small C1-perturbations of T˜ is also a twist map. Furthermore, the endpoints of the
twist interval depend continuously on the perturbation.
A particular type of area-preserving twist maps are of the following form.
Definition 1.1.4. An area-preserving twist map is called integrable if it is of the
form T (s, y) = (s+ g(y), y).
Integrable twist maps leave circles T×{y} invariant and rotate them by g(y), which
has to be a monotone function. They are foliated by rotational invariant circles (as
we explain in the next section, invariant curves not contractible to a point are
called this way). Also, we can observe that for each rational value of g we have
a continuous family of periodic orbits separated by circles with irrational rotation
number. The twist interval is (limy→y− g(y), limy→y+ g(y)).
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1.2. Rotational invariant circles
Definition 1.2.1. A rotational invariant circle (RIC) is a closed loop Υ homotopi-
cally non trivial such that T (Υ ) = Υ .
A rotational invariant circle divides the cylinder into two invariant regions. To see
this, consider A the region of the cylinder below the RIC and consider its image,
T (A). Since T is a continuous map, T (A) is a connected component. Since the RIC
is invariant and the boundaries are preserved, T (A) must have the same boundaries
as A and since the map is bijective, T (A) = A. Therefore, RICs are barriers to
motion, they separe the phase space. In fact, a similar argument can be applied to
any invariant closed curve, no matter if it is contractible to a point or not.
Birkhoff showed that any invariant set U that looks like “half a cylinder” has a
graph-like boundary. Formally this result is written as follows.
Theorem 1.2.1 (Birkhoff Theorem, [20, §IV]). Let T be an area-preserving twist
map on the cylinder C. Let U be an open invariant set homeomorphic to the cylinder
such that there exist a, b ∈ Y , a < b satisfying T× (y−, a) ⊂ U ⊂ T× (y−, b). Then,
the boundary of U is the graph {(s, γ(s))} of some continuous function γ : T →
(a, b).
Remark 1.2.1. In particular, the theorem implies that any invariant set U looking
like “half a cylinder” can not have “whorls” on its boundary. See Figure 1.1.
Y
T
Fig. 1.1. The boundary drawn can not be a graph and therefore
the region below it is not invariant.
This result leads to some others which are often useful arguments when looking for
RICs or its properties. We will now mention some.
Corollary 1.2.2. Any RIC is a graph.
Proof. We can consider U the region below the RIC, which we have already seen
that is invariant. Applying Birkhoff Theorem 1.2.1 we obtain that the RIC is a
graph. uunionsq
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Corollary 1.2.3 (Lipschitz corollary). The function γ is not only continuous but
also Lipschitz.
Proof. Let v = (0, δy) be a vertical vector at point (s, y) and let (δs1, δy1) be
its image, (δs1, δy1) = DT (s, y)v. The slope of DT (s, y)v is S = δy1/δs1, δy1 =
∂2T2(s, y), δs1 = ∂2T1(s, y). Since T is a twist map, δs1 has a positive lower
bound and there exists a maximum value for S, S+. Similarly, we can use that the
inverse T−1 is also a twist map to find a lower bound for S, S−.
Therefore, we have found S− ≤ (γ(s)− γ(s′))/(s− s′) ≤ S+ for any s, s′ ∈ T and
so γ is a Lipschitz function. uunionsq
Corollary 1.2.4 (Confinement corollary). Suppose all the orbits of the points in
{(s, y) ∈ C, y < a} stay below some circle T×{b}. Then, there exists a RIC between
y = a and y = b.
Proof. To obtain this result, we construct a suitable set U satisfying the hypoth-
esis of Birkhoff Theorem 1.2.1.
Consider the union of the orbits of the points below y = a. This set is invariant but
it may have holes and may not satisfy requirements for the set U in the Birkhoff
Theorem. Among the complement set, there is a connected component, V , which
contains all the points above y = b. Take as set U the complement set to V : it is
invariant and all its points are below y = b. Then we can apply Birkhoff Theorem
and proof the statement. uunionsq
Corollary 1.2.5 (Non existence criterion). If there exists an orbit that is as close
as we want from both cylinder covers, T× {y−} and T× {y+}, there can not exist
any RIC.
Restricting the map T to the RIC, one obtains some interesting results on the
restricted dynamics. These results are extracted from the study of homeomorphisms
or diffeomorphisms on the circle. Since we also mention results about periodic orbits
on the restricted dynamics, we have stated some of these results not in the next
section but in Section 1.5.
1.3. Generating function and variational formula-
tion
We will show that any twist map verifies a Lagrangian variational principle. This
variational formulation is very useful to deduce properties or different types of
orbits. We will see these applications in the next subsections.
Consider the area-preserving twist map T : (s, y) 7→ (s1, y1). We claim that there
exists a function H(s, s1) such that{
y = −∂1H(s, s1),
y1 = ∂2H(s, s1).
(1)
In fact we define it this way:
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Definition 1.3.1. Let T˜ be a lift of T . If (s˜, s˜1) ∈ R2 is such that T˜ ({s˜} × Y ) ∩
({s˜1} × Y ) 6= ∅, then, we denote by H(s˜, s˜1) the area of the region located to the
right and under T˜ ({s˜}× Y ), to the left of {s˜1}× Y and above R× {y−}. Function
H : (s˜, s˜1) 7→ H(s˜, s˜1) is called the generating function of T .
s˜ s˜1
T˜
H(s˜, s˜1)
R
Y
Fig. 1.2. The generating function H(s˜, s˜1) is the area colored in
grey. It lies to the right and under T˜ ({s˜} × Y ) and to the left of
{s˜1} × Y .
Remark 1.3.1. If the twist map twisted to the left, H(s˜, s˜1) would be instead
defined as the area located to the left and under T˜ ({s˜}×Y ), to the right of {s˜1}×Y
and above R× {y−}.
Remark 1.3.2. The twist condition implies that the intersection set T˜ ({s˜}× Y )∩
{s˜1}×Y is either void or is a single point, (s˜1, f1(s˜, s˜1)), for some uniquely defined
f1. Moreover, note that H(s˜+k, s˜1+k) = H(s˜, s˜1) since we know that T˜ (s˜+k, y) =
T˜ (s˜, y)+(k, 0). Therefore, functionH can be defined on the quotient spaceR×R/ ∼,
where (s, s1) ∼ (t, t1) if and only if t = s+ k and t1 = s1 + k for some k ∈ Z.
If there exists (s˜1, f1(s˜, s˜1)) ∈ T˜ ({s˜}×Y )∩({s˜1} × Y ) we can define a function f0 as
T˜−1(s˜1, f1(s˜, s˜1)) = (s˜, f0(s˜, s˜1)). Observe that we are saying that graph(f1(s˜, ·)) =
T˜ ({s˜} × Y ) and graph(f0(·, s˜1)) = T˜−1 ({s˜1} × Y ).
From the definition of H(s˜, s˜1) as an area, we have H(s˜, s˜) = 0 and
H(s˜, s˜1) =
∫ s˜1
s˜
f1(s˜, ξ) dξ.(2)
Since T is area-preserving, the area of the preimage is the same and therefore, we
also have
H(s˜, s˜1) =
∫ s˜1
s˜
f0(ξ, s˜1) dξ.(3)
So if we have (s˜1, y1) = T˜ (s˜, y) then f1(s˜, s˜1) = y1 and f0(s˜, s˜1) = y and equations
(2) and (3) gives us the relation (1) since{
y = f0(s˜, s˜1) = −∂1H(s˜, s˜1),
y1 = f1(s˜, s˜1) = ∂2H(s˜, s˜1),
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In fact, we can say something more.
Proposition 1.3.1 ([14, p. 342]). The generating function H determines the dy-
namics uniquely.
Proof. We want to determine T˜1(s˜, y) and T˜2(s˜, y) from H(s˜, s˜1). We will apply
the Implicit Function Theorem to
0 = F (s˜, s˜1, y, y1) :=
(
∂2H(s˜, s˜1)− y1
∂1H(s˜, s˜1) + y
)
.
We need that det(Ds˜1,y1F ) 6= 0,
det(Ds˜1,y1F ) = det
(
∂11H(s˜, s˜1) −1
∂12H(s˜, s˜1) 0
)
= ∂12H(s˜, s˜1).
We know that ∂2H(s˜, s˜1) = f1(s˜, s˜1) and from the twist property we can deduce
that, once fixed s˜1, f1(·, s˜1) is a decreasing function (see Figure 1.3). Therefore, at
any point, we have ∂12H(s˜, s˜1) < 0 and we can determine T˜ (s˜, y) = (s˜1, y1). uunionsq
 
s˜ s˜1
f1(s˜, s˜1)
z˜
f1(z˜, s˜1)
R
Y
Fig. 1.3. Once fixed {s˜1}, we apply T to sets {z˜}×Y and {s˜}×Y ,
with z˜ < s˜. The intersection point of both sets with the line
{s˜1} × Y is the definition of f1(z˜, s˜1) and f1(s˜, s˜1) respectively.
Thus, we can observe that f1 is a decreasing function with respect
to the first coordinate.
Thanks to the generating function we will be able to define a functional whose
stationary points are orbits of the map. The following proposition gives a local
result.
Proposition 1.3.2 ([14, Proposition 9.3.4., p. 354]). Suppose s˜0 is a critical point
of s˜ 7→ H(s˜−1, s˜) + H(s˜, s˜1). Then, there exist y−1, y0, y1 ∈ (y−, y+) such that
T˜ (s˜−1, y−1) = (s˜0, y0) and T˜ (s˜0, y0) = (s˜1, y1).
Remark 1.3.3 (About notation). Henceforth, the images and preimages of an ini-
tial point (s˜0, y0) will be denoted, as done in the previous proposition, by (s˜n, yn) :=
T˜ n(s˜0, y0) and (s˜−n, y−n) = T˜
−n(s˜0, y0), respectively. Therefore, an orbit will be
described as {. . . , (s˜−1, y−1), (s˜0, y0), (s˜1, y1), . . .}.
This proposition gives a local result: a critical point s˜0 of a functional depending
on two other fixed values s˜−1 and s˜1 is in one-to-one correspondence with the point
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in C with angular coordinate s0 such that its preimage and image of have angular
coordinates s−1 and s1 respectively. Note that this process resembles to the one
followed with Lagrangian flows and the role of H is the same of the Hamiltonian
function but in a discrete setting.
Proof of Proposition 1.3.2. Since s˜0 is a critical point,
0 = ∂s˜ (H(s˜−1, s˜) +H(s˜, s˜1))|s˜=s˜0 = ∂2H(s˜−1, s˜)|s˜=s˜0 + ∂1H(s˜, s˜1)|s˜=s˜0 ,
which implies
f1(s˜−1, s˜0) = f0(s˜0, s˜1).
Therefore, (s˜0, f1(s˜−1, s˜0)) = (s˜0, f0(s˜0, s˜1)) and this point, which we redefine as
(s˜0, y0), belongs to T˜ ({s˜−1}× Y )∩ T˜−1({s˜1}× Y ). Then, taking y−1 = f0(s˜−1, s˜0)
and y1 = f1(s˜0, s˜1), the statement is satisfied. uunionsq
Remark 1.3.4. The twist property implies that f1(s˜−1, ·) is a monotone increasing
function and f0(·, s˜1) is a monotone decreasing function. Thus, s˜0 is unique. More-
over, it is a minimum, since ∂2s˜ (H(s˜−1, s˜) +H(s˜, s˜1)) = ∂2f1(s˜−1, s˜)−∂1f0(s˜, s˜1) >
0.
This last result can be extended to orbits segments larger than a point, its preimage
and its image.
Definition 1.3.2. Fixed k ∈ Z and q ∈ N, q ≥ 2, we define the action functional
W (s˜k, s˜k+1, . . . , s˜k+q) :=
k+q−1∑
t=k
H(s˜t, s˜t+1).(4)
Definition 1.3.3. An orbit segment is a configuration {s˜k, s˜k+1, . . . , s˜k+q} that is
a stationary point of the action holding s˜k and s˜k+q , which are fixed.
We must impose that the variation is equal to zero, δW = 0 and, by the last
proposition, we obtain the equations
f1(s˜k+t−1, s˜k+t) = f0(s˜k+t, s˜k+t+1) 0 < t < q.(5)
We define yk+t = f1(s˜k+t−1, s˜k+t) for t = 1, . . . , q and yk = f0(s˜k, s˜k+1). And
this orbit segment is in one-to-one correspondence with the orbit segment {(s˜k, yk),
(s˜k+1, yk+1), . . . , (s˜k+q, yk+q)} of T˜ on C˜.
1.4. Periodic orbits
Following the concepts introduced in the last section, we will characterize the pe-
riodic orbits of T on C and we will deduce some properties.
Definition 1.4.1. Let p < q, p, q ∈ N. A (p, q)-periodic orbit of T on C is an orbit
{. . . , (s0, y0), (s1, y1), . . .} such that{
s˜q = s˜0 + p
yq = y0.
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Note that (p, q)-periodic orbits are in correspondence with the critical points of the
(p, q)-periodic action
W (p,q)(s˜0, s˜1, . . . , s˜q−1) = H(s˜0, s˜1) + · · ·+H(s˜q−1, s˜0 + p).(6)
Effectively, we then have the same equations, (5), for 0 < t < q and the variation
with respect to s˜0 gives equation
f1(s˜0, s˜1) = f0(s˜q−1, s˜q),
which is equivalent to the periodicity condition yq = y0.
Given the set of (p, q)-periodic orbits, there exists a special subset.
Definition 1.4.2. A (p, q)-Birkhoff periodic orbit, or a (p, q)-monotone periodic
orbit, is a (p, q)-periodic orbit, {. . . , (s0, y0), (s1, y1), . . .}, such that, for any n, n′,
m and m′ ∈ Z,
s˜n +m < s˜n′ +m
′ ⇒ s˜n+1 +m < s˜n′+1 +m′,
where s˜j+1 is the lifted angular coordinate of T˜ (s˜j , yj) for j = n, n
′. Observe that
the Birkhoff periodic orbits are the ones which have the angular coordinate ordered
as a simple rotation on the circle.
We will now state a very important result concerning to the existence of periodic
orbits.
Theorem 1.4.1 (Poincare´-Birkhoff Theorem, [20, §VI]). There exist at least two
(p, q)-Birkhoff periodic orbits for any (p, q) such that p/q belongs to the twist inter-
val.
We do not pretend to prove this theorem rigorously. Nevertheless, it seems inter-
esting to see some of its flavour since the two existent orbits are very different in
essence.
It can be proved that there exists a first (p, q)-monotone periodic orbit for any
(p, q) such that p/q belongs to the twist interval. The proof is done by studying
the minima of the functional W (p,q). These minima are not unique: if we translate
by n ∈ Z any minimum {s˜0, . . . , s˜q−1}, we obtain the same value of W (p,q) and
therefore another minimum.
To obtain the second (p, q)-Birkhoff periodic orbit, we shall introduce the following
concepts.
Definition 1.4.3. An orbit segment S := {s˜k, s˜k+1 . . . s˜k+q} is minimizing if for
any variation with fixed end points s˜k and s˜k+q,
Ξ = {s˜k, s˜k+1 + δs˜k+1, . . . , s˜k+q−1 + δs˜k+q−1, s˜k+q},
we have
W (Ξ)−W (S) ≥ 0.
Definition 1.4.4. If every finite segment of an orbit is minimizing, then the orbit
is minimizing.
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The first orbit obtained was one minimizing the periodic action. But if p and q are
coprime we have the following result.
Theorem 1.4.2 ([20, §VI.]). For p and q coprime, the periodic extension of the
configuration minimizing the periodic action W (p,q) is a minimizing orbit.
Observe that this also implies that if the configuration {s˜0, . . . , s˜q−1} minimizes
W (p,q) with p, q coprimes, then, {s˜0, . . . , s˜q−1, s˜0 + p, . . . , s˜q−1 + p, . . . , s˜q−1 + np}
also minimizes W (np,nq).
Finally, it can be shown that the translates {ξ˜t, ξ˜t,= s˜t+k + j}t of a minimizing
orbit {s˜t}t are also minimizing. Then, the existence of a minimum ofW (p,q) implies
the existence of many minima and between these points there must be other critical
points. These critical points give rise to a minimax (p, q)-monotone orbit.
Remark 1.4.1. Following these steps, the (p′, q′)-orbits guaranteed are the same
as the (p, q)-orbits, with p′ = np, q′ = nq and gcd(p′, q′) = n, for some n ∈ N. The
existence of non-Birkhoff (p′, q′)-periodic orbits is not guaranteed.
1.5. Rotation number of twist maps
1.5.1. Circle diffeomorphisms and rotation number. If there exists a RIC,
we can specifically study the dynamics of the diffeomorphism restricted to this
curve.
Let F : T → T be an orientation-preserving homeomorphism. Let pi : R → T be
the natural projection and F˜ : R→ R be a lift, that is F ◦ pi = pi ◦ F˜ .
Definition 1.5.1. Let ρ(F˜ ) := lim|n|→∞(F˜
n(x˜)− x˜)/n, x˜ ∈ R. Then, the rotation
number of F is ρ(F ) := pi(ρ(F˜ )).
Remark 1.5.1. In particular, with this definition, we are affirming that ρ(F˜ ) exists
for any x˜ ∈ R and it does not depend on it. Also from the definition, we observe
that ρ(F˜ ) is well defined up to an integer, otherwise the rotation number would not
be correctly defined. We are omitting the proof of these remarks.
Proposition 1.5.1. Let G : T→ T be an orientation-preserving homeomorphism.
Then, ρ(G−1 ◦ F ◦G) = ρ(F ). In other words, the rotation number is a topological
invariant.
The dynamics of a diffeomorphism with a rational rotation number and other with
an irrational rotation number are very different. For the rational case, we state the
following result.
Proposition 1.5.2. F has a periodic point if and only if ρ(F ) ∈ Q. Indeed, let
p, q ∈ N. If ρ(F ) = p/q, there exists at least one (p, q)-orbit and viceversa.
All the periodic orbits on the circle have their lifted coordinate monotonically in-
creasing. That is, an orbit {. . . , x0, . . .} satisfies: x˜q = x˜0+p and also x˜i < x˜i+1 for
all i ∈ Z. This behaviour is analogous to the behaviour on the lift of the angular
coordinate for (p, q)-Birkhoff periodic orbits on area-preserving twist maps.
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Remark 1.5.2. Let Υ be a RIC of an area-preserving twist map T . Assume the
rotation number of the map restricted to the RIC is rational, ρ(T |Υ ) = p/q. Since
a RIC is parameterized as the graph of a certain Lipschitz function defined on
the angular coordinates, the (p, q)-periodic orbit on the RIC given by the previous
proposition is a (p, q)-periodic orbit of the map T . Using the previous remark, this
(p, q)-periodic orbit is indeed a Birkhoff periodic orbit.
To state an important result for homeomorphisms with an irrational rotation num-
ber, we first need the following definition.
Definition 1.5.2. F is transitive if there exists x ∈ T such that {Fn(x)}n∈Z is a
dense orbit in T.
Proposition 1.5.3. Let ρ(F ) ∈ R\Q. If F is transitive, then F is topologically
conjugate to the rigid rotation by angle ρ(F ).
If we add some more differentiability, we can state the following theorem.
Theorem 1.5.4 (Denjoy Theorem, [14]). Let F : T → T be a C2 orientation-
preserving diffeomorphism with ρ(F ) ∈ R\Q. Then F is topologically conjugate to
a rigid rotation by angle ρ(F ).
Remark 1.5.3. In particular, Denjoy Theorem can be used on sufficiently smooth
RICs with irrational rotation numbers.
If the map is analytic and the rotation number is Diophantine (see relation (23) in
Section 3.2), we have a stronger result.
Theorem 1.5.5 (Arnol’d, [5]). Let F : T → T be a Cω area-preserving twist map
with a Diophantine rotation number ρ(F ). Then F is Cω conjugate to a rigid
rotation by angle ρ(F ).
Further information on circle homeomorphisms and diffeomorphisms and on rota-
tion numbers can be found in [14, §11,12].
1.5.2. Rotation number of twist maps. We would like to generalize the con-
cept of the rotation number to area-preserving twist maps.
Given T : C → C an area-preserving twist map, T˜ : C˜ → C˜ its lift, pr1 : C˜ → R
the projection on the lifted angular coordinate and pi : R → T the projection on
the quotient space, we would like to define “ρ(T )” as
pi
(
lim
|n|→∞
pr1(T˜
n(s˜, y))− pr1(s˜, y)
n
)
, for (s˜, y) ∈ C˜.(7)
However, this limit often does not exist and even if it does, it may depend on the
chosen point (s, y) ∈ C. Of course, for two points on the same orbit, the limit is the
same. Thus, in twist maps we will associate rotation numbers to concrete orbits.
Recalling the definition given in Section 1.1 of the twist interval, for those orbits
in C such that the limit (7) exists, the rotation number must belong to the twist
interval.
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From the previous subsection it is also clear that all orbits on a same RIC will have
the same rotation number.
The rotation number on twist maps is not defined only on orbits on RICs but also
in (p, q)-periodic orbits.
1.5.3. Rotation number of (p, q)-periodic orbits. Consider a (p, q)-periodic
orbit of an area-preserving twist map, namely {. . . , (s0, y0), (s1, y1), . . .}. We try to
compute limit (7) for this orbit. This is,
ρ = pi
(
lim
|n|→∞
s˜n − s˜0
n
)
.
For any n, n can be expressed as n = k(n)q + r(n), 0 ≤ r(n) < q. Then, from
periodicity, s˜n = s˜r(n) + k(n)p, and
lim
|k|→∞
s˜k(n)q+r(n) − s˜0
k(n)q + r(n)
= lim
|k|→∞
s˜r(n) + k(n)p− s˜0
k(n)q + r(n)
= lim
|k|→∞
k(n)p
k(n)q + r(n)
+ lim
|k|→∞
sr(n) − s˜0
k(n)q + r(n)
= p/q
Since p/q ∈ (0, 1), the projection is already done and the rotation number for a
(p, q)-orbit is ρ = p/q.

Chapter 2
Billiards
2.1. The model
In this section, we will introduce billiards and we will see that they are particular
cases of the area-preserving twist maps introduced in the previous chapter.
Let us consider the motion of a point mass inside a convex bounded region Ω
in the plane with a smooth boundary ∂Ω. The orbits of such motion consist of
straight line segments inside Ω which are joined at the boundary points according
to the rule “the angle of reflection is equal to the one of incidence”. The speed of
motion is constant and the energy is conserved. Therefore, the motion is completely
determined by the sequence of boundary points at which bounces occur.
Convenient coordinates are the Birkhoff coordinates (s, θ), defined as follows. Let
∂Ω = M(s), M a parameterization in the arc-length parameter s on the counter-
clockwise direction. Bounce position can then be determined in terms of s. Let
` be the total length of the boundary, then s is cyclic, s ∈ R/`Z. The direction
of motion is measured by the angle θ between the tangent to the boundary at the
impact point and the trajectory. Since movement can only be inwards, θ ∈ [0, pi].
If we require that Ω be strictly convex, we restrict θ to the open interval (0, pi).
Let T : R/`Z×(0, pi)→ R/`Z×(0, pi), (s, θ) 7→ (s1, θ1) = T (s, θ) = (S(s, θ),Θ(s, θ))
be the map we have described. It is known as the billiard map and its construction
is shown at Figure 2.1.
Henceforth, to simplify notation, we will denote by T the quotient space R/`Z.
2.1.1. The twist property on billiards. It can be observed that, for any fixed
s = s0, the lifted function S˜(s0, θ) is a monotone function of θ: S(s0, θ) moves from
s0 to s0 + ` as θ goes from 0 to pi. More specifically one can obtain the concrete
value of ∂θS˜ as follows.
Consider a point (s, θ) and its image (s1, θ1). Consider a slight modification of this
last impact point s1+∆s1 obtained when adding ∆θ to the angle θ. Finally, consider
the triangle obtained when linking points s, s1 and s1+∆s1 at the boundary. This
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s s1
T
θ
θ
θ1
θ1
θ1
M(`−)
`
(s, θ)
(s1, θ1)
M(s)
M(s1)
pi
M(0+)
0
0
Fig. 2.1. At left, the billiard boundary and a particular trajectory
drawn. As described, the incidence angle at an impact point equals
to the reflection one and the billiard map is defined this way. At
right, the points characterizing the same trajectory at the phase
space.
triangle has angles ∆θ at s, α at s1+∆s1 and (pi−∆θ−α) at s1. This configuration
is shown at Figure 2.2.
Then, the sinus law gives relation
||M(s1)−M(s)||
sinα
=
||M(s1 +∆s1)−M(s1)||
sin∆θ
.
We can obtain ∂θS˜ as
∂θS˜ = lim
∆θ→0
∆s1
∆θ
.
It is clear that when ∆θ → 0, we have sin∆θ = ∆θ+O3(∆θ). We also have α→ θ1.
And, using Taylor formula, we obtain ||M(s1 + ∆s1) − M(s1)|| = ||∆s1~t(s1) +
O2(∆s1)|| = ∆s1 + O2(∆s1), where ~t(s1) is the unit tangent vector to the curve
at s1. Then, rewriting the sinus law with these approximations, we finally have
∂θS˜ = lim
∆θ→0
∆s1
∆θ
=
||M(s1)−M(s)||
sin θ1
> 0.
So the billiard map has the twist property.
2.1.2. Billiards are area-preserving maps. Billiard maps have also a generat-
ing function. The function measures the length between two boundary points as a
function of parameters s and s1. The generating function is
H(s, s1) = ||M(s1)−M(s)||.(8)
Then, since ∂sH
2(s, s1) = 2H(s, s1)∂sH(s, s1), we obtain
∂sH(s, s1) =
∂sH
2(s, s1)
2H(s, s1)
=
∂s||M(s1)−M(s)||2
2||M(s1)−M(s)||(9)
= −
〈
M ′(s),
M(s1)−M(s)
||M(s1)−M(s)||
〉
= − cos θ,
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θ
∆θM(s1)
M(s1 +∆s1)
M(s)
α
θ1
Fig. 2.2. Configuration and notation used for the computation of ∂θS˜.
and analogously,
∂s1H(s, s1) =
∂s1H
2(s, s1)
2H(s, s1)
=
∂s1 ||M(s1)−M(s)||2
2||M(s1)−M(s)||(10)
=
〈
M ′(s1),
M(s1)−M(s)
||M(s1)−M(s)||
〉
= cos θ1,
where we have used the definition of angles θ and θ1 to deduce the formulae.
We will now consider coordinates (s, r) for the billiard, r = − cos θ and the billiard
map T (s, r) = (S(s, r), R(s, r)) and we will prove that the billiard map, in these
coordinates, preserves area. We will call them canonical coordinates. If we define
H¯(s, r) := H(s, S(s, r)), we have
∂sH¯(s, r) = ∂1H(s, S(s, r)) + ∂2H(s, S(s, r))∂sS(s, r) = −r +R(s, r)∂sS(s, r),
∂rH¯(s, r) = ∂2H(s, S(s, r))∂rS(s, r) = R(s, r)∂rS(s, r).
We compute ∂r∂sH¯ and ∂s∂rH¯ ,{
∂r∂sH¯ = ∂r(∂sH¯) = ∂r (−r +R∂sS) = −1 + ∂rR∂sS +R∂r∂sS
∂s∂rH¯ = ∂s(∂rH¯) = ∂s (R∂rS) = ∂sR∂rS +R∂s∂rS.
Therefore, combining ∂r∂sH¯ = ∂s∂rH¯ with the above equalities, we get
−1 + ∂rR∂sS = ∂sR∂rS.
And we have obtained the area-preservating condition for the billiard map
det(DT (s, r)) = ∂rR∂sS − ∂sR∂rS = 1.(11)
In the Birkhoff coordinates, the billiard map preserves the area element sin θ ds dθ,
since dr = sin θdθ.
Henceforth, we will be working indifferently with the billiard map defined in Birkhoff
coordinates, T : R/`Z × (0, pi) → R/`Z × (0, pi), (s, θ) 7→ (s1, θ1) = T (s, θ), or in
these new ones, T : R/`Z× (−1, 1)→ R/`Z× (−1, 1), (s, r) 7→ (s1, r1) = T (s, r).
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2.1.3. The billiard map preserves orientation. The determinant of DT(s, r)
is positive as it can be seen in (11).
2.1.4. Rigid boundary conditions for the billiard map. First we remark
that, for θ small, the trajectory direction is almost parallel to the tangent vector of
the curveM(s). Therefore, next impact s1 at the boundary is very close to the last
one s, but located forward counterclockwise. As for the new angle, θ1, since the
variation on the curve is smooth and s1 will be so close to s, θ1 will be also close
to θ. The same happens in the clockwise direction, when θ tends to its supremum
value, pi.
Therefore, billiard maps can be continuously extended to the boundary of the cylin-
der as the identity map. We will indifferently use the open domain, T × (0, pi), or
the closed one, T× [0, pi], for the map T .
For the lift T˜ we have
lim
θ→0
T˜ (s˜, θ) = (s˜, 0), lim
θ→pi
T˜ (s˜, θ) = (s˜+ `, pi).
Hence, the rigid boundary frequencies are ω− = 0 and ω+ = 1 and the twist interval
is (0, 1).
In this section we have seen that billiard maps satisfy all the conditions required to
be an area-preserving twist map. Hence we will apply the results in the previous
chapter for an area-preserving twist map to the billiard map, emphazising the
geometric properties of the latter.
2.2. Properties
2.2.1. Billiard differentiability. The definition of the generating function in the
billiard case permits us to state that if the parameterization of the curve M : s 7→
M(s) is a Ck curve, then the billiard map is a Ck−1 map: if M ∈ Ck, it is clear that
H ∈ Ck and as we have seen before, applying the Implicit Function Theorem, we
obtain T1, T2 ∈ Ck−1.
2.2.2. Twisting clockwise and counterclockwise. Any trajectory on the bil-
liard can be traveled in both directions. Therefore, each billiard trajectory traveled
clockwise is in one-to-one correspondence with one traveled counterclockwise. We
have a symmetry on the phase space: the orbit of a point (s, θ) is symmetric with
respect to line θ = pi/2 to the one of the point (s, pi − θ). Then, it is common to
restrict the study of the orbits close to the boundaries to the ones close to the lower
boundary, θ = 0, knowing that same results apply to the upper ones.
2.2.3. Periodic orbits on the billiard. From the definition of periodic orbits
on area-preserving twist maps, a (p, q)-periodic orbit in the billiard is one that has
the following form on the universal cover of phase space, C˜{
s˜q = s˜0 + p`
θq = θ0.
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Note that we have adapted the condition on s˜ since we are working with angular
coordinates defined on R/`Z instead of R/Z.
If we look at the billiard table, after q iterates, we arrive at same point, s0 and we
depart with the same direction θ0. Therefore, after q iterates, we have formed a
closed polygon which will be repeated forever. Conversely, the role of p is indicating
the number of turns inside ∂Ω that have been done until the closing of the polygon.
These turns are always counterclockwise.
The symmetry mentioned on Subsection 2.2.2 has the following consequence when
applied to (p, q)-periodic orbits: a (p, q) counterclockwise periodic orbit becomes a
(q − p, q)-periodic orbit when it is traveled clockwise. Thus, we can always assume
that p ≤ q/2.
Recall, from Section 1.4, that due to Poincare´-Birkhoff Theorem, there exist at
least two (p, q)-periodic orbits. These two orbits are Birkhoff, which means that
the angular coordinates of the points of the orbit lifted to R×[0, pi] are monotonically
increasing. At Figure 2.3 different periodic orbits, Birkhoff and non-Birkhoff, can
be seen.
Fig. 2.3. All these orbits have period 5. First two orbits are
Birkhoff periodic orbits since its angular coordinate behaves like a
rigit rotation. First figure represents a (2, 5)-Birkhoff periodic orbit
while the second one is a (1, 5)-Birkhoff periodic orbit. The two
figures on the right have non-Birkhoff periodic orbits, the one on
the edge is a (2, 5)-periodic orbits while the other is a (3, 5)-periodic
orbit.
2.2.4. Geometric description of the 2-periodic orbits on the billiard. As
we have already seen in Chapter 1, there exist at least 2 orbits of type (1, 2) for any
area-preserving twist map such that its rotation interval contains the value 1/2. We
have somehow reasoned that one of the orbits was obtained as a minimum of the
action W (1,2) and the other was found as the result of a minimax principle. Here,
we will see the geometric translation of this result.
First we need to introduce some notations and definitions. Given an angle θ, con-
sider all the possible lines with slope tan θ. From this set of lines, consider only
the lines that have a non void intersection with the billiard boundary, ∂Ω. Finally,
from this subset consider the only two lines that are tangent to the billiard curve at
all the intersection points. We define l(θ) as the distance between these two lines.
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Definition 2.2.1. The diameter of Ω is defined as d := max{l(θ), θ ∈ (0, pi)}. It
coincides with the maximum distance between two points in ∂Ω.
Definition 2.2.2. The width of Ω is defined as w := min{l(θ), θ ∈ (0, pi)}.
Both definitions are illustrated in Figure 2.4. As an example, on an elliptic billiard,
the diameter coincides with the long axis of the ellipse and the width coincides with
the short one.
d
w
Fig. 2.4. Example of the width and the diameter on a billiard table.
We can now state the following proposition.
Proposition 2.2.1 ([14, Proposition 9.2.1., p. 345]). The billiard associated to a
strictly convex Ck-curve M(s), k ≥ 1 has at least two distinct period-two orbits
which are described as follows: for one of them, the distance between the corre-
sponding boundary points is the diameter of Ω, for the other is the width of Ω.
Proof. Consider the generating function H(s, s1) defined before. H is well defined
on the torus T×T and since M is differentiable, we have that, for s1 6= s, H is also
Ck. Observe that for s1 = s we are in a stationary point (θ ∈ {0, pi}) and we are
omitting these cases.
Function H(s, s1) is 0 on the diagonal and positive elsewhere. Therefore, it must
attain a maximum d at some point (s∗, s∗1), s
∗ 6= s∗1. Observe that the two points s∗
and s∗1 are the ones characterizing the diameter. Since (s
∗, s∗1) is a critical point, we
must have ∂1H(s
∗, s∗1) = ∂2H(s
∗, s∗1) = 0. Then, from (9) and (10), we obtain the
conditions θ∗ = pi/2 and θ∗1 = pi/2, that is, we have indeed found a (1, 2)-periodic
orbit.
Now consider the segment with vertices s and s1 = g(s), where g : R/`Z → R/`Z
is defined by s1 = g(s) if the billiard map linking points s and s1 has the form
(s1, θ1) = T (s, θ) = (s1, pi − θ). Observe that g is chosen in such a way that we are
imposing that the incidence-reflection angle at s1, that is θ1, is the opposite to the
one at s, θ. Also, observe that the minimal length of the segments with end points
s and g(s) is the width of Ω.
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If we restrict H to points of the form (s, g(s)), H is bounded from below by a
positive number. Thus, it attains a positive minimum (the one we said was in
one-to-one correspondence with the width of Ω). Since the curve is strictly convex,
we can parameterize H(s, g(s)) by a differentiable absolute angle α. Note that
∂αH(s(α), s1(α)) = ∂1H(s(α), s1(α))∂αs+ ∂2H(s(α), s1(α)))∂αs1
= cos θ (∂αs+ ∂αs1) .
And since we are looking for the positive minimum, we need to impose cos θ = 0
and then θ = pi/2 = θ1 which again leads to a (1, 2)-periodic orbit. uunionsq
2.2.5. Elliptic and hyperbolic orbits. Let T : R2 → R2 be an area-preserving
map. The linearization of the map around a point is a simple tool to obtain infor-
mation about the behaviour of the map.
Given a fixed point, p, T (p) = p, the next result concerning linearization depends
on the following classification. According to Spec(DT (p)) = {λ, λ−1}, we say that
• The fixed point p is parabolic if both eigenvalues coincide. Thus, it is parabolic
if and only if λ = λ−1 = 1 or λ = λ−1 = −1.
• The fixed point is elliptic if λ 6= λ−1 and |λ| = |λ−1| = 1.
• The fixed point is hyperbolic without refllection if |λ|, |λ−1| 6= 1 and λ, λ−1 > 0.
• The fixed point is hyperbolic with reflection if |λ|, |λ−1| 6= 1 and λ, λ−1 < 0.
The Hartman-Grobman Theorem, [14], states that the map T is topologically con-
jugated to its linearization, DT (p), in a neighbourhood of a hyperbolic (with or
without reflection) fixed point p. Therefore, hyperbolic points are always unstable.
For the elliptic case, the fixed point of the linearized system is surrounded by closed
invariant circles which ensure the linear stability of the elliptic point. However, in
general, there is no guarantee that this behaviour is inherited by the map T .
This same discussion can be applied to periodic orbits on the billiard. Let T be a
billiard map T and {(s1, θ1), . . . , (sq, θq)} a (p, q)-periodic orbit. Then, any point
(si, θi) with i ∈ {1, . . . , q} is a fixed point of the map T q.
Definition 2.2.3. We say that a (p, q)-periodic orbit, {(s1, θ1), . . . , (sq, θq)}, is an
elliptic orbit if, for i ∈ {1, . . . , q}, (si, θi) is an elliptic fixed point of the area-
preserving map T q.
Definition 2.2.4. Conversely, we say that the (p, q)-periodic orbit is an hyperbolic
orbit if, for i ∈ {1, . . . , q}, (si, θi) is a hyperbolic (with or without reflection) fixed
point of T q.
Next, we only consider (1, 2)-periodic orbits. The (1, 2)-periodic orbit corresponding
to the diameter of the billiard map is always hyperbolic, while the one corresponding
to the width can be either elliptic, hyperbolic or parabolic.
As it is explained in [23], for (1, 2)-periodic orbits a geometric condition is sufficient
to decide. More concretely, let s1 and s2 be the impact points of the (1, 2)-periodic
orbit on the boundary ∂Ω parameterized by M : T → R2. Then H(s1, s2) is the
length of the chord from s1 to s2. Let κ : T→ R the function giving the curvature
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at each point on the boundary. Then, the (1, 2)-periodic orbit is hyperbolic if and
only if the condition
g(s1, s2) := H(s1, s2)(κ(s1) + κ(s2)) > 4(12)
holds. Moreover, if the value g(s1, s2) obtained is equal to 4 the orbit is parabolic
and for g(s1, s2) < 4 the (1, 2)-periodic orbit is elliptic. We apply this formula to
elliptic billiards at Section 2.5.
2.3. Convex caustics and rotational invariant circles
Definition 2.3.1. A curve Γ such that a billiard trajectory is tangent to it after
every reflection at the billiard boundary ∂Ω is called a caustic.
Definition 2.3.2. A smooth closed convex caustic curve Γ lying inside the billiard
table Ω will be called a convex caustic (see Figure 2.5).
Fig. 2.5. The first figure shows a convex caustic and the second
one a nonconvex caustic. In this example, both trajectories are
periodic. The convex caustic is tangent to a (1, 3)-periodic orbit
while the second one is tangent to a (2, 4)-periodic orbit.
Convex caustics are related to rotational invariant circles in the following way. Let
Γ be a strictly convex smooth caustic of a billiard table with smooth boundary ∂Ω.
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Then, the billiard map T : T × (0, pi) → T × (0, pi) has two smooth RICs, Υ± =
graph θ± ∈ T× (0, pi).
The functions θ± : R/`Z → (0, pi) give the angles θ+(s) and θ−(s) determined by
the two tangent lines to the caustic Γ at each point M(s) ∈ ∂Ω. In particular, we
obtain that θ−(s) = pi − θ+(s). Geometrically, the two RICs obtained correspond
to travelling the billiard trajectory clockwise, Υ+, and counterclockwise, Υ−. This
two-to-one correspondence can be seen as another consequence of the existent sym-
metry on the phase space that we mentioned in Subsection 2.2.2. See [15] for the
proof of this relation.
From this correspondence, and since RICs can not intersect, we obtain 0 < θ−(s) ≤
pi/2 ≤ θ+(s) < pi. Thus, if a billiard trajectory contains bounces with arbitrary
small angles reflection and other bounces with angles of reflection arbitrary close
to pi no RIC exists and no caustic either. This last argument is related to the non
existence criterion that we have already commented in Section 1.2. Some more
results on the existence and nonexistence of caustics can be found on [1], [19] or
[13].
A convex caustic Γ can be characterized as follows. Given a point N ∈ ∂Ω we have
tangents NM and NM1 from N to Γ.
Definition 2.3.3. Let Q be the quantity defined as Q = |NM |+ |NM1| − M̂M1,
where M̂M1 is the arc-length of Γ between M and M1. Q is independent of N and
it is called the Lazutkin invariant.
The map M 7→ M1 is a diffeomorphism from Γ to itself. Since it is an homeo-
morphism of T, we can associate a rotation number to each caustic: η = η(Γ).
The rotation number is a topological invariant and if we have η /∈ Q and the map
M 7→ M1 sufficiently smooth, we have seen that Denjoy Theorem affirms that the
map is topologically conjugate to a rotation Rη : Γ → Γ, ξ 7→ ξ + η. If we travel
counterclockwise the same caustic, the rotation number is 1− η. Therefore, we fix
η < 1/2. In fact, this rotation number η coincides with the one corresponding to
the orbits on the RIC Υ−.
Applying what we have seen in Section 1.5 to this concrete setting, any convex
caustic Γ with a rational rotation number, η(Γ) = p/q has a (p, q)-periodic orbit.
It may happen that there exists a caustic with rational rotation number η = p/q
completely foliated by (p, q)-periodic orbits.
Definition 2.3.4. Let p, q ∈ N, gcd (p, q) = 1 and p < q/2. A (p, q)-resonant
(convex) caustic Γ is a (convex) caustic such that all billiard trajectories tangent
to Γ give rise to closed polygons with the same number of turns around ∂Ω, p, and
the same number of sides, q.
Note that resonant caustics are very degenerate. Recall that for any general strictly
convex and sufficiently smooth billiard table Ω, we can affirm that there exists at
least two (p, q)-periodic orbits (recall Birkhoff Theorem 1.2.1). Besides, when we
have a convex (p, q)-resonant caustic, we can guarantee the existence of a continuous
family of (p, q)-periodic orbits.
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If we recall the comment on the two-to-one correspondence between RICs and a
caustic, we find that points on Υ− belong to (p, q)-periodic points while points on
Υ+ belong to (q − p, q)-periodic orbits. Figure 2.6 is an example of (1, 3)-resonant
caustic on an elliptic billiard.
r
ϕ
0
Fig. 2.6. At right, a (1, 3)-resonant caustic on an elliptic billiard
is shown with two (1, 3)-periodic orbits. The coordinates used here
to represent the phase space are not (s, θ) but (ϕ, r), where ϕ is
such that the parameterization is M(ϕ) = (a cosϕ, b sinϕ) and
r = ||M ′(ϕ)|| cos θ. If we follow both trajectories counterclockwise
and we mark the points on the phase space, all the points are on
the curve below r = 0, which is a RIC, while the other points we
have marked are the ones that would appear if we traveled the
billiard clockwise and lie on the symmetric RIC.
The existence of resonant convex caustics is a rare phenomenon. Nevertheless,
the following theorem guarantees the existence of resonant caustics in a concrete
setting.
Theorem 2.3.1 (Poncelet’s Porism [7]). If ∂Ω is an ellipse, any caustic with a
rational rotation number is resonant.
As we will see in Section 4.3, (p, q)-resonant caustics can be destroyed by arbitrary
small perturbations of the billiard boundary ∂Ω, while caustics with “very irrational
numbers” do persist. We will state the result in a more formal way and also define
in a better way the concept “very irrational numbers” in Section 4.2.
2.4. Billiards inside a circle
We will explicitly find the map T for a billiard map in the circle and observe that
it is an integrable map.
Let (s, θ) be a point on the phase space. Consider the next point on the trajectory,
(s1, θ1) and the triangle with vertices s1, s and the center of the circle, O. This
triangle is isosceles and therefore angles at s, pi/2 − θ, and at s1, pi/2 − θ1, must
coincide, leading to θ1 = θ. Also, we obtain that the angle at the vertex O is 2θ and
2.4. BILLIARDS INSIDE A CIRCLE 29
the arc-length parameterization of the circle gives s1 = s+2θ. Figure 2.7 illustrates
this argument.
pi
2 − θ
pi
2 − θ
pi
2 − θ
pi
2 − θ
2θ
M(s)
M(s+ 2θ)
O
Fig. 2.7. The billiard map inside a circle.
So, given a point (s, θ) on the phase space, the billiard map T (s, θ) = (s + 2θ, θ),
which has the form of an integrable map.
The generating function only depends on the difference of the angular coordinates.
LetR be the radius of the circumference, the distance between s and s1 isH(s, s1) =
2R sin θ = 2R sin((s1 − s)/2). Usually R is set to 1.
Inside the circle, we can guarantee not only the existence of at least two (p, q)-
Birkhoff periodic orbits but the existence of a continuous family of regular polygons
of type (p, q) inscribed in the circle ∂Ω. Departing from one of the two (p, q)-periodic
orbit given by the Poincare´ Birkhoff Theorem, we rotate the polygon formed by
the (p, q)-periodic orbit with respect the center of the circle. The envelope of the
rotation of all these (p, q)-periodic trajectories delimits a (p, q)-resonant caustic
(from Poncelet’s Porism). Observe that, since all the (p, q)-orbits are obtained by
rotating a (p, q)-Birkhoff periodic orbit, all of them are Birkhoff orbits and have
the same length. This same result can be obtained using the following argument.
Since every orbit is contained in a RIC, using Remark 1.5.2, we know that all the
periodic orbits inside the circle are Birkhoff.
Figure 2.8 illustrates some (1, 3)-periodic orbits, its resonant caustic and the RICs
associated to it.
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2pi
pi
0
0
2pi/3
pi/3
Fig. 2.8. At left, some (1, 3)-periodic orbits. All the trajectories
have the same incidence angle θ at each impact point. The map
is integrable and the resonant RICs are θ = constant on the phase
space, in particular θ = pi/3 when the trajectories are traveled
counterclockwise and θ = 2pi/3 when they are traveled clockwise.
2.5. Elliptic billiards
Let ∂Ω be an ellipse. Without loss of generality, we can consider by a translation
and a similarity that, in cartesian coordinates, the boundary can be expressed as
∂Ω =
{
(x, y) ∈ R2 : x
2
a2
+
y2
b2
= 1
}
,
with a > b > 0. Thus, the foci are located at (c, 0) and (−c, 0), where c2 = a2− b2.
We will not be taking the arc-length parameter s to parameterize the boundary.
Instead, we will be choosing the parameterization given byM(ϕ) = (a cosϕ, b sinϕ),
which is the most natural way to parameterize an ellipse. Thus, the preserved
measure is ||M ′(ϕ)|| sin θdϕdθ.
The elliptic billiard is not an integrable map as we have defined before but it is
Liouville integrable.
Definition 2.5.1. Let T be an area-preserving map. If there exists a non-constant
function I(ϕ, θ) : T × (0, pi) → R such that it is a first integral (equivalently,
I ◦ T = I) we say that T is Liouville integrable.
The first integral is λ2(ϕ, θ) = (a2− b2) sin2 ϕ− ||M ′(ϕ)||2 cos2 θ+ b2 (see [2]). The
existence of a first integral implies that the phase space is foliated by invariant
curves, λ2 = constant. In particular, if the curve λ2 = constant is not contractible
to a point, we have found a RIC. Actually, from the symmetry of the problem, we
have found two RICs. The phase space foliated by curves λ2 = constant can be
seen in Figure 2.9.
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0 pi 2pi
a
b
−a
−b
Fig. 2.9. Portrait phase space of an elliptic billiard. Some curves
corresponding to λ2 = constant are shown. The coordinates used
on the phase space are (ϕ, r), where r = ||M ′(ϕ)|| cos θ. In these
coordinates, the phase space looks simpler. However, the domain
is not the whole annulus, but the region between the dashed lines.
This figure has been taken from [2]; thanks to R. Ramı´rez-Ros and
P. Sa´nchez Casas.
As we have seen in Section 2.3, where we have found a one-to-two correspondence
between caustics and RICs, this foliation allows us to affirm that any trajectory such
that 0 < λ2 < b2 has a convex caustic. Also, if this caustic has a rational rotation
number p/q, we have found that it is resonant (as we already knew from Poncelet’s
Porism). Recalling Remark 1.5.2, all these (p, q)-periodic orbits are Birkhoff.
It can be proved that any convex caustic Γ on the elliptic billiard is a confocal
ellipse to ∂Ω. Indeed, the convex caustics can be characterized by the first integral
λ2. Given λ ∈ (0, b), the corresponding convex caustic is
Γ = Cλ =
{
(x, y) ∈ R2 : x
2
a2 − λ2 +
y2
b2 − λ2 = 1
}
.
Observe that for λ = 0 we obtain the boundary, C0 = ∂Ω, and the rotation num-
ber is ρ = ρ(0) = 0. Instead, for λ = b the ellipse obtained is degenerate, it is
the segment linking the two foci. The trajectory is then the (1,2)-periodic orbit
corresponding to the diameter. Therefore, for λ = b, ρ(b) = 1/2. The rotation
number is a monotonically increasing function and therefore, for any p, q ∈ N such
that gcd(p, q) = 1 and p < q/2, there exists a convex (p, q)-resonant caustic.
Also, it can be proved that the trajectories such that b2 < λ2 < a2 are in corre-
spondence with nonconvex caustics which are hyperbolas with the same foci as ∂Ω.
From Poncelet’s Porism, we know that all the trajectories tangent to hyperbolas
with a rational rotation number, p/q, are (p, q)-periodic orbits. None of these peri-
odic orbits are Birkhoff. However, by looking at the phase space we can find some
32 2. BILLIARDS
other coordinates with which these (p, q)-periodic orbits from resonant caustics are
Birkhoff. To argue it, we prefer to first introduce the following observations.
As we have seen in Section 2.2.5, on any strictly convex billiard, we can assure that
at least one (1, 2)-periodic orbit is hyperbolic, the one associated to the diameter.
The (1, 2)-periodic orbit related to the width of the ellipse has impact points on
the boundary (0, b) and (0,−b). Therefore the chord length is 2b. Using the pa-
rameterization given at this section, the two points correspond to impact points
ϕ = pi/2 and ϕ = 3pi/2 respectively and the curvature obtained at each impact
point is κ(pi/2) = κ(3pi/2) = b/a2. Thus, 2b(b/a2 + b/a2) = 4b2/a2 < 4 and this
(1, 2)-periodic orbit is elliptic, see condition (12).
Now, we justify which coordinates choose so that periodic orbits on contractible
invariant curves become Birkhoff. We pick an easy example. Consider the (2, 4)-
orbit on Figure 2.10. Taking a look to the phase space, we see that the angular
coordinates do not behave as a rigid rotation on the circle. However, if by symmetry
we move the two iterates of the orbits that make turns to the second elliptic point,
p2 and p4, to the first one becoming p
′
2 and p
′
4, we see that the four iterates act
like a rigid rotation around the first elliptic point. This idea can be rigorously
formalized using the Birkhoff normal form presented in Section 3.1 below.
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Fig. 2.10. The non-Birkhoff (2, 4)-periodic orbit is said to be a
(1, 4)-Birkhoff when looking at the rotation around one of the two
elliptic fixed points on the phase space.

Chapter 3
General tools
3.1. Birkhoff normal form
Normal forms theory consists on writing a map near an invariant object in some
new coordinates such that the expression for the map in these new coordinates is
simpler. One possible way to achieve this simpler form is by means of a sequence
of changes of coordinates, each one of them cancelling some terms in the expansons
of the map. This procedure does not need to be convergent. Even if it is divergent,
the knowledge of the normal form up to a certain finite order gives important
information about the qualitative behaviour of the map.
We will be restricting ourselves to the two dimensional case. Here we quote some
results in [25, §23].
Let T : (x, y) 7→ (x1, y1) be an area-preserving analytic map defined near a fixed
point which, without loss of generality, we will assume to be the origin. We will also
assume that the linear terms have already been brought to a normal form. Then
our initial map has the following form,
x1 = T1(x, y) = λx+
∑
k>1
T1k, y1 = T2(x, y) = µy +
∑
k>1
T2k,(13)
where Tik are homogeneous polynomial in (x, y) of degree k, for i = 1, 2.
As we have seen in Subsection 2.2.5, according to Spec(DT (0)) = {λ, µ}, the origin
can be classified as parabolic, as hyperbolic with or without reflection or as elliptic.
Henceforth, we will not consider the parabolic case.
We want to determine a change of variables C : (ξ, η) 7→ (x, y) such that the map T
in the new coordinates, that is N := C−1TC, is as simple as possible. Since the
linear part of (13) is already in normal form, linear terms of the coordinate trans-
formation correspond to the identity. Thus, we look for a nonlinear transformation
of the form
x = C1(ξ, η) = ξ +
∑
k>1
C1k, y = C2(ξ, η) = η +
∑
k>1
C2k,(14)
with Cik homogeneous polynomial in (x, y) of degree k, for i = 1, 2.
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The simplest map we would like to achieve as normal form would be N(ξ, η) =
(λξ, µη) which would imply to cancel all terms of order greater than one. Let us
see why this is not possible.
Relation N = C−1TC is equivalent to CN = TC and we can compare the coeffi-
cients of the series. Observe that
CN = TC ⇔
{
C1(λξ, µη) = T1(C1(ξ, η), C2(ξ, η))
C2(λξ, µη) = T2(C1(ξ, η), C2(ξ, η)).
(15)
It is easy too see that the linear terms coincide when inserting series from (13) and
(14) into (15). Assume all the coefficients of all the terms of degree less than k agree
in (15) and we have determined polynomials C1l and C2l for l < k. Equations (15)
lead to
C1k(λξ, µη) = λC1k(ξ, η) + . . . , C2k(λξ, µη) = µC2k(ξ, η) + . . .(16)
where the terms not written down explicitly are homogeneous polynomials of de-
gree k whose coefficients have already been determined. Writing C1k(ξ, η) =∑k
l=0 alξ
k−lηl and C2k(ξ, η) =
∑k
l=0 blξ
k−lηl, we have{
C1k(λξ, µη)− λC1k(ξ, η) =
∑k
l=0 al(λ
k−lµl − λ)ξk−lηl
C2k(λξ, µη) − µC2k(ξ, η) =
∑k
l=0 bl(λ
k−lµl − µ)ξk−lηl.(17)
Using (17) into (16), one can see that coefficients al and bl can only be determined
if factors (λk−lµl − µ) and (λk−lµl − λ) are all different from 0.
Since our map T is area-preserving, we have relation λµ = 1 and therefore λl+1µl−
λ = 0 and λlµl+1 − µ = 0 for any l. So it is clear we can not obtain a normal form
as simple as we have proposed, N(ξ, η) = (λξ, µη).
The simplest expression we may achieve is a normal form of type
N(ξ, η) = (uξ, vη), u =
∑
k≥0
α2k(ξη)
k, v =
∑
k≥0
β2k(ξη)
k.(18)
If λ is not a root of unity and the equations
∂ξC1 − ∂ηC2 = σ(ξ, η)
∂ξC1∂ηC2 − ∂ξC2∂ηC1 − 1 = τ(ξ, η) − 1(19)
are series not containing powers of ω = ξη alone, then, there exists a unique formal
substitution C of type (14) that brings a map like (13) into the normal form (18).
It is shown that C is then an area-preserving map and we also obtain the formal
relation uv = 1. Moreover, this last condition is not only necessary but also suf-
ficient for (13) to be area-preserving. From this condition, one can observe that
ξ1η1 = ξη and therefore the product ξη is a first integral.
With some additional hypotheses, the normal form can still be reduced a little bit
more. We assume the initial map (13) real and, again, λ is not a root of the unity.
If the origin is a hyperbolic point without reflection, there exists a unique real power
series,
w =
∞∑
k=0
γk(ξη)
k, γ0 such that λ = e
γ0 ,(20)
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such that u = ew, v = e−w, and the normal form becomes
ξ1 = e
wξ, η1 = e
−wη.
If the origin is a hyperbolic point with reflection, there exists a unique real power
series w of the same form of equation (20) such that u = −ew, v = −e−w, and the
normal form becomes
ξ1 = −ewξ, η1 = −e−wη.
For the elliptic case we can also find a unique real power series w of the same form
as the hyperbolic case (20) but with γ0 ∈ (−pi, pi) such that λ = eiγ0 and such that
u = eiw, v = e−iw, and the normal form is then
ξ1 = e
iwξ, η1 = e
−iwη.
To express this normal form in terms of real variables, we can apply the following
linear transformation
ξ = r + is, η = r − is, ξ1 = r1 + is1, η1 = r1 − is1
and finally obtain
r1 = r cosw − s sinw, s1 = r sinw + s cosw, w =
∞∑
k=0
γk(r
2 + s2)k,(21)
where γk, k ≥ 0, are the Birkhoff coefficients.
If there exists a non-zero Birkhoff coefficient, this normal form is an integrable twist
map, as we see at Subsection 3.2.1.
Relaxing conditions, particularly, requiring that ∂ξC1 − 1 and ∂ηC2 − 1 do not
contain powers of ω = ξη instead of asking for equations (19) to not be series
containing powers of ω = ξη alone, we find a unique substitution C which is no
longer area-preserving.
Once the series are computed in a formal sense, one can look for convergence of these
series. It can be shown that in the hyperbolic case the series C1(ξ, η) and C2(ξ, η)
converge in some neighbourhood of the origin. In the elliptic case, in general one
has divergence. It can be shown that in some cases convergence can occur but there
is no general method to determine whether there exists convergence or divergence.
3.2. Moser’s Twist Theorem
Moser’s Twist Theorem belongs to the KAM (Kolmogorov-Arnol’d-Moser) theory.
This theory is the most efficient tool when dealing with RICs with “very irrational”
rotation numbers, which, as we will see, are defined more precisely as Diophantine
numbers. Here, we will obtain RICs on a perturbative setting of an initially inte-
grable area-preserving twist map.
Let T be an integrable area-preserving twist map
T : T× [a0, b0] → T× [a0, b0]
(s, r) 7→ (s+ α(r), r)
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twisting to the right, that is α′(r) > 0 for all r ∈ [a0, b0]. Observe that every circle
T × {r} is a RIC. We want to study what happens to the RICs if we add some
perturbative terms to T . Precisely, we want to prove the existence of infinitely
many RICs.
Consider A : (s, r) 7→ (s+ α(r) + f(s, r), r + g(s, r)), with f, g small perturbations.
Consider f, g, α real analytic functions, 2pi-periodic in s. In order to ensure the
existence of a RIC, the smallness condition in f and g is not sufficient. For example,
consider g ≡ δ, δ small but constant, then r will increase monotonically and never
close. A sufficient hypothesis to ensure this existence is the intersection property.
Definition 3.2.1. The map A satisfies the intersection property if for any Γ :=
graphv, with v : s 7→ γ(s), Γ intersects its image, Γ ∩ A(Γ) 6= ∅.
Before stating the theorem, we simplify the setting. Consider the change of variables
(s, r) 7→ (x, y) = (s, α(r)/γ), with γ = |α(b0) − α(a0)|. In the new variables, the
map is {
x1 = x+ γy + f¯(x, y),
y1 = y + g¯(x, y),
(22)
where f¯ and g¯ still real analytic and 2pi-periodic with respect to x.
Observe y ∈ [α(a0)/γ, α(b0)/γ] = [a, b], which is an interval of length 1. We can
impose, restricting ourselves to a narrower annulus, γ ≤ 1.
Since f¯ , g¯ are real analytic functions, they can be extended to a complex domain
of the form D = {(x, y) ∈ C2, |=x| < r0, y ∈ D′}, where D′ is a complex neigh-
bourhood of [a, b]. We may take 0 < r0 ≤ 1. Finally, we will assume that map A
satisfies the intersection property.
Definition 3.2.2. Given c0 > 0 and µ > 2, let
(23) D(c0, µ) :=
{
ω ∈ R :
∣∣∣ωq
2pi
− p
∣∣∣ < c0
qµ
, ∀p ∈ Z, q ∈ N
}
and D(µ) := ∪c0>0D(c0, µ). The numbers ω ∈ D(µ) are called Diophantine.
Observe that the Diophantine condition on (23) implies that ω is sufficiently away
of any rational number p/q. The set D(µ) has full measure in R for any µ > 2.
Further information on Diophantine numbers can be found in [20, §III. A] or [4].
Theorem 3.2.1 (Moser’s Twist Theorem, [25]). Under these hypotheses, for any
ε > 0 there exists δ = δ(ε,D) > 0, δ not depending on γ, such that for |f¯ |+ |g¯| ≤ γδ
in D, the map A has a RIC that can be parameterized as{
x = ξ + u(ξ)
y = v(ξ)
with u, v real analytic and 2pi-periodic in ξ, |=ξ| < r0/2
and such that the restriction of the application to the curve is the translation ξ 7→
ξ + ω for some Diophantine rotation number ω. Also, functions u and v satisfy
|u|+ |v − γ−1ω| < ε.
In fact, there exists a RIC with rotation number ω for any ω ∈ D(c0, µ) ∩ [γ(a +
s0), γ(b− s0)], for some c0 > 0, 0 < s0 < 1/4 and µ > 2.
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The invariant curve found is related to the initial invariant curve of the integrable
map with a rotation number ω. Since ω is just chosen in order to satisfy the
Diophantine condition (23), we can ensure that any RIC that has a Diophantine
rotation number persists.
3.2.1. Stability criterion for area-preserving maps around an elliptic
fixed point. We know that under suitable hypotheses on the eigenvalues, we
can express an area-preserving map near an elliptic fixed point in Birkhoff co-
ordinates (21) as {
u1 = u cosw − v sinw +O2l+2
v1 = u sinw + v cosw +O2l+2,(24)
where w = γ0 + γl(u
2 + v2)l, γl is the first non-zero Birkhoff coefficient of the
Birkhoff normal form, γl > 0, l > 0 and O2l+2 represents a power series in u and v
containing terms of order greater or equal that 2l+ 2.
We will show that for any 0 < ε < ε0, with ε0 sufficiently small, the disk D =
{(u, v) s.t. u2 + v2 < ε2} contains an invariant curve surrounding (u, v) = 0. This
curve acts as a barrier for the dynamics and therefore we can deduce that the
elliptic point is stable.
If we introduce polar coordinates, θ and r, as
u = εr1/2l cos θ, v = εr1/2l sin θ,
then, the equations (24) turn into{
εr
1/2l
1 cos θ1 = εr
1/2l cos θ cosw − εr1/2l sin θ sinw +O2l+2
εr
1/2l
1 sin θ1 = εr
1/2l cos θ sinw + εr1/2l sin θ cosw +O2l+2,
which we can rewrite, using trigonometric relations, in coordinates (θ, r) as{
θ1 = θ + w +O2l+1
r1 = r +O2l+1,
Taking into account w = γ0 + γl(u
2 + v2)l = γ0 + γlε
2lr, we can still do another
change of variables, considering x = θ and r = y + γ0/(γlε
2l) and we get the
following map,
{
x1 = x+ γy + f(x, y)
y1 = y + g(x, y),
(25)
where γ = γlε
2l and f(x, y) and g(x, y) contain the terms in ε.
It is clear that we can apply Moser’s Twist Theorem to map (25). The functions f
and g are real analytic and therefore can be extended to a complex domain. Also,
the variable x is 2pi periodic and we can consider 0 < y < 1. The intersection
property is easily deduced from the area-preserving property. Last condition to be
checked is |f |+ |g| < γδ(ε) and we have
|f |+ |g|
γ
=
O(ε2l+1)
γlε2l
= O(ε).
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The same ideas used in this example to find stability around an elliptic fixed point
are used by Kamphorst and Pinto-de-Carvalho in [21]. There, for strictly convex
billiards, the stability of the elliptic (1,2)-periodic orbits is studied by explicitly
computing the first Birkhoff coefficient. It only depends on the first derivatives of
the curvature of the boundary at the impact points of the (1,2)-periodic orbits and
also the distance between them. Then, for a given strictly convex billiard, if the
first Birkhoff coefficient is nonzero, one can assure stability of the (1,2)-periodic
elliptic orbit.
3.3. Melnikov potential for perturbations of area-
preserving twist maps
Moser’s Twist Theorem requires Diophantine rotation numbers for the invariant
curves. If we have a resonant curve, it will be eventually destroyed under pertur-
bation. The tool used to study the perturbed map is the Melnikov potential.
Melnikov methods are commonly used for computing the splitting of separatrices
in maps and flows (see Section 4.1). A less common application of the Melnikov
method is the one used for studying the perturbation on the surroundings of a
resonant curve of an integrable twist map. This is the one we present in this
section. The geometric idea behind this method can be found in [6, §VI.] and [5,
§20], and it was developed and used at [24] and [22].
Let T : T×[0, pi]→ T×[0, pi] be an area-preserving twist map. Let H be its generat-
ing function. Consider Υ
(p,q)
0 a (p, q)-resonant RIC. By the Birkhoff Theorem 1.2.1,
Υ
(p,q)
0 = graphv := {(s, v(s)), s ∈ R/`Z}.
Consider Tε = T + O(ε) to be a perturbation of the area-preserving twist map T
and T˜ε to be its lift. Finally, let Hε = H + εH1+O(ε2) be the perturbation on the
generating function.
There exists a couple of radial curves, Υε = graph vε and Υ
∗
ε = graph v
∗
ε close to
the initial curve, Υ
(p,q)
0 , such that the first graph is vertically projected onto the
second one after q iterations of map Tε.
Lemma 3.3.1 ([22]). There exist a constant η > 0 and two smooth functions vε, v
∗
ε :
T→ [0, pi] defined for ε ∈ (−ε0, ε0), ε0 > 0, such that
i. vε(s) = v(s) +O(ε) and v∗ε (s) = v(s) +O(ε), uniformly in s ∈ T;
ii. T qε (s, vε(s)) = (s, v
∗
ε (s)) for all s ∈ T; and
iii. Υ˜ε = graph v˜ε = {(s˜, θ) : |θ − v˜(s˜)| < η and pr1T˜ qε (s˜, θ) = s˜ + p`}, where Υ˜ε
denotes the lift of Υε obtained when considering the lift v˜ε of the function vε
and pr1 is the projection onto the first coordinate, pr1 : R×(0, pi)→ R, (s˜, θ) 7→
s˜.
From this result, one can easily extract the following conclusion.
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Corollary 3.3.2 ([22]). The intersection of both radial curves contains all the
(p, q)-periodic orbits of Tε close to the former RIC Υ
(p,q)
0 . Also, the (p, q)-resonant
RIC persists if and only if both curves coincide everywhere.
Thus, we need to quantify the separation between graphs Υε and Υ
∗
ε .
Lemma 3.3.3 ([22]). v∗ε (s) − vε(s) =
(
W
(p,q)
ε
)′
(s), where W
(p,q)
ε : T → R is a
function whose lift is
W˜ (p,q)ε =
q−1∑
j=0
Hε(s¯j(s˜, ε), s¯j+1(s˜, ε)), s¯j(s˜, ε) := T˜
j
ε,1(s˜, vε(s)).
Corollary 3.3.4 ([22]). The unperturbed RIC persists if and only if
(
W
(p,q)
ε
)′
(s) ≡
0.
Definition 3.3.1. The subharmonic potential of the (p, q)-resonant RIC Υ
(p,q)
0 is
the function W
(p,q)
ε : T→ R.
As any Melnikov method, it is usual to center the interest in the low order terms
of the perturbative potential. Consider the expansion of the subharmonic function,
W
(p,q)
ε (s) =W
(p,q)
0 (s) + εW
(p,q)
1 (s) +O(ε2). The zero-order term of this expansion
vanishes since (
W
(p,q)
0
)′
(s) = v∗0(s)− v0(s) = v(s) − v(s) ≡ 0.(26)
Definition 3.3.2. The first order term of the subharmonic potential, W
(p,q)
1 , is
called the subharmonic Melnikov potential of the (p, q)-resonant RIC Υ
(p,q)
0 for the
perturbation Tε.
The previous results lead to
Corollary 3.3.5 ([22]). If the subharmonic Melnikov potential is not constant,
then the (p, q)-resonant RIC Υ
(p,q)
0 does not persist under the perturbation Tε.
And finally, it can be proved that the subharmonic Melnikov potential can be
defined in a much simpler way.
Proposition 3.3.6 ([22]). The lift W˜
(p,q)
1 (s˜) is
W˜
(p,q)
1 (s˜) =
q−1∑
j=0
H1(s˜j , s˜j+1),(27)
where s˜j := T
j(s˜, v(s)) and H(s˜, s˜1) = H0(s˜, s˜1) + εH1(s˜, s˜1) +O(ε2).

Chapter 4
Specific results of perturbative the-
ory
4.1. An example of exponentially small phenomena:
upper bound of the splitting of invariant curves
In this section we give a result on exponentially small bounds. The problem pre-
sented is not directly related to the one we are interested in. Yet, since we will
be looking for exponentially small bounds, this example helps to understand the
behaviour of certain singular systems.
Before presenting the setting and results, we briefly introduce some basic definitions.
Let T : U → U , U = U˚ ⊂ R2, be an area-preserving diffeomorphism. An hyperbolic
fixed point is also called a saddle point.
By the Hadamard-Perron Theorem [14, §6], a saddle point p0 has one-dimensional
stable and unstable manifolds, respectively, for δ sufficiently small,
W sloc(p0) := {p ∈ U : ‖T n(p)− p0‖ < δ for n ≥ 0},
Wuloc(p0) := {p ∈ U : ‖T n(p)− p0‖ < δ for n ≤ 0}.
These local manifolds can be infinitely continued with the help of the iterates of T
giving rise to the stable and unstable invariant manifolds
W s(p0) := {p ∈ U : lim
n→∞
‖T n(p)− p0‖ = 0} =
⋃
n∈Z
T n(W sloc(p0)),
Wu(p0) := {p ∈ U : lim
n→∞
‖T n(p)− p0‖ = 0} =
⋃
n∈Z
T n(Wuloc(p0)).
Each invariant manifold has two branches departing from (or arriving to) the saddle
point. These branches depart from (or arrive to) the saddle point according to the
direction given by the eigenvectors related to the eigenvalues of the linearized system
around the saddle point. It is clear that a branch from the stable invariant manifold
of a saddle point cannot intersect to another stable branch of the same saddle point
or another. The same is established for the unstable branches.
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However, a stable branch can intersect with an unstable one. The points on the
intersection are called homoclinic points when both branches correspond to the
invariant manifolds of the same saddle point or heteroclinic points otherwise. It
is clear that the orbits of homoclinic (heteroclinic) points contain only homoclinic
(heteroclinic) points. Thus, we refer to them as homoclinic (heteroclinic) orbits.
If a branch of the unstable manifold coincides with a branch of the stable manifold
of the same saddle point, we say that this invariant curve is a separatrix, which
we usually note by Γ. A separatrix has a fish-shape form since both backward
and forward iterates of any point in the separatrix tend to the saddle point. The
term separatrix is due to the fact that dynamics inside and outside this fish-shaped
invariant curve have different behaviours.
Let Th : R
2 → R2, h > 0, be an area-preserving map with a separatrix Γh to a
saddle point p0. Suppose Spec(DTh(p0)) = {e+h, e−h}. Observe that this saddle
point is weakly hyperbolic if h is small. Generically, the separatrix splits in a
transverse way when introducing perturbations. Here, we consider a perturbation
depending on a parameter ε, Th,ε = Th +O(ε).
We proceed to measure the splitting using a Melnikov method. Suppose we are able
to compute the O(ε)-term of a certain splitting quantity S (for example, distance
between the invariant manifolds), so that S = S(h, ε) = εS1(h) + O(ε2) for any
fixed h > 0. But, is it always the first term of this expansion the one dominating?
What can we say about S when both h and ε are small? When h is no longer fixed,
the first term may not be the most important. Then, Melnikov methods fail since
one has to know the asymptotic behaviour of all the terms in the expansion (very
difficult) and not only the first ones. Thus, another approach has to be taken.
Next theorem gives an upper bound for the size of the splitting in a singular case.
Theorem 4.1.1 (Fontich-Simo´, [11]). Let Fh : R
2 → R2, h > 0, be a diffeomor-
phism such that:
• Fh = Id+hF1 + hβF2, where F1 : R2 → R2, F2 : R2 × R+ → R2, β > 0 and
F1(0, 0) = F2(0, 0, h) = (0, 0).
• SpecDFh(0, 0) = {λ, λ−1}, where λ = 1 + h+O(h2).
• The system z′ = F1(z) has an homoclinic loop to the origin, γ(t).
• Fh is analytic in a complex neighbourhood of γ(t), {|=t| < d∗}.
Then, for any d ∈ (0, d∗), there exists C > 0 such that the distance between the
invariant manifolds is less or equal than Ce−2pid/h as h tends to 0+.
4.2. Existence of caustics near the billiard bound-
ary
Next, we present a direct application of Moser’s Twist Theorem. This result goes
back to Lazutkin [17].
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If we recall the notation used in Section 2.3, a caustic Γ can be charaterized by the
invariant η, which is the rotation number of the diffeomorphism from Γ to itself
defined by M 7→M1, where M and M1 are the points on Γ that draw tangents to
a point N on ∂Ω. We denote the caustic defined by the rotation number η as Γ(η).
Consider the Cantor set
D = Dη∗,c0,µ := (0, η∗) ∩ D(c0, µ),
where D(c0, µ) is the set of Diophantine numbers defined in (23), and η∗  1. Note
that 0 ∈ D¯. Also recall that if a caustic Γ has a rotation number belonging to
this set, η(Γ) ∈ D, then the rotation number is poorly approximated by rational
numbers.
Theorem 4.2.1 (Lazutkin, [17]). Let Ω be a sufficiently smooth and strictly con-
vex billiard table. Then, there exists a Cantor family of smooth convex caustics
{Γη}η∈D ∈ Ω, with limη→0+ Γη = ∂Ω, whose union has positive area.
Recalling the relations and notation between convex caustics and RICs seen at
Section 2.3, the theorem can be reformulated as follows.
Theorem 4.2.2. The billiard map associated to a sufficiently smooth and strictly
convex billiard table has two collections of RICs, {Υ±η }η∈D ∈ T × (0, pi), with
limη→0+ Υ
−
η = T × {0} and limη→0+ Υ+η = T × {pi}, whose union has positive
area.
Remark 4.2.1. After Douady, the minimum smoothness required is that the bound-
ary ∂Ω is at least C6, [10].
To prove this result recall that the billiard map T can be extended to its boundary,
where it becomes the identity map. Therefore, when θ tends to 0, the point (s, θ)
tends to be stationary for all s. We want to find a family of invariant closed curves
near this stationary curve which will be {Υ−η }η∈D. The other family, {Υ+η }η∈D, is
directly obtained by the billiard symmetry.
First, we denote by ~x(s) the arc-length parameterization of ∂Ω, ~t(s) its tangent unit
vector and ~n(s) the unit normal vector, ~n(s) = ρ(s)~t′, ρ(s) the radius of curvature
of ∂Ω.
In a neighbourhood of the stationary curve θ = 0, we can write T as
(28)
{
s1 = s+ 2ρθ + (4/3)ρρ
′θ2 +
(
(2/3)ρ2ρ′′ + (4/9)ρρ′2
)
θ3 +O(θ4)
θ1 = θ − (2/3)ρ′θ2 +
(−(2/3)ρρ′′ + (4/9)ρ′2) θ3 +O(θ4),
where we have not explicitly written the dependence of the curvature radius on the
parameter s, ρ = ρ(s). The explicit derivation of (28) is placed in Appendix A.
We can then introduce the coordinates ξ(s, θ) ∈ R/Z and η = η(s, θ) > 0 given by
ξ = C
∫ s
0
ρ−2/3(s)ds, η = 4Cρ1/3(s) sin(θ/2),
with C−1 =
∫ L
0
ρ−2/3(s)ds. These coordinates are well-defined for small incidence
angles θ. Observe that η(s, 0) ≡ 0 and also that 0 < θ  1 if and only if 0 < η  1.
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In these new coordinates, for η sufficiently small, η < η∗, the billiard map becomes{
ξ1 = ξ + η +O(η3) = ξ + η + η3f(ξ, η)
η1 = η +O(η4) = η + η4g(ξ, η),
This setting is suitable to apply Moser’s Twist Theorem (recall Equation (22)).
For f, g ≡ 0 all curves η = constant are invariant. For f, g small perturbations,
if the intersection property holds, which it does because dm = constant |ξ|dξdη
is preserved, the curves with η satisfying a Diophantine condition, that is η ∈ D,
persist after the perturbation.
4.3. Break-up of caustics
In the previous section, we have given a criterion for the existence of caustics in the
neighbourhod of the boundary ∂Ω. This criterion was based on a KAM theorem
applied on a neighbourhood of the stationary curve θ = 0. Hence, the obtained
caustics have Diophantine rotation numbers.
Nevertheless, we are interested in periodic trajectories. When the envelope of a
set of periodic trajectories defines a caustic, this caustic has a rational rotation
number. Therefore, the previous theorem can not be used.
Let p, q ∈ N, gcd(p, q) = 1 and p < q/2. Recall, from Section 2.5, that elliptic bil-
liards are Liouville integrable. Therefore any (p, q)-periodic orbit is on an invariant
curve. Following Poncelet’s Porism, these curves are foliated by (p, q)-periodic or-
bits. The invariant curves not contractible to a point (the RICs) are in two-to-one
correspondence with the resonant convex caustics, which are confocal ellipses to
the billiard boundary.
The results we will give refer to circular and elliptic billiards. We will see that,
contrary to the RICs with Diophantine rotation numbers, the RICs with rational
rotation numbers do not persist under generic perturbations and therefore the reso-
nant caustics are destroyed too. Recall that there will be at least two (p, q)-periodic
orbits after the perturbation but the resonant caustic structure will not persist.
First we state a result focused on circular billiards. To introduce it, we need some
notation.
Consider, with out loss of generality, that the circle is centered at the origin and
has radius r0. We parameterize the circular table by M0 : T→ ∂Ω ∈ R2, s 7→ r0~ns,
where ~ns = (cos s, sin s).
We consider the generic perturbation Mε : T→ ∂Ωε, s 7→ rε(s)~ns, where
rε(s) = r0 + εr1(s) +O(ε2).
Theorem 4.3.1 ([24]). Let
∑
j∈Z r̂
j
1e
i js be the Fourier expansion of r1(s). Let
p and q be any integers, with p < q/2 and gcd(p, q) = 1. If there exists some
j ∈ qZ\{0}, the (p, q)-resonant caustic does not persist under this perturbation.
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The following result refers to elliptic billiards. As we have seen in Section 2.5, we
parameterize the unperturbed elliptic boundary by M0 : (ϕ) = (c coshµ0 cosϕ, y =
c sinhµ0 sinϕ), c =
√
a2 − b2 and µ0 is such that a = c coshµ0 and b = c sinhµ0.
The advantage of this parameterization is that if we consider coordinates (µ, ϕ)
instead of only ϕ we can parameterize any conic with the same foci than ∂Ω. Any
confocal ellipse is determine by µ = constant while we can consider any hyperbola
by making ϕ = constant. As told, µ = µ0 parameterizes ∂Ω.
The perturbation ∂Ωε considered is similar to the one considered in the circular
billiard. The perturbation affects to µ0. Instead of being constant, it is substituted
by a smooth function µε(ϕ) = µ0 + εµ1(ϕ) + O(ε2). Hence, the parameterization
is Mε(ϕ) = (c cosh(µε(ϕ)) cosϕ, c sinh(µε(ϕ)) sinϕ).
Theorem 4.3.2 ([22]). Let µ1(ϕ) be a 2pi-periodic entire function. If µ1(ϕ) is
not constant (respectively, µ1(ϕ) is not pi-antiperiodic), then none of the convex
(p, q)-resonant caustic ellipses with odd q (respectively, even q) persist under the
perturbation µε(ϕ).
Both theorems rely on the study of the Melnikov potential for these perturbations.
4.4. Length spectrum of convex domains
Consider p, q ∈ Z, gcd(p, q) = 1, p ≤ q/2. Let Γ(p,q) be the set of all the (p, q)-orbits
at Ω. Let L(p,q) be the set of lengths of the orbits on Γ(p,q).
Definition 4.4.1. The set of numbers L = `N ∪ ⋃(p,q) L(p,q) is called the length
spectrum of the domain Ω.
We also denote by L(p,q) = supL(p,q) and l(p,q) = inf L(p,q). Finally, ∆(p,q) will
denote the difference on these two quantities, ∆(p,q) = L(p,q) − l(p,q).
In our work, we want to study the asymptotic behaviour of these three quantities.
In this field, two results are worth to be mentioned. The first one deals with orbits
with a fixed number of turns inside ∂Ω, this is a fixed p, and with a large period, q.
Theorem 4.4.1 (Marvizi and Melrose, [18]). If the billiard table Ω is smooth and
strictly convex, then
(1) There exist coefficients cp,j such that
L(p,q), l(p,q)  cp,0 +
∑
j≥1
cp,jq
−2j as q →∞.
Coefficient cp,0 = p` and coefficient cp,1 is always negative.
(2) There exist some “universal” functions gj : R
+ × Rj−1 such that
cj := c1,j =
∫ `
0
gj
(
κ(s), κ′′(s), . . . , κ(2j−2)(s)
)
, j ≥ 1,
where κ(s) is the curvature of ∂Ω parameterized by the arc-length parameter.
(3) limq→∞ q
k∆(p,q) = 0 for all k > 0. Equivalently, ∆(p,q) = O (q−∞).
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The next result is valid for (p, q)-periodic orbits close to the (1,2)-periodic elliptic
orbit on a billiard table with axial symmetries. We give the asymptotic behaviour
of these orbits as p/q tends to 1/2. Recall that the definition of an elliptic periodic
orbit has been given at Subsection 2.2.5.
Theorem 4.4.2 (Colin de Verdie`re, [8]). Let Ω be a smooth convex domain of R2,
symmetric with regard to both axis of coordinates. Assume that its shortest (1, 2)-
periodic billiard trajectory is elliptic and ∂Ω is strictly convex at its endpoints.
Consider in Γ(p,q) only the subset of (p, q)-periodic orbits which are close to the
(1, 2)-periodic elliptic orbit. From this subset, we redefine L(p,q), l(p,q), L(p,q) and
∆(p,q) as before. Then,
∆(p,q) = O(q−∞) as p/q → 1/2.
This theorem is obtained through the study of the Birkhoff normal form of the bil-
liard map around its (1, 2)-periodic orbit. The non-resonance condition is necessary
to compute this normal form up to an arbitrary order.
Part 2
Goals and first results

Chapter 5
Discussion of problems to treat
5.1. Introduction to the problems
In Dynamical Systems, and more concretely, in the analytic context, the following
principle is generally assumed. Consider a quantity ∆ which tends asymptotically
to zero as a certain parameter, q, tends to infinity and its asymptotic behaviour
is faster than any order, that is ∆ = O(q−∞). Then, quantity ∆ is exponentially
small in parameter q.
This principle is not proved in general but we have already given an example in
Section 4.1 where it applies: the distance between manifolds of close to the identity
area-preserving analytic maps is exponentially small in the characteristic exponent.
We have seen the results by Marvizi and Melrose and by Colin de Verdie`re on
the length spectrum which predicted an asymptotic behaviour beyond all orders in
different cases. We recall the notation and the results found.
Consider p, q ∈ N, gcd(p, q) = 1, p ≤ q/2. Let Γ(p,q) be the set of all the (p, q)-orbits
at the convex domain Ω. Let L(p,q) be the set of lengths of the orbits on Γ(p,q).
The length spectrum of the domain Ω is L = `N ∪⋃(p,q) L(p,q) and the difference
between the maximum and the minimum length among the orbits on the set Γ(p,q)
is denoted by ∆(p,q).
On the one hand, the set Γ(1,q) approaches to the billiard boundary as q tends to
infinity. According to Marvizi and Melrose [18], ∆(1,q) turns out to be of order
O(q−∞).
On the other hand, consider only the (p, q)-periodic trajectories close to the (1, 2)-
periodic elliptic orbits in billiards which are symmetric with respect to the width
and diameter. Then, Colin de Verdie`re [8] found out that the same result holds,
∆(p,q) = O(q−∞).
These results, together with the assumption of the principle mentioned above, lead
us to search for exponentially small asymptotic behaviours of the difference of
lengths among the set of (p, q)-periodic orbits under certain settings (for example
the setting given by Marvizi and Melrose or the one by Colin de Verdie`re).
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Yet, there exists another setting where to look for an exponential smallness of the
difference on the lengths of the (p, q)-periodic orbits of a billiard.
Consider an elliptic or circular billiard. We have seen that the billiard maps on
these type of billiards are Liouville integrable and the trajectories are contained in
invariant curves. We center ourselves on those curves which are RICs. Recall that,
at a circular billiard, all the invariant curves are RICs while at an elliptic billiard,
RICs are associated to convex caustics.
The billiard map can be restricted to each RIC and a rotation number can be as-
signed to each RIC. Applying KAM theory to those RICs with Diophantine rotation
numbers, we know that the RICs will persist under small perturbations and, thus,
their caustics will persist too.
Typically, as we have seen in Section 4.3, RICs with a rational rotation number p/q
will break down making the (p, q)-resonant caustic disappear. Although we will not
have a continuous family of (p, q)-periodic orbits after the perturbation, according
to Poincare´-Birkhoff Theorem, there will exist at least two (p, q)-periodic orbits.
However, we will no longer be able to guarantee that ∆(p,q) = 0 on the set of
persisting (p, q)-periodic orbits.
In analogy to Greene’s criterion [12], we believe that the difference ∆(p,q) tend
exponentially to zero as p/q tends to the Diophantine rotation number of a RIC.
Similar problems are studied in [9, Theorem 1.6].
5.2. Our approach
The subject presented is quite large and goes beyond the scope of a Master Thesis.
In this work, we have just initiated the computations on the asymptotic behaviour
of ∆(p,q) in some particular cases which we detail below.
We are interested in measuring the behaviour among all the elements on L(p,q) and,
more concretely, in finding the asymptotic growth or order for the function ∆(p,q) as
p/q tends to some specific rotation number whether it is 0 and we are approaching
to the billiard boundary or it is an irrational number.
We take a look to Liouville integrable billiards, circular and elliptic billiards. Con-
sider p, q ∈ N, p < q/2, and gcd(p, q) = 1, there always exists a (p, q)-resonant
caustic in correspondence to a RIC with rotation number p/q and its symmetric, a
RIC with rotation (q − p)/p.
Henceforth, we slightly modify definitions on Γ(p,q), so that the only (p, q)-periodic
orbits considered on the set Γ(p,q) are the ones tangent to a convex caustic, leaving
the (p, q)-periodic trajectories tangent to hyperbolas apart.
Recalling that the generating function of a billiard map is the length between two
points on the billiard boundary, we can observe that the length of a (p, q)-trajectory
coincides with the definition of the subharmonic potential of the (p, q)-resonant RIC
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defined in Section 3.3. Thus,
∆(p,q) = max{W (p,q)ε (s) : s ∈ T} −min{W (p,q)ε (s) : s ∈ T}.
We write the subharmonic potential as an expansion on the perturbation parameter:
W (p,q)ε (s) =W
(p,q)
0 (s) + εW
(p,q)
1 (s) +O(ε2).
Since the term W
(p,q)
0 (s) is also constant with respect to variable s (see equa-
tion (26)), we can write the difference ∆(p,q) as
∆(p,q) = ε∆
(p,q)
1 +O(ε2),
where ∆
(p,q)
1 := maxTW
(p,q)
1 −minTW (p,q)1 .
As it is usual with Melnikov methods, we will study first the behaviour of the low
order terms. Just as we discussed in Section 4.1, if q is not a fixed value, the low
order terms of this expansion may not be the dominant ones. Thus, if we want
to find asymptotic results on ∆(p,q) as p/q tends to a concrete number rotation
number, we can not ignore the higher order terms of the expansion. Therefore, to
find an exponentially small bound, we have to deal with all the terms ∆
(p,q)
j for all
j > 0.
Despite this observation, our approach is focused on the Melnikov prediction for
the first order term, ∆
(p,q)
1 on circular and elliptic billiards.
We present the results in the next chapter.

Chapter 6
First results
6.1. Circular tables
We consider a circular billiard table, with boundary ∂Ω. Without loss of generality,
we can assume
∂Ω :=
{
(x, y) ∈ R2 : x2 + y2 = 1} .
As we have seen in Section 2.4, the billiard map is defined as T : T × [0, pi] →
T× [0, pi], (s, θ) 7→ (s+2θ, θ), which is an integrable twist map. Therefore, following
Section 1.1, for all p, q ∈ N, p < q/2, the (p, q)-periodic orbits are set on a RIC
foliated by (p, q)-periodic orbits. Geometrically, given any regular (p, q)-polygon
inscribed in the circle, we obtain the rest of (p, q)-periodic orbits by rotating it
with respect to the origin. Thus, ∆(p,q) = 0.
Our aim is to measure the behaviour on the lengths among all these (p, q)-periodic
orbits on a perturbed circular table, ∂Ωε. We want to study the difference of lengths
among Γ(p,q), that is ∆(p,q). In particular, we will study the first order term, ∆
(p,q)
1 .
We parameterize the circular boundary by the arc-length parameter, that is M0 :
T → ∂Ω, s 7→ ~ns := (cos s, sin s). The generic perturbation we consider is the
one already considered in Section 4.3. The perturbative parameter ε affects to
the distance to the origin at each direction. The perturbed circular boundary is
described as follows
Mε : T → ∂Ωε
s 7→ rε(s)~ns = (rε(s) cos s, rε(s) sin s),(29)
where rε(s) = 1 + εr1(s) +O(ε2).
As we have seen in Section 3.3, the subharmonic Melnikov potential can be com-
puted as
W
(p,q)
1 (s) =
q−1∑
j=0
H1(sj , sj+1),
where sj is the first coordinate at the j-th iteration of the unperturbed billiard map
T at a point (s, v(s)) on the RIC Υ (p,q) = graphv with rotation number p/q.
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From the study of the subharmonic Melnikov potential for the circular table and the
generic perturbations introduced above, and as it is computed in [24], the previous
formula for the subharmonic Melnikov potential can be written as
W
(p,q)
1 (s) = 2 sin(pip/q)
q−1∑
k=0
r1(s+ 2pikp/q) = 2q sin(pip/q)
∑
j∈qZ
r̂j1e
i js,(30)
where r̂j1 are the Fourier coefficients for function r1(s). That is, r1(s) =
∑
j∈Z r̂
j
1e
i js.
Now, we can state an exponentially small upper bound for
∆
(p,q)
1 = max
T
W
(p,q)
1 −min
T
W
(p,q)
1 .
Proposition 6.1.1. Let r1(s) be a 2pi-periodic analytic function in the strip S =
{s ∈ C : |=s| < ρ}, for some ρ > 0. Given any ρ′ ∈ (0, ρ), there exists a constant
C = C(ρ′) such that ∆
(p,q)
1 ≤ Ce−ρ
′q, if q  1.
Proof. From equation (30) we obtain that W
(p,q)
1 is 2pi/q-periodic. Thus, we can
write W
(p,q)
1 (s) as its expansion in Fourier series,
W
(p,q)
1 (s) =
∞∑
n=−∞
cne
inqs,
where
cn =
q
2pi
∫ 2pi/q
0
W
(p,q)
1 (t)e
−inqtdt.
The constant term c0 does not affect ∆
(p,q)
1 . Thus, we want to find an exponentially
small upper bound for the coefficients cn with n 6= 0.
Since r1 (s+ 2pik/q) is analytic in |=s| < ρ, for any k ∈ Z, so is W (p,q)1 (s). Note
that W
(p,q)
1 (s) is bounded on any imaginary strip |=s| ≤ ρ′ < ρ.
Then for any closed path γ in the strip |=s| < ρ, we have∫
γ
W
(p,q)
1 (t)e
−inqtdt = 0.
To calculate cn, n < 0, consider the rectangle with vertices 0, 2pi/q, i ρ
′+2pi/q, and
i ρ′, with ρ′ < ρ. We then have
0 =
(∫ 2pi/q
0
+
∫ i ρ′+2pi/q
2pi/q
+
∫ i ρ′
i ρ′+2pi/q
+
∫ 0
i ρ′
)
W
(p,q)
1 (t)e
−inqtdt.
By periodicity, the second integral cancels with the fourth. Then the first integral
equals to the opposite of the third one. Thus,
2pi
q
cn =
∫ i ρ′+2pi/q
i ρ′
W
(p,q)
1 (t)e
−inqtdt
=
∫ 2pi/q
0
W
(p,q)
1 (x+ i ρ
′)e−inqxenρ
′qdx.
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From equation (30),
max
|=s|≤ρ′
|W (p,q)1 (s)| ≤ 2q sin(2pip/q) max
|=s|≤ρ′
|r1|.
Since the factor q sin(2pip/q) is bounded as q tends to infinity, we can find an upper
bound Kρ′ not depending on q. Thus, max|=s|≤ρ′ |W (p,q)1 (s)| < Kρ′ for q  1.
Hence, we obtain, for n < 0,
cn <
q
2pi
e−|n|ρ
′q
∫ 2pi/q
0
Kρ′ · 1dt = Kρ′e−|n|ρ′q.
In fact, the same bound can be obtained for cn, n > 0, by taking the rectangle with
vertices 0, 2pi/q, −i ρ′ + 2pi/q and −i ρ′.
Taking back the expression for W
(p,q)
1 (s), we have, for all s ∈ R,∣∣∣W (p,q)1 (s)− c0∣∣∣ =
∣∣∣∣∣∣
∑
n6=0
cne
inqs
∣∣∣∣∣∣ ≤
∑
n>0
2Kρ′e
−nρ′q
≤ 2Kρ′ e
−ρ′q
1− e−ρ′q ≤ 4Kρ′e
−ρ′q,
where the last inequality is true by taking q such that ρ′q > ln 2.
Finally,
∆
(p,q)
1 = max
T
W
(p,q)
1 −min
T
W
(p,q)
1 ≤
∣∣∣max
T
W
(p,q)
1 − c0
∣∣∣+ ∣∣∣c0 −min
T
W
(p,q)
1
∣∣∣
≤ 8Kρ′e−ρ
′q = Ce−ρ
′q,
where C = 8Kρ′ . uunionsq
With this proposition, we have guaranteed that ∆
(p,q)
1 is exponentially small for
perturbations of the circular billiard of the form (29). In the next proposition, we
give an example of perturbations for which the same exponentially small behaviour
holds as a lower bound.
Proposition 6.1.2. Let W
(p,q)
1 (s) = 2q sin(pip/q)
∑
j∈qZ r̂
j
1e
i js, where there exist
α, α ∈ R+ and m ∈ N such that
α|j|me−|j|ρ ≤ |r̂j1| ≤ α|j|me−|j|ρ, ∀j ∈ Z.
Then, ∆
(p,q)
1 ≥ Kqme−ρq, for some K ∈ R+.
Proof. Since r1(s) is real analytic, its Fourier coefficients verify that r̂
−j
1 = r̂
j
1 for
any j ∈ Z, where r̂j1 denotes the conjugate of the coefficient r̂j1.
Writing r̂j1 = â
j
1 + i b̂
j
1, with â
j
1, b̂
j
1 ∈ R, we have
W
(p,q)
1 (s) = 2q sin(pip/q)
∑
j∈qZ
(âj1 + i b̂
j
1)e
i js
= 2q sin(pip/q)
â01 + 2âq1 cos(qs)− 2b̂q1 sin(qs) + ∑
|j|>q,j∈qZ
r̂j1e
i js
 .
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We are now going to find an upper bound for
∑
|j|>q,j∈qZ r̂
j
1e
i js. From the hypothe-
ses of the proposition, we have∣∣∣∣∣∣
∑
|j|>q,j∈qZ
r̂j1e
i js
∣∣∣∣∣∣ ≤ α
∑
|j|>q,j∈qZ
|j|me−|j|ρ|ei js| ≤ 2qmα
∑
j≥2
jme−jρq.
Consider the function f(x) = xme−xρq. It tends to zero as x tends to infinity,
f(0) = 0 and it is positive for x positive. Its unique maximum on R+ is at x∗ =
m/(ρq). Then,∣∣∣∣∣∣
∑
|j|>q,j∈qZ
r̂j1e
i js
∣∣∣∣∣∣ ≤ 2qmα
(
f(max{2, x∗}) +
∫ ∞
2
f(x)dx
)
.
On the one hand,
f(max{2, x∗}) =
{
2me−2ρq if 2ρq ≥ m
(m/(ρq))
m
e−m if 2ρq < m.
(31)
Observe that, since m and ρ are initially fixed, for q sufficiently large, we have
f(max{2, x∗}) = f(2) = O(e−2ρq).
On the other hand, ∫ ∞
2
f(x)dx =
∫ ∞
2
xme−xρqdx.
If we use the upper incomplete Gamma function, Γ(s, x) =
∫∞
x
ts−1e−tdt, we obtain∫ ∞
2
xme−xρqdx = (ρq)−(m+1)
∫ ∞
2ρq
tme−tdt = (ρq)−(m+1)Γ(m+ 1, 2ρq).
Using [3, §6.5.32], we obtain∫ ∞
2
xme−ρqxdx  2me−2ρq/(ρq) = O(q−1e−2ρq), as q →∞.
Therefore, for q sufficiently large, we are able to obtain∣∣∣∣∣∣
∑
|j|>q,j∈qZ
r̂j1e
i js
∣∣∣∣∣∣ ≤ O(qme−2ρq).
Up to now, we know that, for all s ∈ T,
W
(p,q)
1 (s) ≤ 2q sin(pip/q)
((
âq0 + 2â
q
1 cos(qs)− 2b̂q1 sin(qs)
)
+O(qme−2ρq)
)
.
Next, we want to find an exponentially small lower bound for ∆
(p,q)
1 . We define the
function
f(s1, s2) :=W
(p,q)
1 (s1)−W (p,q)1 (s2), s1, s2 ∈ T.
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Hence, ∆
(p,q)
1 ≥ f(s1, s2) for all s1, s2 ∈ T. Let f(s1, s2) = 2q sin(pip/q) (g(s1, s2) + h(s1, s2)),
where
h(s1, s2) :=
∑
|j|>q,j∈qZ
r̂j1(e
i js1 − ei js2 ) = O(qme−2ρq),
g(s1, s2) := 2
(
âq1(cos(qs1)− cos(qs2))− b̂q1(sin(qs1)− sin(qs2))
)
.
From the formulae of the sum of cosinus and sinus we obtain that
g(s1, s2) = 4 |sin (q(s1 − s2)/2)|
∣∣∣âq1 sin (q(s1 + s2)/2) + b̂q1 cos (q(s1 + s2)/2)∣∣∣ .
Observe that there exist s11 and s
1
2 such that∣∣sin (q(s11 − s12)/2)∣∣ = 1, ∣∣cos (q(s11 + s12)/2)∣∣ = 1, ∣∣sin (q(s11 + s12)/2)∣∣ = 0.
Then,
g(s11, s
1
2) = 4|̂bq1|.
And there also exist s21 and s
2
2 such that∣∣sin (q(s21 − s22)/2)∣∣ = 1, ∣∣cos (q(s21 + s22)/2)∣∣ = 0, ∣∣sin (q(s21 + s22)/2)∣∣ = 1.
Then,
g(s21, s
2
2) = 4|âq1|.
Consider s∗, s
∗ ∈ T such that g(s∗, s∗) ≥ g(s1, s2) for all s1, s2 ∈ T. Thus,
g(s∗, s∗) ≥ 4max{âq1, b̂q1}. Since
max{âq1, b̂q1} ≥
√(
(âq1)
2 + (̂bq1)
2
)
/2 = |r̂q1 |/
√
2 ≥ αqme−ρq/
√
2,
we have
g(s∗, s∗) ≥ 2
√
2αqme−ρq = O(qme−ρq).
Thus, the term which dominates f(s1, s2) is g(s1, s2) and
∆
(p,q)
1 ≥ f(s∗, s∗) ≥ 4q sin(pip/q)αqme−ρq.
Finally, as q tends to infinity, pip/q tends to zero. Thus, we use inequality 2x/pi ≤
sinx for x ∈ [0, pi/2] to find that 2p ≤ q sin(pip/q) for q large enough. The final
lower bound for q  1 is
∆
(p,q)
1 ≥ Kqme−ρq, K := 8αp.
uunionsq
The hypotheses required for the proposition are not as strict as one might think.
For example, the Fourier coefficients of the function
r1(s) =
1
1− 2µ cos s+ cos2 s , µ ∈ (0, 1),
are r̂j1 = µ
|j|. Since µ ∈ (0, 1), we can write µ = e−ρ, for some ρ ∈ R+. Then,
α|j|me−|j|ρ ≤ r̂j1 ≤ α|j|me−|j|ρ, by taking m = 0 and α ≤ 1 ≤ α.
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It is sufficient to take derivatives of the function above to obtain examples satisfying
the bounds of Proposition 6.1.2 with m 6= 0. Indeed,
gm(s) :=
dm
dsm
r1(s) =
∑
ĝjme
i js, ĝjm = r̂
j
1|j|m.
Also, observe that since r̂j1 must be in a certain interval, slight perturbations on
the Fourier coefficients of functions satisfying the hypotheses still give rise to other
functions satisfying the hypotheses.
6.2. Elliptic tables
We consider the elliptic billiard table
∂Ω := C0 =
{
(x, y) ∈ R2 : x
2
a2
+
y2
b2
= 1
}
, a > b > 0.
For all p, q ∈ N, p < q/2, the (p, q)-periodic orbits set on a RIC give rise to the
same (p, q)-resonant convex caustic. This convex caustic is a confocal ellipse which
can be expressed as
Cλ =
{
(x, y) ∈ R2 : x
2
a2 − λ2 +
y2
b2 − λ2 = 1
}
for some 0 < λ < b. The parameter λ has a one-to-one correspondence with
the rotation number ρ. From Poncelet’s Porism, we know that all (p, q)-periodic
trajectories have the same length.
Our aim is to measure the behaviour of the lengths of these (p, q)-periodic or-
bits on a perturbed elliptic table. We want to study the difference of perturbed
lengths ∆(p,q). As a first approximation, we will study the first order term ∆
(p,q)
1 .
We parameterize the unperturbed elliptic boundary by
M0(ϕ) = (c coshµ0 cosϕ, c sinhµ0 sinϕ),
where c =
√
a2 − b2 and µ0 is such that a = c coshµ0 and b = c sinhµ0, while the
generic perturbation is parameterized as
Mε(ϕ) = (c cosh(µε(ϕ)) cosϕ, c sinh(µε(ϕ)) sinϕ),(32)
with µε(ϕ) = µ0 + εµ1(ϕ) +O(ε2).
We have seen in Section 3.3, that the subharmonic Melnikov potential can be com-
puted as
W
(p,q)
1 (ϕ) =
q−1∑
j=0
H1(ϕj , ϕj+1),
where ϕj is the first coordinate at the j-th iteration of the unperturbed billiard
map T at a point (ϕ, v(ϕ)) on the RIC Υ (p,q) = graph v with rotation number p/q.
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Following [22], the previous formula for the subharmonic Melnikov potential can
be written as
W
(p,q)
1 (ϕ) = 2λ
q−1∑
j=0
µ1(ϕj).
The angular dynamics ϕj 7→ ϕj+1 becomes a rigid rotation using a suitable vari-
able t. To define this new variable, we use Jacobian elliptic functions. The reader
can find more information on these functions and the properties we use on Appen-
dix B.
For a fixed p, q ∈ N, p < q/2, gcd(p, q) = 1, we have assigned a RIC with rotation
number ρ = p/q and a convex caustic Cλ, 0 < λ < b on the unperturbed billiard ta-
ble with boundary C0. Let k
2 = (a2 − b2)/(a2 − λ2). Observe that k ∈ (0, 1). Thus,
we can take k the modulus and consider K = K(k) =
∫ pi/2
0
(1−k2 sin2 φ)−1/2dφ the
complete elliptic integral of the first kind. Finally the change of variables is given
by ϕ = am t = am(t, k) or, equivalently,
t =
∫ ϕ
0
(1− k2 sin2 φ)−1/2dφ.
The elliptic sinus and cosinus are defined by means of these variables, t and ϕ, and
the relations sn t = sinϕ and cn t = cosϕ. Next proposition characterizes the rigid
angular rotation followed by any trajectory in this new variable t.
Proposition 6.2.1 ([7]). Let qj = (a cosϕj , b sinϕj) = (acn tj , bsn tj) be the j-th
impact point on C0 of a trajectory with caustic Cλ. Then, tj+1 = tj + δ, where
δ
2
=
∫ ϑ/2
0
(1− k2 sin2 φ)−1/2dφ
with ϑ = 2 arcsin(λ/b) ∈ (0, pi).
The modulus k is the eccentricity of the caustic Cλ. Besides,
qδ = 4Kp.(33)
This relation can be interpreted geometrically. When the trajectory makes a turn
around Cλ, the old variable ϕ˜ increases 2pi, while looking at the definition of t and
K, t˜ increases 4K. Also, while variable ϕ˜ moves forward about p/q at each step, t˜
moves forward δ at each iteration.
Up to now, we have obtained a formula for the subharmonic Melnikov potential
under any generic perturbation of the form (32) using the new variable t. The
result in these coordinates is
Ŵ
(p,q)
1 (t) = 2λ
q−1∑
j=0
µ̂1(t+ jδ),
where µ̂1(t) := µ1(am t) and Ŵ
(p,q)
1 (t) :=W
(p,q)
1 (am t).
Next, we proceed to study the behaviour of ∆
(p,q)
1 under two concrete perturbations,
defined by µ1(ϕ) = cos
r ϕ, with r = 1, 2. To state this result, we first need the
following notations and a new closed expression for the subharmonic Melnikov
potential in the variable t.
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We can observe from the definition of the complete elliptic integral of the first kind
that it is an increasing function such that limk→0+ K(k) = pi/2 and limk→1− K(k) =
∞. Then, we also obtain that K ′(k) := K (√1− k2) is a decreasing function with
limk→0+ K
′(k) = ∞ and limk→1− K ′(k) = pi/2. Thus, the function K ′(k)/K(k) is
a positive decreasing function such that
lim
k→0+
K ′(k)/K(k) =∞ and lim
k→1−
K ′(k)/K(k) = 0.
Therefore, for any k ∈ (0, 1) and any integer q ≥ 2, there exists a unique kq ∈ (0, k)
such that
K ′(kq)
K(kq)
= q
K ′(k)
K(k)
.(34)
For short, we will use the notations K ′ := K ′(k), K := K(k), K ′q := K
′(kq) and
Kq := K(kq).
Proposition 6.2.2. Given 0 < λ < b, let W
(p,q)
1 (ϕ) be the subharmonic Melnikov
potential of the caustic Cλ for the perturbed ellipse given by (32) with µ1(ϕ) =
cosr(ϕ), r = 1, 2. Let ∆
(p,q)
1 = maxTW
(p,q)
1 −minTW (p,q)1 . Then,
∆
(p,q)
1 =

4λkqK
′
q/(kK
′), r = 1 and odd q,
0, r = 1 and even q,
2λ
(
kqK
′
q/(kK
′)
)2
, r = 2 and odd q,
4λ
(
kq/2K
′
q/2/(kK
′)
)2
, r = 2 and even q.
(35)
Proof. We proof each case separately. First, we study the case r = 1 and q odd.
We know that
W
(p,q)
1 (ϕ) = 2λ
q−1∑
j=0
cosϕj .(36)
Introducing the change of coordinate above and the definition of the elliptic cosinus,
we have
Ŵ
(p,q)
1 (t) = 2λ
q−1∑
j=0
cos(am tj) = 2λ
q−1∑
j=0
cn (tj , k) = 2λ
q−1∑
j=0
cn (t+ jδ, k).
First, we claim that
Ŵ
(p,q)
1 (t) = 2λ
kqK
′
q
kK ′
cn (K ′qt/K
′, kq).(37)
The proof of this claim is the following.
First, Ŵ
(p,q)
1 is 4Kp/q-periodic since cn (t+ qδ, k) = cn (t+ q(4Kp/q), k) = cn (t+
4Kp, k) = cn (t, k). It is also 4K-periodic since so are all its terms. Thus, since
gcd(p, q) = 1 and q is odd, we find that gcd(4Kp/q, 4K) = 4K/q and Ŵ
(p,q)
1 is also
4K/q-periodic. Since all cn (t + jδ, k) are also 4K ′i -periodic and both periods are
not linearly dependent, function Ŵ
(p,q)
1 is an elliptic function. Its poles are set at
points t = r(2K/q) + (1 + 2s)K ′i , for r, s ∈ Z and the residues are the same ones
of the elliptic cosinus multiplied by the factor 2λ, 2λ(−1)r+s+1i /k.
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Now we take kq as defined in (34). Observe that function cn (u, kq) has periods 4Kq
and 4K ′qi and its residues are set at points u = r(2Kq) + (1 + 2s)K
′
qi for r, s ∈ Z
and have value (−1)r+s+1i /kq.
If we use the change of variable u = K ′qt/K
′ = qKqt/K, the function cn (K
′
qt/Kq, kq)
has periods 4KqK/(qKq) = 4K/q and 4K
′
qiK
′/K ′q = 4K
′i . Analogously, the sim-
ple poles are set, in terms of t at points t = (K ′/K ′q)(r(2Kq) + (1 + 2s)K
′
qi ) =
r(2K/q) + (1 + 2s)K ′i for r, s ∈ Z.
Both functions, Ŵ
(p,q)
1 (t) and cn (K
′
qt/Kq, kq), have the same periods and have the
poles located at same places. If we rescale both functions so that the residues are
the same, we will obtain an equality between them. In particular, if we consider
function kK ′Ŵ
(p,q)
1 the residues become
Res(kK ′Ŵ
(p,q)
1 (t); 2rK/q + (1 + 2s)iK
′) = kK ′2λ
(−1)r+s+1i
k
= 2λK ′(−1)r+s+1i .
Repeating the same process using the factor 2λkqK
′
q on function cn (K
′
qt/K
′, kq),
the new residues at the simple poles are
Res(2λkqK
′
qcn (K
′
qt/K
′, kq); r(2K/q) + (1 + 2s)K
′i ) = 2λK ′(−1)r+s+1i .
Thus, we have found two elliptic functions with the same period, location of the
poles and values of their principal part (since all poles are simple, we only need
to compare their residues). Hence, their difference must be a constant. Yet, both
vanish at point t = K/q. This proves formula (37).
Next, since the elliptic cosinus oscillates between 1 and -1, from (37), the value of
∆
(p,q)
1 is
∆
(p,q)
1 = max
R
W
(p,q)
1 −min
R
W
(p,q)
1 =
2λkqK
′
q
kK ′
− 2λkqK
′
q(−1)
kK ′
= 4λ
kqK
′
q
kK ′
.
Next, let us consider r = 1 and q even. Observe that, if q is even, the (p, q)-
trajectories inscribed in C0 are symmetric with respect to the origin and we obtain
ϕj+q/2 = ϕj + pi. If we derive the subharmonic Melnikov potential W
(p,q)
1 at (36)
we obtain (
W
(p,q)
1
)′
(ϕ) = 2λ
q/2−1∑
j=0
(sinϕj + sin(ϕj + pi))
dϕj
dϕ
= 0.
Therefore, W
(p,q)
1 is constant and ∆
(p,q)
1 = 0.
We now assume r = 2 and q odd. As in case r = 1 and q odd, comparing periods,
the location of the poles and the principal parts, we find that
Ŵ
(p,q)
1 (t) = 2λ
q−1∑
j=0
cn 2(t+ jδ, k) = 2λ
(
kqKq
kK ′
)2
cn 2(K ′qt/K
′, kq) + constant .
Then, ∆
(p,q)
1 = 2λ
(
kqK
′
q/kK
′
)2
(1− 0) = 2λ (kqK ′q/kK ′)2.
Finally, we consider r = 2 and q even. Since cn 2(t, k) is 2K-periodic, if we also
consider relation (33), we obtain that cn 2(t + (q/2)δ, k) = cn 2(t + 2Km, k) =
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cn 2(t, k). Thus,
q−1∑
j=0
cn 2(t+ jδ, k) = 2
q/2−1∑
j=0
cn 2(t+ jδ, k).
Using the same result as the previous case, we obtain
Ŵ
(p,q)
1 (t) = 2λ
q−1∑
j=0
cn 2(t+jδ, k) = 2
2λ(kq/2K ′q/2
kK ′
)2
cn 2(K ′q/2t/K
′, kq/2) + constant
 .
And the corresponding first term for the maximum difference of the lengths is
∆
(p,q)
1 = 4λ
(
kq/2Kq/2
kK ′
)2
.
uunionsq
Proposition 6.2.2 provides a closed expression for ∆
(p,q)
1 using the properties of the
elliptic functions. In what follows, we compute the asymptotic behaviour of this
expression for the different perturbations being studied, µ1(ϕ) = cos
r(ϕ), r = 1, 2,
as q tends to infinity and as the rotation number p/q asymptotically tends to either
a fixed irrational number or 0.
A commonly used function associated to the elliptic functions is the nome, q(k).
We use it in the next propositions and it is defined as
q(k) := exp
(
−piK
′(k)
K(k)
)
.
Notation q(k) for the nome is standard, pay attention when distinguishing q(k)
from the period q of the (p, q)-periodic orbits.
Proposition 6.2.3. Let ρ∗ ∈ (0, 1/2) /∈ Q, let (pl, ql)l be a sequence such that pl <
ql/2, liml→∞ pl/ql = ρ∗, gcd(pl, ql) = 1 and ql is odd. Let ∆
(pl,ql)
1 be the difference
between the maximum and the minimum of the subharmonic Melnikov potential for
(pl, ql)-orbits of the perturbed ellipse ∂Ωε = {µ = µ0 + ε cosϕ + O(ε2)}. Then,
∆
(pl,ql)
1 is exponentially small in ql. More concretely, its asymptotic behaviour is
∆
(pl,ql)
1 
8piλ∗
k∗K∗
qlq
ql/2
∗ ,
where λ∗ ∈ (0, b) characterizes the convex caustic Cλ∗ such that its rotation number
is ρ∗, k
2
∗ := (a
2 − b2)/(a2 − λ2∗), K∗ := K(k∗), and q∗ := q(k∗).
Proof. We want to find constants c1 6= 0, c2 ∈ R and c3 > 0 such that
∆
(pl,ql)
1  c1qc2l e−c3ql as pl/ql → ρ∗.(38)
By relation (34) and Proposition 6.2.2,
∆
(pl,ql)
1 = 4λql
kqlKql
kK
.(39)
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Since pl/ql → ρ∗, the (pl, ql)-caustic, Cλl , tends to the caustic with rotation number
ρ∗, Cλ∗ , and therefore k → k∗ = k(λ∗). Also, since ρ∗ ∈ (0, 1/2), λ∗ ∈ (0, b) and
k∗ ∈ (0, 1). Thus,
K ′(k)
K(k)
→ K
′(k∗)
K(k∗)
∈ (0,∞).(40)
Since ql →∞, relations (34) and (40) imply that K ′ql/Kql →∞. Therefore,
K ′ql →∞, kql → 0, Kql → pi/2.(41)
Now, we try to find an expression for kq. From [3, §17.3.16], we obtain
kql = 4 exp
(−piK ′ql
2Kql
)
exp
−piL
(√
1− k2ql
)
2Kql
 ,
where L(k) is an auxiliary function (defined in [3, §17.3.14]) such that it tends to
0 as k tends to 1 (it can be seen at [3, p.612]). Observe that, from (41), we obtain
that L tends to 0 as l tends to infinity. Then, using again relation (34) and (41)
for Kql , as l→∞, we have
kql = 4 exp
(−piK ′ql
2Kql
)
exp
−piL
(√
1− k2ql
)
2Kql
(42)
 4 exp
(−piqlK ′∗
2K∗
)
= 4q
ql/2
∗ ,
Putting together (39), (41) and (42) we obtain
∆
(pl,ql)
1 
8piλ∗
k∗K∗
qlq
ql/2
∗ .
uunionsq
Observe that we have found an asymptotic behaviour for any sequence {(pl, ql)}l,
with ql odd for all l, with (pl, ql)-periodic orbits tending to a caustic with an irra-
tional rotation number. The difference on the first order term ∆
(pl,ql)
1 for sequences
{(pl, ql)}l, with ql even for all l, is equal to 0 as it follows from Proposition 6.2.2.
Thus, for any {(pl, ql)}l sequence satisfying gcd(pl, ql) = 1, pl/ql → ρ∗, pl < ql/2
the asymptotic behaviour is different for the terms with an even ql and the terms
with an odd ql.
This oscillation on the asymptotic behaviour of ∆
(pl,ql)
1 comes directly from the
different formulation of ∆
(p,q)
1 according to the parity of q at Proposition 6.2.2.
The oscillation also appears when r = 2 and also when we tend to the boundary
(ρ∗ = 0) as we will see in the next propositions.
Proposition 6.2.4. Let ρ∗ ∈ (0, 1/2) /∈ Q and let (pl, ql)l be a sequence such that
pl < ql/2, liml→∞ pl/ql = ρ∗, and gcd(pl, ql) = 1. Consider the perturbed ellipse
∂Ωε = {µ = µ0 + ε cos2 ϕ+O(ε2)}. Then, ∆(pl,ql)1 is exponentially small in ql.
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More concretely, if ql is even, the asymptotic behaviour on ∆
(pl,ql)
1 is
∆
(pl,ql)
1 
4pi2λ∗
k2∗K
2
∗
q2l q
ql/2
∗
and, if ql is odd, the asymptotic behaviour on ∆
(pl,ql)
1 is
∆
(pl,ql)
1 
8pi2λ∗
k2∗K
2
∗
q2l q
ql
∗ ,
where λ∗, k∗, K∗ and q∗ are defined as in Proposition 6.2.3.
Proof. Consider all the terms of the sequence (pl, ql)l such that ql is even. All
these terms form a subsequence which we redenote by (pl, ql)l. In Proposition 6.2.2,
we have seen
∆
(pl,ql)
1 = 4λ
(
kql/2K
′
ql/2
kK ′
)2
.
Proceeding in the same way as in Proposition 6.2.3, we obtain
kql/2  4 exp
(−piK ′∗
K∗
)ql/4
= 4q
ql/4
∗ ,
Kql/2  pi/2.
And finally,
∆
(pl,ql)
1 = 4λ
(
kql/2K
′
ql/2
kK ′
)2
= 4λ
(
ql
2
kql/2Kql/2
kK
)2
 4λ∗
(
ql
2
4q
ql/4
∗
pi
2
k∗K∗
)2
=
4pi2λ∗
k2∗K
2
∗
q2l q
ql/2
∗ .
Now we consider the subsequence containing only ql odd. We denote it again by
(pl, ql)l. As we have seen in Proposition 6.2.2, we know∆
(pl,ql)
1 = 2λ
(
kqlK
′
ql/kK
′
)2
.
The asymptotic behaviour of kql and Kql is again the same as Proposition 6.2.3.
Then,
∆
(pl,ql)
1 = 2λ
(
ql
kqlKql
kK
)2
 2λ∗
k2∗K
2
∗
q2l
(
4q
ql/2
∗
pi
2
)2
=
8pi2λ∗
k2∗K
2
∗
q2l q
ql
∗ .
uunionsq
Proposition 6.2.5. Consider the perturbed ellipse ∂Ωrε = {µ = µ0 + ε cosr ϕ +
O(ε2)}, r = 1, 2. Then, ∆(1,q)1 is exponentially small in q. More concretely, there
exists a constant c = c(a, b) > 0 such that the asymptotic behaviour of ∆
(1,q)
1 is
∆
(1,q)
1 

(8pi/ck∗K∗)q
q/2
∗ , r = 1, q odd,
0, r = 1, q even,
(8pi2/k2∗K
2
∗)qq
q
∗, r = 2, q odd,
(4pi2/ck2∗K
2
∗)qq
q/2
∗ , r = 2, q even,
where k∗, K∗ and q∗ are defined as in Proposition 6.2.3.
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Proof. First, observe that in all these cases we tend to the rotation number ρ∗ = 0.
Then λ∗ = 0 and k
2
∗ = 1 − b2/a2 6= 0. Thus, K ′∗/K∗ 6= 0 and we obtain the same
asymptotic results for kq, Kq and K
′
q as (41).
The claim follows using the same arguments in the proofs of Propositions 6.2.3
and 6.2.4 but, since λ∗ tends asymptotically to zero, it must be substituted by its
asymptotic behaviour. From [2, Proposition 10], ρ(λ) = cλ + O(λ3) as λ → 0+,
with c = c(a, b) > 0. If we take ρ(λ) = 1/q and invert the function, we obtain
λ = ρ−1(1/q) = 1/(cq) +O(q−3). uunionsq
Observe that there also exists the oscillation on the asymptotic behaviour of ∆
(1,q)
1
according to the parity of the terms q.
Summarizing up, in this section we have been able to prove, for a particular type
of perturbed elliptic tables, that the difference on the lengths of the (p, q)-orbits
is exponentially small in the period q as the trajectories described tend to the
boundary (they are (1, q)-periodic orbits) and also as the (p, q)-trajectories tend to
trajectories with a concrete irrational rotation number.

Conclusions and further problems
In this work, we have gathered the main definitions and known results about the
length spectrum on analytic strictly convex billiards.
More concretely, we have first given an overview on area-preserving twist maps and
on billiards. We have also reviewed some general tools to deal with perturbations
of these maps. In particular, the Melnikov method is the one we have used on this
work.
The initial results obtained have dealt with two special cases of strictly convex ta-
bles, the circular and the elliptic ones. These tables give rise to Liouville integrable
maps whose (p, q)-periodic orbits are on resonant RICs so that all have the same
length. When perturbing the billiard boundary, the RICs break up and the maxi-
mum difference on the subharmonic Melnikov potential for different (p, q)-periodic
orbits is equal to ∆(p,q). We have been able to compute the asymptotic behaviour
for the first order term of ∆(p,q) as an expansion on the perturbative parameter,
which happens to be exponentially small. This first step is not sufficient; bounding
the first order term is not enough when the period q is no longer fixed but tending
to infinity.
From the reviewed results on the length spectrum by Marvizi and Melrose [18] and
Colin de Verdie`re [8], and also taking into account the application of the KAM
theory to invariant curves with Diophantine rotation number [25], we have argued
that we expect an exponentially small behaviour on the maximum difference of
lengths of the (p, q)-periodic orbits in several settings. These ideas are summarized
as the following three conjectures.
Conjecture 1. Let Ω be an analytic strictly convex table. Let ∆(1,q) be the differ-
ence of lengths between the longest and the shortest (1, q)-periodic orbits approach-
ing to the boundary as q tends to infinity. Then, ∆(1,q) is exponentially small in q.
That is,
sup
{
t ∈ R : lim
q→∞
etq∆(1,q) = 0
}
> 0.
Conjecture 2. Let Ω be an analytic strictly convex table axisymetric with respect
the two axis of coordinates. Let p, q ∈ N, p < q/2, gcd(p, q) = 1. Let ∆(p,q)
be the difference of lengths between the longest and the shortest (p, q)-periodic or-
bits approaching to the elliptic (1, 2)-periodic orbit on the billiard. Then, ∆(p,q) is
69
70 CONCLUSIONS AND FURTHER PROBLEMS
exponentially small in q. That is,
sup
{
t ∈ R : lim
q→∞
etq∆(p,q) = 0
}
> 0.
Conjecture 3. Let Ω be an analytic strictly convex table. Let p, q ∈ N, p < q/2,
gcd(p, q) = 1. Let ∆(p,q) be the difference of lengths between the longest and the
shortest (p, q)-periodic orbits approaching to a RIC with a Diophantine rotation
number. Then, ∆(p,q) is exponentially small in q. That is,
sup
{
t ∈ R : lim
q→∞
etq∆(p,q) = 0
}
> 0.
The future work focusses on proving these conjectures. This has to be done by other
methods than the ones used in this memoir. On generic analytic strictly convex
billiards, there will not be a (p, q)-resonant RIC. Also, the Melnikov approach fails.
Other techniques such as using a certain normal form around the invariant object
must be considered. The invariant object will be the static billiard boundary, the
elliptic (1, 2)-periodic orbit or a RIC with a Diophantine rotation number according
to each setting.
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Appendix A
Billiard map for a small incidence-
reflexion angle
If the incidence-reflection angle, θ, is close to 0 we can find the following approxi-
mation for the billiard map T .
For 0 < θ  1, given any k > 1, there exist some coefficients α1(s),· · · ,αk(s), β2(s),
· · · , βk(s) that
(43)
{
s1 = s+
∑k
j=1 αj(s)θ
j +O(θk+1),
θ1 = θ +
∑k
j=2 βj(s)θ
j +O(θk+1).
Besides, the error terms are uniform in s ∈ T.
In what follows, we will find coefficients α1(s), α2(s), α3(s), β2(s) and β3(s) satis-
fying our claim at equation (28). This result appears in the literature, see [17] or
[26, p. 44], but we have not been able to find its derivation.
We will be using the orthonormal basis formed by the unit tangent vector and the
unit normal vector at the generic point s,{
~t(s) = ~x′(s)
~n(s) = ρ(s)~t′(s)
‖~t(s)‖ = ‖~n(s)‖ = 1,
where ρ(s) is the radius of curvature and we recall that s is the arc-length parameter.
For the sake of simplicity, we will be omitting the dependence on the arc-length
parameter s of the curve ~x, the normal vector, ~n, the tangent vector, ~t, the radius
of curvature, ρ, and the coefficients (αj)j and (βj)j . We will specify it only if the
function is applied to a point other than s.
Recall that a billiard map T : (s, θ) 7→ (s1, θ1) is defined according the following
equations
s1 is such that ~x(s1) = ~x+ λ(~t cos θ + ~n sin θ),(44)
θ1 is such that cos θ1 = 〈~t cos θ + ~n sin θ,~t(s1)〉.(45)
Before starting the computations, we want to observe some preliminary results.
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(i) Vector (~t cos θ + ~n sin θ) is a unit vector,
‖~t cos θ + ~n sin θ‖2 = ‖~t‖2 cos2 θ + 2‖〈~t, ~n〉‖ cos θ sin θ + ‖~n‖2 sin2 θ
= 1 · cos2 θ + 0 + 1 · sin2 θ = 1.
(ii) ~n′ = −(1/ρ)~t.
It can be deduced from the following arguments.
First, since the base {~t, ~n} is orthonormal, we can take derivates in the equa-
tion 0 = 〈~n,~t〉 to obtain
0 = 〈~n′,~t〉+ 〈~n,~t′〉 = 〈~n′,~t〉+ 1
ρ
.
Then, ~n′ = −(1/ρ)~t+ b~n, where b = 〈~n, ~n′〉.
Observe that, since ~n is unitary, 0 = ∂s〈~n, ~n〉 = 2〈~n, ~n′〉 and we obtain b = 0.
With this result, we are able to calculate any derivative of the curve ~x.
(iii) We will be using that θ = 0 is a stationary curve and we will initially apply
Taylor at ~x(s1) around point s.
We know that for θ close to 0, ∆s := s1 − s is also close to 0 and then
~x(s+∆s) = ~x+ ~x′ ·∆s+ ~x′′ · (∆s)
2
2
+O3,
where Oj refers to O((∆s)j) and we will use the same abbreviation in the
following computations.
We will first work on equation (44) to find the expression for s1. First, when taking
modulus at both sides, we can obtain the unknown quantity λ > 0,
‖~x(s+∆s)− ~x‖ = λ‖~t cos θ + ~n sin θ‖ = λ.
And using the Taylor suggested at (iii), we obtain
λ =
∥∥∥∥~x′∆s+ ~x′′ (∆s)22 + ~x′′′ (∆s)33! +O4
∥∥∥∥ .
From observation (ii), we can calculate as much derivatives as we need. These are
the ones we will be using when deducing expansions for s1 and θ1.
~x′ = ~t,
~x′′ = − 1ρ~n,
~x′′′ = ρ
′
ρ2 ~n− 1ρ2~t,
~x(4) = 3ρ
′
ρ3
~t+ 2(ρ
′)2−ρρ′′−1
ρ3 ~n and
~x(5) = −11(ρ
′)2+4ρρ′′+1
ρ4
~t+ b5~n,
(46)
where b5 is a function depending on s.
We can then proceed on calculating λ up to order 4 in ∆s
λ = ‖~x(s+∆s)− ~x‖ = ∆s
∥∥∥∥~t(1− 16ρ2 (∆s)2 + 3ρ′24ρ3 (∆s)3 +O4
)
+
+~n
(
1
2ρ
∆s− ρ
′
6ρ2
(∆s)2 +
2(ρ′)2 − ρρ′′ − 1
24ρ3
(∆s)3 +O4
)∥∥∥∥
= ∆s
√
1− 1
12ρ2
(∆s)2 +
ρ′
12ρ3
(∆s)3 +O4.
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where we have used that ~n is orthogonal to ~t. Using the Taylor expansion of the
function
√
1 + x near x = 0, we finally obtain
λ = ∆s
(
1− (∆s)
2
24ρ2
+
ρ′(∆s)3
24ρ3
+O4
)
.
We will now recall again the initial equation (44) and match the relations on the
normal direction looking for the coefficients αj , j = 1, 2, 3, that allow us to write
s1 − s = ∆s = α1θ + α2θ2 + α3θ3 + F (s, θ)θ4.
On the one hand,
〈~n, λ(~t cos θ + ~n sin θ)〉 = λ
(
θ − θ
3
3!
+O(θ5)
)
.
On the other hand,
〈~n, ~x(s+∆s)− ~x〉 = ∆s
(
1
2ρ
∆s− ρ
′
6ρ2
(∆s)2 +
2(ρ′)2 − ρρ′′ − 1
24ρ3
(∆s)3 +O4
)
.
Making the substitution ∆s = α1θ+α2θ
2+α3θ
3+F (s, θ)θ4, we obtain the relations
θ :
α1
2ρ
= 1 ⇒ α1 = 2ρ,
θ2 :
α2
2ρ
− ρ
′α21
6ρ2
= 0 ⇒ α2 = 4
3
ρρ′, and
θ3 :
−α21
24ρ2
− 1
6
=
α3
2ρ
− ρ
′
6ρ2
2α1α2 +
2(ρ′)2 − ρρ′′ − 1
24ρ3
α31
⇒ α3 = 4
9
ρ(ρ′)2 +
2
3
ρ2ρ′′.
Therefore, we have found the following expansion for s1
s1 = s+ 2ρθ +
4
3
ρρ′θ2 +
(
4
9
ρ(ρ′)2 +
2
3
ρ2ρ′′
)
θ3 +O(θ4).
We will now work on the equation defining θ1, equation (45). We will proceed in a
similar way. First, we will find the expansion for ~t(s1) around s. Since we already
know ∆s as an expansion of θ we will have the expression 〈~t cos θ+~n sin θ,~t(s1)〉 as
an expansion on powers of θ. On the other hand, since θ1 is small for θ small, we
will expand cos θ1 around θ1 = 0. Finally, we will impose that θ1 can be written as
a power series of θ and we will match both equations.
Since ~t = ~x′, we have ~t(i) = ~x(i+1). Then, using (46), we obtain
~t(s+∆s) = ~t
(
1− 1
ρ2
(∆s)2
2
+
3ρ′
ρ3
(∆s)3
6
+
4ρρ′′ + 1− 11(ρ′)2
ρ4
(∆s)4
24
+O5
)
+~n
(
1
ρ
∆s− ρ
′
ρ2
(∆s)2
2
+
2(ρ′)2 − ρρ′′ − 1
ρ3
(∆s)3
6
+O5
)
.
Then, since
〈~t cos θ + ~n sin θ,~t(s1)〉 = 〈~t,~t(s1)〉 cos θ + 〈~n,~t(s1)〉 sin θ,
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We use the series expansion for s1 that we have already found and the expansion
of the trigonometric function to obtain
〈~t,~t(s1)〉 = 1− 2θ2 + (4ρ′θ3/3 + (4ρρ′′/3 + 2/3− 10(ρ′)2/9)θ4 +O5
cos θ = 1− θ2/2 + θ4/24 +O6,
〈~n,~t(s1)〉 = 2θ − 2ρ′θ2/3 + (−2ρρ′′/3 + 4(ρ′)2/9− 4/3)θ3 +O4,
sin θ = θ − (θ3/6) +O5,
where, now, Oj refers to O(θj).
And finally,
〈~t cos θ+ ~n sin θ,~t(s1)〉 = 1− θ2/2 + 2ρ′θ3/3 +
(
2ρρ′′/3− 6(ρ′)2/9 + 1/24) θ4 +O5.
On the other hand, cos(θ1) = 1− θ21/2 + θ41/24.
Since θ1 = θ + β2θ
2 + β3θ
3 +O4,
cos(θ1) = 1− θ2/2− β2θ3 +
(
1/24− β3 − β22/2
)
θ4 +O(θ5).
And we can obtain coefficients β2 and β3 from
θ0 : 1 = 1,
θ1 : 0 = 0,
θ2 : 1/2 = 1/2,
θ3 : −β2 = (2/3)ρ′ ⇒ β2 = −(2/3)ρ′,
θ4 : −β3 − (2/9)(ρ′)2 + 1/24 = (2/3)ρρ′′ − (6/9)(ρ′)2 + 1/24
⇒ β3 = −(2/3)ρρ′′ + (4/9)(ρ′)2.
And we have found
θ1 = θ − 2ρ′θ2/3 +
(−2ρρ′′/3 + 4(ρ)′2/9) θ3 +O4.
As it can be seen, this process can be done up to any k we want on the formula
(43). We have computed the coefficients up to k = 3 and proved equations (28).
Appendix B
Elliptic functions
In this appendix we state the main results on elliptic functions that we have used
in the work. Books [3, §16.] and [27, §XX, XXII] are the main sources.
Definition B.1. Let f : C→ C be a periodic function with periods 2ω1 and 2ω2,
that is,
f(z) = f(z + 2ω1) = f(z + 2ω2) ∀z ∈ C.
If ω1, ω2 ∈ C are such that ω1/ω2 /∈ R, we say that f is a doubly-periodic function.
Definition B.2. If f : C→ C is a doubly-periodic function which is holomorphic
in C but in a set of poles, we say that f is an elliptic function.
Definition B.3. Let f be an elliptic function with periods 2ω1 and 2ω2, a funda-
mental period-parallelogram is a parallelogram with vertices z, z+2ω1, z+2ω2 and
z + 2ω1 + 2ω2, z ∈ C.
Definition B.4. A cell is a fundamental period-parallelogram such that there are
neither poles nor zeros on the boundaries of the parallelogram.
Observe that if we know the values of f in a fundamental period-parallelogram,
we know the value of f everywhere. We say that t, t′ ∈ C are congruent, if t′ =
t+2mω1+2nω2 for somem,n ∈ Z. Then, it is clear that for any t′ ∈ C there always
exists t in the fundamental period-parallelogram congruent with t′ and applying the
doubly-periodicity of f we have f(t′) = f(t).
Following the same reasoning, if we specify the set of poles (or zeros) on a cell,
we know the position of all the poles (zeros) on the plane. Observe that we are
specifying that the parallelogram must be a cell because we omit the problem of
having poles (zeros) on the boundaries of the parallelogram. In fact, this is why
the concept “cell” is defined.
Definition B.5. The set of poles (zeros) of an elliptic function in a cell is called
an irreducible set of poles (zeros).
In what follows, we describe some simple properties common to all elliptic functions
and we sketch the proofs.
Proposition B.1. The number of poles of an elliptic function in any cell is finite.
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Proof. Otherwise, one could construct a sequence of poles in the cell converging
to a point which, by construction, would not be isolated. Thus it would be an
essential singularity. And this would contradict the fact that all singularities on an
elliptic function are poles. uunionsq
Proposition B.2. The number of zeros of an elliptic function in any cell is finite.
Proof. We are omitting the case f equal to a constant. We apply a reasoning
similar to the previous one to the reciprocal function. If the number of zeros of our
function is infinite, the number of poles of the reciprocal function is infinite. Then,
there must exist an essential singularity which is also an essential singularity of the
initial function, which contradicts the fact that the function is elliptic. uunionsq
Proposition B.3. The sum of the residues of an elliptic function at its poles in
any cell is zero.
Proof. Let f(z) be an elliptic function and B the boundary of the cell. The sum
of residues at its poles inside B is S and we can compute it by
2piiS =
∫
B
f(t) dt =
(∫ z
z+2ω2
+
∫ z+2ω1
z
+
∫ z+2ω1+2ω2
z+2ω1
+
∫ z+2ω2
z+2ω1+2ω2
)
f(t) dt
=
(∫ z
z+2ω2
+
∫ z+2ω1
z
)
f(t) dt+
∫ z+2ω2
z
f(t+ 2ω1)dt+
∫ z
z+2ω1
f(t+ 2ω2) dt
=
(∫ z+2ω1
z
(f(t)− f(t+ 2ω1)) dt
)
+
(∫ z+2ω2
z
(f(t+ 2ω2)− f(t)) dt
)
= 0.
uunionsq
Proposition B.4. An elliptic function with no poles in a cell is a constant.
Proof. Let f(z) be an elliptic function. If it has no poles, f(z) is analytic. If it is
analytic, it is bounded in the cell and on the boundaries. Thus, it is bounded on C
and by Liouville Theorem, f(z) is constant. uunionsq
Proposition B.5. Two elliptic functions with the same periods, poles and principal
parts differ only on a constant term.
Proof. Let f(z) and g(z) be elliptic functions. Since both functions, have same
periods, we can find a cell were both are well defined. Since they share the poles
and the principal parts, the difference f(z)−g(z) is analytic in the cell and arguing
as the previous proposition, it is constant. uunionsq
Proposition B.6. The sum of the coordinates of an irreducible set of zeros is
congruent to the sum of the coordinates of an irreducible set of poles.
Proof. Let f(z) be an elliptic function and B the boundary of a cell. We recall
the following version of the argument principle [27, §6.31]. Let g(z) be an analytic
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function inside and on B. Then,
(47) 2pii
∫
B
g(z)
f ′(z)
f(z)
dt =
nz∑
i=1
rig(ai)−
np∑
i=1
sig(bi),
where {a1, · · · , anz} are all the different zeros of f(z) in the cell, {b1, · · · , bnp}
are all the different poles of f(z) in the cell and ri and si are the corresponding
multiplicities.
Taking g(z) = z, we are evaluating the difference between the sum of the coordinates
of an irreducible set of zeros and the sum of coordinates of an irreducible set of
poles. Therefore, we must see that the integral at (47), with g(z) = z, is congruent
to zero, that is, there exist m,n ∈ Z such that
1
2pii
∫
B
t
f ′(t)
f(t)
dt = 2mω1 + 2nω2.
Proceeding just as Proposition B.3 we obtain
1
2pii
∫
B
t
f ′(t)
f(t)
dt = =
1
2pii
(
−2ω2 [log(f(t))]z+2ω1z + 2ω1 [log(f(t))]z+2ω2z
)
=
1
2pii
(−2ω2(−n)pii + 2ω1 ·mpii ) = 2mω1 + 2nω2
for some m,n ∈ Z. uunionsq
Proposition B.7. Let f be an elliptic function. The number of zeros of an equation
f(z) = c depends only on f and it is equal to the number of poles of f .
Proof. In order to count the difference between the number of zeros and poles,
we apply formula (47), with g(z) = 1 and f(z)− c. Thus, we have to compute
1
2pii
∫
B
f ′(t)
f(t)− c dt.
Taking into account that f ′(z) = f ′(z + 2ω1) = f
′(z + 2ω2) = f
′(z + 2ω1 + 2ω2),
we can proceed just as the proof of Proposition B.3 and the integral equals to 0.
Then, the number of zeros of funtion f(z) − c is equal to the number of poles of
f(z)− c. But, any pole of f(z) is a pole of f(z)− c and conversely. uunionsq
This result allows us to define the following concepts.
Definition B.6. The order of an elliptic function is the number of roots of the
equation f(z) = c, for any c ∈ C.
Corollary B.8. The order of an elliptic function is at least 2.
Proof. An elliptic function of order 1 would have an single irreducible pole. There-
fore its residue could not be zero, contradicting Proposition B.3. uunionsq
Therefore, the simplest elliptic functions are of order 2. They can be classified into
two classes.
Definition B.7. An elliptic function of order 2 which has a single irreducible
double pole is called a Weierstrassian elliptic function.
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Definition B.8. An elliptic function of order 2 which its irreducible set consists
on two simple poles is called a Jacobian elliptic function.
Observe that, using Proposition B.3 again, the residues at both poles in the same
cell of a Jacobian elliptic function are numerically equal but opposite in sign while
the residue at the double irreducible pole on a Weierstrassian elliptic function must
be equal to zero.
We are interested in the Jacobian elliptic functions.
B.1. Jacobian elliptic functions
We first define all the Jacobian functions in a different way of the previous one. It
can be seen that both ways are equivalent. In fact, we will define them with more
properties than before, but it can be proved there are no more Jacobian elliptic
functions than the ones defined as below.
We call k ∈ (0, 1) the modulus.
The quarter-periods are K and iK ′, where K is
(48) K = K(k) =
∫ pi/2
0
dφ√
1− k2 sin2 φ
and it is called the complete elliptic integral of first class and K ′ is
(49) K ′ = K ′(k) = K(
√
1− k2).
Proposition B.9. There exist bijections between k and K, K and K ′ and also
between k and K ′.
We are going to define any Jacobian elliptic functions by describing its poles and
double-periods and some more properties that they satisfy.
Consider the parallelogram with vertices s = 0, c = K, n = iK ′ and d = K + iK ′.
Definition B.9. Let p, q ∈ {s, c, d, n} and p 6= q. The Jacobian elliptic function
pq u is defined by the following properties.
(i) pq has a simple zero at p and a simple pole at q.
(ii) The steps from p to q (clockwise on the parallelogram) is a half-period of pq u.
Those numbers K, iK ′, K+iK ′ which differ from the one being a half-period
are only quarter-periods.
(iii) The leading term about u = 0 is u, u−1 or 1 according as u = 0 is a zero, a
pole or an ordinary point respectively.
From (48) and (49), it is clear that all the elliptic functions depend on the parameter
k. We can make this dependence explicit, when necessary, by using the notation
pq (u, k) instead of pq u.
Observe that there exist 12 types of Jacobian elliptic functions.
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Observe that the Jacobian elliptic functions are indeed elliptic functions in the sense
of Definition B.2: we have found doubly-periodic functions (periods 4K and 4iK ′)
analytic except for a set of poles. As we have stated before, there are as much poles
as zeros for any Jacobian function pq u.
Note that we can choose the fundamental period-parallelogram to be s, s + 4K,
s + 4iK ′ and s + 4K + 4iK ′. It is not a cell because poles or zeros can be found
on its boundaries. Nevertheless, we can infer from this definition that on each cell
there will be two poles and two zeros, and using Proposition B.7, we have that
Jacobian elliptic functions are of order two.
Another property of the Jacobian elliptic functions that can be observed from the
definition is the following.
Corollary B.10. Functions pq u with a pole or zero at the origin (that is p = s
or q = s) are odd. All the other functions pq u are even.
Still, there exists another way of defining the Jacobian elliptic functions. This last
way is related to a certain type of integrals.
Definition B.10. Let k ∈ (0, 1). The incomplete elliptic integral of the first kind,
which is
u =
∫ ϕ
0
dφ√
1− k2 sin2 φ
, ϕ ∈ [0, 2pi).
There exists a local bijection between u and ϕ.
Definition B.11. ϕ = ϕ(u) is called the amplitude, ϕ = amu.
Then, the following definitions coincide with Definition (B.9).
Definition B.12. The elliptic sinus is snu = sinϕ.
Definition B.13. The elliptic cosinus is cnu = cosϕ.
Definition B.14. dn u =
√
1− k2 sin2 ϕ.
Observe that with these definitions we obtain that u = K if and only if ϕ = pi/2
and that its name, “quarter-period”, is convenient for the definition of the elliptic
sinus and cosinus.
Corollary B.11. We obtain sn (u, 0) = sinu, cn (u, 0) = cosu and dn (u, 0) = 1.
And we also obtain sn (u, 1) = tanhu, cn (u, 1) = sechu and dn (u, 1) = sechu.
Next, we remark the positions of the poles and zeros of functions snu and cnu.
B.2. Elliptic sinus
- The elliptic sinus, according to its definition, has periods 2iK ′, 4(K + iK ′)
and 4K.
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- It has a pole at n = iK ′. The function snu is 2iK ′-periodic and 2K-
antiperiodic (it follows from its definition). It is also of order two, and thus,
the set of poles of snu is
iK ′ + 2KZ+ 2iK ′Z.
- Analogously, and since u = s = 0 is a zero of snu, its zeros are found in the
set
2KZ+ 2iK ′Z.
- Since the elliptic sinus is a function of order two, it has two simple poles in
each cell. The residues on a cell must be zero (see Proposition B.3) and, thus,
the residue on one of the poles is the opposite to the other pole of the same
cell. Since the residue at pole q = iK ′ is Res(snu, iK ′) = 1/k, all the poles
congruent to it have the same residue. The others have just the opposite
residue. Thus, a pole at position 2rK + (2s+ 1)iK ′ has a residue
Res(snu; 2rK + (2s+ 1)iK ′) =
(−1)r
k
.
B.3. Elliptic cosinus
- The elliptic cosinus, according to its definition, has periods 2(K + iK ′), 4K
and 4iK ′.
- It has a pole at n = iK ′. It is 2(K + iK ′)-periodic and of order two. Thus,
any pole of cnu belongs to the set
iK ′ + 2KZ+ 2iK ′Z.
- Analogously, since u = c = K is a zero of cnu, its zeros are found in the set
K + 2KZ+ 2iK ′Z.
- Just as we reasoned before to obtain the residues at poles of snu, we obtain
the residues at poles of cnu,
Res(cn u; 2rK + (2s+ 1)iK ′) =
(−1)r+s+1i
k
.
