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Abstract
Cardiac Resynchronization Therapy is a treatment for
bi-ventricular asynchronism. It can be optimized by the
identiﬁcation of the most effective pacing sites. The aim of
this study is to provide a helpful tool to perform this identi-
ﬁcation by the fusion of electrical and anatomical informa-
tionresulting fromElectro-Anatomic Mapping (EAM) data
and Multislice Computerized Tomography (MSCT) imag-
ing. EAM data provide an approximation of the left ventri-
cle (LV) 3D-surface (SEAM). Left cardiac chambers are
segmented from MSCT imaging and surfaces are recon-
structed (SCT). In order to represent this information in a
uniﬁed framework, a three steps method is proposed: (1)
the LV is separated from the left auricle on SCT provid-
ing S′
CT; (2) a semi-automatic rigid registration method
is applied to SEAM and S′
CT; (3) activation time delays
are estimated on S′
CT from the EAM data. This method re-
sults in a graphical interface offering to clinicians means
to identify abnormal electrical activity sites.
1. Introduction
Nowadays, Cardiac Resynchronization Therapy (CRT)
is accepted as a therapeutic option in heart failure patients
who remain highly symptomatic despite optimized medi-
cal treatment [1]. However, one third of the patients do
not respond to the therapy. The IMOP project (IMaging
for Optimisation of biventricular Pacing) aims for CRT
optimization using anatomical, mechanical and electrical
data which are acquired in pre, per and post-intervention.
Two complementary ways lead to the CRT biventricular
optimization: the identiﬁcation of the most effective pac-
ing sites and the search for a transvenous path to access
the pacing sites. The pacing sites are myocardium regions
with abnormal mechanical or electrical activity. Clinicians
therefore need a representation of the myocardium com-
bining electrical and anatomical informations. Our goal
is to achieve it by combining Electro-Anatomic Mapping
data and Multislice Computerized Tomography imaging.
The fusion of informations is one of the most challeng-
ing task in cardiac imaging to improve diagnosis and ther-
apy. Indeed, informations provided by cardiac modalities
are very different in terms of resolution (spatial and tem-
poral) or nature (anatomical, mechanical or electrical). On
one hand, the data obtained by EAM include: (i) a 3D
surface reconstruction from points located inside the LV
chamber, (ii) anatomical landmarks and (iii) points where
the electrical activity has been measured. On the other
hand, MSCT gives the opportunity to precisely represent
the Left Ventricle (LV), the myocardium and also the coro-
nary venous network (which is signiﬁcant in the search of
the transvenous path).
The proposed method for the fusion of EAM and MSCT
data relies on three steps: (1) from MSCT data: cardiac left
chambers segmentation and left ventricle separation from
other geometrical structures; (2) spatial 3D surface regis-
tration in order to get the two modalities in the same spa-
tialreferential; (3)combinedelectricalandanatomicaldata
representation to give an adapted tool to clinical routine.
3D-registration methods can be divided into two groups:
methods based on geometric image features and methods
based on voxel similarity measures [2]. EAM provides
sparse data, therefore the ﬁrst set of methods will be con-
sidered. The Iterative Closest Point (ICP) [3] is the most
popular algorithm for a rigid matching of two 3D surfaces.
The ICP algorithm inspired other methods for rigid [4] or
non-rigid [5] 3D surfaces registration. In this work a rigid
registration method is developed.
Several works have been proposed for the multimodal
fusion of cardiac data including EAM [6–8]. They all
ﬁrst apply a rigid Landmark Registration considering ei-
ther external landmarks (ﬁxed during the clinical routine)
or landmarks manually ﬁxed during data processing. The
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Figure 4. Results of the fusion of activation time delays
on the CT-surface for two different patients. First patient:
(a) Initial position before rotation. (b) S′
EAM and S′
CT af-
ter interactively choosing ˆ θ. EAM activation time delays
mapped on S′
CT after LV extraction: (c) for LV stimula-
tion, (d) for sinusal stimulation. (e) and (f) same as (c) and
(d) for the second patient. Activation time delays in color
(ms).
to extract the LV from the MSCT reconstructed surface
were developed. It provides the clinician with 3D anatom-
ical and electrical maps with the anatomical precision of
MSCT imaging. For CRT optimization, the localization
of the most delayed sites is possible, providing power-
full means for a better detection and localization of pacing
sites.
Further works will aim to apply automatic registration
method to other EAM data, to combine other modalities
from the same patients (MRI for instance), to take into ac-
count mechanical considerations, and also to incorporate
the venous coronary network.
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