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Abstract
We show that the ⋆-product for U(su2), group Fourier transform
and effective action arising in [1] in an effective theory for the inte-
ger spin Ponzano-Regge quantum gravity model are compatible with
the noncommutative bicovariant differential calculus, quantum group
Fourier transform and noncommutative scalar field theory previously
proposed for 2+1 Euclidean quantum gravity using quantum group
methods in [2]. The two are related by a classicalisation map which
we introduce. We show, however, that noncommutative spacetime has
a richer structure which already sees the half-integer spin information.
We argue that the anomalous extra ‘time’ dimension seen in the non-
commutative geometry should be viewed as the renormalisation group
flow visible in the coarse-graining in going from SU2 to SO3. Combin-
ing our methods we develop practical tools for noncommutative har-
monic analysis for the model including radial quantum delta-functions
and Gaussians, the Duflo map and elements of ‘noncommutative sam-
pling theory’. This allows us to understand the bandwidth limitation
in 2+1 quantum gravity arising from the bounded SU2 momentum
and to interpret the Duflo map as noncommutative compression. Our
methods also provide a generalised twist operator for the ⋆-product.
∗email: lfreidel@perimeterinstitute.ca
†email: s.majid@qmul.ac.uk
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1 Introduction
It can be expected that any theory of quantum gravity will generate non-
commutative geometries in its next-to-classical effective description. While
3+1 quantum gravity remains little understood, one can at least explore
this proposal in 2+1 dimensions where quantum gravity with point sources
is fairly well understood at least in the Euclideanised verison. It has been
known for some decades that such a theory can be cast as a Chern-Simons
gauge theory with Lie algebra e3 of Euclidean motions. Briefly, the dreibein
collection of three 1-forms is viewed as a gauge field with values in the
translation part of e3 while the gravitational connection has values in the
rotational part. There is a canonical inner product on e3 needed in the con-
struction of the action. Moreover, as explained in [3] such a theory at the
classical level is integrable and hence closely tied to quantum groups at the
quantum level. Chern-Simons theories are, moverover, topological and by
now well-known to quantise to topological quantum field theories producing
knot and 3-manifold invariants controlled by quantum groups. Thus, the
Jones knot invariant and related 3-manifold invariant can be constructed
directly from the quantum group Uq(su2), a story now well understood and
historically one of the motivations for interest in such quantum groups in
the 1990s.
If one looks in this way at Euclidean 2+1 quantum gravity with positive
cosmological constant the corresponding quantum symmetry group is given
by the Drinfeld quantum double D(Uq(su2)). The partition function of the
theory is then expressed in terms of the Turaev-Viro invariant [4]. The
limit q → 1 is usual Euclidean 2+1 quantum gravity (without cosmological
constant); so according to these explanations the latter is controlled by
the Drinfeld double quantum group D(U(su2)). Moreover the partition
function is given in this case by the Ponzano-Regge model [5]. The action
of this quantum group on the physical states of the theory was explicitly
identified in [7, 8]. It is only this easiest case which we shall study, leaving
q-deformation results for a sequel.
One of the key question of quantum gravity then is to unravel what
exactly is the effective geometry description, if any, that stems from in-
tegrating out the quantum fluctuation of the geometry. At least in three
dimensions this effective geometry is indeed noncommutative. The case for
noncommutative geometry as an effective theory specifically for Euclidean
2+1 quantum gravity was first proposed by ’t Hooft [6]. It was argued that
the noncommutative ‘coordinate algebra’ generated by hermitian operators
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xˆi is isomorphic to U(su2) with relations
[xˆi, xˆj ] = 2ılpǫ
ij
kxˆ
k, (1)
We denote this non commutative spacetime algebra Cˆlp(R
3). As explained
in [2], the quantum double D(U(su2)) indeed acts on Cˆlp(R
3) as quantum
Euclidean quantum group of motions deforming U(e3) with parameter lp.
Then (1) should be viewed as noncommutative version of the ‘model space-
time’ for the theory. A quantum differential calculus, noncommutative plane
waves labelled by SU2 momenta and other aspects of the noncommutative
geometry were also developed in [2]. The precise physical role of the xˆi
variables was not, however, identified.
Recently in [1] this algebra (1) was indeed realised concretely in a con-
struction of Euclidean 2+1 quantum gravity coupled to matter fields. It
was shown that after integrating out the quantum gravity fluctuation one
obtains effectively Feynman rules coming from a matter field propagating in
the noncommutative spacetime Cˆlp(R
3). The approach here was from the
Ponzano-Regge state-sum model[5] to realise the quantum gravity path in-
tegral. We recall in more detail that one triangulates the 3-manifold, sums
over spins {je} assigned to each edge e with weight given by 6-j symbols
computed over all tetrahedra t formed by nearby edges, i.e. with partition
function
Z ∼
∑
{je∈N}
∏
e∈Edges
(je + 1)
∏
t∈Tetrahedra
(−1)
P
6
i=1 ji(t)
{
j1(t) j2(t) j3(t)
j4(t) j5(t) j6(t)
}
.
Here the edges around each tetrahedron are numbered i = 1, · · · , 6 in certain
conventions and the 6-j symbol can be written in terms of a sum over deficit
angles. In this way the action directly approximates the Einstein-Hilbert
action as the triangulation becomes infinitely fine. The spins here should
be limited to je ≤ L for some bound L to control infinities. Using the q-6-j
symbols associated to Uq(su2) gives the Turaev-Viro invariant which can
then be interpreted as explained above. In this context, the analysis of [1] is
based on the observation that one can exchange spin summation by group
integrals. These integrals can then be interpreted as integrals over a curved
momentum space for the particles, when these are present. For instance one
key formula is the identity{
j1 j2 j3
j4 j5 j6
}2
=
∫ 4∏
I=1
dgI
∏
I<J
χje¯IJ (gIg
−1
J )
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where the integral is over the SU2 group manifold with Haar measure, the
group variables gI are assigned to the four vertices of the labelled tetra-
hedron in a certain convention and e¯IJ denotes the edge between the two
vertices complementary to I, J . Finally, χj is the character in the spin j rep-
resentation. This is the ‘group field theory’ transform that turns the state
sum model into a functional integral with group variables. The physical case
of interest is of half-integer spin and the group SU2, but the authors restrict
to integer spin or in effect the group SO3. This is a technical limitation of
the main new ingredient of [1], which is to use the group variable g to label
ordinary plane waves on ~X ∈ R3 via an expression
e
ı
2lp
Tr ~X·σg
.
where σi are the Pauli matrices. As we shall explain in detail in Section 2,
such waves should be restricted to g in the ‘upper hemisphere’ of SU2, which
the authors identify with representatives of SO3. Using such plane waves
the ‘group Fourier transform’ of [1] replaces our group variables above by
ordinary ‘position’ variables Xi on R3. The group product is equivalent to
a certain ⋆-product of such plane waves which in turn defines a ⋆-product
for other reasonable functions on R3. In this way one achieves a ⋆-product
quantisation as well as a physical picture of the algebra (1), with lp = 4πG
the appropriate Planck length. In a certain ‘weak gravity’ regime it was
shown that the effective Lagrangian now takes the form∫
R3
∂iφ¯ ⋆ ∂
iφ d3X (2)
in terms of this ⋆-product acting on ordinary scalar fields φ(X). The ∂i
here are the usual partial derivatives. In this way [1] showed very concretely
how noncommutative and eventually classical geometry appears from the
combinatorial quantum gravity model, the emergence of the latter being a
fundamental problem for modern approaches to quantum gravity.
In this paper we are therefore motivated to develop this connection be-
tween quantum gravity and noncommutative geometry much further, go-
ing beyond the ⋆ product itself to the deeper noncommutative differential
calculus and quantum group Fourier theory of plane waves. We also de-
velop new mathematical tools such as noncommutative harmonic analysis
and sampling theory to explore further the geometry of a noncommutative
spacetime whose dual momentum space is an homogeneous curved manifold.
These techniques play a crucial role in other noncommutative geometries
with curved momentum space (notably the bicrossproduct spacetime model
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[9]) and should likewise play a physical role in the 2+1 quantum gravity
model, which we should like to elucidate. They are moreover, not limited to
integer spin. We shall see that the two approaches to broadly match up and
can be combined, with several fundamental implications of interest. That
the above effective action essentially coincides with the action for the non-
commutative scalar wave operator in [2] is then shown in Section 6. The key
is a ‘classicalisation map’ φ which relates noncommutative plane waves of [2]
to group-labelled classical waves of [1] and which we introduce in Section 2
and study throughout the paper. The quantum differentials are recalled in
Section 3, where we show that the quantum derivatives ∂ˆi relate to the usual
classical ones precisely by the classicalisation map φ for the ⋆-product. As
we will see this is a key defining property of this classicalisation map.
One important conclusion coming from our comparison is that while the
⋆ product approach so far only sees integer spin information, the noncommu-
tative geometry is capable of seeing the full theory with half-integer spins,
which in turn tells us how the ⋆ product might be be improved. First of
all, the actual structure of the noncommutative differential geometry of this
model in [2] is quite subtle and one deep feature is that it necessarily has
an anomalous ‘extra time direction’ ∂ˆ0 in its tangent space, as explored re-
cently in another context in [10]. Of particular interest then is the hidden
role of this extra ∂ˆ0 direction in 2+1 quantum gravity, and we shall see for
example that it indeed enters into the formulation of the physical fields in
Sections 4,5 even in the integer spin theory. This ∂ˆ0 also enters into the
twist operator in Section 7, which addresses a different problem, namely the
casting of the ⋆ product in the form of a cochain twist along lines proposed in
[13]. We do not construct exactly the proposed cochain twist but something
closely related to it. The second unexpected feature of the noncommutative
geometry is, as we show, that it necessarily contains a unique plane wave
ζ(xˆ) of maximum (Planckian) momentum |~k| = π/lp corresponding to the
group element −1 ∈ SU2, not visible in the classical spacetime. In physics
we are familiar with the idea that spacetime rotations of scalar functions see
only SO3, one needs fermions to see its universal cover SU2. By contrast
scalar (but noncommutative) functions in Cˆlp(R
3) already see this covering
in form of this plane wave ζ. We shall find that ∂ˆ0 and ζ are intimately
related. Motivated by this, we provide (Section 4.3) a first look at how to
extend the ⋆-product ideas of [1] to see the half-integer spin by means of
a new SU2-group valued Fourier transform, and find that this too requires
the introduction of an extra variable T , related to ζ and to ∂ˆ0. Now, one
should view the change from half-integer spins to integer spins or from the
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SU2-momentum to SO3-momentum in our terms, as analogous to ‘coarse-
graining’ in lattice quantum gravity, i.e. doubling the effective lattice size,
this should be a ‘renormalisation group step’. While our results are quite
specific, they hint at this important physical conclusion for quantum grav-
ity that the renormalisation group flow gets inextricably mixed in with the
spacetime geometry and it is this that appears in the effective theory as an
anomalous ‘extra’ dimension’ in the noncommutative geometry.
Our second main result for physics concerns the implications of bounded
momentum. This is one of the key features [2] in the present noncommuta-
tive model, that the momentum space dual to position space (1) is not only
curved but compact, namely SU2 or SO3, in contrast say to the bicrossprod-
uct model. To explain these points further and also to provide a template
for our noncommutative discussion, let us develop briefly some aspects of
‘sampling theory’ in the classical commutative case where the momentum
group is S1. The key ideas are best expressed in terms of the following com-
mutative diagram which compares Fourier transform F on S1 with Fourier
transform F∞ on R,
C(S1)
F ,∼=→ C(Z)
extn. ↓↑ p i ↓↑ restr. (3)
C ′(R)
F∞,∼=−→ C(R)
where for the purposes of this introduction we denote loosely by C ′( ), C( )
some appropriate class of complex valued functions or distributions (such
as L2 or l2 in the discrete case could be one choice but this is not the
only choice of interest) such that the Fourier maps are isomorphisms. The
down maps are inclusions and the up maps are surjections, meaning that
their composites are projection operators on C ′(R) and C(R). Here “restr”
denotes simply restricting a function on position space R to Z ⊂ R and
by the isomorphism this induces a surjection p on the left side. Similarly,
“extn” denotes extending a function on the compact momentum space S1
viewed as a bounded region [−π, π] by zero outside [−π, π]. This gives a
function on momentum space R. It induces an inclusion i on the right. In
order to keep the group theory content of relevance to us we are using S1 not
an interval with zero boundary conditions, hence this extension map could
be discontinuous, but this need not worry us. The maps p, i can easily be
computed as
p(f˜)(k) =
∑
n∈Z
f˜(k + 2πn), f˜ ∈ C ′(R), |k| ≤ π
6
i(f)(X) =
sin(πX)
π
∑
n∈Z
(−1)n f(n)
X − n, f ∈ C(Z).
The part of the diagram involving the perodisation map p is the famous
Poisson summation formula. The composite projections
Π˜ = extn ◦ p, Π = i ◦ restr
are related by F∞ and we call them compression maps. On plane waves one
has
Π(eıkX) = eı[k]X = eıkXζ−2nk ; k = [k] + 2πnk, ζ = e
ıπX
where we define the fractional and integer parts of k such that nk ∈ Z and
[k] ∈ [−π, π] if nk = 0, [k] ∈]− π, π] if nk > 0, [k] ∈ [−π, π[ if nk < 0.
It is a nice exercise in the theory of hypergeometric functions 2F1 to verify
this directly from the definition of i given above. The map Π compresses
any f ∈ C(R) to what you get if you sample f on Z ⊂ R and view the
result back as a function of X by the map i. In momentum space it com-
presses its spectrum (the support of f˜) into the region [−π, π]. Note that
this story has nothing to do with momentum space being curved, it is a
property of it being bounded as this circle example shows (the two are usu-
ally confused in the recent literature). What is important is that we can
identify functions C(Z) with the image of Π, i.e. with some subspace func-
tions C(R) = Image(Π) ( C(R), say. Such compressed functions on R have
the property of being determined by their values on the integers. They can
be considered as obtained by taking the S1 Fourier transform formula but
regarding the conjugate variable as real not integer, or equivalently by the R
Fourier transform but applied to functions in momentum space with support
in the finite bandwidth [−π, π]. The product of C(R), if it is to coincide with
that of C(Z), is the product of C(R) projected back by Π. It corresponds to
convolution on S1. This completes our slightly off-beat account of sampling
theory but in a form relevant to the paper.
It is clear that sampling theory [11, 12] should also be relevant for quan-
tum gravity. Our following results can therefore be viewed as first steps in
the required ‘noncommutative sampling theory’. Our first problem to de-
velop this is to know what plays the role of C(Z). This is not fundamentally
a problem for those versed in operator analysis, one can take a Hopf-von
Neumann algebra version of C(SU2) and its dual the Hopf-von Neumann
group algebra of SU2, for example. However, this is not what we really need
for quantum gravity at its present stage of development, we need practical
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tools for actual plane waves and Fourier computations. Inspired by the S1
case our strategy is to take the image of the noncommutative version of Π
as a replacement for the group algebra of SU2. Thus if Cˆlp(R
3) stands for a
noncommutative version of C(R3), we can define F : C(SU2)→ Cˆlp(R3) as
an analogue of the composite Fourier transform C(S1)→ C(R) in the circle
case. Its image Cˆlp(R
3) ⊂ Cˆlp(R3) with projected product plays the role of
C(Z) and so forth. In physical terms, the Fourier dual of C(SU2) is defined
as the subspace Cˆlp(R
3) spanned by noncommutative plane waves eı
~k·xˆ with
bounded |~k| ≤ π/lp. We now come to our first surprise: We shall argue in
Section 2 that in fact Cˆlp(R
3) = Cˆlp(R
3) for any minimal completion of the
noncommutative polynomial algebra such as to contain plane waves. The
fundamental reason is that (as we shall prove) the element ζ(xˆ) which plays
the role of ζ in the S1 case now obeys ζ2 = 1, due to the topology of the mo-
mentum bound and the noncommutativity of the momentum group. Hence
all of the possible noncommutative plane waves already have the bounded
momentum range, i.e. Cˆlp(R
3) = Cˆlp(R
3) is already compressed. This is
physically very important. It says that when the noncommutative theory is
related to classical fields on R3 we should keep in mind that the latter are
uncompressed. For example, in the effective action for 2+1 quantum gravity
in the ⋆-product form of [1], we should not integrate over all classical fields
φ(X) in the effective action but only over compressed classical functions
that truly correspond to Cˆlp(R
3).
Since Cˆlp(R
3) is already compressed, the diagram analogous to (3) in
which the right hand column would be noncommutative, collapses. However,
we can revive the analogy again but this time as a comparison between the
quantum Fourier transform F and the classical one F∞ on R3,
C(SU2)
F ,∼=→ Cˆlp(R3)
extn. ↓↑ p i ↓↑ D (4)
C ′(R3)
F∞,∼=−→ C(R3)
We do this in Section 5, where we find a natural description of the Du-
flo quantisation map D. This is normally studied by mathematicians on
polynomials as a deformation construction of the enveloping algebra, but
our Fourier methods elevate it to a much wider class of functions including
plane waves
D(eı~k·X) = eı~k·xˆ sin(lp|
~k|)
lp|~k|
, ~k ∈ R3. (5)
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We see that if we want to view SU2 as bounded momentum, we can consider
compression from all classical functions on R3. The Duflo map both does
the compression and quantises the result in one go. These results in the
paper suggest a second approach to improving the ⋆ product and classicali-
sation of the noncommutative geometry, to be developed further elsewhere.
Whereas φ(ζ) = 1, so does not see the half-integer spin aspect of the quan-
tum spacetime, the map i is singular as |k| = πlp is approached from below
and definitely sees it.
A final significance of our results is a complete theory, obtained in
Section 5, for radial functions f(rˆ) in centre of the algebra, where rˆ =√
xˆ · xˆ+ lp2. These results are methodological, but if noncommutative ge-
ometry on Cˆlp(R
3) is to be any use for physical computations we need to
be able to work with polar coordinates, gaussians and spherical waves, and
this turns out to be entirely possible. We introduce radial quantum delta
functions δˆj(rˆ) as the quantum Fourier transform of characters and prove a
‘radial sampling theorem’ that
f(rˆ) =
∑
j∈N
f(lp(j + 1))δˆj(rˆ) (6)
for all radial f ∈ Cˆlp(R3). This is the analogue of our remarks in the circle
case and tell us that the noncommutative space has a radial part C(N). We
will see how the Duflo map exactly implements the compression, while the
fact that the noncommutative theory is already compressed appears radially
for example in the identity
sin
(
πrˆ
lp
)
= 0, (7)
which we show holds in Cˆlp(R
3). To round off our noncommutative ‘harmonic
analysis’ we obtain and study two noncommutative Gaussians gα, fα and
their ⋆-product counterpart given in terms of Bessel functions. All our
results are compatible with the noncommutative differential calculus in the
model allowing us to use both integral and differential methods freely. On
the integration side we define
∫
=
∑
j(j+1)χj where χj are the traces in the
j + 1-dimensional representation, and similarly
∫
+ for the SO3 case using
even representations only. This integral is translation invariant, a non trivial
and useful fact. We also provide noncommutative spherical waves ψk(rˆ)
which diagonalise the noncommutative wave operator defined by ∂ˆ0. For
example, such methods could be used to solve the noncommutative hydrogen
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atom in a different physical interpretation of the algebra as noncommutative
3-space, which was the interpretation in [10].
Finally, let us note that Cˆlp(R
3) is also the standard quantisation of the
coadjoint space su∗2 with its Kirillov-Kostant bracket. Its quotient on setting
the quadratic Casimir to a suitable constant is a matrix algebra viewed as
a ‘fuzzy sphere’[14]. However, such objects (and matrix methods used for
them) are not relevant to us here. A fuzzy sphere having a fixed radius does
not see for example all our results about radial functions. Rather, we work
with Cˆlp(R
3) with structure induced at the level of polynomials by the Hopf
algebra with coproduct
∆xˆi = xˆi⊗ 1 + 1⊗ xˆi (8)
and canonical noncommutative differential structure flowing from this ad-
dition law. As explained, by C(R3) in this paper we shall mean a suitably
large space of ‘ordinary’ functions of Xi of interest in physics including ex-
ponentials, Gaussians etc., and C ′(R3) a suitable Fourier dual of ordinary
functions or distributions in momentum space. By Cˆlp(R
3) we shall mean
completion to a deformation of C(R3) with noncommuting xˆi as above. We
shall argue that any reasonable such completion is already compressed in
the sense of coinciding with the image Cˆlp(R
3) of the quantum group Fourier
transform and accordingly, for simplicity, we will later identify the two.
2 Classicalisation of the ⋆-product and the ele-
ment ζ
The noncommutative ⋆-product on R3 coming out of 2+1 quantum gravity
is defined c.f. [1] to be
e
1
2lp
Tr(X|g1|) ⋆ e
1
2lp
Tr(X|g2|) = e
1
2lp
Tr(X|g1g2|), (9)
where coordinates ~X = {Xi} on R3 are viewed as a 2 × 2 traceless matrix
X ≡ Xiσi, with σi the Pauli matrices σiσj = δij + ıǫijkσk. g is an SU(2)
group element represented by 2 × 2 unitary matrix and |g| ≡ sign(Tr(g))g
so that | − g| = |g|. The group elements can be concretely written as
g = P0id + ılpP
iσi, P
2
0 + lp
2P iPi = 1, (10)
in which case |g| is the projection of g on the upper ‘hemisphere’ of SU2
where P0 ≥ 0. Indeed the Pi are a coordinate system for SU2 as a 3-sphere
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with the unit element at the ‘north pole’. The plane waves e
1
2lp
Tr(X|g|)
appearing in (9) has a 2:1 dependence and the ‘group momenta’ are actually
being labelled by a quotient space of SU2 where g and −g are identified,
i.e. by an SO3 group element. Geometrically this is the identification of
the upper half of the 3-sphere with the lower half by the antipodeal map
through the origin. Alternatively, which we shall do, we can always chose a
representative for an element of SO3 in the open upper hemisphere. Thus
Pi with P0 =
√
1− lp2|~P | > 0 is a coordinate system for most of SO3. We
miss in this coordinate system the 2-sphere in SO3 corresponding to the
equator.
Therefore in this paper we shall in practice work with the map
E : SU2 → C(R3), g 7→ Eg(X) ≡ e
1
2lp
Tr(Xg)
= eı
~P · ~X . (11)
which does not see P0 at all and which is only to used in the upper half of
SU2 in defining the SO3 theory by restriction. In terms of these the product
(9) will look a little different, involving now a cocycle,
eı
~P1· ~X ⋆ eı
~P2· ~X = eı(
~P1⊕~P2)· ~X , (12)
where · denotes the 3d scalar product and
~P1 ⊕ ~P2 = ǫ(~P1, ~P2)
(√
1− lp2|~P2|2 ~P1 +
√
1− lp2|~P1|2 ~P2 − lp ~P1 × ~P2
)
,
(13)
with × the 3d vector cross product. The factor ǫ(~P1, ~P2) = ±1 is the sign
of
√
1− lp2|~P1|
√
1− lp2|~P2| − lp2 ~P1 · ~P2, it is 1 if both momenta are close
to zero or one of the momenta is infinitesimal and −1 when the addition of
two upper hemisphere vectors ends up in the lower hemisphere. This factor
is a two-cocycle which can be used to express SU2 as a central extension of
SO3.
From (12) we easily find
Xi ⋆ eı
~P · ~X = (XiP0 + lpǫ
i
jkX
jP k)eı
~P · ~X (14)
eı
~P · ~X ⋆ Xi = eı
~P · ~X(XiP0 − lpǫijkXjP k). (15)
Let us now consider the noncommutative plane waves in [2]. They are
labelled by group elements g ∈ SU2 and provide us with a map
e : SU2 −→ Cˆlp(R3), g = eıkilpσ
i 7→ eg ≡ eı~k·xˆ (16)
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with values in any completion of the polynomial enveloping algebra big
enough to include exponentials. On the left hand side we use the Pauli
matrix representation (10) and local coordinates ki of SU2. However, we
shall see that the above map has a well-defined limit at −id where the co-
ordinate system breaks down, and is hence defined on all of SU2 (this is
not obvious). These local coordinates ki are clearly related to our previous
coordinates by
~P =
sin lp|~k|
lp|~k|
~k, P0 = cos lp|~k| (17)
when |~k| ∈ [0, π2lp [ which covers the upper ‘hemisphere’ corresponding to
most of SO3. When k
i is restricted to be such that |~k| ∈ [0, πlp [ we cover all
of SU2 with the exception of the one point.
To see that eg is in fact globally defined, let us consider any element of
the form
en = e
ı π
lp
~n·xˆ
, |~n| ∈ N.
Such an element is central because if ξ ∈ su2, then enξe−1n is a rotation of ξ
by a multiple of 2π about the ~n axis, i.e. gives back ξ. Moreover, for any ki
we have
eı
~k·xˆene
−ı~k·xˆ = en
since en is central, but the left hand side is en′ for some rotated vector of the
same length (and every vector of the same length can be obtained in this
way). Hence the elements en depend only on the nonnegative integer which
is the length of ~n. Therefore we see that in any reasonable completion of
the enveloping algebra we will have an element
ζ = e
ı π
lp
~n·xˆ
, |~n| = 1, ζ2 = 1 (18)
in the centre, which is the unique value of eg as g → −id. The third equality
is because we can rotate any ~n to −~n so that ζ = ζ−1. We also see that
the other elements en mentioned above are just powers of this one. The
noncommutative plane waves eık·xˆ exist similarly for any Lie algebra g of
dimension n say, in the role of su2 above, and live in the corresponding
Cˆlp(R
n) as a quantisation of g∗ by its enveloping algebra.
The quantum group Fourier transform [18] adapts in this context to
F : C(G)→ Cˆlp(Rn), F(f˜) =
∫
G
dgf˜(g)eg (19)
where G has Lie algebra g of dimension n. The Haar measure here should
be converted to suitable ki local coordinates and there will be similar issues
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as above. A priori, the image of F is does not look like it should be all
of Clp(R
n) and in general it will not be, since it is spanned only by (non-
commutative) plane waves with bounded ~k according to the range of the
coordinates as we go over G. In this paper we denote it by Cˆlp(R
3) in the
case of SU2 and by Cˆ
+
lp
(R3) when we restrict to g ∈ SO3 by which we mean
the upper ‘hemisphere’ in SU2. The ordinary plane waves Eg likewise have
bounded momentum ~P and we denote the subalgebra with P0 > 0 that they
similarly generate C+lp(R
3).
As to the existence of a suitable ‘completion’ to use of the polynomial
algebra Cpolylp (R
3) ≡ U(su2), we first introduce a norm on this by using the
fact that SU2 acts naturally on it by rotation of the coordinates xˆ
i and this
action xˆ → g ⊲ xˆ preserves the star structure xˆ† = xˆ and the commutation
relations. Given this action we define
|fˆ |2 =
∫
SU2
dg g ⊲ (fˆ †fˆ). (20)
This is an invariant polynomial function which belongs to the centre of
U(su2). Lets consider now an highest weight (non necessarily integral) vec-
tor vλ and Vλ the corresponding Verma module. Since |fˆ |2 is central its ac-
tion on vλ is diagonal and the proportionality coefficient is denoted |fˆ |2(λ).
This provide us with a family of norms. A powerseries fˆ is said to be con-
vergent with radius of convergence R if |fˆ |2(λ) < ∞ for all λ < R. Note
that if fˆ belongs to the centre of U(su2) it is a function of the quadratic
Casimir c = xˆixˆ
i, fˆ ≡ f(c) and then |fˆ |2(λ) = f((λ+1)2 − 1). We can now
define Cˆ∞lp (R
3) to be the space of powerseries which have a non zero radius
of convergence as the basis for one possible ‘completion’.
We now consider, where defined (which includes near the identity g = 1),
the map
φ : Cˆ+lp(R
3)→ C+lp(R3), eg 7→ Eg. (21)
Under the quantum group Fourier transform the product of Cˆlp(R
3) is equiv-
alent to the convolution •-product on C(SU2) and δg1 • δg2 = δg1g2 . We see
that the quantum-gravity ⋆-product is precisely isomorphic to this convo-
lution product under the composition φF(δg) = φ(eg) = Eg, at least when
restricted to SO3, i.e. the left cell of the following diagram commutes with
the •-product and ⋆-product structures on the respective linear spaces
C(SO3), • F−→ Cˆ+lp(R3) →֒ Cˆlp(R3)
ց ↓ φ ↓ φ
C+lp(R
3), ⋆ →֒ C(R3), ⋆
(22)
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The composite φF is the map called the ‘group Fourier transform’ in [1]
and we see that it connects via φ to the previous quantum group Fourier
transform [18].
From our definition it is clear that the map φ is an isomorphism in the
middle position and in principle could be expected to extend as depicted
on the right to a generic isomorphism between Cˆlp(R
3) and C(R3) at least
at the level of polynomials and hence formally to functions given by power
series. Indeed, φ−1(Eg) = eg and we can think of Eg( ~X) as a generating
functional in the sense that if F ( ~X) is a polynomial function it can be
obtained by repeated derivation F ( ~X) = F ( ∂∂P )e
ı ~P · ~X |~P=0. Since P (k) is
invertible around P = k = 0, φ−1 can be defined on all polynomial functions.
φ is also an isomorphism of algebras at this level, i.e. let f1(xˆ), f2(xˆ) be two
noncommutative functions in Cˆlp(R
3) then
φ(f1f2)(X) = (φ(f1) ⋆ φ(f2)) (X). (23)
After some algebra the map φ can be explicitly written in terms of the
monomials:
φ(xˆ{i1 · · · xˆis}) =
∑
n∈Is
lp
s−nCn,sδ
{i1i2 · · · δis−n−1is−nXis−n+1 · · ·Xis} (24)
where we have introduced the index space Is = {n ∈ N/s − n ∈ 2N}, and
the bracket denotes the symmetrisation of indices. The coefficients Cn,s are
given by
Cn,s =
1
2n
n∑
k=0
(−1)k (n− 2k)
s
(n− k)!(k!) . (25)
These coefficients also satisfy
Cn,s =
s!
n!
∑
k1+···+kn=
s−n
2
1
(2k1 + 1)! · · · (2kn + 1)! (26)
=
1
2nn!
∑
ǫi=±1
(
n∏
i=1
ǫi
)
(ǫ1 + · · · + ǫn)s (27)
and
1
n!
(
sin θ
θ
)n
=
∑
p
Cn,n+2p
(−1)pθ2p
(n+ 2p)!
. (28)
They are such that Cs,s = 1, so the image of a given monomial contains this
monomial plus lower order terms obtained by Wick contraction 〈xˆixˆj〉 =
lpδ
ij .
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There could still be specific functions on which φ does not extend or
extends but is not injective. In particular, we have
φ(ζ) = 1 = φ(1) (29)
because the evaluation of the left hand side is then equivalent to computing
φ(eg) as g approaches the south pole, which will converge and be given by
E−id = 1. This is exactly why we restricted to the patch to P0 > 0 in the first
place for SO3 and this issue essentially limits the amount of information in
Cˆlp(R
3) that φ can see. We shall see momentarily that essentially Cˆlp(R
3) =
Cˆlp(R
3) and shall see later that the former is an extension of Cˆ+lp(R
3) precisely
by ζ. We conclude that the extended φ still has its image in Cˆ+lp(R
3), that
(29) is the only source of degeneracy and that the extension in the right hand
column of (22) is just the trivial one by φ(ζ) = 1. In short, the ⋆-product
and its classicalisation map φ can only ever see the Cˆ+lp (R
3) ⊂ Cˆlp(R3)
information coming from SO3.
Note also that to have such an isomorphism between Cˆpolylp (R
3) = U(su2)
and polynomial functions on R3 with some ⋆ product and to extend it to
formal powerseries is not unusual, the most common example is to take the
inverse of the symmetrisation map
σ−1(xˆ{i1 · · · xˆis}) = Xi1 · · ·Xis , (30)
which defines a ⋆-product on R3 [15, 16]. In the latter case we would have
σ−1(eı
~k·xˆ) = eı
~k· ~X and eı
~k1· ~X ⋆ eı
~k2· ~X = eıB(
~k1,~k2)· ~X where B(~k1, ~k2) is given
by the Baker-Campbell-Haussdorf formula. However, such a ⋆-product is
not compatible in the same way as above with the quantum group Fourier
transform as the quantum gravity induced one (9). This compatibility prop-
erty uniquely determines φ with the features just described.
Finally, let us give an elementary argument that in the case of SU2
momentum group, one has essentially Cˆlp(R
3) = Cˆlp(R
3) for any reasonable
coadjoint quantisation. For any ~k ∈ R3 write ~k ≡ kkˆ where kˆ is a unit vector
in the upper half sphere and k ∈ R. We let ~k = [~k] + 2πlp nkkˆ where nk is an
integer and |[~k]| ≤ πlp in similar conventions to those for S1 in Section 1. We
have
e~k ≡ eı
~k·xˆ = eı[
~k]·xˆe
ı 2π
lp
nkkˆ·xˆ = eı[
~k]·xˆζ2nk = eı[
~k]·xˆ = e
[~k]
, (31)
where we have used that ζ2 = 1. Since Cˆlp(R
3) is supposed to be a rea-
sonable deformation of usual functions C(R3) we suppose (or one can take
this this as a definition) that every element of it has a Fourier expansion
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in terms of noncommutative plane waves eı
~k·xˆ in analogy with the usual
Fourier expansion of C(R3). We might naively write it, on the assumption
that Cˆlp(R
3) has the same ‘size’ as classically, as an integral over ~k ∈ R3
with some Fourier coefficients to be determined. However, in view of (31)
it suffices to make any such expansion as an integral only over the ball
|~k| ≤ π/lp,
f(xˆ) =
∫
|~k|≤ π
lp
d3k g(~k)eı
~k·xˆ
for some classical function g(~k). But the quantum group Fourier transform
for SU3 explicitly takes the form of such an integral
F(f˜)(xˆ) =
∫
|~k|≤ π
lp
d3k
(
sin(lp|~k|)
lp|~k|
)2
f˜(~k)eı
~k·xˆ (32)
and since the Jacobian factor here is nonzero in the interior of the ball,
we conclude that any f(xˆ) in Cˆlp(R
3) can equally well be expressed as a
quantum Fourier transform, or arbitrarily-well approximated as such. We
shall understand this more formally in Section 5.3 in terms of the Duflo
map.
3 Quantum differential calculus
We now show that, among all the possible ⋆-products on R3 with algebra
relations Cˆlp(R
3), only the one given in (9) is compatible with the bicovariant
noncommutative differential calculus.
Indeed, as for any algebra, one has on Cˆlp(R
3) the abstract notion of a
noncommutative differential calculus (Ω1,d) where the space of ‘1-forms’ Ω1
is a bimodule over Cˆlp(R
3) (it means one can associatively multiply 1-forms
by functions in Cˆlp(R
3) from the left and right), and
d : Cˆlp(R
3)→ Ω1
obeys the Leibniz rule. One also requires that 1-forms of the form f(xˆ)dg(xˆ)
span Ω1 and that the only thing killed by d is a multiple of the constant
function 1. In our case we have an addition law (8) and we require that
the calculus is translation-invariant with respect to this. The smallest such
calculus was found in [2] to be 4-dimensional with basis dxˆi, θ over the
algebra and relations
(dxˆi)xˆj − xˆjdxˆi = ılpǫijkdxˆk + ılpδijθ (33)
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xˆiθ − θxˆi = ılpdxˆi. (34)
The 1-form θ has no classical analogue (there is an anomaly for differentia-
tion on quantisation) and we are free to change its normalisation; we have
used a natural one. It has the key property
[f, θ] = ılpdf (35)
on any function f(xˆ). One may identify the space of left-invariant 1-forms
abstractly as 2 × 2 hermitian matrices with dxˆi = lpσi and θ = lpid. Given
the choice of basis of Ω1 the corresponding quantum partial derivative op-
erators ∂ˆi, ∂ˆ0 on Cˆlp(R
3) are canonically defined by
df =
∑
i
(∂ˆif)dxˆ
i + (∂ˆ0f)θ. (36)
On noncommutative plane waves eık·xˆ the ∂ˆi, ∂ˆ0 are computed [2] as
∂ˆi = ı
sin(lp|~k|)
lp|~k|
ki (37)
∂ˆ0 =
ı
lp
(
cos(lp|~k|)− 1
)
(38)
The computations here do not assume any bounds on |~k| i.e. actually hold
in Cˆlp(R
3) which is the setting for all the computations in [2, 10]. The
second equation means that ∂ˆ0 can be built from ∇ˆ2 = ∂ˆi∂ˆi in the physical
momentum range as
∂ˆ0 =
ı
lp
(√
1 + lp
2∇ˆ2 − 1
)
. (39)
We will often use the combination
∆ˆ ≡ 1− ılp∂ˆ0 =
√
1 + lp
2∇ˆ2 (40)
where the second expression holds in the physical momentum range.
Comparing (37) with (21) we see immediately that φ intertwines the
quantum partial derivatives ∂ˆi with the usual partial derivatives
φ(∂ˆif)(X) = ∂iφ(f)(X) (41)
since the latter on plane waves bring down the ıki sin(lp|~k|)/lp|~k| factor ex-
actly as required for (37). This is therefore a second key property which
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distinguishes our homomorphism φ and associated ⋆ product. As required
for consistency with (29) we see from (37) that
∂ˆiζ = 0.
Note, however, that
∂ˆ0(ζ
2) = 0, ∂ˆ0ζ = −2ı
lp
ζ, ∆ˆζ = −ζ
where the first is needed for consistency with (18). The other (equivalent)
identities tell us that ∂ˆ0 ‘sees’ the extension Cˆ
+
lp
(R3) ⊂ Cˆlp(R3) by ζ i.e. that
this extra tangent direction is linked to the ‘coarse-graining’ from SO3 to
SU2.
It is not surprising that the compatibility with bidifferential calculus or
quantum Fourier transform leads to the same homomorphism since they
are are deeply related. Indeed, the partial derivatives ∂i for any bicovari-
ant calculus on a Hopf algebra is given [17] by evaluation of the coproduct
against some elements ıPi (say) in the dual, i.e. by the coregular represen-
tation. The characteristic property of the quantum group Fourier transform
[18, 19] is that it intertwines this representation with multiplication in the
dual. Thus in general
∂ˆiF(f˜) = F(ıPif˜), (42)
where f˜ ∈ C(G) and the product in the RHS is the commutative product of
functions. The general form of bicovariant calculus for enveloping algebras
U(g) is described explicitly in [20].
4 Quantum integration and Fourier theory
As well as quantum differential calculus we have integration. In fact there
is no problem to define a translation-invariant integration on Cˆlp(R
3) in so
far as the results converge: in view of our result (41) whereby φ intertwines
the classical and quantum differentials, we just define∫
φ
f(xˆ) =
∫
R3
φ(f)(X)d3X (43)
in terms of usual Lebesque integration. This is then translation invariant in
the sense ∫
∂ˆi = 0 (44)
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which is the sense needed in practice. Having this for all quantum differ-
entials is more or less equivalent to translation covariance with respect to
the additive coproduct (8) because the partial derivatives of a translation-
invariant calculus on (any) Hopf algebra are given by evaluation against the
coproduct as explained above. Such methods have been used routinely on
other linear quantum spaces [18].
We can also give a noncommutative translation-invariant integral at least
on the physical subalgebra Cˆlp(R
n) for a finite-dimensional Lie group G
using an operator-algebraic completion as a Hopf C∗ algebra or Hopf-von
Neumann algebra. The former is based on the group C∗-algebra on the group
in question, which by definition is a completion of the continuous functions
on the group with convolution product •. This fits in with Cˆlp(Rn) as the
image in (19)-(22) in view of
F(f˜)F(h˜) = F(f˜ • h˜), f˜ , h˜ ∈ C(G).
The latter Hopf-von Neumann algebra version is generated by the group-like
operators (i.e. the plane waves eg as operators on a Hilbert space) also comes
with a canonical Pentagonal operatorW =
∑
ea⊗ fa as an unitary operator
(see [18] for an introduction) which serves as the kernel for the quantum
group Fourier transform. In either case one has a natural invariant integral
in the role of Haar measure as part of the established theory. It is not our
scope to go into details of functional analysis but we have such a completion
ultimately in mind. At a more practical level the integral in the operator
algebra setting boils down to a trace in the left regular representation after
assuming a Peter-Weyl decomposition of the group coordinate algebra (and
hence its dual) into matrix blocks labelled by the irreducible representations.
On any finite dimensional Hopf algebra the translation-invariant integral is
proportional to the trace composed with S2 in the left regular representation
[18], where S is the antipode, which means formally just the trace as S2 is
trivial in the classical group case. For example, if one is thinking of the
model as having momentum in SU2 then up to a normalisation we have the
integral on Cˆlp(R
3) given by∫
f(xˆ) =
∑
j∈N
djχj(f(xˆ)) (45)
where dj = j + 1 is the dimension of the representation and χj is the trace
in the same. In the SO3 case the integral on Cˆ
+
lp
(R3) is similarly∫
+
f(xˆ) =
∑
j∈2N
djχj(f(xˆ)). (46)
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Moreover, such trace formulations are equivalent to the alternative defini-
tion ∫
eg = δ1(g) (47)
understood distributionally with respect to g running over the group in
question (1 denotes the group identity). Similarly for other groups. This
underlies, for example, the Hopf-von Neumann algebra treatment for any
locally compact topological group.
One may expect that
∫
+ on Cˆ
+
lp
(R3) is in agreement with
∫
φ up to a
normalisation since the coproduct essentially underlying the subalgebra is
the restriction of the one essentially underlying the larger algebra. Thus
(47) and (43) in the diagram (22) implies when correctly normalised
δ1(g) =
∫
+
eg =
1
8πlp
3
∫
R3
d3X φ(eg) =
∫
R3
d3X
8πlp
3Eg (48)
understood distributionally with respect to g ∈ SO3, which is a key identity
proven directly in [21] and which is needed to find the right normalisation.
In general the converse might not be true, i.e. one can use integrals
defined by the same methods as in (45)-(46) and these might extend to
on a larger subspace CˆIlp(R
n) ⊆ Cˆlp(Rn) of ‘integrable’ functions where
the sums still converge absolutely, but a priori we do not know they will
be translation-invariant on these more general elements. In our case since
Cˆlp(R
3) is not significantly bigger this is not really an issue. In fact
∫
+ sees
only the same information as φ, i.e. tied to SO3 and vanishes for example
on ζ − 1.
4.1 Inverse quantum group Fourier transform
Having fixed our integral
∫
on Cˆlp(R
n) we can now write down the basic level
of the quantum group Fourier transform inverse to (19) before topological
completions. As with the forward direction (19) the construction works
similarly for any Lie group G equipped with an integral
∫
in the appropriate
image Cˆlp(R
n) ⊂ Cˆlp(Rn) and characterised by (47). Then from the general
theory [18] adapted to this setting the inverse is
F−1(f)(g) =
∫
feg−1 , ∀f ∈ Cˆlp(Rn) (49)
Or in more abstract notation
F−1(f) =
∫
G
dg δg−1
(∫
feg
)
∈ C(G), ∀f ∈ Cˆlp(R3) (50)
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where the locations δg−1 are being integrated over. In the general theory
on a quantum group the kernel for the Fourier transform is the canonical
element
∑
a ea⊗ fa where {ea} is a linear basis of the quantum group and
{fa} its dual. In our case we are taking a basis {δg} of functions on the
group and dual basis {eg} viewed as an exponential in Cˆlp(Rn), and sum
replaced by Haar integral. On noncommutative plane waves (50) becomes
F−1(eg) =
∫
G
dh δh−1
(∫
egeh
)
=
∫
G
dh δh−1δe(gh) = δg (51)
as required. Note that we have used in the proof only the distributional
form of the integral (47), i.e. the transform and its inverse can be verified
quite directly at this level before adding the operator theory and functional
analysis.
One can furthermore view F−1 defined more generally some suitable
subspace CˆIlp(R
n) ⊆ Cˆlp(Rn) of ‘integrable’ functions where integrals of the
form (49) converge absolutely, so that
F−1 : CˆIlp(Rn)→ C(G).
In this case of course it is no longer inverse F viewed similarly F : C(G)→
CˆIlp(R
n). Rather one has
F ◦ F−1 = G, F−1F = id
where
G : CˆIlp(Rn)→ Cˆlp(Rn), G(f) =
∫
dg eg
(∫
feg−1
)
. (52)
G is a projector with image Cˆlp(Rn). It corresponds to the kernel
G˜ ≡
∫
dg eg ⊗ eg−1 ∈ Cˆlp(Rn)⊗ Cˆlp(Rn). (53)
Remarkably this projection is the identity in the SU2 case thanks to eq. (31)
which states that
e
[~k]
= G(e~k) = e~k,
where for ~k ∈ R3 we write ~k ≡ kkˆ with kˆ a unit vector in the upper ‘hemi-
sphere’ and k ∈ R. We recall that [~k] = ~k − 2πlp nkkˆ where nk is an integer
and |[~k]| ≤ πlp . For SO3 we define [~k]+ = ~k − πlpnkkˆ where nk is an integer
and |[~k]+| < π2lp . The projection operator can be directly computed
G+(e~k) =
∫
SU2
dg eg
(∫
+
eg−1e~k
)
=
(1 + ζ)
2
e
[~k]+
, (54)
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and just amounts to multiplication by the central projector element (1 + ζ)/2.
4.2 SO3 group Fourier theory
The quantum group Fourier transform has its roots in established Hopf
algebra and operator algebra theory. If one apply the map φ to it one
obtains the composite ‘group Fourier transform’ F = φ ◦ F which provides
a very interesting and self-contained realisation with image a subalgebra
C(Rn) of ordinary functions on Rn equipped with a star product. The plane
waves eg become replaced by classical fields φ(eg) and so forth. We have seen
over the previous sections that this indeed matches up with the quantum-
gravity computations in [1] for the group SO3 (where the theory is developed
directly) for a suitable choice of φ. It is also clear that the ‘group Fourier
theory’ level provides tools of classical analysis as well as physical insight.
We illustrate these two aspects now.
First, we describe the subalgebra C+lp(R
3) as the subalgebra of the usual
fields C(R3) which is the image of F in the SO3 case. As explained in [1]
we can characterise it by means of the projection operator with kernel
G(X,Y ) =
∫
lp|~P |≤1
d3 ~P
(2π)3
e−i(
~X−~Y )·~P (55)
satisfying ∫
d3X G(X,Y )G(Y,Z) = G(X,Z). (56)
Then G(f) is defined for all f ∈ CI(R3) (the functions absolutely integrable
on R3) and it is shown in [1] that the image of G is the same as the image
of F , i.e. the required space C+lp(R
3).
The inverse group Fourier transform can then be explicitly written
F−1 : CI(R3)→ C(SO3), f →
∫
R3
d3X
8πlp
3 f(X)∆e
1
2lp
Tr(Xg−1)
(57)
where
∆ ≡
√
1 + lp
2∂i∂i (58)
acts on the plane waves by multiplication by P0 [1] (this operator can also
be written ∆ = 1− ılp∂0 if one uses the classical analogue of the ∂ˆ0 operator
(38)) and
F−1F = id, FF−1 = G. (59)
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The direct proof of the first of (59) in [1] uses the identity (48) just as in
the quantum group case, but F−1 itself does not look immediately like the
realisation under φ of the quantum group inverse transform (49). For that
we need the identity∫
R3
d3X(f ⋆ g)(X) =
∫
R3
d3Xf(X)(∆g)(X), (60)
at least for all f, g ∈ C+lp(R3). This can be seen by the plane wave methods
in [1]. Indeed,∫
R3
d3X
8πlp
3Eg1(X)∆Eg2(X) = P0(g2)
∫
R3
d3X
8πlp
3 e
ı(P (g1)+P (g2))·X
= P0(g2)
π2
lp
3 δ
(3)
0 (
~P (g1) + ~P (g2)) = δ1(g1g2) =
∫
R3
d3X
8πlp
3Eg1g2
using (48) for the last equality and to justify the penultimate step we need
the expression
dg =
l3p
π2
d3P
P0
. (61)
of the normalised SO(3) Haar measure in terms of the parametrisation (10)
and the identity E−1g = Eg−1 .
Moreover it is shown in [1] that F is not only an isomorphism but an
isometry between C(SO3) ⊂ L2(SO3) equipped with the normalised Haar
measure and C+lp(R
3) equipped with the norm
||f ||2lp ≡
∫
R3
d3X
8πlp
3 (f ⋆ f¯)(X). (62)
Clearly G ◦ φ = φ ◦ G to the extent that φ is defined and we have the same
remarks as for G mentioned above.
4.3 4-dimensional SU2 Fourier transform
We recall that the noncommutative calculus on Cˆlp(R
3) has a fourth direc-
tion ∂ˆ0 with conjugate 1-form θ given by the identify matrix in the Pauli
algebra, this needs to be added to the other Pauli matrices. We have seen
that the operator plays a mild if not very explicit role in the SO3 version
of 2+1 quantum gravity but not the need for an extra coordinate to match
this extra ‘direction’. We now look at the SU2 version of the theory which
until now has not been fit into the group Fourier transform framework. We
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find that it can be done precisely if one indeed adjoins a new variable T as
suggested by the noncommutative geometry. We shall argue that its mean-
ing for 2+1 quantum gravity is not ‘time’ cf [10] but rather that hints at a
unification of geometry with the renormalisation group.
First, if one tries to prove the key identity (48) needed to try to have a
‘group Fourier theory’ on SU2 using functions C(R
3), one has [21] the SU2
δ-distribution at the group identity expressed as an integral
δ1(g) =
∫
R3
d3X
4πlp3
e
1
2lp
Tr(Xg)
Θ(Tr(g)) (63)
where Θ(X) is the Heaviside distribution Θ(x) = 0, x < 0, Θ(x) = 1, x > 0.
But one cannot simply consider EgΘ(Tr(g)) as a ‘new plane wave’ suitable
for SU2 since it is not invertible and does not lead to any meaningful ⋆-
product.
We can however, express the Heaviside distribution as an integral
Θ(X) =
1
2iπ
∫
R
dT
T − i0e
iTX (64)
where we mean to take a contour of integration along the real line which goes
below the singularity at T = 0. We can now write the SU2 delta function
in a form suitable for us, in terms of a 4-dimensional integral. We introduce
the quadrivectors Pµ = (P0, ~P ), X
µ = (X0, ~X) and the measure
d˜4X ≡ d
3X
4πlp
3
dT
2iπ(T − i0) (65)
where the T = X0 integration should always be done before the ~X, then
δ1(g) =
∫
R4
d˜4XeıX
µPµ =
∫
eg (66)
for the SU2 model (45).
The plane waves are now 4-dimensional
E˜g(X) = e
ıXµPµ(g) = e
1
2lp
Tr(Xg)
(67)
where now X = X0id +X
iσi is the extension of the Pauli matrix represen-
tation in parallel with the extension of the calculus. Since we have extended
the spacetime to 4 dimensions it is also natural to extend the group struc-
ture. The natural extension is to consider a trivial central extension of SU2
24
denoted S˜U2 = R
+ × SU2 which is the space of two by two matrices of the
form g˜ ≡ αg where α > 0 and g ∈ SU2. In other words
g˜ = P0id + ılpP
iσi, P
2
0 + lp
2P iPi > 0. (68)
We now define a ⋆ product by the group product as before, which is to say
E˜α1g2 ⋆˜E˜α2g2 = E˜α1α2g1g2 (69)
or
eıX
µPµ ⋆˜eıX
µQµ = eıX
µ(P⊕Q)µ , (70)
with
(P ⊕Q)0 = P0Q0 − lp2 ~P · ~Q, (P ⊕Q)i = P0Qi +Q0Pi − lP ~P × ~Q. (71)
Note that the identity for this product is not given by the identity function
but by exp(iT ), the action of functions of T is given by
eiαT ⋆˜eiβT = eiαβT , eiαT ⋆˜E˜g(X) = E˜αg(X). (72)
This product yields a 4-dimensional deformation of C(R4) provided we ex-
pand functions around the star product identity exp(ıT ). Thus
eıTT ⋆˜eıTT = eıT (T 2−ıT ), eıTXi⋆˜eıTXj = eıT (XiXj+ılpǫijkXk+lp2δijT )
eıTT ⋆˜eıTXi = e
ıTXi⋆˜eıTT = eıT (TXi − ıXi) (73)
so that elements of the form eıTCpoly(R4) induce a ⋆-product deformation
of Cpoly(R4). We assume that the ⋆˜ algebra extends to general functions
and denote it by Cˆlp(R
4); in view of the above it is a central extension of our
previous Cˆlp(R
3) by an additional central ‘time’ generator when expanded
correctly.
The group Fourier transform is defined to be
F (f˜)(X) =
∫
SU2
dgE˜g(X)f˜ (g), (74)
where F : C(SU2) → Clp(R4) and Clp(R4) is defined to be the image of F .
One can check that f ∈ C(R4) lies in Clp(R4) if and only if f |T=0 ∈ Clp(R3)
and the time dependence is controlled by a Laplace equation
(∂T ∂T + lp
2∂i∂
i)f = −f. (75)
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Conversely if we consider a function f in Clp(R
3) or more generally in
C(R3) we can construct two functions on Clp(R
4) by convolution with G±
G±(f)(X) ≡
∫
d3Y G±(X, ~Y )f(~Y ), (76)
G±(X, ~Y ) =
∫
lp|~P |<1
d3P
(2π)3
e±ıT
√
1−|~P |2e−ı
~P ·( ~X−~Y ) (77)
which project on the positive and negative ’energy’ solutions of (75) and X
denote the 4-vector (T, ~X). This gives an isomorphism
Clp(R
3)⊕ Clp(R3) → Clp(R4) (78)
(f+, f−) 7→ G+(f+) +G−(f−).
In order to show that this map is invertible lets consider F ∈ Clp(R4), If
F = G+(f+) +G−(f−) with f, g ∈ Clp(R3) then
[(−ı∂T +∆)F ](0, ~X) = 2∆f+( ~X), [(ı∂T +∆)F ](0, ~X) = 2∆f−( ~X), (79)
where ∆ is defined in (58) and since G± are identity operators on Clp(R
3)
when restricted to the slice T = 0. The hermitian positive operator ∆ is
invertible on Clp(R
3) so for a general F we can define 2f± = ∆
−1[(∓ı∂T +
∆)F ]T=0. Then F˜ = F − G+(f) − G−(g) is a solution of (75) satisfying
F˜T=0 = 0 = (∂T F˜ )T=0 it is therefore a null function.
This shows that as a vector space
Clp(R
4) ∼= Clp(R3)⊕ Clp(R3), (80)
the direct sum of two copies of Clp(R
3) where f = f+ + f− ∈ Clp(R4) is
decomposed as a sum of positive and negative energy solutions of (75). We
recover the SO3 Fourier transform and ⋆ product if one restricts to ’even’
functions of Clp(R
4) which are in the image of G = (G+ + G−)/2. This
mapping is such that it intertwines the 4 dimensional ⋆ product with the
three dimensional one
G(f)⋆˜G(g) = G(f ⋆ g). (81)
The inverse Fourier transform is given by
F−1(f)(g) =
∫
R4
d˜4X(Eg−1 ⋆˜f)(X). (82)
26
The Fourier transform is an isometry between C(SU2) equipped with the
usual L2 norm and Clp(R
4) equipped with the norm
||f ||2 =
∫
d˜4Xf¯⋆˜f (83)
where f¯ ≡ f∗(−T,X) is the combination of complex conjugation and time
reversal, it is such that
¯˜
Eg = E˜g−1 . The fact that this scalar product is
isometric to the L2 norm on SU2 can be verified directly using (66).
We can express this norm in terms of the previous identification as fol-
lows
||G+(f+) +G−(f−)||2 =
∫
T=0
d3X
4πlp
3 (f¯+∆f+ + f¯−∆f−), (84)
where f¯ denotes the complex conjugation. This shows that the decomposi-
tion (80) is in term of orthogonal subspaces. We could define similar norms
|| · ||a using a time slice T = a instead of T = 0, this however doesn’t lead
to a new norm since || · ||a = || · || for any a.
In order to prove these statements we need to establish few lemmas.
First, lets consider f ∈ Clp(R4) and lets denote f± ≡ G±(g±) its posi-
tive and negative energy components. f is in the image under the group
Fourier transform (74) of f˜(g). The identification of SU2 with the 3-sphere
P 20 + lp
2 ~P 2 = 1 means that function on SU2 is determined by f˜±(~P ) ≡
f˜(±
√
1− lp2 ~P 2, ~P ). We can express the L2 norm on SU2 in terms of these
variables∫
SU2
dg
¯˜
f(g)f˜(g) =
∫
lp|~P |<1
lp
3d3P
2π2
√
1− lp2 ~P 2
(
¯˜
f+f˜+ +
¯˜
f−f˜−)(~P ). (85)
The Fourier transformation (74) can also be written in this variables as
f±(X) =
∫
lp|~P |<1
lp
3d3P
2π2
e±ıP0T
P0
eı
~P · ~X f˜±(~P ) (86)
where P0 =
√
1− lp2 ~P 2. This can be easily inverted by the usual inverse
Fourier transform as
f˜±(~P ) =
∫
T
dX3
4πlp
3 e
∓ıP0T e−ı
~P · ~X(∆f)(X) (87)
where the integral is over a three dimensional slice T = constant (but not
necessarily T = 0). This gives an alternative but equivalent formula for the
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inverse Fourier transform (82). It is now a straightforward computation to
show that∫
lp|~P |<1
lp
3d3P
2π2
√
1− lp2 ~P 2
¯˜
f±f˜±(~P ) =
∫
T
dX3
4πlp
3 (f¯±∆f±)(X), (88)
which proves our claims.
We can now give a full 4 dimensional perspective to our construction if
one introduce the Green function P = (P+ + P−)/2 where
P±(X
µ) =
∫
lp|~P |<1
lp
3d3P
2π2
√
1− lp2 ~P 2
e±ıT
√
1−lp
2 ~P 2e−ı
~P · ~X . (89)
Note the key factor
√
1− lp2 ~P 2 in the integrand compared to the definition
of G. We consider the following sesquilinear form on C(R4) the space of all
functions on R4 (more precisely a dense subspace of L2 functions on R4 like
Schwartz space), given by
〈f |f〉 =
∫
d4Xd4Y f¯(X)P (X − Y )f(Y ). (90)
We will show that this bilinear form is positive, however it is not definite; it
possess a kernel Ker ≡ {f ∈ C(R4)| 〈f |g〉 = 0 ∀g ∈ C(R4)}. Since the form
is positive we have Ker = {f ∈ C(R4)| 〈f |f〉 = 0}. On C(R4) we impose the
equivalence relation f ∼ 0 if f ∈ Ker and we consider the quotient space
C(R4)/ ∼. The GNS construction ensure that this space is a Hilbert space
with the induced norm between equivalence class 〈[f ]|[f ]〉 ≡ 〈f |f〉. Our
main claim is now that C(R4)/ ∼ is isomorphic as an Hilbert space with
Clp(R
4) equipped with the norm (83,84).
In order to see that the form (90) is positive it is convenient to write it
in terms of the 4-dimensional Fourier modes
f˜(P ) =
∫
d4XeiP ·Xf(X). (91)
One easily sees that
〈f |f〉 =
∫
lp
3d4P
π2
δ(P 20 + lp
2 ~P 2 − 1) ¯˜f(P )f˜(P ) (92)
where we recognise on the RHS the normalised integral on the momentum
space 3-sphere P 20 + lp
2 ~P 2 = 1 which is positive. From this expression it
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is clear that Ker is generated by all functions such that f˜ |P 2
0
+lp
2 ~P 2=1 = 0.
Equivalently we can show that Ker = Im(∂2T +∆
2). Therefore the quotient
space C(R4)/Ker = Ker(∂2T + ∆
2) = Clp(R
4). Moreover the norm on this
quotient space is given by (92) which is the L2 norm on SU2, this finishes
the proof.
5 Radial functions, Gaussian functions and Duflo
map
Now that we have a developed general tools of ‘noncommutative’ harmonic
analysis for SO3 and SU2, we now study in more detail the space of radial
functions which are invariant under the rotation group and where we can
take calculations much further.
5.1 Orbit integral
As we have already seen in section (2) SU2 acts naturally by rotation on
Cˆlp(R
3), moreover if one average over all SU2 this action we obtain a map
Cˆlp(R
3) → Zlp(R3) (93)
f 7→ R(f) ≡
∫
SU2
dg g ⊲ f,
where Zlp(R
3) denotes the centre of Cˆlp(R
3). Note that the action by rota-
tion can be obtained by the adjoint action of plane wave
g ⊲ f = egfe
−1
g . (94)
The image of R is a ’radial’ function which depends on xˆi only through the
quadratic casimir cˆ = xˆixˆi and it is obviously a central function. Of course,
any radial function is in the image of R since R is the identity on them.
If f ∈ Cˆlp(R3) the quantum group fourier components of R(f) are class
functions on SU2 and R(f) depends on the plane wave through R(eg). In
order to study the properties of the space of radial functions and its image
under φ it is therefore natural to look more closely at the properties of R(eg)
and φ(R(eg)).
In order to do so lets introduce some notations: Given eg = e
iki·xˆi we
denote
θ ≡ lp|~k|
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we also introduce radial variables
rˆ2 ≡ xˆixˆi + lp2, r2 ≡ XiXi, (95)
and dimensionless radial variables
ρˆ ≡ rˆ
lp
, ρ ≡ r
lp
. (96)
We shall prove now the following:
R(eg) =
∫
SU2
dh ehgh−1 =
sin(ρˆθ)
ρˆ sin θ
, (97)
φ (R(eg)) =
∫
SU2
dhEhgh−1 =
sin(ρ sin θ)
ρ sin θ
. (98)
The first equality is valid as long as θ < π but by continuity extends to
θ = π. An immediate corollary is that
sin
(
πrˆ
lp
)
= 0, ζ = − cos
(
πrˆ
lp
)
(99)
for consistency of the limit. Another immediate corollary of (98) is the
identity valid when θ ≤ π
φ
(
sin(ρˆθ)
ρˆ
)
=
sin(ρsin θ)
ρ
. (100)
From this it follows that
φ
(
rˆ2m
)
=
m∑
n=0
lp
2(m−n)Cn,2m+1r
2n, (101)
with Cn,m defined in section 2.
The proof of (98) is done by a direct computation of the integral. In
order to prove (97) lets compute the trace of the LHS in the representation
of weight j, since χj is a class function we have
χj(R(eg)) = χj(eg) = χj(g) =
sin(j + 1)θ
sin θ
. (102)
Any even function of rˆ function acts diagonally on the representation of
weight j, f(rˆ)Vj = f(lp(j+1))Vj . So the trace RHS of (97) in the represen-
tation of weight j is given by
sin((j + 1)θ)
(j + 1) sin θ
χj(1) =
sin((j + 1)θ)
sin θ
. (103)
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From this we can conclude that the LHS and RHS of (97) agree when eval-
uated in any finite dimension representation of (1). We can expand both
sides of (97) as a series in θ, at each order in the expansion the coefficients
of θn is a polynomial in xi of degree at most n invariant under the action
of SU2. The LHS and RHS polynomials take the same value on integers by
the previous reasoning, they are thus identical. This proves that the Taylor
series in θ agree. Now one can easily see that the Taylor expansion of the
RHS of (97) has a radius of convergence π. This shows that (97) is valid as
long as lp|~k| < π as claimed. In order to get (99) we use the fact that the
limit eg → e−1 = ζ or equivalently θ → π is well defined, since ζ is central,
this implies that the RHS is just ζ. Identities (99) are obtained by taking
the limit θ → π in the RHS.
Finally, as an application, let us define ‘radial waves’ depending only on
a modulus of the momentum k ∈ [0, πlp [,
ψk(rˆ) =
lp sin(rˆk)
rˆ sin lpk
. (104)
Since these are given by the orbit integral of eg, they diagonalise the Laplace
operator ∂ˆ0 (see (38)), with
∂ˆ0ψk(rˆ) =
ı
lp
(cos(lpk)− 1)ψk(rˆ), ∆ˆψk(rˆ) = cos(lpk)ψk(rˆ). (105)
Note that the second form says that
∆ˆ
(
sin(rˆk)
rˆ
)
=
sin(rˆk) cos(lpk)
rˆ
=
sin((rˆ + lp)k)− sin((rˆ − lp)k)
2rˆ
which suggests that
∆ˆf(rˆ) =
1
2
(
(1 +
lp
rˆ
)f(rˆ + lp) + (1− lp
rˆ
)f(rˆ − lp)
)
. (106)
on any reasonable f(rˆ). This will be proven directly in Section 5.4.
5.2 Character expansion and radial sampling theorem
The usual Fourier theory of SU2 expresses a function on the group as an
expansion in terms of characters
f˜(g) =
∑
j∈N
dj(χj • f˜)(g) (107)
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where dj = j + 1, χj(g) is the character of the weight j representation and
• is the convolution product. Under the quantum group fourier transform
this expansion becomes
f(xˆ) =
∑
j∈N
dj δˆj · f, ∀f ∈ Clp(R3) (108)
where we have defined ‘quantum delta-functions’ δˆj(rˆ) which are radial func-
tions obtained by Fourier transform of the characters
δˆj(rˆ) = F(χj) =
∫
dg χj(g)eg ∈ Cˆlp(R3).
Starting from (97) we can compute them explicitly
δˆj = (−1)j+1
(
sinπx
πx
2(j + 1)
(j + 1)2 − x2
)
|x=ρˆ, (109)
with ρˆ = rˆ/lp. It follows by convolution of characters that diδˆi are orthogonal
projectors
δˆiδˆj =
δij
di
δˆi. (110)
Geometrically these project on the quantum sphere of radius rˆ = lp(j +
1). Indeed, lets consider f ≡ f(rˆ) a radial function in Cˆlp(R3), the following
key property is satisfied
δˆj · f = f(lp(j + 1))δˆj . (111)
Thus we have the ‘sampling theorem’ that a radial function in Cˆlp(R
3) can
be recovered from its values on integers,
f(rˆ) =
∑
j∈N
djf(lp(j + 1)) δˆj (112)
from (108) or equivalently
1 =
∑
j∈N
dj δˆj(rˆ).
To prove these results, note that under the quantum group inverse
Fourier transform the LHS of (111) becomes
χj • f˜(g) =
∫
SU2
dhχj(gh
−1)f˜(h) =
∫
SU2
dhduχj(guh
−1u−1)f˜(h)
=
χj(g)
dj
∫
SU2
dhχj(h)f˜(h) =
χj(g)
dj
χj(f(rˆ)) = χj(g)f(lp(j + 1)).
32
The first equality is the definition of the convolution product, the second
equality follows after a change of variables from the fact that f˜ is a class
function, the third equality is obtained after integration over the u variable
and from the fact that χj(h) = χj(h
−1), the fourth equality follows from the
definition of the quantum group Fourier transform and in the last equality
we make use of the fact that f(rˆ) acts by scalar multiplication on the rep-
resentation of weight j. In the last term we recognise the inverse Fourier
transform of f(lp(j + 1))δˆj this proves (111).
A first application of the character expansion or sampling theorem is the
observation
ζ =
∑
j∈N
dj(−1)j δˆj(rˆ) (113)
This follows from the sampling theorem since ζ = − cos(πρˆ) (99) and
(−1)j = − cos((j + 1)π). Also the Fourier transform of ζ = e−1 is given
by the character expansion δ−1(g) =
∑
j∈N dj(−1)jχj(g). One can readily
check from this expression and the product (110) that ζ2 = 1.
An additional interesting property of the ‘quantum delta-functions’ are
their properties under integration (45) on Cˆlp(R
3)∫
δˆj · f = djR(f)(lp(j + 1)), (114)
where f ∈ Cˆlp(R3) and R(f) is the corresponding radial function (93). Since
δˆj is a radial function then the LHS is equal to
∫
δˆj · R(f) which can be
evaluated thanks to the the previous property. We are left with
∫
δˆj which
is equal to dj since
χi(δˆj) =
∫
SU2
dg χi(g)χj(g) = δij . (115)
Under the map φ the quantum delta-functions are mapped to the SO3
group Fourier transform of the characters, from a direct computation we get
[1] that
δj(r) ≡ φ(δˆj)(r) =
∫
dg χj(g)Eg(X) =
 0, if j is odd2Jj+1(ρ)
ρ
, if j is even
(116)
where ρ = r/lp and Jn are the Bessel functions. They are defined as the
Fourier modes of eıρ sin θ =
∑
n e
ınθJn(ρ). One has from their definition and
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the properties J−n(ρ) = Jn(−ρ) = (−1)nJn(ρ), the following identity
sin(ρ sin θ)
ρ sin θ
= 2
∑
j∈2N
sin(j + 1)θ
sin θ
Jj+1(ρ)
ρ
, (117)
from which we get
1 =
∑
j∈2N
(j + 1)2
Jj+1(ρ)
ρ
. (118)
This is consistent with our above results, for we deduce from (113) that
1 + ζ
2
=
∑
j∈2N
(j + 1)δˆj ∈ Cˆ+lp(R3).
and (1+ζ)/2 is indeed mapped to the identity by the map φ. It is a projector
from Cˆlp(R
3) to Cˆ+lp(R
3) and acts as the identity element for the algebra
Cˆ+lp(R
3). We also conclude since the δˆj(rˆ) are a basis for the radial functions
that Cˆlp(R
3) splits as a vector space into C+lp(R
3)⊕ Cˆ−lp(R3) according to this
projection.
In order to have access to the odd spin delta functions we need to consider
the SU2 Fourier theory. A direct computation shows that
δ˜j(r, T ) ≡
∫
SU2
dg χj(g)E˜g(X) =

2ı
Jj+1(
√
ρ2 + T 2)
ρ
sin(j + 1)ϕ, if j is odd
2
Jj+1(
√
ρ2 + T 2)
ρ
cos(j + 1)ϕ, if j is even
(119)
with eıϕ ≡ ρ+iT√
ρ2+T 2
. From this definition we can easily check that
cosT =
∑
j∈2N
(j + 1)δ˜j(r, T ), ı sinT =
∑
j∈2N+1
(j + 1)δ˜j(r, T ), (120)
these are the projector onto the odd and even subspace of Clp(R
4) since
cos T ⋆˜E˜g =
1
2
(E˜g + E˜−g), sinT ⋆˜E˜g =
ı
2
(E˜g − E˜−g). (121)
More generally we have
cos(T cos θ)
sin(ρ sin θ)
ρ sin θ
=
∑
j∈2N
δ˜j(r, T )
sin(j + 1)θ
sin θ
, (122)
ı sin(T cos θ)
sin(ρ sin θ)
ρ sin θ
=
∑
j∈2N+1
δ˜j(r, T )
sin(j + 1)θ
sin θ
. (123)
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These formulae make it clear that e−ıT plays the role of ζ ∈ Cˆlp(R3) (in other
words the classicalisation of this now possible using our SU2 group Fourier
theory) while as mentioned already the classicalisation of 1 in Cˆlp(R
3) is eıT .
The star product relation e−ıT ⋆˜e−ıT plays the role of ζ2 = 1.
5.3 Duflo map
Given a function f ∈ C(R3) we define the ‘extended Duflo map’ to be the
quantisation map D : C(R3) → Cˆlp(R3) defined by (5) on the plane waves.
This extends linearly to any function
f( ~X) =
∫
R3
d3k
(2π)3
eı
~k· ~X f˜(~k). (124)
as
D(f) =
∫
R3
d3k
(2π)3
sin lp|~k|
lp|~k|
eıkixˆ
i
f˜(~k) (125)
and maps over under the two Fourier isomorphisms in (4) to
p(f˜)(~k) =
∑
n∈Z
lpk + 2nπ
sin(lpk)
f˜
(
(k + 2n
π
lp
)kˆ
)
, |k| ≤ π
lp
(126)
with ~k ≡ kkˆ, where kˆ is a unit vector in the upper ‘hemisphere’ and k ∈ R.
One has
F(p(f˜)) =
∫
|~k|≤ π
lp
d3k
(
sin(lp|~k|)
lp|~k|
)2
eı
~k·xˆp(f˜)(~k) = D(f) (127)
as required. The proof follows from the identity (31): The integral over
~k expressing D(f) can be expanded as a sum over n of integrals over k ∈
]− πlp , πlp [+2nπlp (with a convention on the boundary as in Section 1) and after a
change of variables, including the change in measure, can be expressed as the
quantum group Fourier transform stated. Next, we make p into a projection
by composing back with a map
extn(f˜)(~k) =
f˜(~k)
sin lp|~k|
lp|~k|
if |~k| < πlp
0 else
which extends by zero, but with a suitable weight so that extn. followed by
p is the identity. The resulting projection operator Π˜ = extn. ◦ p on C ′(R3)
is
Π˜(f˜)(~k) =
∑
n∈Z
lpk + 2nπ
lpk
f˜
(
(k + 2n
π
lp
)kˆ
)
. (128)
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Under the Fourier isomorphisms in (4) the map extn maps over to a map i
which on noncommutative plane waves is
i(eı
~k·xˆ) = eı
~k·X lp|~k|
sin lp|~k|
(129)
and clearly i followed by D is the identity. The resulting projector Π = i◦D
on C(R3) comes out as
Π(eı
~k·X) =
|[~k]|
|~k|
eı[
~k]·X (130)
in the same notation as in (31), modulo technical choices when |~k| = π/lp
since the map i is singular there. Compare with the circle case in Section 1.
This completes the proof of the commutative diagram (4) as determined once
the Duflo map D is fixed as in (125). By construction, the two ‘noncom-
mutative compression maps’ Π˜,Π are projections related by the R3 Fourier
transform (124),
Π(f)( ~X) =
∫
R3
d3k
(2π)3
eı
~k· ~X Π˜(f˜)(~k) (131)
where Π projects into the subspace Clp/π(R
3) of ordinary functions with or-
dinary Fourier transform having momentum bounded by π/lp (so we can
limit the integral in (131) to |~k| < π/lp ). We also see that the image of D
is Cˆlp(R
3) provided one treats the boundary |~k| = π/lp appropriately. For
example, the element ζ is in the image of the quantum group Fourier trans-
form and hence of D provided one approaches the bound from below. All
of this information expressed in the diagram (4) amounts to a ‘noncommu-
tative compression theory’ as explained in Section 1 and built around the
extended Duflo map.
Our extended Duflo map has several further properties. First, its defi-
nition has a geometrical interpretation as an averaging procedure over cells
of area 4πlp
2, namely we have
D(f)(xˆ) =
∫
S2
d2nf(xˆ+ lp~n) (132)
where the integral is the normalised integral over the 2-sphere n2 = 1. This
follows immediately from the definition and the identity∫
S2
d2neık·xˆeılp
~k·~n =
sin lp|~k|
lp|~k|
eık·xˆ = D(eı~k· ~X).
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Second, it behaves very well on radial functions. A first observation here
for f = f(r) any radial function in C(R3) is
D(f)(rˆ) = 1
2lprˆ
∫ rˆ+lp
rˆ−lp
duuf(u). (133)
which follows directly from (133) with rˆ2 = xˆixˆ
i+ lp
2. It in turn implies for
example that
D(1
r
∂r(rf)) =
1
rˆ
∂ˆr(rˆD(f)), (134)
where
∂ˆrf(rˆ) =
f(rˆ + lp)− f(rˆ − lp)
2lp
.
We will see in the Section 5.4 that this see that is precisely the radial dif-
ferential for our quantum covariant calculus in polar coordinates, i.e. the
latter is compatible in a nice way with the Duflo map.
Next, the Duflo map on radial functions makes manifest the compression
evident in the sampling theorem of Section 5.2,
D(f) = Π(f)(rˆ). (135)
Moreover if f is a radial function (an even function of r) the compressed
map takes the same values on integers as the original function
Π(f)(lp(j + 1)) = f(lp(j + 1)). (136)
We shall prove both assertions momentarily. An immediate consequence of
these two results when taken together with the sampling theorem is
D(f) =
∑
j∈N
(j + 1)f(lp(j + 1))δˆj , (137)
for any radial function f ∈ C(R3). As an immediate corollary we get from
the multiplication property of the δˆj (110) the homomorphism property
D(fg) = D(f) · D(g). (138)
This property is standard at the polynomial level but we see that it now holds
much beyond. As another immediate corollary we have that the action of
the composition D ≡ φ ◦ D on a radial function is given by
D(f)(r) =
∑
j∈2N
(j + 1)f(lp(j + 1))δj(r). (139)
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We will give an independent proof of this last statement.
We now turn to the proofs of (136) and (135) respectively. Indeed, if f is
a radial function, one can evaluate Π˜(f˜) thanks to the Poisson resummation
formula
Π˜(f˜)(k) = 4πlp
2
∑
j∈N
(j + 1)f(lp(j + 1))
sin(lpk(j + 1))
lpk
. (140)
This gives
Π(f)(X) =
∑
j∈N
(j + 1)
|X| f(lp(j + 1))
(
2
π
∫ π
0
dk sin(k(j + 1)) sin(k
|X|
lp
)
)
.
(141)
If |X| = lp(i+ 1) the integral in the RHS is zero unless j = i, in which case
it is 1, this proves (136).
Let us now present the proof of (135). Due to the general results ex-
pressed in (4) we can restrict to the case where f ∈ Clp/π(R3); this means
that f˜(~k) is zero for lp|~k| ≥ π. It is enough therefore to verify this property
on the orbit integral of wave function with momentum lp|~k| < π. On one
hand we have
R(D(eı~k· ~X)) = D(R(eı~k· ~X)) = D
(
sin |~k|| ~X |
|~k|| ~X |
)
, (142)
on the other hand
R(D(eı~k· ~X)) = sin lp|
~k|
lp|~k|
R(eıkixˆ
i
) =
sin rˆ|~k|
rˆ|~k|
(143)
where the last equality is true if lp|~k| < π by (97). This proves (135) for
f ∈ Cˆlp(R3).
There is also a useful direct proof of (139) as follows: First, since f is
radial f˜ depends only on θ = lp|~k|. If we perform the integral over the
angular variables we are left with∫ ∞
0
dθ
2π2lp
3 sin
2 θ
sin(r sin θ)
r sin θ
θ
sin θ
f˜
(
θ
lp
)
(144)
with r ≡ | ~X|/lp. From the fact that the integrand is even and the π period-
icity of some component of the integrand this integral can be written∫ +π
2
−π
2
dθ
4π2lp
3 sin
2 θ
sin(r sin θ)
r sin θ
∑
n∈Z
θ − nπ
sin(θ − nπ) f˜
(
θ − nπ
lp
)
. (145)
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Using the Poisson resummation formula we get∑
n∈Z
θ − nπ
sin(θ − nπ) f˜
(
θ − nπ
lp
)
= 8πlp
3
∑
j∈2N
(j + 1)
sin(j + 1)θ
sin θ
f(lp(j + 1)).
(146)
The integral (145) can then be written as
∑
j∈2N
(j + 1)f(lp(j + 1))
2
π
∫ +π
2
−π
2
dθ sin2 θ
sin(r sin θ)
r sin θ
sin(j + 1)θ
sin θ
=
∑
j∈2N
(j + 1)f(lp(j + 1))
∫
SU2
dg χj(g)Eg( ~X) (147)
=
∑
j∈2N
(j + 1)f(lp(j + 1))δj(r) (148)
In the last equality we recognise φ(D(f)) when D(f) ∈ Cˆ+lp(R3).
5.4 Differential calculus in polar coordinates
We have seen how a natural ‘radial’ derivative ∂ˆr appears from the radial
Fourier theory and Duflo map. Let us see now how these formulae are
properly defined and appear in noncommutative differential geometry. In
fact it was shown recently in [10] that the extra direction θ in the calculus
and dc enjoy a self-contained calculus, where c = xˆ · xˆ. One has
dc = 2xˆidxˆ
i + 3ılpθ
[dc, xˆi] = [dxˆi, c] = 3lp
2dxˆi + 2ılpxˆ
iθ + 2ılpǫ
i
jkxˆ
jdxˆk
[dc, c] = 2lp
2dc+ 4ılp(c+
3
4
lp
2)θ
from which it is shown that
df(c) = (∂ˆcf)dc+ (∂ˆ0|cf)θ
for any function f(c), where ∂c and ∂0|c are given in [10].
Our first step is a convenient further change variables to rˆ =
√
c+ lp
2
as the radial variable, which is equivalent. Using the above formulae from
[10] we compute
drˆ = (∂ˆcrˆ)dc+ (∂ˆ0|crˆ)θ = 1
2rˆ
(dc− ılpθ) = 1
rˆ
(xˆidxˆ
i + ılpθ)
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which combined with dc = rˆdrˆ + (drˆ)rˆ and (35) implies
[drˆ, xˆi] = [dxˆi, rˆ] =
1
rˆ
(
lp
2dxˆi + ılpxˆ
iθ + ılpǫijkxˆ
jdxˆk
)
(149)
[drˆ, rˆ] = ılpθ, [rˆ, θ] = ılpdrˆ (150)
as a closed 2-dimensional calculus for functions of rˆ alone. Working with
such functions we define partial derivatives
df(rˆ) = (∂ˆrf)drˆ + (∂ˆ0|rf)θ (151)
to find
∂ˆrf(rˆ) =
f(rˆ + lp)− f(rˆ − lp)
2lp
, ∂ˆ0|rf(rˆ) = ı
2lp
(f(rˆ + lp) + f(rˆ − lp)− 2f(rˆ))
by the same method as in [10] for dc (by solving a recursion to compute
drˆn), or by converting ∂ˆc, ∂ˆ0c there. We see the the natural appearance
from noncommutative geometry of the finite-difference operators and ∂ˆ0|r as
precisely the finite ‘double derivative’ in the radial direction. By computing
df(rˆ) in the two bases we find also
∂ˆi =
xˆi
rˆ
∂ˆr, ∂ˆ0 = ∂ˆ
0|r + ı lp
rˆ
∂ˆr (152)
for the change of variables between Cartesian and polar. From these one
has also
∆ˆf(rˆ) =
1
2
(
(1 +
lp
rˆ
)f(rˆ + lp) + (1− lp
rˆ
)f(rˆ − lp)
)
(153)
as promised in Section 5.1. We see that the radial quantum differential
calculus is in agreement with the Fourier transform and Duflo map compu-
tations.
Also, for later use, we derive the braided-Leibniz rule applicable when
one function is purely ‘radial’. Indeed, if f = f(rˆ) then applying d to the
relation [xˆi, f ] = 0 we have
[dxˆi, f ] = [df, xˆi] = [(∂ˆrf)drˆ, xˆi] + [(∂ˆ0|rf)θ, xˆi]
= (∂rf)[drˆ, xˆi] + (∂ˆ0|rf)[θ, xˆi]
= (
lp
2
rˆ
∂ˆrf − ılp∂ˆ0|rf)dxˆi + ı lp
rˆ
(∂ˆrf)xˆiθ + ı
lp
rˆ
(∂ˆrf)ǫijkxˆ
jdxˆk
= −ılp(∂ˆ0f)dxˆi + ılp(∂ˆif)θ + ılpǫijk(∂ˆjf)dxˆk. (154)
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using (152). Applying this to a computation of d(xˆif) we then deduce the
braided-Leibniz rule
∂ˆj(xˆ
if) = xˆi∂ˆjf + δi,j∆ˆf − ılpǫijk∂ˆkf (155)
if f is purely radial. One deduces similarly
∂ˆi(e
ık·xˆf) = eık·xˆ
(
ıPi∆ˆf + P0∂ˆif − lp
rˆ
(~P × xˆ)i∂ˆrf
)
(156)
where Pi are defined by (17).
5.5 Gaussian functionals
As an application of our methods, we now study two kinds of quantum
gaussians and their images. We will see that these gaussians can be con-
structed either by applying φ term by term to a powerseries expression and
computing this classical image directly using the group Fourier theory, or
working in the quantum case using the radial sampling theorem (112). We
shall see that we can also in principle compute the full quantum Gaussians
by noncommutative calculus methods. In short, the Gaussian theory here
uses all three of the methods developed in the paper. Finally, we use one of
the Gaussians to test quantum integration.
The first Gaussian gα(rˆ) (say) we consider is defined as on linear non-
commutative spaces [18] by the equation
∂ˆigα = −αxˆigα.
In general this function will not be in C+lp(R
3) but if we assume it is given by a
power-series and define φ term by term, we can work with the corresponding
Gα( ~X) ≡ φ(gα)( ~X) which should obey
∂iGα = −αXi ⋆ Gα = ıα∇Li Gα (157)
where
∇Li Eg =
d
dt
E(eıtlpσig)|t=0, ∇Ri Eg =
d
dt
E(geılptσi)|t=0. (158)
are natural left and right ‘covariant derivative’ operations. We will use both
of them in Section 7 (and give a more algebraic description of them); at the
moment we use only ∇Li . Then equation (157) is therefore easily solved with
the SO3 group Fourier transform in terms of the Eg functions. Indeed, let
Gα( ~X) = F (e
1
αlp2
Trg
) =
∫
dg e
1
2αlp2
Trg
Eg( ~X).
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Applying ∂i brings down a ıPi in the integrand on the one hand, while on
the other hand α∇Li acts on the plane wave as a left invariant derivative on
the group. Integrating by parts we get
ıα∇Li Gα =
∫
dg(−ıα∇Li e
1
2αlp2
Trg
)Eg =
∫
dg
Tr(gσi)
lp
e
1
2αlp2
Trg
Eg (159)
which indeed brings down a factor ıPi on computing the trace. The fourier
coefficients are obtained by explicitly computing the integrals∫
dge
1
2αlp2
Trg
χj(g) = (−1)
j
2 (j + 1)2ıαlp
2Jj+1(
1
ıαlp
2 ) = (−1)
j
2djδj(
1
ıαlp
2 )
for even j, where we recognise the Bessel function as our classicalised quan-
tum delta-function (116). The proof is a direct computation and uses the
recurrence relation
Jj+2(
1
ıαlp
2 ) + Jj(
1
ıαlp
2 ) = 2ıαlp
2(j + 1)Jj+1(
1
ıαlp
2 ). (160)
Applying the character expansion in Section 5.2 we conclude that
Gα =
∑
j∈2N
(−1) j2 (j + 1)δj( 1
ıαlp
)δj(r).
It is interesting to note the symmetrical role of the two delta-functions in
these results suggesting an interesting αlp
2 ↔ 1/r duality. Moreover, the
corresponding gα(rˆ) is given by
gα = F(e
1
2αlp2
Trg
) =
∫
d ge
1
2αlp2
Trg
eg(xˆ)
which is to be expected since multiplication by xˆj becomes differentiation
under quantum group Fourier transform, and the part of this visible under
φ is
g+α =
∑
j∈2N
(−1) j2 (j + 1)δj( 1
ıαlp
2 )δˆj(rˆ) (161)
This depends only on rˆ because the trace function is central. The full gα is
given similarly by the sum over all j ∈ N.
In these expressions the coefficients of (j + 1)δˆj(rˆ) are the values in the
relevant representations of gα according to the sampling theorem of Section 5
and the general Duflo map theory. This suggests a general closed formula
gα(rˆ) = e
ıπρˆ−1
2 δρˆ−1(
1
ıαlp
) (162)
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provided one can make sense of the expressions on the right. The Bessel
function here does indeed have a continuation to complex numbers in place of
j+1. Indeed, if one tries to solve directly for gα(rˆ) using our noncommutative
differential geometry methods, their defining equation in polar coordinates
is
∂ˆrgα(rˆ) = −αrˆgα(rˆ)
where the left hand side is the radial quantum differential from Section 5.4.
Writing this out this becomes the recurrence relation
gα(rˆ + lp)− gα(rˆ − lp) = −2αlprˆgα(rˆ)
which is precisely (160) extended to complex j and formally applied to rˆ.
This also provides a noncommutative differential geometry proof of the full
version of (161), where the right hand side is the part of gα that it can be
reconstructed from the sampling theorem using the values on rˆ = lp(j + 1).
These values are required to obey
gα(lp(j + 2)) − gα(lpj) = −2αlp2(j + 1)gα(lp(j + 1))
which they are solved by Bessel functions in view of exactly (160). For (161)
itself we apply the Cˆ+lp(R
3) sampling theorem, which means even j in (112).
The other natural Gaussian is defined by
fα(xˆ) ≡ e−
α
2
c, Fα( ~X) ≡
∑
n
(−1)nαn
2nn!
φ(cn); c ≡ xˆ2
where again we define φ as acting term by term in a powerseries expansion.
Here we already know the Gaussian and would like to find its classical image
Fα. If one wants to do it directly, Fα is characterised by the equation
∂Fα
∂α
= −1
2
Xi ⋆ Xi ⋆ Fα, F0(X) = 1. (163)
From (14) and after some algebra we find
Xi ⋆ Xj ⋆ e
ı ~P · ~X =
{
(XiP0 + lp( ~X × ~P )i)(XjP0 − lp( ~X × ~P )j)+{
ılp(δij ~X · ~P + ǫijkXkP0 +XiPj −XjPi)
}
eı
~P · ~X
and hence
Xi ⋆ Xi ⋆ e
i ~P · ~X = ( ~X2 − (lp ~X · ~P )2 + 3ılp ~X · ~P )eı ~P · ~X . (164)
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By (as usual) thinking of eı
~P · ~X as a generating functional and using ∂∂Pi to
bring down powers of X we find
Xi ⋆ Xi ⋆ F = SF. (165)
for any polynomial F ( ~X), where
S ≡ l2p( ~X · ~∂)2 + 2lp ~X · ~∂ + ~X2. (166)
Assuming this also on powerseries, we have to solve
∂Fα
∂α
= −1
2
SFα(X). (167)
When written in polar coordinates S depends only on the dimensionless
radial direction ρ, it is explicitly given by
l−2p S(F ) = ρ−1((ρ∂ρ)2 + ρ2 − 1)ρF ), (168)
The eigenfunctions of S are again given by Bessel functions Jj+1(ρ)ρ , which
is an eigenvector of S with eigenvalue Cj = lp2(j + 1)2 − lp2. If we look for
a solution which is an L2 function on R3 it can be expanded in terms of
these eigenfunctions. The differential equation determine the α dependence
of the Fourier coefficients. The normalisation condition F0 = 1 can be
implemented if one uses the identity (118). We therefore obtain
Fα( ~X) = e
α
2
lp
2
∑
j∈2N
(j + 1)e−
αlp
2
2
(j+1)2δj(r). (169)
in the notation (116) and hence we conclude that the part of fα visible under
φ is
f+α = e
α
2
lp
2
∑
j∈2N
(j + 1)e−
αlp
2
2
(j+1)2 δˆj(rˆ). (170)
These expressions correspond to the quantum group Fourier transform of
f˜+α (g) = e
α
2
lp2
∑
j∈2N
(j + 1)e−
αlp
2
2
(j+1)2χj(g). (171)
This can be re-expressed via the Poisson formula as
f˜+α (g) =
√
2π
4lp
3α3/2
∑
n∈Z
(θ − πn)
sin(θ − πn)e
− 1
2αlp2
(θ−πn)2
, (172)
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with Tr(g) = 2 cos θ. We can Fourier transform back this expression and
obtain after simple algebra
Fα(r) =
√
2π
πlp
3α3/2
∫ +∞
0
dθ θ
sin(ρ sin θ)
ρ
e
− 1
2αlp2
θ2
(173)
which can be expressed in terms of the dimensionful variables as a three
dimensional integral
Fα( ~X) =
(
2π
α
)3/2 ∫ d3k
(2π)3
sin lp|~k|
lp|~k|
e
ı
sin lp|~k|
lp|~k|
~k· ~X
e
− 1
2αlp2
k2
, (174)
from which it is clear to see that we recover the usual expression for the
Gaussian function in the limit where lp → 0.
For this Gaussian we can also derive the full expansions immediately from
the sampling theorem; the right hand side of (170) is the part in C+lp(R
3)
that can be reconstructed from (112) using only even j, with the values
given here by rˆ = lp(j+1) inserted into fα(rˆ) = e
−α
2
(rˆ2−lp
2). We then apply
φ for the expansion of Fα( ~X). The full fα is similarly given by the same
expansion (170) but now with all j ∈ N.
It is interesting to look at fα using our radial quantum differential cal-
culus. Clearly from (152) we have
∂ˆifα(rˆ) = −sinh(αlprˆ)
lprˆ
xˆifα(rˆ)e
−α
2
lp2
as the noncommutative differential equation obeyed by fα. If one could
apply φ to the right hand side (i.e. make the required ⋆-product) we should
likewise obtain ∂iF (X) according to the results above. This would be rather
hard to do directly, however. Working in polar coordinates, we also have
from Section 5.4 that
∂ˆrfα = − sinh(αlprˆ)e−
α
2
lp
2
fα.
∆ˆfα =
(
cosh(αlprˆ)− lp
rˆ
sinh(αlprˆ)
)
e−
α
2
lp
2
fα. (175)
As an application of Gaussians let us consider physically reasonable al-
gebra CˆGaussianlp (R
3) of ‘Gaussian wave functions’ spanned by functions of
the form fαeg, with α ≥ 0. As shown in the Duflo map section this algebra
is in fact not much bigger than the observable subalgebra Cˆ+lp(R
3) (which
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corresponds to Gaussian wave functions with α = 0). Moreover, all its ele-
ments are integrable for
∫
and
∫
+ in Section 4.1 due to the rapid decay at
large spin. This suggests that the quantum integration method continues to
be translation-invariant, in the sense∫
+
∂ˆi(e
ık·xˆfα) = 0
and similarly with
∫
. In view of (156) such integrals will again be absolutely
convergent due to the fα factor, hence allowing differentiation
∂
∂km
|k=0 in-
side the integral. Hence although not quite the same, translation invariance
carries similar information to translation-invariance for products of polyno-
mials with fα. This implies that∫
+
∂ˆi(xˆ
ifα) = 0 (176)
where we sum over i (this can be computed more easily as the integrand
remains in the centre of the algebra). Such translation invariance in noncom-
mutative geometry looks innocent enough it contains a lot of information
and can be a useful check on our work. Thus, we use our noncommutative
polar coordinates to compute the ∂ˆi and use the results of Section 5.4 to
find∫
+
∂ˆi(xˆ
ifα) =
∑
j∈2N
dje
−α
2
lp
2d2j
(
3dj cosh(αlp
2dj)− (d2j + 2) sinh(αlp2dj)
)
using (175), (155) and rˆ = lpdj = lp(j + 1) in the relevant representation.
The claim is that this is necessarily zero since the left hand side is a non-
commutative total divergence, and similarly for
∫
with the series summed
over j ∈ N. It is possible to verify this directly, as an independent check of
many of our formulae.
6 effective action
From our above analysis relating classical fields to noncommutative geom-
etry and the Duflo map theory we have made precise the idea that the
available space of noncommutative fields Cˆlp(R
3) that results from integra-
tion over 2+1 quantum gravity is a space of bounded momenta which can-
not resolve spacetime geometry at smaller scales than Planck length. We
have seen that this is not much bigger than the ‘physical subspace’ Cˆ+lp(R
3)
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which has classical counterpart C+lp(R
3) of fields with manifestly bounded
momenta. Moreover the sampling theorem shows how it is possible to have
a spacetime which is at the same time continuous and discrete. That is the
physical fields are function on R3 but equivalently can be view as function on
a discrete spacetime lattice (at least for radial fields), this illustrates nicely
how one can implement at the same time a physical cut-off while preserving
the action of a continuous symmetry group (The Euclidean group here).
We can now combine these different ingredients in a comparison of the
noncommutative actions for the effective field theory. Firstly, the one pro-
posed in [2] coming out of the noncommutative differential calculus is as
follows. The canonical extension to differential forms on a quantum group
in this case becomes that dxˆi, θ mutually anticommute as usual. We also
define the Hodge ∗-operator as usual, say with Euclidean signature in the 4-
dimensional cotangent space. (Even though the base space is 3-dimensional
the noncommutative geometry at each point is 4-dimensional.) We define
the integral of a 4-form as the
∫
above of the coefficient of θdxˆ1 · · · dxˆ3
(say). If f ∈ Cˆlp(R3) is a real f † = f noncommutative field then the action
is (cf.[2])
S =
∫
+
df∗df =
∫
+
d(f∗df)−
∫
fd ∗ df = −
∫
+
f ∂ˆµ∂ˆ
µf = −
∫
+
f(∇ˆ2 + c−2∂ˆ20)f
≈ −
∫
φ
f(∇ˆ2 + c−2∂ˆ20)f = −
∫
R3
φ(f) ⋆ (∇2 + c−2∂20)φ(f)d3X (177)
where the total derivative vanishes due to
∫
being translation-invariant on
Cˆlp(R
3). The manipulations with the Hodge ∗ are the same as in the commu-
tative case. The index µ = 0, 1, 2, 3 and is raised using whatever signature
(constant) metric is being used in the Hodge ∗-operator – we have chosen
(say) the Euclidean metric with scale c in the θ direction. At the end we
use the map φ and ∂0 the classical counterpart of (38) with respect to this.
This action is essentially the same as the one obtained from 2+1 quantum
gravity as the effective theory in [1] when the scale parameter c→∞. There
Seff = −
∫
R3
φ ⋆∇2φ d3X =
∫
R3
∂iφ ⋆ ∂iφ d
3X (178)
for classical fields φ. The second equality here follows easily by Fourier
transform as noted already in [1]. Finite c here does not appear to have any
role in the physical theory (and indeed we shall argue that this ‘extra di-
mension’ is not some kind of external time). But there is an extra direction
∂ˆ0 which is forced by the noncommutative geometry and which does suggest
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an intrinsically 4-dimensional picture of some kind. Dropping it would ren-
der the calculus (33) nonassociative, but we have seen many places where
this ∂ˆ0 does play a critical role if not in the action itself. It is worth noting
that from a mathematical point of view the choice c = 1 in (177) suggests a
slightly different action
S′eff =
2ı
lp
∫
R3
φ ⋆ ∂0φ d
3X (179)
which might be of interest in some other context. Aside from requiring
c → ∞ we see that the approach [2] ‘working up’ from noncommutative
geometry and the approach [1] ‘working down’ from the Ponzano-Regge
model agree.
Next, while the 2+1 quantum gravity ⋆ is tied to SO3 our work suggest
a natural extension to SU2 which would allow half-integer spins in the un-
derlying spin network. As we have seen the fuller space of physical fields
is obtained as a doubling of the space of SO3 fields which respect the star
product structure (adding the generator ζ). One therefore expects the ef-
fective theory to be a ‘complexification’ of the SO3 theory just described.
We have also seen that one can equivalently describe the SU2 theory in
an extended ⋆˜-product form by indeed introducing an extra variable T and
with physical modes recovered as solutions to a laplace equation. Moreover,
the scalar product can be given a 4-dimensional perspective. We have also
seen in Section 5.2 that this extra variable T it is related to the passage
from SU2 to SO3 i.e. from a ‘finer theory’ to a coarser one. In other words
eıT is related to a ‘coarse-graining’ step. In the finer theory we would use
the integral
∫
summing over all characters not only the even ones, have the
odd δˆj(rˆ) and have a twice as good sampling and power series approxima-
tions according to the results of Section 5. We conclude that the meaning
of T is a not ‘time’ but a renormalisation group flow parameter and that
this is becoming intermeshed with the effective 3-dimensional noncommu-
tative geometry in the model. It therefore suggest that that the effective
field theory could be given a 4-dimensional perspective with the extra ‘time’
equation having the interpretation of a renormalisation group equation; an
eventuality recently raised in [22].
The appearance of an ‘extra dimension’ in the noncommutative geom-
etry is, moreover, a typical feature as a kind of anomaly that arises when
one wishes to preserve a quantum symmetry[10] and we can speculate that
the renormalisation group should enter in some generality in connection
with this. For example, the 4-dimensional bicrossproduct noncommutative
spacetime, a different model to the one in the present paper, has standard
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4-dimensional differential calculus, but is it not covariant under the relevant
(bicrossproduct) Poincare´ quantum group, one needs a 5-dimensional calcu-
lus [23]. Likewise all enveloping algebras of simple Lie algebras viewed as
a noncommutative spacetimes incur such an anomaly for their Ad-invariant
differential calculus [13]. Therefore the analysis in the present paper for our
specific model appears indicative of a quite general phenomenon.
7 Twist operator
Although any ⋆-product by construction can be viewed as the action of a
bidifferential operator, one has much more information if one can express
this as the action of an invertible cochain twist element F ∈ H ⊗H where
H is some symmetry algebra acting covariantly on the undeformed algebra
and
⋆ = mF. (180)
Here m denotes the undeformed product, in our case m : C(R3)⊗C(R3)→
C(R3) is the pointwise product. Evidence that F should exist for the usual
⋆-product for U(su2) (for example) andH the enveloping algebra of a certain
Lie algebra is in [13], where F is given to the lowest two orders. We ask if
F similarly exists for the quantum gravity ⋆-product (9).
What appears to come out naturally in this case is not exactly such an
F but something a little weaker, but which we find in closed form. We
find an invertible F ∈ H ⊗H obeying (180) but do not require H to be
a Hopf algebra. Rather, we take for H the usual Heisenberg algebra of
multiplication and differentiation on R3, which acts on C(R3) as a vector
space (the usual Schroedinger representation) but does not have a coproduct
so there is no meaningful sense in which it can act covariantly on the algebra
of C(R3). This is therefore in the same spirit as the Moyal product but not
exactly in the setting needed for quantum group methods.
Let Xˆi (which is Xi acting by multiplication) and Pˆi = −ı∂i be the
usual Heisenberg algebra generators. Let Jˆi ≡ lpǫijkXˆjPˆ k be the usual
orbital angular momentum scaled as a realisation of Cˆlp(R
3) and let
Pˆ0 =
√
1− lp2Pˆ 2 = ∆. (181)
We consider two operators in the Heisenberg algebra,
∇Li ≡ ı(XˆiPˆ0 + Jˆi) = ıXi ⋆ ( ), ∇Ri ≡ ı(XˆiPˆ0 − Jˆi) = ( ) ⋆ ıXi, (182)
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in terms of (14) verified on plane waves. Since the ⋆-product is associative
and obeys the relations (1) it follows immediately that
[∇Li ,∇Lj ] = −2lpǫijk∇Lk , [∇Ri ,∇Rj ] = 2lpǫijk∇Rk , [∇Ri ,∇Lj ] = 0. (183)
Left and right ⋆-multiplication corresponds under Fourier transform (22)
to differential operators on C(SU2) of left and right multiplication in the
group. Hence (or by direct computation) their action on plane waves Eg
exponentiates to
e
~k2·∇LEg1 = φ(e
ı~k2·xˆi) ⋆ Eg1 = Eg2 ⋆ Eg1 = Eg2g1 (184)
if g2 = e
ılpki2σi . Similarly for e
~k2·∇R . The operators here are the same ones
as introduced geometrically in (158).
Let us also introduce the operator kˆi such that
sin lp|kˆ|
lp|kˆ|
kˆi = Pˆi (185)
that is
kˆi =
arcsin lp|Pˆ |
lp|Pˆ |
Pˆi = Pˆi(1 + lp
2 |Pˆ |2
6
+ · · · ), (186)
where the RHS is understood as a perturbative expansion in lp.
We are now ready to define
F =: e−ıXˆ
i ⊗ Pˆie∇
Ri ⊗ kˆi : (187)
where the normal ordering is to put all the kˆi and Pˆi operators to the right.
Then
F (Eg1 ⊗ Eg2) =
(
e−ı
~P2·Xˆ⊗ 1e
~k2·∇R⊗ 1
)
(Eg1 ⊗ Eg2) = (Eg−1
2
)Eg1g2 ⊗ Eg2
(188)
obeys (180) as required since the undeformed product is commutative. There
is an inverse
F−1 =: e−∇
Ri⊗ kˆieıXˆ
i ⊗ Pˆi : (189)
by a similar computation. Also note that there is a similar operator
FL =: e
−ıPˆi⊗ Xˆ
i
ekˆi⊗∇
Li
: (190)
with ordering of the Pˆi, kˆi to the right that does the same job in providing
an equally good twist operator. The two do not commute. Finally, these
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twist operators all begin with 1⊗ 1 in an lp-expansion as in the cochain twist
theory. One finds for example,
F = 1⊗ 1− lpıǫijkXˆiPˆ j ⊗ Pˆ k − ı lp
2
2
XˆiPˆ 2⊗ Pˆi + ı lp
2
6
Xˆi⊗ PˆiPˆ 2 +O(lp3)
The first term lives in the tensor square of the Lie algebra generated by
Jˆi, Pˆi, which agrees with the general cochain proposed in [13] at this order.
The next terms can be written in terms of
∂0 = −ı lp
2
Pˆ 2 +O(lp
2) (191)
which exhibits its role in the twist operator and takes our F out of the
cochain setting.
We can similarly express the operator
R =: e2ıJˆ
i⊗kˆi := F−1FL21 (192)
which reproduces the quantum double braiding
R(Eg1 ⊗ Eg2) = Eg2g1g−12 ⊗Eg2 (193)
known from the action of D(U(su2)) on the deformed algebra, as for the
double of any group algebra[18]. As for the action of the quantum double
of any Hopf algebra, this necessarily obeys
⋆ (R − σ) = 0, (194)
where σ is the flip operator trivially interchanging the two copies, and the
Yang-Baxter equation
R12R13R23 = R23R13R12, (195)
where the numerical suffices denote the position on a 3-fold tensor product.
That R is also given by the second expression in (192) follows by evaluation
on plane waves Eg1 ⊗Eg2 and reminds us of the theory of cochain twists.
Since R is on any quantum double is definitely not triangular one could not
expect R = F−1F21 – instead we see the role of the second twist FL.
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