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Discrepancy of Set-systems and Matrices 
L. LovAsz, J. SPENCER AND K. VESZTERGOMBI 
The discrepancy of a set-system is the minimum number d for which the vertices can be 
2-coloured red and blue so that in each of the given sets, the difference between the numbers of 
red and blue vertices is at most d. In this paper we introduce various mathematically more 
tractable variants of this notion. We prove several inequalities relating these numbers, and 
formulate several further conjectures. We extend the notion to a general matrix, and formulate 
it as a problem of covering the unit cube by convex bodies. 
1. DISCREPANCY OF SET-SYSTEMS, MATRICES AND CoNvEx SETS 
Let S be a finite set and H, a family of subsets of S. The 'discrepancy' of H is defined 
by Beck [1981a] as the least integer d for which the elements of S can be 2-coloured 
with red and blue so that the difference between the numbers of red and blue vertices in 
each member of H is at most d. There are a number of important problems in geometry 
and number theory which can be formulated as discrepancy problems for certain set-
systems (see J. Beck [1981a], [1981b], V. T. S6s [1983]). 






With this notation, we define the discrepancy of H as 
disc(H)= min, IIA(x-c)lloo, 
xe{O,l} 
(2) 
where c denotes the vector with each entry 1/2. This is half of the discrepancy defined 
by Beck; this notion will be more convenient for us. Definition (2) suggests that we also 
consider other weightings of the elements than by 1/2; so define 
lindisc(H)= max, min, IIA(x-c)lloo· 
ce[O,l] xe{O,l} 
(3) 
The discrepancy of a set-system (or of a matrix) may be small 'by accident'. It carries 
more structural information if we consider the maximum discrepancy of the restrictions 
to subsets of S. The restriction of H to a subset T c S is the set-system 
HT={TnX: XEH}. 
So we define the hereditary discrepancy of H by 
herdisc(H) =max disc(HT ). 
TcS 
(4) 
Similarly we define the hereditary linear discrepancy of a set-system H. 
A note of warning: one might think that the linear discrepancy of the restriction arising 
by deleting some vertices is obtained by restricting the weights c of these vertices in the 
definition of the linear discrepancy to 0. This is not so, however; choosing c; = 0 allows 
the value X;= 0 or 1, while deleting the vertex i corresponds to forcing X;= 0. For the 
same reason, the hereditary discrepancy is not the same as taking the maximum of the 
right hand side of (2) over all vectors c E {0, 1/2, 1}5• Since this latter quantity is sometimes 
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also useful to consider, we introduce a notation for it: 
disc2 (H)= max s mins IIA(x-c)iloo· 
ce{O,I/2,1} xe{O,I} 
(5) 
It would not make any sense to introduce the hereditary version of disc2, because it is 
trivially the same as herdisc (we do count on the reader's appreciation for this remark!). 
Note that definitions (2), (3) and (5) are meaningful for any matrix A; therefore we 
shall use the notation disc(A), lindisc(A) and discz(A) for an arbitrary matrix A. We can 
also extend the hereditary versions by letting herdisc(A) be the maximum of disc(A') 
over all submatrices A' of A etc. Since deleting rows clearly does not increase any of 
these values, it suffices to consider here submatrices arising by deleting columns. 
Also note that all these matrix-functions are homogeneous in the sense that e.g. 
disc(AA) = IAidisc(A) for each A. 
These many versions of the notion of discrepancy may become easier to grasp from 
the following geometric interpretation. Consider the set 
(6) 
i.e. the 'unit ball' of the norm IIAxlloo· So UA is a convex polyhedron centrally symmetric 
with respect to 0. For t > 0, consider the convex set tU A and let Uh ... be the copies of 
tUA obtained by translating its centre by all 0-1 vectors. Then 
disc(A) is the least number t for which some ~ contains the point (1/2, ... , 1/2); 
discz(A) is the least number t for which each half-integral point of the unit cube is 
contained in one of the ~·s; 
lindisc(A) is the least number t for which the sets ~ cover the unit cube; 
herdisc(A) is the least number t for which the centre of each face F of the unit cube 
is contained in at least one of the sets ~ centred at the vertices of F; 
herlindisc(A) is the least number t for which each face F of the unit cube is covered 
by the sets U; centred at the vertices of F. 
These observations would make it possible to introduce the discrepancy of any convex 
sit containing 0 in its interior. In the sequel we shall prove some properties of discrepancy 
which only depend on this geometric interpretation, and also some which are based on 
the linear algebraic behavior of the matrices. We do not, however, know how to obtain 
stronger results for the case of 0-1 matrices, i.e. for the case of set-systems. In the last 
section we shall formulate some conjectures which fail to hold for general matrices but 
may hold for set-systems. 
These notions are related to, and are in part motivated by, the important notion of 
total unimodularity of matrices. Recall that a matrix is totally unimodular, if the deter-
minant of every square submatrix is 0 or ±1. A theorem of Ghouila-Houri [1962] can be 
formulated as follows: 
a matrix consisting of Os and ±1s is totally unimodular iff its hereditary discrepancy is 
at most 1/2. 
Furthermore, a theorem of Hoffman and Kruskal [1956] implies that: 
a matrix consisting of Os and ± 1s is totally unimodular iff its hereditary linear discrepancy 
is less than 1. 
These observations motivate the studies in the next section. 
2. SOME INEQUALITIES 
There are some trivial inequalities relating the different kinds of discrepancies: 
disc( A):,.;; discz(A):,.;; lindisc(A):,.;; herlindisc(A). (7) 
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and 
disc( A).;;; disci A).;;; herdisc(A).;;; herlindisc(A). (8) 
We shall prove the following non-trivial inequality: 
THEOREM 1. For every matrix A, 
lin disc( A).;;; 2 disci A). 
This implies immediately: 
CoROLLARY 1. For every matrix A, 
herlindisc(A).;;; 2 herdisc(A). 
The proof of Theorem 1 will depend on the following Lemma. 
LEMMA 1. Let U be a closed convex set such that the sets U +a, a E {0, 1}8 cover all 
half-integral points in the unit cube [0, 1]8• Then the sets 2 U +a, a E {0, 1}8 cover the whole 
unit cube. 
PROOF. It suffices to show that every dyadic rational point of the unit cube is covered 
by the sets 2 U +a, a E {0, 1}8• So let w = Tkz be a dyadic rational point in the cube, where 
z is an integral vector. We prove the assertion by induction on k. If k = 0 then the assertion 
is obvious. Assume that k> 0. Then every entry of 2w is between 0 and 2, and hence 
there is a 0-1 vector b such that 2w- b lies in the unit cube. Since 2w- b = Tk+ 1(z- 2k-1b ), 





Now by hypothesis, the vector (a + b)/ 2 is covered by one of the translations of U, i.e. 







as U is convex. This proves the Lemma. 
REMARKS. We could use the same method to prove the following two results. 
1. If U is a convex set such that U + {0, 1}8 covers all points in the unit cube whose 
denominators are divisors of k, then 
k s 
-k -U+{O, 1} 
-1 
covers the whole unit cube. 
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2. If U is a convex set such that U + Z 5 covers all points whose denominators are divisors 
of k, then 
covers the whole space. 
k 
--U+Z5 k-1 
3. The factor '2' in front of U in the theorem is best possible if we consider general 
convex bodies, as shown by the cube 0,;; X; ,;; 1 I 2. Even if we assume that the vector 0 is 
the centre of gravity ,of U, the factor 2 cannot be replaced by anything smaller, as shown 
(in 2 dimensions) by the triangle defined by the vertices 1, 0), (0, 1) and ( -1, -1). 
However, if we assume that U is centrally symmetric then better constants can be 
obtained. In particular, the worst body in the plane is the hexagon with vertices (112, 0), 
(112, 112), (0, 112), ( -112, 0), ( -112, -112) and (0, -112). It can be shown that there is 
a positive constant en depending only on n such that if U is a centrally symmetric convex 
set and U + (0, 1)5 covers all half-integral points in the unit cube, then (2- c") U + (0, 1) 5 
covers the whole unit cube. Unfortunately, the best value of c" we can prove is doubly 
exponentially small. The example of the centrally symmetric convex set U defined by 
shows that en cannot be smaller than 2l(n + 1). We conjecture that this is the extreme case. 
PROOF OF THEOREM 1. Apply Lemma 1 with U = UA. 
So we have shown that herdisc and herlindisc differ from each other by at most a factor 
of 2. The following example shows that lindisc may be substantially smaller than herdisc 
(or, equivalently, herlindisc). Let A consist of the single row (1, 2, 4, ... , 2"-1). Then 
lindisc(A) =!, 
but, of course, the discrepancy of the submatrix consisting of the last entry is 2"-2• 
A special case of this theorem was used by Beck to show a 'transfer principle' between 
geometric and combinatorial discrepancies (Beck 1981, Lemma 3.2). Rather then re-stating 
Beck's result, we formulate and derive a somewhat different version. Let U be an open 
convex set in the plane and let .sll be a family of open, closed subsets of U such that 
U E .sll. Assume that J.L( U) = 1, where J.L is the Lebesque measure. For each x ~ 0, define 
the geometric discrepancy function of the family .sll by 
g(x) = g(.sll, x) = inf sup II T n HI- XJ.L(H)I 
Tfimte HESI 
Then it is easy to see that 
g(x+y),;;g(x)+g(y), 
and 
To avoid some trivial cases, we shall assume that the function g is unboudned. Then the 
following can be shown: 
CoROLLARY 3. (Beck 1981). There exist arbitrarily large finite sets Tc U such that 
for every partition T = T1 u T2 there exists a set H E .sll with I H n T11-l H n Tzl > g( I Tl) I 5. 
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PROOF. In fact, set g(x)=max{g(t): O.s; t:!S;x}. Then we can choose an arbitrarily 
large value y such that 
g(f) ~ 0·44g(y ). 
(For, if no such y exists beyond a certain point, then g(5k) >c. (1/0·44)\ which contradicts 
the remark that g(x) = O(x112).) Then we choose a finite set S c U such that for all HE .stl, 
liS n HI- Y~-t(H)I,;;;; 1·1g(y) 
and also a number 0,;;;; x,;;;; y I 5 such that 
g(x)~0·99g(f) ~0·43g(y) 
Now by the definition of g(x), we have, for each finite set Tc S, a set HE .stl such that 
IITn Hl-x~-t(H)I ~0·99g(x) 
and hence 
II T n HI-~IS n HII ~ 0·99g(x) -~liS n HI- Y~-t(H)I 
~ 0·42g(y)- 0· 22g(y) ~ 0·2g(y ). 
This implies that the set-system {SnH: HE.stl} has linear discrepancy at least 0·2g(y) 
and hence by Theorem 1, it has hereditary discrepancy at least 0·1g(y). So there exists 
a set TcS such that the set-system {TnH: HE.stl} has discrepancy at least 0·1g(y). 
This means in other words that for each partition T = T1 u T2 , there exists a set HE .stl 
such that 
II T1 n HI-I Tz n HII ~ 0·2g(ji) ~ 0·1g(l Tl), 
as I Tl,;;;; lSI,;;;; y + g(y) < 2y if y is large enough and hence 
This proves the Corollary. 
Next we prove a lower bound on the discrepancy of a matrix, generalizing one direction 
in the characterization of totally unimodular matrices. 
LEMMA 2. Let A be a k x k square matrix. Then 
lindisc(A) ~ ldet Al 11 k. 
PROOF. We may assume, without loss of generality, that lindisc(A) = 1, since multiply-
ing the matrix by a scalar t > 0 multiplies both sides of the inequality in question by this 
same scalar. If the sets UA +a, a E {0, 1}5 cover the unit cube then the sets UA + z, z E Z 5 
cover the whole plane. Hence clearly 
On the other hand, obviously 
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and hence 
So 
!!det A! 11 k,;;; 1 = lindisc(A). 
Combining this Lemma with Theorem 1 we obtain a lower bound on the hereditary 
discrepancy: 
THEOREM 2. For any matrix A, 
herdisc(A);;;. max max !det B! 11 k, 
k B 
where B ranges over all k x k submatrices of A. 
We conclude this section with a slight generalization of an important upper bound 
obtained by Beck and Fiala [1981]. Let, for any matrix A= (aij), minro(A) denote the 
minimum 11-norm of its rows, i.e. let 
minro(A) =min L !aijl· 
I j 
THEOREM 3. For any matrix A, 
herlindisc(A) <max minro(B), 
B 
where B ranges over all non-singular square submatrices of A. 
Note that we have stated this bound in the sharpest form; the same upper bound on 
herdisc, lindisc etc. follows immediately. Since the minimal row-norm of a matrix is not 
larger than the maximum column norm, we obtain the following corollary. 
CoROLLARY 2. (Beck and Fiala [1981]). For any matrix A, herlindisc(A) is less than 
the largest 11-norm of columns of A. 
In the case of set-systems, this corollary implies the important fact that the discrepancy 
of a set-system is not larger than its maximum degree. 
PROOF OF THEOREM 3. The proof is identical to that of Beck and Fiala, but for the 
sake of completeness and later reference we include it. Let herlindisc(A) = t; we want to 
show that A has a non-singular submatrix with all row-norms larger than t. We may 
assume that all submatrices of A have linear discrepancy less than t. 
Let cE [0, 1]5 be a weighting for which 
mins I!A(x-c)l!oo= t. 
xE{O,!} 
Then 0 < c < 1. For, assume that e.g. ci = 0 for some i. Let A' be the matrix obtained from 
A by dropping the ith column and let c' be obtained from c similarly. Then there exists 
a vector x' E {0, 1}S-{i} such that IIA'(x'- c') lloo < t, by the hypothesis on the submatrices 
of A. But then letting xi= 0, we obtain from x' a vector x E {0, 1}5 such that 
I!A(x- c) lloo = I!A'(x'- c') lloo < t, 
which is a contradiction. 
Next we show that the columns of A are linearly independent. Suppose not, then there 
is a non-z~ro vector y such that Ay = 0. Then c could be replaced by c+ Ay for any A 
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such that 0.;;;; c + Ay.;;;; 1. Hence we may achieve that at least one entry of c is either 0 or 
1. But this contradicts our considerations above. 
Let D be a non-singular square submatrix of A containing all the columns. We claim 
that all rows of D have 11-norm larger than t. Assume, by way of contradiction, that D 
has a row d with JJdll 1 .;;;; t. Delete this row from A, to get a matrix F. By the minimality 
of A, lindisc(F) < lindisc(A), and so there exists an integer vector x such that 
JJF(x-c)JJoo< t. 
But trivially Jd(x- c)J < t and so 
JJA(x- C) JJoo < t, 
which is a contradiction. 
We conclude this section with mentioning a related result. For matrices in which all 
entries have absolute value at most 1, Spencer [1985] proved the following upper bound 
on the discrepancy: 
herdisc(A).;;;; 6.fm. (9) 
where m is the number of rows. This bound is best possible in the sense that there exist 
0-1 matrices whose discrepancy is at least Jni/4. For, let H be an m x m Hadamard 
matrix (a ±1 matrix whose row vectors are mutually orthogonal, and say with 1s in the 
first row) and let A be obtained from H by replacing the -1s by Os. Then a simple 
computation shows that detA=21-mmm12 and hence lindisc(A)>.fm/2 e.g. by Lemma 
2. Hence herdisc(A);;;.herlindisc(A)j2;;;.lindisc(A)/2;;;..fm/4 by Theorem 1. So A has a 
0-1 submatrix with discrepancy at least .fm/2. 
3. CONJECTURES AND EXAMPLES 
In this section we formulate some rather general conjectures on the discrepancy of 
set-systems and matrices, and also give some counterexamples showing that they cannot 
be extended further. The first problem is due to V. T. S6s. 
CoNJECTURE 1. There exists a function ft(dh d2 ) such that if H 1 and H 2 are two 
set-systems on the same underlying set S, then 
There is a trivial counterexample showing that the conjecture would not remain valid 
for disc in place of herdisc. Let s =Stu s2 u s3 u s4, where JS;J = n. Let HI consist of all 
2n-element subsets of S which contain exactly n elements of S1 u S2, and let H2 consist 
of all 2n-element subsets of S containing exactly n elements of S1 u S3• Then 
but 
We do not know if the conjecture remains valid if herdisc is replaced by lindisc. 
There are some very special cases when Conjecture 1 has been considered and remained 
unsettled. A conjecture of Beck states that if a set-system is the union of three chains of 
sets then its discrepancy is bounded. (The union of two chains is totally unimodular, so 
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its hereditary discrepancy is only 1/2.) We do not know either if Conjecture 1 is valid 
in the very special case when H 2 consists of a single set. 
To state our next conjecture, let us define the dual of a set-system H, with underlying 
set S, as the set-system whose vertices are the members of H and whose members are the 
sets {X E H: vEX} for all v E S. We denote the dual of H by H*. Note that the incidence 
matrix of H* is the transpose of the incidence matrix of H. 
CoNJECTURE 2. There exists a function};( d) such that for every set-system H, 
herdisc(H*),;; f 2(herdisc(H) ). 
Our third conjecture is motivated by Theorem 2. 
CoNJECTURE 3. There exists a function h such that for every set-system H, 
herdisc(H) :s;;f3( m~x m:x ldet Bl 11 k ). 
where B ranges over all k x k submatrices of the incidence matrix of H. 
An example similar to the one above shows that Conjecture 2 is false if we replace 
herdisc by disc. If we replace herdisc by herlindisc then of course we obtain an equivalent 
statement. We do not know if the assertions are valid with lindisc instead of herdisc. 
Note that Conjecture 2 implies Conjecture 1. To see this, we may assume that H 1 and 
H 2 have no member in common. The set-system (H1 u H 2)* arises from Hf and H! by 
taking the union of the underlying sets as its underlying set, and taking the unions of 
corresponding members of Hf and H!. Hence 
herdisc( (H1 u H 2)*),;; herdisc(Hf) + herdisc(H!). 
So if Conjecture 2 holds then Conjecture 1 follows directly. 
Furthermore, Conjecture 3 implies Conjecture 2 by Theorem 2 and the observation 
that the right hand side of the inequality in Conjecture 3 remains the same if H is replaced 
by H*. 
Next we discuss the question to what extent these conjecture can be meaningfully 
extended to the discrepancy of general matrices. Conjecture 1 may remain valid in the 
form that if A is any matrix and we partition its rows to get two matrices A1 and A2, then 
herdisc(A) :s;;f1(herdisc(A1), herdisc(A2)). 
But it is easy to see that in the case of general matrices, the conjecture is not valid for 
lindisc. Consider the following matrix: 
2n-1) 
1 . 
We have seen that each row of this matrix has linear discrepancy 1. On the other hand, 
we claim that the matrix has linear discrepancy at least 2(n/Jl-I. In fact, let, say, n =3m and 
Ci -
- {1/2, if m,;; i:s;;2m -1 
0 otherwise 
(O:s;;i,;;Jm-1). 
Then both entries of Ac are 22m-!_ 2m-2• On the other hand, if xis any 0-1 vector and 
X;= 1 for some 1,;; i,;; m -1 then the second entry of Ax is at least 22m. If x0 = · · · = Xm-I = 0 
then the first entry of A, is an integer divisible by 2m. In both cases, trivially II Ax- Aclloo;;;.: 
2m-!. 
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In view of our remark that the various discrepancies are homogenous functions of the 
matrices, it is natural to ask if they are also subadditive at least in the weak sense that 
there is a function g1 such that for any two matrices of the same shape, 
d(A1 + A2) ..-;; g1(d(A1), d(A2)), 
where dE {disc, herdisc, lindisc, herlindisc}. Since this inequality trivially implies Conjec-
ture 1 for the corresponding discrepancy notion, it trivially fails for disc. We do not know 
if it holds for the others. 
The last two conjectures do not extend to general matrices. Let A= ( a;j) be an n x 2n 
matrix whose rows are indexed by the elements of the set S = {1, 2, ... , n} and whose 
columns are indexed by the subsets of S. We set 
a-·={1/i, ifiej, 
IJ 0 otherwise. 
If we consider any k x k submatrix of A then every entry in the last row is at most 1/ k, 
and hence the 11-norm of this last row is at most 1. So by Theorem 3, 
herdisc(A) ,.-;; 1. 
On the other hand, we claim that 
herdisc(A T) ;;.!log n. {10) 
For, let c = (1/2, ... , 1/2) r, nnd let x be any 0-1 vector. Let Y be the subset of S with 
incidence vector x and let Z = S- Y. Let ay and az be the rows of AT corresponding to 
Y and Z, respectively. Then 
1 n 1 1 
ay(x-c)-az(x-c)=- I -:>-logn. 
2 i=l I 2 
Hence either ay(x-c) or az(x-c) is more than !log n, which proves {10). 
Thus A shows that Conjecture 2 does not remain valid for matrices. Since Conjecture 
3 would imply Conjecture 2, it is also violated by matrix A. 
One may try to find classes of matrices generalizing 0-1 matrices (i.e., set-systems) to 
which these conjectures may still hold. One class would be matrices in which all entries 
have absolute value at most 1, suggested by (9); but the previous example shows that 
this does not work. Integer matrices may be another choice, but we know very little about 
their discrepancy. 
We conclude with a conjecture of Koml6s (see also Spencer [1985]), which would 
provide a common generalization of the upper bounds in Corollary 2 and in (9). One 
way to state this conjecture is that Corollary 2 remains valid if the 11 norm is replaced 
by the 12 norm. Another version is the following: 
CoNJECTURE 4. There exists an absolute constant K such that if Ut. .•• , Un E Rm, 
II udlz ,.-;; 1, then there exist numbers e h ••• , En such that lie 1 u1 + · · · + EnUn 11 1 ,.-;; K 
For a set-system, this conjecture implies that the discrepancy of a hypergraph with 
minimum degree d is at most K ..fd; recall that the result of Beck and Fiala yields the 
bound d instead. 
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