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ABSTRACT 
APPLETON, J.M.H., Applications of Dispersion in 
Unsegmented Flowing Streams to Calibration in Atomic 
Absorption Spectrometry. 
Atomic absorption spectrometers require calibration 
because no absolute mathematical relationship exists between 
the analytical signal and the analyte concentration. The 
calibration function is complex, depending upon instrument 
parameters, operating conditions and the chemical nature of 
the sample matrix. Recalibration is necessary whenever 
these change. Because existing methods of calibration are 
tedious and sometimes inaccurate, alternatives are sought. 
Rapid, automated calibration is particularly attractive. 
The prospects of achieving it using concentration gradients 
generated in flowing streams, with microcomputer data-
processing, were investigated. Experimental work, following 
a study of flow-based analytical techniques, identified the 
main practical requirements, indicated that a system employing 
a gradient chamber was the most promising, and raised questions 
about the spectrometer as a detector of dynamiC concentration 
inputs. Instrument response to various types of input was 
investigated and successful models were developed to account 
for the experimental results. The limiting conditions under 
which the spectrometer may be regarded as an ideal detector 
were established. 
Exponential concentration-time gradients were genenated 
by introducing a steady stream of a concentrated standard into 
a water-filled, well-stirred mixing chamber (volume =8ml) from 
which the effluent was led directly to the nebuliser. Data 
was recorded by means of an Apple lIe microcomputer via an ,< 
appropriate interface. A BASIC program enabled the computer 
to set up the calibration parameters, detect the start of the 
calibration run, record calibration data over the required 
concentration range, smooth the data, and locate the origin 
on the time axis of the resulting absorbance-time graph. 
Thereafter the sample was pumped directly to the nebuliser, by-
passing the mixing chamber, whilst the computer recorded 1ts 
absorbance and computed the corresponding concentration from 
the stored cal1bration data. 
The calibration run takes one minute. Results are 
comparable to those obtained conventionally, but depend upon 
the provision of a stable, accurately-known flow rate. 
Advantages, potential applications and further development 
of the system are discussed. 
-, 
CHAPTER 1 
I NTRODUCT I ON 
1.1 ATOMIC ABSORPTION SPECTROMETRY 
The dramatic growth and widespread adoption of Atomic 
Absorptlon Spectrometry (a.a.s.) as an analytlcal technique 
has few parallels in scientific history. An awareness of 
the phenomenon of atomic absorption of light may be traced 
back through numerous references [l] to Wollaston's obser-
vation of solar spectral absorption lines ln 1802. Never-
theless, the full potential of a.a.s. as an analytlcal 
technique was only realised followlng the work of Alkemade 
and Milatz [2, 3] and that, independently, of Walsh [4], 
in 1955. After a brief period of inception, use of the 
technique grew at a phenomenal rate. Between 1965 and 1970 
licensed sales of atomic absorption spectrometers increased 
steadily from 500 to around 3000 per annum [5]. 
Set agalnst the background of claSSlcal wet analysis, 
the spectacular rise of the new "ideal" technique, with its 
promise of speed, accuracy, low limlts of detection, specifi-
city, slmplicity and low cost, was probably seen by many as 
the precursor of a wldespread redundancy of analytical 
chemists. Almost thirty years after the publicatlon of 
Walsh's paper, a.a.s. remalns establlshed as a major analy-
tical technique. During that time, successive generations 
of atomic absorption spectrometers have evolved with hotter 
flames and improved burners, nebullsers, sources, optics 
and instrumentation. As a result, the typical instrument 
of today measures absorbance with a preclsion of about 1% 
relative standard deviation, 
the better instruments [6]. 
whilst 0.2% is possible with 
Despite this 
accurate analytical results are generally 
achievement, 
unobtainable 
2 
without emploY1ng the trad1t10nal skills of the analyt1cal 
chemist. 
The reason is that translation of the 0.2% r.s.d. 
of a particular absorbance measurement 1nto an accurate 
analytical result 1nvolves a great deal more than switching 
on the 1nstrument and aspirating the srunple. The complete 
analysis involves 
(i) sampling and sample preparation 
(ii) preparation of appropriate reference solutions 
(iii) instrument calibration 
(iv) sample determination 
The principles and practice of sampling and sample prepara-
tion receive extensive coverage in classical texts of 
analytical chemistry. Nevertheless, at the level of preci-
sion indicated, the required manipulations must be performed 
w1th care and skill 1f signif1cant loss and contamination 
are to be avoided. The same cons1derations apply to the 
preparation of the reference Solut10ns, which must be 
carr1ed out with an understanding of the 1nterferences 
expected in the analysis and of how they may be overcome. 
Instrument cal1bration and sample determinat10n (1.e. the 
use of instrument and reference solutions to obtain an 
accurate estimate of the sample concentrat10n) is g1ven 
rather scant treatment 1n text-books on atom1C absorption 
and 1nstrumental analysis. However, several papers [7, 8, 
9, 10, 11] pub11shed 1n recent years reflect analysts' 
growing concern over this situation, so there 1S hope of 
redress. 
1.2 INSTRUMENT CALIBRATION 
Calibration is necessary in atomic ~bsorption analysis 
because no absolute mathemat1cal relat10~ship exists between 
the absorbance ind1cated by the instrument and the analyte 
3 
concentration which gives rlse to It. The relatlonship lS 
generally a complex function of lnstrumental parameters, 
which rarely have long term stability, and the chemical 
environment of the analyte. The latter often has a profound 
effect on instrument response, so that it is not possible to 
ignore the chemical matrix when relating signal to analyte 
concentration. Day-to-day changes ln lnstrument response 
result from variation in cleanliness, optlcal alignment, 
and performance of the line source. Durlng operation, base-
line drlft may arise from the gradual stabllisation of 
electrical circuits, thermal expansion due to proximity of 
the flame and the optical components, and variations in 
source intensity, whilst overall sensitlvity may be influ-
enced by changes in nebuliser efficiency, sample flow-rate 
and flame chemistry (resultlng from changes in fuel-to-
oxidant ratio and sample matrix). Accordingly atomic 
absorption spectrometers require calibration lmmediately 
before analytical sample measurements are made, with recal-
tbration at frequent intervals during long runs and whenever 
operational parameters are changed. 
In practice, the selection of suitable operatlng 
conditions is the first task confrontlng the analyst, who 
must optlmise the lnstrument and check its performance with 
due regard to sensltivity, signal-to-nolse ratio, interfer-
ence effects and appropriate flame condltl0nS. Thereafter, 
the useful worklng range (l.e. concentratlon range over 
winch the random error ln absorbance is acceptable) is 
identifled. With thlS information, attention may then be 
dlrected to the preparation of a suitable range of refer-
ence solutions. These are usually prepared by stepwise 
dilution of a concentrated stock solution. Chemical inter-
ference effects may be eliminated by addition of the appro-
priate releasing agent or spectroscopic buffer, otherwise 
the effect is compensated either by matrix matchlng of 
reference and sample or by employing the method of standard I 
addi tions. 
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These pract1cal aspects of calibration are d1scussed 
by van Dalan and de Galan [7] in a protocol des1gned to 
overcome the particular d1fficulties of using atomic absorp-
tion spectrometry as a basis of standard methods of analysis. 
For such methods the procedure should be such that neither 
instrument nor analyst should have an influence on the result 
which, by definition, should be the correct one. To th1s end, 
the same attention given to obiaining the calibrat10n data 
must also be applied to their interpretation. The calibration 
data set forms the basis of the analys1s: the choice of how 
it is used may considerably influence the results. 
1.3 TREATMENT OF CALIBRATION DATA 
The calibration data, subject to experimental error, 
conta1ns information about the relationship between analyte 
concentration and the net analytical signal. Methods of 
extracting this 1nformation, in the past frequently accepted 
without question, are now the subJect of considerable scrutiny 
[9, 10, 12]. As a result, some establ1shed malpract1ces have 
been 1dentified w1th respect to the statistical treatment of 
cal1brat10n data. In compar1son, the oldest method of extract-
1ng the calibrat10n funct10n from the data is pure, simple and 
free of corrupt10n. 
1.3.1 Plotting the Analytical Calibration Curve 
A graph of the net absorbance of the reference as 
ord1nate against reference concentration as abscissa is 
termed the analytical calibration curve. The evaluation 
of a sample concentration involves using the curve to "invert" 
the calibration function i.e. the sample absorbance is located 
on the curve and its concentrat10n read on the abscissa. 
Visualisation of the calibration function in this way has many 
advantages. The analytical signal is presented as a contin-
uous function over the entire concentration range, and the 
effect of increasing concentrat10n on analytical sensitivity 
5 
may be read1ly appreciated. 
1dentified and checked. At 
Any large dev1at10ns may be 
the same t1me, the graph g1ves 
an accurate impression of the limitations of the calibra-
t10n data. With few calibration p01nts there can be no 
pretence that the course of the curve is known w1th cer-
tainty, whilst larger data sets demonstrate the presence 
of experimental uncertainty, since some p01nts do not lie 
on the line. Furthermore, the. graphical generation of the 
analytical calibration function is equally s1mple for all 
calibration functions regardless of the complexity of the1r 
equat1ons, which do not have to be determined. A knowledge 
of statistics is not essential and no s1mplifying assump-
t10ns have to be made, although 1t is usually expected that 
the relationsh1p between absorbance and concentration is 
a smooth function free from discont1nuities. The method 
has an inherent accuracy, espec1ally when a large number 
of cal1bration points is employed, since the course of the 
curve is unrestricted by a mathematical model and may be 
drawn to fit the data exactly. Thus, sample evaluation is 
by direct reference to the cal1bration data. To the con-
trary, curve-plotting 1S slow and does not lend 1tself to 
rapid or automated determinations. Subject1ve errors may 
arise in draw1ng the curve, due to small calibrat1ng errors 
going undetected and a tendency to reject or undervalue 
suspect pOints when these are not checked (e.g. instrument 
already shut down). Since the equation of the cal1bration 
funct10n is not determined it is not available for further 
work e.g. statist1cal appraisal of the results. 
1.3.2 Curve-Fitting Procedures 
Because of the d1sadvantages of the graph1cal calibra-
t10n method, alternative statistical procedures have been 
enlployed. The advent of relatively inexpensive microcom-
puters has provided readily available computing power for 
the purpose. Unfortunately. widespread applicat10n of 
inappropriate regression routines has introduced a new 
6 
category of callbratlon error. 
In calibration the objective of the data-processing 
step is to abstract from the mass of raw data a clear state-
ment of the calibratl0n function, freed from the additional 
information with which it is originally compounded. This 
refining process must not contribute to, detract from, or 
otherwise distort the signlficance of the data, so that the 
truth WhlCh emerges, though more ObVl0US, constitutes neither 
more nor less than is originally present. Often this obJect-
ive is not borne firmly in mind and the method lS chosen 
purely for economic reasons, such as computation time, 
mathematical simpliclty or intellectual familiarity, without 
considering the impllcatlons of the choice, some of which 
are far-reachlng [13]. 
The calibration data are assumed to contaln informa-
tion about a calibration function of the form A = f[C]. 
For evaluation of sample concentrations, data-processing 
must invert thlS to yield the corresponding analytlcal 
I . -1 ] eva uatl0n functl0n C = f [A. Least squares regressl0n 
methods (see Appendlx) have been wldely applied to achleve 
thlS. However, two serlOUS problems arise. Such methods 
lnvolve the fitting of the experlmental data to a suitable 
mathematical model, and requlre input of a statement of 
how the preclsion of the absorbance readings varles with 
concentration. Since the model and variance function are 
not readlly obtainable, they are frequently assumed or 
estimated. Errors in one or both may invalidate the callbra-
tion process or serlously limlt its precision. These impor-
tant aspects of calibration are considered in the next 
section. 
1.4 MATHEMATICAL MODELS OF CALIBRATION FUNCTIONS 
At low absorbance values (0 - 0.5 absorbance) the 
atomic absorption calibration functions of most elements 
appear linear, in accordance with Beers' Law. Over this 
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range, the calibration is represented by an equat10n of 
the form A = KC and a value of K could be obtained from a 
single measurement on a reference solution, together w1th 
a suitable blank reading. At higher absorbances calibra-
t10n curves bend towards the concentration aX1S to a 
greater or lesser extent. Reasons for this may be "physical" 
(non-linear relationship between analyte concentration in 
solution and atom1C concentration 1n the flame [14]), 
"optical" (limitat1ons of apparatus, non-absorbable light 
[15]) or "spectral" (hyperfine structure, emission line 
broadening, resonance broadening and line sh1ft [16]). In 
atomic absorption analys1s the work1ng range is the concen-
tration range over wh1ch absorbance may be determined w1th 
acceptable precision. Th1s 1nterval usually extends beyond 
the linear range of the instrument [7] so that the mathe-
matical model chosen must be applicable to the entire cali-
brat10n curve, not merely the linear portion. Division of 
the curve and the application of different equations to 
several segments should be avoided [9]. 
1.4.1 Choice of a Suitable Model 
Examples of equations generally used to model analy-
t1cal ca11brat1on funct10ns have been presented by Agterdenbos 
[8], wh1lst Tyson [11] has discussed equations employed 
1n those commercial atomic absorption spectrometers equipped 
w1th m1crocomputer-based calibrat10n fac1lities. In the 
search for a calibrat10n model var10US polynom1al, geometric, 
rat10nal and exponent1al functions appear suitable. However, 
some of these are reJected when the selection cr1ter1a are 
considered. 
In general, the fitting of an abstract curve which 
cannot be ascribed to a physical model is avoided [17]. 
Numerical results are eventually given a physical interpre-
tation. If the model used to obtain those results is 
incons1stent with the real situation that the result is to 
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represent. then any successful 1nterpretation of the 
result can only occur by c01ncidence [13]. On these 
grounds. the "stray light" equation (1.1) of Whiteside 
and associates [18] would be adm1ssible. but not their 
general cubic equation (1.2) 
where 
abC = loglO { i = ~ } (1.1 ) 
C = p + qA + rA2 + sA3 + ••• (1. 2) 
a is molar absorpt1v1ty. T is transmittance, 
B, b, p. q. r, s are constants. 
A further argument advanced against the general 
polynomial 1S that reasons for curvature are limited and 
therefore models should be s1mple, requiring few parameters 
[10]. Most favoured are linear models or those for Wh1Ch 
the data can be l1nearized by mathematical transformation 
or by the selection of particular reference concentrations 
[19]. In th1s context. the term "linear" indicates a 
l1near relat10nsh1p between the model parameters. and not 
necessar1ly between the 1ndependent variables [20]. Thus 
the model 
A = P + qC + r(10 c ) + s(log C) + t(C2) (1. 3) 
is l1near, whilst 
A = a exp (-bC) (1. 4) 
is non-linear. Taking logarithms yields a linear form 
In A = In a - be (1. 5) 
Methods of modelling curved ca11bration plots have included 
fragmentation into linear segments and statistical treatments 
9 
of parabolas and polynom1al functions [21]. Multiparameter 
models require cons1derably more calibrat10n data than those 
which may be linearized. 
1.4.2 Fitting the Model to the Data 
Least squares regression has long been used for the 
examination, and for assessing ~he qual1ty, of analytical 
data. For a linear calibration function, the slope and 
intercept are useful indicators of method performance [17]. 
Awareness of the statistical correlation between the two 
resulted in the defining of joint confidence intervals 
(Appendix 9.1) for calibration graphs [22]. However, analy-
tical chemists have been slow to appreciate and tackle the 
limitations of the least squares approach [12]. When applied 
to a linear function of the form 
(1. 6) 
(where y. is the response corresponding to an 1nput x., and 
~ ~ 
m and c are constants), certain fundamental assumptions are 
1mpl1ed, namely: 
(i) for a part1cular 1nput x., the distribution of 
~ 
(ii) 
(ih) 
the responses y. 
~ 
the prec1sion of 
much better than 
1S Gaussian; 
the x. values (reference) is 
~ 
expected for y. (response) 
~ 
the population variance for Yi 1S constant over 
the whole range of y observed. 
Ca11brat1on errors result when these assumptions are violated 
by 1nappropriate experimental cond1t10ns or data-process1ng. 
The distribution of responses is not always Gaussian; in 
evaluation, contrary to (ii), a response y. (of low precision) 
~ 
is used to determine a value of xi (higher precision); the 
population variance of Yi is seldom constant with concentra-
tion. In certain circumstances, frequently in AAS [9], the 
relative standard deviation of y is constant with concentra-
tion and a calibration equation of the form 
10 
log y = a log x + b (1. 7) 
has advantages over the form of equation (1.6) [8]. For 
the majority of analytical methods the variance of the 
response is heteroscedastic (i.e. varies over the concentra-
t10n range), so that conventional least squares analysis is 
inapplicable. The calibration parameters and confidence 
limits are therefore determineti by weighted least squares 
regression. This involves assuming the form of the variance 
funct10n or determining it beforehand from the data [23, 24]. 
The common result of assuming constant var1ance is gross 
error at low concentrations. 
The least squares procedure minimises the large 
absolute errors at high concentrat10ns, often rotating the 
line so that it does not pass through the origin and gives 
large relative errors at low concentrations [9]. Conven-
tional least squares regression also fa1ls to predict 
accurate calibration functions when experimental errors 
are not normally distributed. More "robust" (i. e. superior 
under such conditions) iteratively-reweighted least squares 
regression techniques have recently been demonstrated [20]. 
These mod1fied least squares procedures are applicable to 
curved cal1bration funct10ns wh1ch can be reduced to 11near 
form [18, 21]. Non-l1near parametr1c equations still present 
difficulty, though recently software has become ava1lable 
[24] for the estimat10n of parameters for any non-linear 
funct10n of the form y = f[x]. Such programs w111 be extre-
mely valuable in fitting complicated equat10ns to exper1mental 
data. The present material requ1res a mini or ma1nframe 
computer to run the program. Hopefully acceptable versions 
for microcomputers will shortly be available. 
1.4.3 The Validity of the Result 
Whilst automatic data compil1ng and processing are 
attractive features of modern atomic absorption spectrometers, 
analysts are becoming increasingly aware of the limitations 
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of such systems. These are revealed both 1n terms of the 
accuracy of actual results [25, 11] and by exposure of the 
defective data-processing procedures which have been empl-
oyed [9, 10, 12]. It has to be conceded that, w1th such 
systems, even when the chemical manipulations are performed 
wlth care and skill, the calibration process 1tself may be 
a major source of error. This can arise in a number of 
ways [9]. 
The calibration routine employs a particular mathemat-
ical model, and Whllst this may be appropriate for some 
elements, concentrations and cond1tions, it is unlikely to 
suit all. When the model does not fit the experimental 
data the accuracy of the resulting calibrat10n curve is 
limited to the best fit to the data which that particular 
model can produce. In exceptional cases, e.g. er under 
certain conditions [26], the complex1ty of the calibration 
function lies outside the scope of the usual models. 
Accurate modell1ng of the calibrat10n funct10n may 
be adversely affected by the presence of outl1ers or 
unfortunate c01nc1dences 1n the d1stribut10n of errors 
[25]. One recommended method of select1ng the degree of 
polynomial model required for calibrat10n involves assess-
lng goodness of fit by a chi-square test on the residuals. 
Failure of the test leads to an 1ncrease in the degree, 
until an acceptable fit is obtained. Unless the data 1S 
checked for outl1ers, the1r accommodat10n by th1S method 
may result 1n selection of a polynomial of higher degree 
than is genuinely requ1red [25]. 
Of the various methods available for assess1ng 
goodness of fit, crlteria such as linear range, correla-
tion coefficient and standard error are of limited value. 
Alternative parametric methods based on confidence bands 
have recently been proposed [9]. The effectiveness of 
three methods of assessing goodness of f1t have been 
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compared using Monte Carlo slmulatlon techniques [27] to 
generate data sets with accurately-specifled error param-
eters. Such methods are capable of exhibiting all the 
important features arising from real data sets. 
The quality of calibration data is also degraded 
when the assumptions implled in the data processlng step 
are lnvalid [9]. As a result of the inappropriate statis-
tical treatment, the precision of the original data is not 
reflected in the resulting analytical curve. 
Confidence intervals form the most satlsfactory 
basis for predicting.the accuracy WhlCh may be anticipated 
for a particular determination. The confldence interval 
6C for any unknown concentratl0n C, evaluated via calibra-
tion, will depend upon a number of factors lncluding (i) 
the number of calibration points; (11) thelr distribution 
over the concentration range; (iii) the posltion of the 
sample in the concentration range covered; and (iv) the 
number of repllcate sample measurements made [22]. 
Computer-based callbratlons are more lnvolved than 
is generally understood. Thelr results should be accepted 
with caution and an awareness of the possible sources of 
error. The risks may be reduced by the observ1ng of a few 
simple rules [25]: 
(1) check that data are correct 
(li) remove outl1ers 
(iii) introduce both maximum and minimum values of 
the function 
(iv) do not use absorbance values above or below 
these 
(v) make the data visible 
(vi) check that the curve is capable of physical 
interpretation. 
For suspect results, the most reliable check remains that 
of preparing references which closely bracket the sample, 
and interpolation from a manually-plotted calibration graph. 
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1.5 CONCLUSIONS; ALTERNATIVE CALIBRATION STRATEGIES. 
Calibration is of fundamental importance in atom1C 
absorption spectrometry. The instrument has to be cali-
brated before it can be used, recal1brated frequently, 
recalibrated when operating parameters are changed, and 
calibrated individually for each element analysed. During 
routine analysis, it is this cal1bration of the instrument 
which makes the major demand of the analyst. 
Calibration methods in current use have advantages 
and lim1tations. Where the calibration function is det-
ermined by a microcomputer, the accuracy of calibration 
will depend upon such factors as the complexity of the real 
absorbance-concentration function, the mathematical model 
applied, the statistical procedure adopted for fitting the 
model, the number and the distr1bution of reference measure-
ments, and the extent of the working range. 
Whilst slow by comparison, the tradit10nal method of 
plotting the calibrat10n function as a graph of absorbance 
against concentrat10n has some 1nherent advantages. Unres-
tr1cted by pr10r assumpt10ns about curve shape, 1t is 
totally flexible and capable of accuracy 1f a large number 
of standards is employed to def1ne the curve. Thus, the 
number of standards involved, the1r preparation, presenta-
tion and the generation of the cal1brat10n function from 
the data produced, constitute the major lim1tat10n of th1s 
method. 
A comparison of curve fitting and curve-plotting 
enables 1dent1fication of the des1rable characterist1cs 
of an improved calibration method. It should be rap1d, 
accurate, and should not degrade the prec1sion of the 
calibration data. A method suitable for automat1on would 
be particularly attractive. 
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In order to retal.n precl.sl.on, the intermediate curve-
fitting step should be eliml.nated and the sample evaluated 
directly by interpolation of the sample absorbance with the 
reference values. Such interpolation would yield an accur-
ate result if the course of the analytl.cal call.bration 
function were precisely defined by a large number of cali-
bration points. The method would therefore require high 
speed preparation, presentatiorr and measurement of a large 
number of reference solutions, and equally rapid processing 
of the data generated. These conclusl.ons represent a basis 
for the development of lmproved calibration methods for 
atoml.C absorptl.on spectrometry. 
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CHAPTER 2 
AIMS 
2.1 PRINCIPAL INTENTION 
In considering the need for rapid and precise sample 
man1pulation as the bas1s of improved cal1bration methods, 
the so-called "flow inJection" techniques, developed during 
the last ten years, look promising. The basis of flow injec-
t10n 1S the controlled, reproducible, flow-induced dispersion 
obtainable when a plug of sample is injected into a reagent 
carrier stream as it flows through narrow bore tubing. The 
chang1ng concentrat10n profile of the sample solution may 
be monitored by downstream detectors, though usually it is 
the concentration of react10n product that is monitored as 
the basis of analysis. The modification, by stages, of the 
sample concentrat10n profile, from rectangular, through 
skew peak, to Gaussian peak, has been described by several 
authors [29, 30, 31]. Ruz1cka and Hansen [32] defined the 
D1spers10n, D, by the equation: 
(2.1) 
where C is the concentration of the injected sample and 
m 
Cp 1S the concentrat10n corresponding to the peak maximum. 
These authors have described the dependence of 
Dispersion on flow-rate and tube dimensions. The degree 
of dispersion may thus be preselected to match the require-
ments of a particular analytical procedure. The versatility 
and reproducibility of the dispersion were such that Ruzicka 
and Hansen [32] were able to state, "We can replace beakers, 
pipettes and volumetric flasks with small open-ended tubes 
through which we pump the solutions". This is just the 
basis required for automation of calibration procedures. It 
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should be possible to produce a range of reference concen-
trations from a single stock solution by varying the dis-
persion to which it is subjected. Measurements made on 
these solutions would provide the required calibration data. 
Where a large number of calibration measurements is 
made, so that reference data 
can be 
points are closely-spaced, 
evaluated by interpolation of sample concentrations 
the calibration data. The acknowledged superior [9] pre-
cision of this calibration method may be further improved 
by smoothing the calibration data to remove random noise 
prior to sample evaluation. Th1s lS relatively simple if 
sufficient calibration data 1S recorded. Storage and 
processing of the required data is possible using a desk-
top microcomputer interfaced to the spectrometer. In a 
fully-automated method, having both callbratlon and evalua-
tion routines, the complete analysis would be controlled 
from the computer keyboard. 
The principal aim of thlS study lS, therefore, 
"To investigate the posslble use of a variety of concentra-
tion §radients as a basls of automated calibration 1n flame 
atomlC absorption spectrometry." 
2.2 ASSOCIATED STUDY AREAS. 
In developing the maln l1ne of research, flve assoc-
iated study areas are 1dentified, from which slgnlflcant 
contrlbutions are requ1red. 
2.2.1 Existing Calibration Methods. 
An account of the central role of galibration in 
atomic absorption analysis was presented 1n Chapter 1. 
This includes an appraisal of the two calibration methods 
in co~non use, identification of their limitations and 
proposals for the development of superior alternat1ves. 
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2.2.2 Concentration Gradients 1n Analytical Chem1stry. 
A knowledge of the generation and applications of 
concentration gradients in analytical chem1stry forms the 
theoretical basis of the proposed method of calibration. 
Important aspects are an understand1ng of flow 1njection 
analys1s (f.i.a.) and f.i.a. parameters, espec1ally 
Dispersion. Calibra tion and a·. a. s. applications are of 
particular interest. An up-to':'date survey of the relevant 
literature is presented in Chapter 3. 
2.2.3 Preliminary Work with Flowing Systems. 
A series of preliminary experiments were carried out. 
In addition to providing useful 1nformation relevant to the 
project, these experiments provlded practical experience of 
continuous flow systems to compi~em-en~t) the theoretical study. 
~.2.4 The Atomic Absorption Spectrometer as a Detector. 
More than th1rty publ1shed papers relate to f.i.a. -
a.a.s. applications. In the major1ty of cases the f.i.a. 
system is used as an efficient means of sample 1ntroduction 
and manipulatlon. 
and peak signal 1S 
Operat10nal parameters are usually fixed 
related dlrectly to the concentration 
injected. Any kinetic effects withln the manifold on the 
detector are compensated by subJectlng reference and sample 
to identical treatments. Consequently, pr10r to th1S study, 
llttle information was avallable, or required about the 
detector's response to var1at10n of f.i.a. parameters such 
as flow-rate, volume injected, and concentration gradient. 
However, this question assumes an unprecedented 1mportance 
in the present work, which proposes to derive calibration 
1nformation from "kinetic" measurements on reference solu-
tions, but to apply it to "steady state" measurements in 
evaluation of sample concentrations. The validity of this 
significant departure from accepted flow injection practice 
must be carefully considered. 
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2.2.5 Microcomputer Work. 
In order to achieve acceptable analysis times the 
proposed method must be computer-based. Aspects of com-
puter application were developed as required in the pro-
ject. In addition to interfacing the microcomputer and 
spectrometer, extensive programming was required throughout 
to enable data-acquisition, smoothing, and statistical man-
ipulation, and the evaluation of results. Once the chart 
recorder is abandoned, system performance is assessed 
largely by analytical results. Identification of sources 
of error require appropriate test programs; often a print-
out of data is sufficient. Where a statistical test is 
required, this may be incorporated into the test program. 
Full automation of the method would involve control of the 
valve-switching and sample-presentation sequences by the 
microcomputer. 
2.3 CONDITIONS FOR ACCURACY 
If the new method 1S to be accurate, then the minimum 
general requirements for accuracy should be borne in mind 
during its development. 
method must sat1sfy four 
Ca) Inherent precision 
To be accurate any analyt1cal 
basic cond1t10ns [10]. 
(b) Freedom from unpredictable error 
A s1ngle result can be pred1cted accurate only if the 
method is capable of good precis10n and is free of unpred-
ictable error. These are fundamental conditions which define 
the upper limit of performance. However, the attainment of 
this in terms of analytical results, and its maintenance, 
are subject to two further conditions. 
(c) Calibration procedure does not degrade the precision 
of the calibration data 
No significant loss of 
result of data manipulation. 
in Chapter 1. 
(d) Calibration stability 
precision should occur as a 
This point has been discussed 
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The calibratlon should be stable as a functl0n of 
time i.e. repetition of the calibration at lntervals of 
time should yield the same results (within the precision 
of the method) as the original calibration. 
Whilst the principal aim is specified in the first 
section of this chapter, 
the chapter as a whole. 
the broader aims are reflected in 
These are to investigate the many 
questions relevant to the study, and hopefully, by so doing, 
to contribute something to the bulk of scientific knowledge, 
both within the Department and beyond, Whllst personally 
developing a measure of analytical skill. 
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CHAPTER 3 
LITERATURE SURVEY 
The scope of this research encompasses a range of 
topics which currently attract.widespread interest amongst 
analytical chemists. As a result, progress is brisk and 
merits conscientious monitoring. The most relevant area 
is flow injection analysis, particularly the development 
of dispersion theory, and its application to atomic absorp-
tion spectrometry. The fundamental theory of instrument 
calibration has been discussed in Chapter 1. Novel calib-
ration methods are of interest, especially if these are 
based on concentration gradients, flow injection or other 
rapid techniques. Recent progress 1n these areas is sum-
marised in this chapter. 
3.1 THE APPLICATION OF CONCENTRATION GRADIENTS IN 
ANALYTICAL CHEMISTRY 
The applicat10n of so-called "gradient techn1ques" 
in flow 1nject10n analysis is a recent novel development 
wh1ch has aroused cons1derable interest and exc1tement 
[33, 34, 35]. Th1s is because it represents a fundamental 
departure from the tradit10nal pr1nciples of chemical assay, 
and as such, presents an opportun1ty of rev1ew1ng establ1-
shed ph1losophies and developing new ones. It seems prob-
able that some former restrictions experienced by class1cal 
analysts were largely conceptual and self-imposed. The new 
attitude represents the second phase of an earlier revolu-
tion: the development of flow injection analysis, which is 
discussed in Section 3.2. 
The limited application of concentration gradients 
prior to the development of flow injection techniques is 
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attrlbutable partly to the problems assoclated with their 
production and control. The precislon of these processes 
was considered inadequate as the basis of an analytical 
method. 
The instrumentation required for the acquisition and 
processing of transient signals represented a further deterr-I 
ent. This situation resulted in the avoidance of analytical 
methods involving concentratlon gradlents. Gradually the 
entire philosophy of chemical analysis became dominated, 
conditioned and confined by the belief that acceptable pre-
cision would only result from analytical measurements made 
on homogeneous systems' under steady state conditions. Whilst 
the few isolated applications of concentration gradients in 
analytical work did little to shake this general belief, 
they undoubtedly helped to point the way for the development 
of f.i.a. which, in turn, brought about an eventual confront-
ation. 
One method of obtaining a stabillsed concentratlon 
gradient is to produce lt by illusion. The simple "indic-
ator wedge", used in demonstrating the pH intervals of 
indicators produces an apparent concentration gradlent of 
hydrogen lons along ltS length (Fig. 3.1). 
Bromocresol purple 
( "alkaline") 
Yellow ("acidic") 
pH5.2 gradient - - - - pH6. 8 
Fig. 3.1. Indicator wedge: perspex trough with diagonal 
division, containing "acidic" and "alkaline" 
forms of indicator. 
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Methods of produc1ng concentration gradients by 
exploiting differential flow rates of merging streams were 
described by Bock and Ling [36] long before the advent of 
f. i. a. . The "programm1ng" of flow rates required to prod-
uce the gradient was accomplished by a simple but ingenious 
expedient of gravitational levelling of solutions within 
open vessels of different shapes. Effluent streams from 
the base of each vessel were m~rged to produce the gradient. 
For eXMlple, the double-walled vessel consisting of a cone 
standing co-axially ins1de a cylinder of the same radius 
(Fig. 3.2a) produced a concentration gradient of the form 
(3.1) 
where Cl~_C2' are concentrations of solutions in the inner 
and outer vessels respectively. 
v is the volume of effluent w1thdrawn. 
V is the total volume of liquid in the system. 
(a) (b) 
Fig. 3.2. Gradient formation by gravitational levelling. 
(a) Cone: rlh is constant 
(b) Parabolic bell: r2/h is constant 
When a parabolic bell is used as the inner container 
. the resulting concentration gradient is given by the equation 
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(3.2) 
i.e. it is 11near with time if the flow rate is constant. 
Chromatographers' interest in grad1ent elution 
stimulated much of the early interest in gradient-producing 
devices. In column chromatography, retention time depends 
upon the nature of the mobile pbase. Under isocratic con-
ditions retention times of components of a complex sample 
may vary widely. The early eluted components are poorly 
resolved, whilst bands of the strongly retained components 
emerge only after a long delay and are excessively broad-
ened. The latter species are accordingly more difficult 
to detect due to d1lution by the solvent. The situation 
may be controlled by gradient elution. Initial application 
of a weak eluting agent retards the progress of the weakly-
bound components so that their resolution is improved. 
Thereafter, a gradual increase of the eluting strength 
accelerates the progress of the strongly-bound components 
so that their peaks are sharpened and the analysis t1me is 
reduced. Various categories of grad1ent-producing devices 
have been discussed by Snyder [37]. These are 
(1) exponent1al devices; comb1nat10ns of closed 
well-stirred tanks; 
(ii) proportional volume dev1ces; usually combinations 
of open well-stirred tanks, first introduced by 
Parr [38]; 
(iii) exact dev1ces; those which produce a particular 
concentration which is read1ly varied by adjust-
ment of system parameters; 
(iv) miscellaneous; i.e. all others. 
Exponential devices have been w1dely employed. When 
a solution of concentration C is introduced at a steady 
m 
flow rate u into a well-stirred tank of liquid of concen-
tration Co' the concentration of liquid in the tank (1, 
Fig. 3.3) varies with time according to the equation 
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(3.3) 
If the tank is originally full of water the equation is 
(3.4 ) 
For two identical tanks in ser1es, the corresponding equa-
tions for the concentration in the second tank are 
C =C +(C _C){l+ut}e-utlv 
2 m 0 m V (3.5) 
and 
(3.6) 
The derivation of equations 3.3 - 3.6 is g1ven in Appendix 9.5. 
r 
u 
• 
2 
1 
Fig. 3.3. Exponential well-stirred tanks. 
25 
Electrochemists [39] have long favoured the use of 
the well-stirred tank or exponent1al dilut10n flask (e.d.f.), 
as it is also known. Major advantages are the reproducible 
performance described by exact equations readily related 
to the system parameters, and a smooth concentration prof-
ile compatible with the relatively slow response character-
istics of the detection system, together with the fact 
that all this is achieved with·simple, readily-available 
apparatus [40]. Similar arguments apply in favour of its 
application in atomic absorption spectrometry. 
Exponential dilution flasks were also used in the 
preparation of standard gas mixtures for the calibration 
of gas chromatography detectors [41]. Commentin6 on a sim-
ilar application, the calibration of gas analysers, Sedlak 
and Blurton [42] have drawn attention to the significance 
of the detector response characteristics. Wh1lst sat1sfact-
ory results are obtained using a flame ionisation detector, 
whose response is rapid relative to the dilution rate, the 
much slower responses exh1bited by most commercial analys-
ers for CO, N02 , S02, H2S and oxidants lead to serious 
ca11bration errors. 
Fleet and Ho [43] used open well-stirred tanks with 
differential flow rates (Fig. 3.4.) to generate concentra-
tion gradients for the first gradient titrations, uS1ng 
ion-selective electrodes. 
Uz 
1 2 
Fig. 3.4. Open well-stirred tanks. 
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The concentration gradient produced by th~s arrangement is 
described by the general equat~on 
where VD' Co are the volume, concentration of the original 
solution in tank 2. However, if u2 = 2uI' a linear gradient 
is produced in accordance with·the equat~on 
(3.8) 
The equations are derived in Appendix 9.2. 
In this novel approach the linear concentration gradient of 
reagent was applied to the monitoring of a sample stream. 
The flow rates of both sample and reagent were maintained 
constant in this flow analogue of class~cal constant-volume 
titration. Prior to this, most automatic titrators operated 
with discrete samples. 
A simple exact dev~ce (Fig. 3.5.) has recently been 
employed by Tyson and Bysouth [44] to generate particular 
concentrat~ons for atomic calibration studies. 
trat~on produced by th~s arrangement is g~ven by 
The concen-
C = {u I - u2 } C 
uI m (3.9) 
However, pump 2 may be controlled by a microcomputer which 
may be programmed to create any desired gradient, either 
stepped or continuous. A linear gradient generated in this 
way would provide a simple and convenient basis for instru-
ment calibration. Equation (3.9) may be re-written 
C/C = 1 - k.u2 
m 
where k is l/ur. 
(3.10) 
C 
m 
Water 
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~ ______ ~Waste 
Fig. 3.5. Proportional dilution device 
PI and Pz are peristaltic pumps. 
C A.A.S. 
The value of k would be obtained from a computer plot 
of A/Am (the ratio of absorbances corresponding to C/C
m
) 
against Uz uS1ng any solut10n whose concentration Cm was 
known to be within the linear cal1bration range of the 
instrument. A low correlation coeffic1ent for this plot 
would be used as a flag to ind1cate unequal flow rates of 
the two channels of P2 , e.g. as a result of wear of the 
tub1ng. Advantages over cont1nuous dilution calibration 
are that no determination of m1xin~ chamber volume is req-
Uired, and the evaluation function is linear rather than 
exponential. 
Quantitative physical generation of concentration 
gradients was the main basis of automatic titrators when 
Nagy, Pungor and co-workers [45] introduced the Triangle 
Programmed Titration Technique, involving neither mixing 
nor differential flow rates. The method employed sample 
and titrant streamed at constant rates and coulometric 
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generation of reagent. The titrant concentratIon was incr-
eased uniformly to a maximum value and then returned to 
zero, equivalence of sample and titrant being achieved 
twice during the cycle. The equivalence points were ident-
ifIed potentiometrically and the time interval between them 
was related to the sample concentration. Demonstrations 
Included the titration of halides and cyanides, with coulo-
metric generation of Ag(I). 
Whilst these early flow titrations were more rapid 
than their batch analogues, thIS was the only essential 
difference. The main objective remained the identification 
of a situation of completed reaction and chemical equival-
ence: a single point, which furnIshed the total analytical 
output. Flow methods merely improved the efficiency with 
which that situation was created, recorded and discarded. 
The next significant advance came only after flow injection 
analysis had become firmly established. 
3.2 FLOW INJECTION ANALYSIS 
A brief descriptIon of Flow Injection Analysis (f.i.a.) 
was included in section 2.1. 
The principles of f.I.a. are fundamentally different 
from those of classical analysis. A full appreciation of 
the fact marks the transItion pOInt between the two stages 
through which f.i.a. has evolved. 
The first consisted mal.nly of the application of trad-
l.tional ideas to the new field. In the light of experience, 
however, new ideas were conceived, explored and accepted, 
so that the second era is marked by a growing awareness of 
the full significance and potentl.al of f.i.a .. The preval-
ent attitudes of these periods might w~ll be summarised, "A 
concentration gradient is undesirable," •••.....•. though, "Its 
presence does not invalidate the results," ..•....•••• to "It 
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may be a source of useful analytl.cal l.nformatl.on." 
3.2.1 The Development of Flow Injection Analysis 
, 
Flow techniques in use prior to the introduction of 
flow injection [46] employed the principles of classical 
analysis. Solutions were streamed to ensure mixing and 
complete reaction. The ratio of reactants was varied in 
a known quantitative manner until some pOl.nt of equl.valence 
was obtained. The analytical output was derived from some 
absolute measurement on the system at this point. It was 
essentially a steady state measurement. Dispersion played 
no part in the method; the existing concentration gradient 
being derived from the reagent input and not from any 
incompleteness of mixing or reaction. 
an automated batch determination. The 
extended indiscriminately to f.i.a .. 
It was, in effect, 
same thinking was 
In the first instance, a flow-injection manifold 
provides a rapid, efficl.ent and precise means of mixing 
reactants and presenting the reaction product for measure-
ment. In the great majority of early f.i.a. determinations 
nothing more was l.nvolved. Method development men saw 
f.i.a. as a transport-manl.pulatl.on system "par excellence"; 
not only superior in performance to all earlier systems, 
but simpler and cheaper too. Widespread concern about 
sample carry-over was summarily sl.lenced by the quall.ty of 
the experimental results, and the wholesale adaption ensued 
of countless traditional assays to flow l.njection analysl.s 
[33]. Routine results unequivocally proclaimed the first 
exciting discovery: that the establishment of steady state 
conditions was irrelevant in obtal.ning a reliable and repro-
ducible readout. The traditional ideas of merging streams, 
turbulence, complete mixing and reaction to yield flat-
topped response peaks, were relaxed as the total novelty 
of f.i.a. became apparent to the users. 
The crucial difference was precision. In traditional 
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manual routines the only situation WhlCh was reliably repro-
ducible was the completely-mlxed steady state [34]. In con-
trast, f.i.a. provided a means of precisely reproducing a 
kinetic situation of partially-mixed reagents and incomplete 
reaction. The flow injection sequence, based on 
(i) sample injection 
(ii) controlled dispersion of the sample zone, and 
(ili) exact timing of all events within the cycle Ylelds 
highly reproducible results even though ffilxlng is 
incomplete, the chemlstry does not reach equilib-
rium, and the signal is transient. 
In the great majority of flow lnJection determinations 
the most convenient basis of quantitation is peak response. 
Identification is simple and requlres no time measurement. 
The approach is purely empirlcal. Although the dispersion 
of the sample zone between lnjection and detection is hlghly 
precise, it is also complex and has yet to be quantified 
satisfactorily ln terms of the operating perameters and 
system dimensions. (A discusslon of dispersion is presented 
in section 3.3). The inability to predict dispersl0n coef-
ficients has prevented the development of flow injection 
methods WhlCh rely upon absolute measurements. Assays uti lis-
lng the transport-manipulatl0n facl1ities of an f.La. mani-
fold therefore involve calibratl0n agalnst suitable reference 
r 
solutions. 
These methods are now in widespread use for a large 
range of routine chemical assays [30, 32, 47, 48]. To date 
more than 400 orlginal f.i.a. papers have appeared describ-, 
ing applications involving a variety of detectors and anal-
ytical techniques. A recent reVlew [49] listed the follow-
lng:-
spectrophotometry 
atomic absorption 
atomic 'emiss:ion-(i~:c.p. }---\ 
- ---- -- _I 
nephelometry 
fluorescence 
~ chemilumine_scence, 
gas diffusion 
dialysis 
solvent extraction 
titration 
stopped flow 
reaction rate determinations 
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potent~ometry (i.s.e.) merging zones 
voltammetry, polarography scanning methods 
conductimetry process control 
coulometry monitoring 
such is the scope of f.i.a .. The numerous successful applic-
ations reflect the versatility of the basic technique. Auto-
mation of classical assays using standard f.i.a. systems ~s 
straightforward and has proved' extremely successful, allowing 
these mundane routine determinations to be performed rapidly, 
timelessly, with high precision, at low cost, using simple 
apparatus requiring a minimum of operator time and sk~ll. 
The elegant simplic~ty of the flow inJect~on method 
is, however, deceptive. For those who seek more than mere 
automation of class~cal che,nical analysis, f. i. a. has more 
to offer. 
3.2.2 Gradient Flow Injection Techniques 
Despite the extensive appl~cation of f.~.a., early 
~nsight into its true character was hindered by the pre-
dom~nance and persistence of classical analyt~cal th~nk1ng. 
Thus, only relat~vely recently has the full sign~f1cance 
of Li.a. became IV1dely acknowledged, [34, 49]. 
Homogeneous mixing is absolutely essential for succes-
ful manual or batch analyses: 1n f.i.a. 1t constitutes a 
l~mitation. As th~s became more widely accepted, f.1.a. 
moved 1nto a new phase of development: the exploitat10n of 
grad1ent techniques. 
A distingu1shing feature of f.i.a. is the concentration 
gradient generated within the sample zone by the process of 
dispersion. The typical f.i.a. curve (Fig. 3.6) reflects 
the mean concentrat~on within successive sample segments as 
these pass through the detector. Every point on the f.i.a. 
curve, characterised by its delay time (measured from the 
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instant of ~njection) may represent a particular dilution 
of the sample, a particular set of reaction conditions, a 
particular stage of chemical reaction, or a combination 
of these. By selecting suitable delay times the analyst 
may obtain information from a var~ety of different situ-
ations using a s~ngle injection. Any homogenization 
process renders this information forfeit. It may result 
from actual physical mix~ng, or from the manner of quantit-
ation e.g. measurement of only peak response, or integra-
tion of the signal, all of which effectively reduce the 
readout to a single po~nt. 
The essence of the gradient f.i.a. technique ~s an 
awareness that every point on the response curve constitutes 
a bas~s for analyt~cal Ineasurement. Collectively a number 
of points prov~de more information than a single measurement. 
Methods which exploit this ~nformation are generally more 
innovative and striking than the routine assays. 
The fundamental requirements of a gradient f.i.a. 
method are 
(i) precise generation and control of the gradient, 
and 
(ii) prec~se t~ming of the act of measurement at any 
preselected delay time. 
For research purposes gradient information may be abstracted 
by inspection of an f.i.a. peak recorded by a chart recorder. 
Wh~lst th~s preserves the total information ava~lable, the 
method does not lend itself to automat~on. A microcomputer-
based method obta~ns gradient information by d~screte sampl-
ing of the response at various delay t~mes along the curve, 
before process~ng the data and applying it to the analytical 
problem in hand. 
(a) Early Gradient Applications Whilst chemists at large 
have only recently become aware of gradient f.i.a. techniques 
[50], several examples of early, inspired applications are 
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reported 1n the literature. 
In 1978 Betteridge and Fields [51] reported using 
the reproducible dispersion of the f.i.a. man1fold in con-
structing a background pH gradient against which the res-
ponse peaks due to metal complexes were resolved and 1dent-
ified. Since the formation of various coloured metal 
complexes of 4-(2-pyridylazo) ~ resorcinol (PAR) 1S pH-
dependent, injection of an acidic sample of mixed metal 
10ns containing PAR into an alkaline carrier with down-
stream spectrophotometric detection produced a "pH spectrum" 
of peaks due to the various ions present. Calibration enabled 
a multielement determination from a single 1nJection [52]. 
The first application of dispers10n to calibration 
in atomic absorption spectrometry, reported by Tyson and 
Idris in 1981 [53] is discussed in section 3.5. 
The most pertinent early example of gradient exploi-
tation is probably the zone-sampl1ng technique devised by 
Reis and others [54]. The obJective of this group was to 
achieve high dispersion 1n f.i.a. without resorting to 
the use of very small sample volumes (large relative errors) 
or excess1vely long delay c01ls (Iow sampl1ng rate). The 
high dilution is achieved by removing a segment from the 
dispersed sample zone and injecting it into a second stream 
for determination by atomic absorpt1on spectrometry. The 
degree of dilution is controlled by varY1ng the position at 
wh1ch the or1ginal dispersion curve is sampled. Some 
further applications suggested were 
(i) mult1ple component analysis by removal of several 
subsamples of the original sample zone; 
(ii) single standard calibrat10n using different 
degrees of dispersion; 
(iii) use of the technique to study the original sample 
zone profile. 
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(b) High Speed Titrations In 1977 Ruzicka, Hansen and 
Mosbaek [55] introduced a new approach to continuous flow 
titrations in which the required sample concentration 
gradient was generated by passing the sample bolus through 
a small mixing chamber prior to merging with the titrant 
carrier stream. Under these conditions, the time interval 
At between the equivalence points on the leading and trail-
ing edges of the sample zone was said to be given [55] by 
the equation 
(3.11) 
where s is the sample volume. 
Co, CO are the molar concentrations of sample,titrant. 
s 2' 
us' u2' are the flow rates of sample, titrant. 
V is the volume of the e.d.f. 
n is the stoichiometric ratio from the reaction 
f- S, + nR = SRn 
Equation (3.11) is strictly valid only when 
u CO I u CO and s/V are small. A more rigorous treatment 2' 2' S s 
leads to the equation (9.15) 1.e. 
The derivations of both equations are given in section 
9.3.2. of the Appendix. 
Some typical calculated values of At using these 
equations are shown in Table 3.1. 
Table 3.1 
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Two channel and single channel f.i.a. titrat10ns: 
calculated values of 6t (using V = 1.0 ml, 
u
r 
= Us = 1.0 ml/m1n, Cs = 1.0 m and n = 1). 
H .values in seconds 
Two Channel Single Channel 
s(ul) CO (m) 
r 
eq( 3.11) eq(9.15) eq(3.12) eq(9.17) 
50 0.04 13.39 12.48 13.39 14.89 
50 0.03 30.65 30.33 30.65 32.16 
50 0.02 54.98 55.27 54.98 56.48 
50 0.01 96.57 97.47 96.57 98.07 
200 0.02 138.16 143.04 138.16 144.26 
25 0.02 13.39 12.93 13.39 14.14 
As a rough guide, best agreement is predicted for small 
sample volumes and low t1trant concentration. 
Equation (3.11) was also proposed [55] as a suitable 
model for single channel flow injection titrations. S1nce 
Us = u
r
' the equation simpl1fles to 
(3.12) 
Again, this represents an approximate pred1ction; the rigor-
ous treatment leading to equation (9.17) 
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i.e. 
Both equations are derived in section 9.3.3. of the Appendix, 
and are identical within the limits of the approximation 
In (e s / V _ 1) = s/V. (Computed values of ~t are compared 
in Table 3.1). The error incurred by making the approxima-
tion has no significant effect on the linearity of the cal-
ibration plot of ~t against In C: • By carefully selecting 
the value of Cp
o and working over a limited concentration 
range Ruzicka, Hansen and Mosbaek obtained good linear plots 
of ~t against In CO [55]. Unfortunately a number of minor 
s 
errors appear in this paper. EquatLon (2) should read 
and the expression for CAD between equations (6) and (7) is 
As a result of the first error, the position of n in equa-
tLon (8) is incorrect. The equation should read 
t = eq 
v 
- 1 2.3 log 
B 
the symbols are those used in reference [55]. 
~fter further work to identify appropriate experimen-
tal conditions [56] it was possible to generate the expon-
ential concentration gradient using a flow injection manifold 
whose action corresponded to that of a single well-stirred 
tank. In this case, the value of ~t is given [56] by equa-
tion (9.20) Le. 
6t = V In {~l + 
u {c;.O V In u {n . s .. Dg 1 {V<Dg - 1) 
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The equatlon is derived in section 9.3.4. 
Unsegmented flow systems containing a gradient chamber 
have been discussed at length by Pardue and Fields [57, 58]. 
The main effect of thlS work is to expose the flow injection 
titration procedure as a variable-time kinetic method. The 
kinetic approach adopted Ylelds equations in agreement with 
those derived in Appendix 9.3 .. (Note that the papers repeat 
the error in reference [55] of incorrectly deriving the equi-
valence conditl0n from the generalized reaction A + zB = AB
z
). 
Extensive study and testing of the kinetic model revea-
led a number of useful results. Titration time is reduced 
and lower concentrations may be determined if the mixing 
chamber is initially filled with water, rather than titrant. 
This particular variation of the procedure results in non-
linear plots of ~t against In C. However, plots of exp (~t) 
against C are found to be linear even when the titrant con-
centratlon dlffers from that originally present in the e.d.f. 
Exponential plots appear preferable in all situatlons; belng 
, 
linear in C they give a better idea of scatter in the results 
than do the! logari thinic, plots. 
Two major preoccupatl0ns permeate the work: the quantlt-
ative superiority of the kinetic model over that used in 
reference [55] and the alleged inadmissibility of the term 
"titratlon". 
Accurate quantitative predlctions of peak width by the 
Ruzicka model are unlikely, consldering its derivation. 
This view is confirmed by the experimental results published 
[55], and the authors make no claim to the contrary. The 
point is academic, since they adopt the well-established 
f.i.a. approach of calibrating the procedure against refer-
ence solutions. All that this requires is linear plots of,exp 
~t against C: th~ experimental results of both groups indi-
cate clearly that this is fulfilled [57, 58, 55, 56]. Though 
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Ruzicka & Hansen have enthusiastically procla1med the virtues 
of f.i.a., they are well-acquainted with its major 11mitat10n: 
that, in the absence of a quantitative dispersion model, 
absolute f.i.a. methods cannot be developed. 
Pardue and Fields do not apply f.i.a. philosophy 1n 
the1r approach. By minimising dispersion, assuming plug flow 
and adopting a rigorous k1netic treatment, they obtain more 
realistic equations which predict better values of ~t; even 
so, in the end, they concede the key point that accuracy is 
limited because the performance of the real system does not 
fulfil those ideal conditions. 
Whilst opposition to use of the term "titrat10n" app-
ears justif1ed to some [59, 60]; others might consider it 
parochial [50]. The basis of the objection is the IUPAC 
definition of titration [61] which predates the f.i.a. tech-
nique. Whilst the condition of equivalence of total sample 
and total titrant is not met, f.i.a. is unique in its abil-
ity to confine measurement to a particular segment of the 
sample zone at a particular instant. At that point and at 
that instant the critical equ1valence condition is met, but 
havin& been eng1neered by man1pulat1ng solut10ns in an f.i.a. 
man1fold rather than in standard volumetric apparatus. 
It is true that certa1n of these determ1nat1ons can 
be made using a mere diluent 1S place of a chemically-active 
titrant [47]; however, many may not, e.g. those involving 
redox, complex1metr1c and prec1pitation reactions, as well 
as the estimation of a weak aC1d where the equivalence 
p01nt may occur above pH7 [50]. The cruc1al point is whether 
a chemical reagent is necessary to enable the detector to 
monitor the sample concentration profile, or not. Ruzicka 
and Hansen's group continue to discuss the technique as flow 
injection titration [57, 50, 49]. Recognising flow injec-
tion titrations as a special case within the larger realm of 
variable-time kinetic methods appears a reasonable attitude. 
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(c) Gradient Dilution [35] The fam1liar f.i.a. curve 
(Fig. 3.6) is a record of the detector's response with 
time, as the sample zone passes through it. Each point on 
the curve, corresponding to a zone segment of particular 
sample concentration, is characterized by a unique delay 
time. ThUS, the srunple concentration upon which the anal-
ytical measurement is based is determined by selection of 
the appropriate delay time. 
Delay, 
t 
Response 
s 
~ 
o 3 4 5 6 7 8 9 
Delay t1me, s 
F1g. 3.6. Grad1ent Dilutl0n Principle 
t 
Response 
o 
s 
I 
I 
I 
I 
I , 
I 
I 
I , 
C, conc., % 
I, 100%c; 11, 75%c; Ill, 50%c; IV, 25%c. 
Peak response is frequently used, as it is easily loc-
ated without the use of a timer and gives maximum sensitivity. 
However, deviations from linearity are most probable in cali-
bration curves based on the peak response [35, 54]. The 
sample concentration is maximum at the peak; -curvature may 
result because Beer's law is not obeyed or because of insuf-
3 
100 
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ficient excess of reagent. In certain c1rcumstances the 
peak response may lie outside the range of the detector. 
The traditional course of action would be to dilute the 
srunple and repeat the analysis. In f.i.a., however, sample 
d1lution can be effected by relocation of measurement at a 
sample zone segment of higher dispersion. This merely 
involves increasing the delay time between sample injection 
and observation of the detector response. Since the inter-
val is usually under the precise control of a micro-computer 
clock, the process has been termed "electronic dilution". 
The proposed extension of the gradient dilution prin-
ciple to calibration [35] is discussed in section 3.5. 
(d) Enzymatic Assays by Stopped Flow Reaction Rate 
Measurement Measurement of the activity of lactate 
dehydrogenase [35] is a spec1fic example of the usefulness 
of the gradient f.i.a. technique. 
Lactate dehydrogenase (L.D.H.) calalyses the revers-
ible reduction of pyruvate to lactate by ~-nicotinimide 
adenine dinucleot1de: 
LDH 
.-
...--
The init1al reaction rate, V, of th1s react10n is given by 
the Michaelis-Menten equation (3.13). For a g1ven enzyme 
act1vity, 
K[E] [S] 
o 0 V = ____ _ (3.13) 
K + [S] 
m 0 
where K[El o is a measure of the enzyme activity, 
[S]o is the initial concentration of substrate and 
~ is the Michaelis constant 
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In presence of a large excess of substrate the maX1mum 
reaction rate is observed, and 
(3.14) 
i.e. under these conditions, enzyme activity may be esti-
mated by plotting the init1al reaction rate against the 
amount of enzyme present. 
Under normal conditions suitable concentrations are 
determined by trial and error, until an acceptable linear 
plot of V against [E] is obtained. In f.i.a. the re-
max 0 
action rate can be observed by the stopped flow technique 
[62] using inJect10ns of the enzyme into a carrier buffer 
and merging with a second stream of substrate. A non-linear 
decrease in the absorbance (of NADH) at 340nm during 
the "stopped" 1nterval indicates that the experimental con-
ditions do not meet the requirements under which equation 
- ( 
(3.14)is valid. Appropriate cond1tions are obtainable by 
simply increasing the delay t1me preceeding the "stopped" 
~~ period: in effect, sh1fting the measurement to a sample 
zone of lower enzyme: substrate ratio (Fig. 3.7) 
o 
Delay time 
Fig. 3.7. Effect of delay time on stopped flow response 
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(e) Gradient Scanning Wh~lst some analyt~cal instru-
ments operate at a f~xed detector function, others are 
capable of scanning across the range of this characteristic. 
Thus, by subjecting a single sample to a wavelength scan, 
the spectrophotometer is able to produce an absorption 
spectrum, whilst a voltage scan by a voltammetr~c detector 
yields a voltammogram. Such scans provide information 
about the sample itself, and enable opt~misation of the 
instrument for analysis. The recent extension of the scan-
ning technique to f.i.a. [63] allows this information to 
be collected rapidly and efficiently over a range of con-
centration by repeated rapid scanning of the sample zone 
as it moves through the detector. The topography of the 
resulting three-dimens~onal "landscape" provides an abund-
ance of information about the chemical species present 
(scanned ax~s), their concentration (response), and the~r ~ 
chemical environment (delay t~me). The principle of grad-
~ent scanning ~s illustrated ~n F~g. 3.8, us~ng a spectro-
photometric example. 
This simple i llustraJ;J_oILinvoI ves-only-one-aosorbing 
species. However, the value of grad~ent scanning becomes 
apparent when the technique ~s appl~ed to studies of chem-
ical equilibria. If compet~ng ligands are present in the 
sample and carr~er stream, then several species may appear 
on the "map", which prov~des a continuous account of the 
equ~librium sh~fts wh~ch occur along the dispersed sample 
zone [63]. A s~m~lar argument applies ~n favour of drawn 
calibration curves: a picture is worth a thousand words. 
(f) Zone Penetration and Selectivity Evaluation All 
analytical methods having a chemical basis are subject to 
some form of interference. Selectiv~ty is therefore an 
important criterion in assaying the performance of any 
analytical method. Despite th~s, no universal approach 
to its quantification has been adopted. 
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(a) 
Response t 
(b) 
s 
.. 
o 
- - - - -, scan analytical function 
/ 
/ 
" 
/ 
Time, s 
Response t 
Fig. 3.8 
5 
Analytical 
function 
Time, s 
The principle of gradient scanning. 
The response surface (b) is constructed 
using data from rapid scans of the 
analytical function (wavelength, potential, 
etc.) at Is intervals whilst the sample 
zone Ca) passes through the detector. 
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An interfering substance for an analytical method has 
been defined as "one that causes systematic error (of any 
magnitude) in the analytical result for at least one concen-
tration of the determinand within the range of the method." 
[64] • 
In potentiometry, the degree of the interference of a 
species B in the determination of species A is quantified 
as the selectivity coefficient, kAB' defined by the general 
equation, 
Ct = A (3.15) 
where CA is the apparent concentration of analyte detected, 
and CA' CB are the true concentrations of the species A and 
B respectively, at the detector. 
_A possible reason why this treatment of selectivity has not 
been more widely adopted is that the complexity of the 
sources of interference makes it difficult to define and 
_______ reproduce _all_ the_ experimental conditions with adequate 
precision. 
Recently, however, it was proposed [65] that th1s 
same quantitative treatment of selectivity might be applied 
to spectrophotometric analysis by making use of the precisely-
reproducible experimental conditions available with an f.1.a. 
system. By this means, it is a relatively simple matter to 
ensure that analyte and interferent are subjected to the same 
chemical and physical treatment. Amongst other reqUirements, 
an equal degree of dispersion of both analyte and interferent 
is implied. When these conditions are fulfilled, the read-
outs from a detector whose response is linear with respect 
to concentration are predicted in accordance with the 
equation 
Hz = (3.16) 
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where HI is the detector response for a sample containlng 
a concentratlon CA ° of the analyte A, and 
Kz is the detector response for a slmllar sample 
which also contains a concentratlon CBo of the 
interferent B. 
The derivation of equation (3.16) lS given in Appendix 9.4. 
If CAD is flxed, HI is fixed.· kAB lS then evaluated 
from a plot of H2 against ~Bo, WhlCh has a gradient of 
kABHI/CAo and intersects the ordinate axis at Ht. 
The proposal was successfully tested [65] using the 
reaction between manganese (11) ions, formaldoxime and 
atmospheric oxygen to yield the orange-red complex ion 
[Mn(CH2NO)6]2-. Iron (Ill), cobalt (11), copper (11) and 
nlckel (11) also form coloured complexes, and therefore 
interfere, Slnce all absorb at 455 nm. ThlS work constit-
utes yet another expedltious application of gradlent flow 
. injection techniques. 
Selectivity coefficients were determined using three 
different f.l.a. manlfolds, one of which involved the asyn-
chronous merging of sample zones, after slmultaneous lnjec-
tion of equal volumes into a common carrier stream using 
twin inJection valves (Fig. 3.9a). The degree of penetra-
tlon of the sample zone A by the lnterferent B lS controlled 
by the physical dimenslons of the manifold, the sample 
volume and the flow rate. However, at some point M in the 
reglon of overlap the disperslon coefflclents DA and DB 
are equal. The characteristic delay time tM of thlS pOint 
M is obtained by injecting separate ldentical samples via 
each of the two valves 1 and 2, and noting the pOlnt of 
intersection of the response curves 1 and 2, respectively 
(Fig. 3.9b). 
In the actual determination of kAB' the volume and 
concentration of A injected through valve 1 is held constant. 
(a) 
H2 O 
R 
(b) 
1.0 
1.0 
S 
..... 
o 
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1+2 
Delay time .. 
Fig 3.9. (a) Man1fold for zone penetration flow inJect10n 
work. (Flow rates are in ml/min, 0.5 mm i.d. 
tubing is used). 
(b) Determination of tM using separate 1njections 
of identical samples'S through valves 1 and 2 
in turn. 
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The simultaneous inJectlon of an equal volume of varlOUS 
concentrations of the interferent B through valve 2 
enables kAB t? be determined using equation (3.16). All 
measurements are made at the fixed delay time tu since only 
at that instant is the condition DA = DB fulfilled. ThlS 
example illustrates once more how information from a unique 
segment of the sample zone permits the elegant rendering of 
an otherwise arduous analyticai task . 
3.3 DISPERSION MODELS 
The advent of flow injection analysis provided the 
analytical chemist with the novel resource of reproducible, 
controlled dispersion, to which the technlque owes ltS 
considerable appeal. 
An understanding of dispersion is the key to full 
exploitation of the labour-saving potential of flow-injection 
methods whereby the manual operatl0ns of (i) sample manipu-
lation in volumetric flasks and/or reaction vessels, (11~ 
the addition of reagent(s), and (iii) dilution_to_volume, 
~--------are-replaced-without~oss of preclslon by the simple opera-
tions of injecting small sample volumes and convertlng the 
detector response to concentration by interpolation of the 
calibration data. 
In addition to simplifYlng traditional procedures 
the new resource represents an unprecedented contribution 
[66] to analytical chemistry since lt provldes a time 
_scale against which kinetic stages of reagent mixing and 
chemical reaction may b~ uniquely identified and observed. 
Whilst analytical chemists were slow to appreciate the 
significance of this advance, its recent exploitation is 
both impressive and convincing [34, 49, 50]. 
Dispersion, then, is the central underlying principle 
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wh1ch renders f.i.a. simple, rapid, efficient (1n terms of 
labour, time, materials consumed and cost), precise, vers-
atile, and therefore attractive. Flow inj ection adapt ions 
of elaborate classical analyses (e.g. the determination of 
vitamin B, [67]) yield readouts in seconds, using relatively 
simple manifolds designed to meet the particular require-
ments of the analysis. However, whilst each manifold is 
capable of precise performance; it is not possible to make 
a quantitative theoretical prediction of what that perform-
ance will be. An appropriate manifold for a specific 
purpose is 'therefore obtained by f1nal trial-and-error opt-
imisation of an intuitive, recommended, or existing design. 
Some guiding principles have been incorporated into a set 
of rules by Ruzicka and Hansen [29, 68] 
Rules for guidance in the design of f.i.a. apparatus 
(i) "A decrease in the flow rate in narrow tubes will 
lead to a decrease 1n d1spersion." 
(1i) "Symmetrical gradient profiles w111 be obtained in 
a long narrow tube which accommodates a large number 
of identical m1xing stages." 
~Cii1)-"In-de~s~cribin-g~maniIo~ds-f6r-continuous-Ilow--analysis'~,---~ 
information on tube length, diameter and pumping 
rates in individual channels should be supplemented 
by the value of res1dence time (and possibly D)." 
(1 v) "Limited dispersion is obtained by 1nJ ecting a 
sample volume corresponding to a m1nimum of one Si 
into a carrier stream, pumped at the minimum practi-
cal flow rate, and by having the shortest possible 
line length of i.d. 0.4 mm between the injection port 
and the detector. (S! is the sample volume yielding 
C = 50% of C ) " pm'
(v) "The dispersion of the sample zone during its travel 
through a narrow tube increases with pumping rate, 
but only with the square root of the travelled dist-
ance or the residence time." 
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(vi) "The dl.spersion caused by flow, Df' should always be 
kept as low as possible by using the shortest possible 
lines of small uniform diameter. Dilution of too 
concentrated sample material is best achieved by red-
ucing the volume of injected sample solution." 
(vii) "To obtain maximum sampling frequency, the dispersion 
D should be kept low and the sample volume small, 
whilst the linear flow r~te in the flow cell should 
be high." 
An eighth rule was added as a result of the recent 
development of gradient techniques. 
(viii) "As any dispersed sample zone l.S composed of a contin-
uum of concentrations, a desirable degree of dispersl.on 
can most conveniently be chosen by locating the analy-
tical readout within a suitable segment of fluid within 
this continuum." 
In practice, many flow injection determinations are 
made without an exact knowledge of the dispersion pattern 
of the sample in the carrier. As long as all aspects are 
~----reproduci!Jh,;-the-method may be calibrated to ensure l.ts 
accuracy. 
However, quantitative knowledge of the dispersion pat-
terns and the effects of experimental parameters would be 
useful for the deSigning of f.i.a. systems. Furthermore, 
quantitative prediction of the performance of a system could 
then be utilised to develop absolute gradient techniques and 
for instrument calibration. Dispersion theory has therefore 
attracted considerable attention in f.i.a., and several 
theoretical models have been proposed. 
3.3.1 The Convection-Diffusion Model 
The flow-induced transition of the sample concentra-
tion profile from rectangular plug through skewed peak is 
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universally observed and agreed. The phenomenon attracted 
the interest of chemical eng1neers some years pr10r to the 
development of f.i.a .. Detailed treatments are presented 
in papers by Taylor [31], Danckwerts[69, 70], Levenspiel 
and Smith [71], and a particularly lucid and useful account 
appears in the book by Levenspiel [72]. Application of the 
results to f.i.a. is discussed by Ruzicka and Hansen [29] 
and by Betteridge [30]. 
Under lam1nar flow conditions (Poiseuille flow) a 
velocity gradient described by equation (3.17) exists across 
the stream. 
(3.17) 
v is the linear velocity along a streamline at a radial 
distance a from the aX1S. 
v is the mean linear velocity of the stream. 
r is the radius of the tube. 
The convection pattern causes the sample to become 
dispersed as a parabol1c cup which elongates with distance 
----f-lowed~he-degree-orthis aX1al d1spersion also increases 
w1th flow rate. This mechanism expla1ns only the exponen-
tial f.i.a. peaks obtained at short residence times. The 
transition to Gaussian profile over longer flow-times is 
attributed to molecular diffusion between adJacent streams 
wh1ch introduces a random contribution to the dispersion 
pattern and becomes dom1nant at long residence t1mes. This 
interpretation led Taylor [31] to derive the convect1on-
diffusion equation (3.18) to describe the process 
+ 1. ac} = 
a aa 
aC - { 
-- + 2v 1-
at 
DM is the molecular diffusion coefficient; 
x is the distance flowed; 
C the sample concentration; 
(3.18) 
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r the tube rad1us; 
a the radial distance from the axis, and 
V the mean linear velocity of the stream. 
Unfortunately the two solutions of this equation 
presented by Taylor [31, 73] are frequently inapplicable 
'in f.i.a. situations, since they apply where one or other 
of the dispersion mechanisms predominates (i.e. at either 
very long or very short residence times). Most f.i.a. det-
erminations are made in the interven1ng region where both 
mechanisms contribute to the dispers10n pattern [74]. The 
consensus of opinion [75] is that Taylor's equation describ-
ing the diffusion-controlled f.i.a. situation is valid only 
when t > 0.8 R2 /DM, where R is the tube radius and DM is 
the molecular d1ffusion coefficient. Since DM in water is 
about 2 x 10-9 m2s-1 , this condition implies residence times 
in excess of 100 seconds. The Taylor model also fails to 
predict the observed levelling off of dispersion with flow 
rate above about 0.6 ml/min [29]. Meschi and Johnson [76] 
tested the Taylor model in f.i.a. determinations under 
diffusion-controlled conditions. They report excellent 
agreement of~theory_and-experimen~at~flow rates below 
0.5 ml/m1n. 
The research groups of Ananthakr1shnan [77] and of 
Bate [78] used computer-based numerical methods to generate 
solutions to the Taylor equation. Several successful appl1-
cations of the1r methods have subsequently been reported. 
ApplY1ng them to tYP1cal f.i.a. situations Vanderslice and 
his associates [74] have derived a set of quantitative 
guidelines, for the design of f.i.a. systems, in which the 
key parameters are time (measured from injection), and the 
baseline-to-baseline time, atb • The values predicted were 
in remarkable agreement with the experimental results 
obtained using a syringe pump and a simple single-line mani-
fold. The suggested application of the theory to f.i.a. 
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determination of diffusion coeff1cients of molecules of 
biological interest was taken up by Gerhardt and Adams 
[79] whose experiments yielded values in excellent agree-
ment with the literature. 
A program enabling computer simulation of the action 
of the convection and diffusion processes on the sample 
plug has been prepared by Betteridge and associates [80] 
as an aid to understanding dispersion in f.i.a .. In a sim-
ulated one-second interval the molecules move first by lam-
inar flow and then by a random step. Repetition of the 
cycle generates the experimentally-observed sequence of--
sample concentration profiles. 
3.3.2 The Tanks-in-Series Model 
Whilst the convection-diffusion model derives from 
physical concepts readily identified w1th the real f.i.a. 
situation, its mathematical treatment is a major limitation. 
As a result the Stirred Tanks-in-Series model used in chem-
ical engineering has been widely adopted as an alternative. 
Though the tanks model appears a fundamentally different 
arrangment from laminar flow in a narrow tube, 1ts advant-
age lies in providing a comprehens1ble and workable mathe-
matical model which predicts a system of dispersion peaks 
changing with increasing t1me from exponential through 
skew to Gaussian profile. It 1S a case of a theory serving 
as a useful mathematical, rather than physical, model. 
Detailed treatments of the tanks-in-series model are pres-
ented by Dankwents [69, 70], Levenspiel [72] and Appleton 
[81]. Application of the model to f.i.a. has been discussed 
by Ruzicka and Hansen [29] and by Betteridge [30]. 
A mathematical descr1ption of the model can be built 
up by calculating response of the hypothetical system to 
particular concentration inputs. The simplest of these is 
an instantaneous change in concentration, e.g. from zero 
53 
to Cm' called a "step function". The response is 
N=(n-l) 
C
n 
= Cm {1 - e-ut / V [ Eut)N / N! } (3,19) 
N=O V 
where C is the concentration of sample in the nth of a 
n 
series of hypothetical well-stirred tanks at a time t after 
the input. V is the volume of a single tank. A plot of 
the function C IC against time, resulting from a step in-
n m 
put is called an F-curve 
Input of a "delta functl.on" - corresponding to injec-
tion of an infinitessimally thin slug of sample, volume s 
and concentration C - Yl.elds the response 
m 
C 
m C
n 
= --.:::....-
(n - 1)! 
~ {~t} (n-l) e-ut / v (3.20) 
For thl.s type of input, the corresponding plot of C V/C s n m 
is called a C-curve. Equations (3.19) and (3.20) are 
derl.ved in section 9.5 of the Append1x. 
When the tanks-in-series model is applied to f.1.a., 
the manifold is considered as a series of theoretical 
~---~anks-.-Every p01nt in the manl.fold is identif1ed with a 
particular member of the faml.ly of curves represented by 
equation (3.19) or (3.20), and characterised by a part1cu-
lar value of n. The resulting equation in t describes the 
varl.ation of sample concentration wl.th time as the sample 
zone passes that point in the manifold. The C-curves 
exhibit increas1ng Gaussian character as the value of n 
increases (Fig. 3.10). 
At the peak of the nth curve (t C) p' p 
tp = (n - l)V/u (3.21) 
C
p 
= (n - 1) (n-l) • e -(n-l) I(n - 1)! (3.22) 
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where C = 
N=5 
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~ 3.3.3 The Single Tank Model -~~~~~------------
If n = I the tanks-1n-series model s1rnpl1fies to a 
single well-stirred tank model, character1zed by the F-curve 
and the C-curve 
-ut/v) e = em(l - e (3.23) 
(3.24) 
which represent the growth and decay functions respectively. 
Real practice involves the injection of a finite sample volume 
so that the ideal equation (3.24) becomes 
e = e -ut/V p • e (3.25) 
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where C 1S the concentrat10n in the tank at the start of p 
the decay process. Its value is obtained by substituting 
t = sfu in equation (3.25), i.e. 
(3.26) 
situations to which the single tank model is appropriate 
include 
(i) manifolds containing real m1x1ng chambers, 
(1i) pseudo-systems (with s1milar behaviour, but not 
containing a mixing chamber), and 
(i1i) f.i.a. manifolds equivalent to a single mixing 
stage. 
The application of real m1xing chambers for generating con-
centration gradients has been discussed in section 3.1. In 
such systems, the dispersion produced by the mixing chamber 
is dom1nant, so that the system performance approximates to 
the single tank model. This was the basis of the first 
f.i.a. titrat10ns [55]. 
A number of systems not containing a m1x1ng chamber ~ 
~ PI"Odu~_~ response~s_ which~nev~e~theless~ correspond~ to~the-s1ngl~ 
tank model. A common example is any slow response detector 
whose rate of response ~~ is proportional to its d1splace-
ment from the steady state value R 
max 
i.e. dR = k(R _ R) dt max (3.27) 
which has a form identical to equation (3.23). A large 
value of k indicates rapid response, though the response 
parameter usually quoted is In2fk, which has units of time. 
Slow response may be due to chemical, phys1cal or electronic 
characteristics of the detector, or a combination of these. 
The atomic absorption spectrometer is an appropriate example: 
a detailed treatment of its performance as an f.i.a. detector 
is presented in Chapter 5. In this case the dispersion is 
physical, rather than "apparent" dispersion due to electronic 
56 
damping. The instrument incorporates a nebuliser whose 
function is to convert the sample stream into an aerosol 
suitable for presentation to the flame. Turbulent flow 
within the spray chamber causes cons1derable mixing and 
hold up which manifests itself as an appreciable instrument 
response time. The effect on a sample plug is equivalent 
to the action of a small mixing chamber of volume 50 - 100 /ll. 
Often in f.1.a. - a.a.s. the f~ow inJection manifold serves 
merely as a means of rapid, reproducible sample transport. 
Manifold dispersion is strictly limited and may be neglig-
ible compared with that produced by the nebuliser. As a 
result the overall system response fits the single tank 
model. Its successful application to both chemical analysis 
and instrument cal1bration has been demonstrated by Tyson 
and associates (sect10ns 3.4 and 3.5). 
Finally, flow injection manifolds corresponding to 
a "single mixing stage" (n = 1), by definition, conform to 
the s1ngle tank model. The1r application to high speed 
f.i.a. titrations was discussed in section 3.2. In th1s 
case, identification of a man1fold which constitutes a 
-__ single_mixing_stage-was- based- on- equa tion- (3-; 26 )-. -A-linear 
plot of InC aga1nst t was taken to ind1cate n = 1,- and the 
gradient equated to -u/V , where V 1S the volume of the 
m m 
hypothetical m1xing stage. The zero time p01nt, at which, 
theoretically, C = C s/V, was obtained by extrapolation. 
m 
This approach raises a number of interesting points, amongst 
theln the poss1bility that the single tank model is more appro-
priate to this f.1.a. system [56] than to the earlier one 
[55] having a real mix1ng chamber. Equation (3.26) assumes 
an instantaneous delta input which is 1mpossible with a 
real tank. With an f.i.a. manifold however where the inj-
ector 1S considered part of the theoretical tank, the sam-
ple is actually present when t = O. Another point worthy 
of consideration is whether practical viability of the high 
speed titration technique is critically dependent upon the 
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, 
exper1mental conditions conforming to the s1ngle tank model. 
3.3.4 Dispersion in Modified Manifolds 
Those dispersion models generally accepted apply 
strictly only to straight tubular manifolds [75]. Never-
theless, studies of the performance of other manifolds pro-
vide useful ins1ght into the mechanism of dispersion. 
One limitation in f.i.a. is the difficulty of accom-
modating slow reactions i.e. those requiring residence 
times greater than about 20 seconds. Increasing manifold 
length achieves the required mixing and promotes chemical 
reaction but also leads to increased dispersion, loss of 
sensitivity and reduced sampling frequency. The Stopped 
Flow technique, 1n which the dispersion process is tempor-
arily suspended by halting the carrier flow, provides one 
solution. Other attempts to limit dispersion were based 
on long-standing chemical engineer1ng experience that 
turbulent flow produces the least mixing of consecutive 
sample plugs (e.g. different grades of oil) moving down 
--~~ 
a pipel1ne. In line with this, the simple expedient of 
helical coil1ng of the f.i.a. tubing [82, 75] was found to 
reduce peak width. The reduction was explained in terms 
of the secondary flow patterns which are established in 
, 
coiled tubes [82]. The d1srupt10n of lam1nar flow in fav-
our of 1ncreased radial mixing was also achieved using 
tubes packed with "large" (diameter about half the bore 
of the tube) glass beads, the manifold being ,termed a Single 
Bead String Reactor [83]. 
3.3.5 Discussion and Conclusions 
Various d1spersion models have been proposed. Whilst 
each commands a measure of support, none is universally 
adopted for routine prediction of disp~rsion pattern~ result-
ing from particular sets of experimental con~itions. 
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The experimental evidence that longitudinal convection 
under laminar flow conditions generates exponential peaks, 
and that radial diffusion confers Gaussian character, seems 
irrefutable. The Taylor model assumes ideal laminar flow 
in which radial mixing is due solely to molecular diffusion. 
For water at 20oC, the viscosity n is 0.01 g/cm s ,~ 
and the density 1 g/cm 3 • For pipe flow, Reynolds' number 
Rv is given by 
(3.29) 
Thus a typical value of RD for f.i.a. conditions (tube 
radius r = 0.025 cm, flow rate u = 2 cm3 /min, mean linear 
velocity v = 17 cm/s) is 85. 
The abrupt transition to turbulent flow begins only 
when RD exceeds 2000. Thus, whilst the prospect of fully 
turbulent flow is remote, ideal laminar flow is not the 
sole alternat1ve. The possibility of non-ideal slightly 
disturbed lam1nar flow, one of the least understood aspects 
of flow dynamics [84], should not be ruled out. 
Equation (3.29) ind1cates the increasing stability 
of laminar flow with increasing viscosity. The laminar 
flow pattern is established by the velocity gradient across 
the tube, but 1ts integrity 1S maintained by inter-molecular 
cohesion. Thus, whilst the overall flow pattern lies some-
where between the flow of heated copper drawn through a die, 
and that of a plug of small ball-bearings down a large dia-
meter pipe, 1ts exact form depends upon the nature of the 
fluid itself and upon manifold non-idealities which tend 
to disturb the flow. 
Tijssen [82] has compared f.i.a. with column chrom-
atography, arguing that exponential peaks in f.i.a. are the 
result of the poor quality and design of f.i.a. apparatus, 
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whilst the superior equlpment used by chromatographers 
yields near-Gaussian profiles. His assertion that "trans-
port phenomena in the flowing medium (in f.i.a.) are analo-
gous to those in the mobile phase flowing through chromato-
graphic separation columns" appears to ignore the roles of 
column packlng and interaction between phases in the latter. 
To support the claims, a typical f.i.a. peak obtained by 
injecting dye into water (Ruzicka and Hansen) was compared 
with a near-symmetrical peak obtained (TiJssen) under 
"comparable" conditions. These were, relative to Ruzicka 
and Hansen's values; flowrate 5x, tube radius l!x, tube 
length 2!x, the sample was toluene, the carrier isooctane 
and, apparently, the manifold was coiled! Thus the Gaussian 
peak might easily be attributed to increased radial mixing 
as a result of the coiled manifold and the weak cohesive 
forces in the non-polar organic fluld. In fact, all Tijssen's 
observations can be explained in terms of three fundamental 
processes: 
(1) axial convection which results in exponential 
concentration profiles; 
(ii) radial mixing (molecular diffusion and flow __ ------~~ 
________ ---------lnstability)-wtiich-aff~the whole plug sim-
ultaneously and confers Gaussian character; 
(iii) local discontinulty of flow (mixing chamber, dead 
volume, interaction at tube wall, local turbulence) 
which acts sequentially on the sample plug, produc-
ing a smoothing action which "tails" peaks and 
reduces their heights. Repetition of the action 
leads ultimately to Gausslan profiles, as predict-
ed by the Tanks-ln-Series model. 
Tijssen's comments, however, raise the important 
question of the generally poor specification of f.i.a. appar-
atus. Other workers [74, 85] have noted the effects of non-
idealities of the equipment on peak shape. Stone [85] has 
observed that the mere act of reconnecting an ordinary flan-
ged jOint between injections produced a four-fold increase 
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1n the variance of ten peak height measurements. Thus, 
whilst the Taylor model assumes ideal laminar flow, it 
appears that the manifold makes some contribution to the 
pattern. Where cohesive forces are weak, laminar flow is 
more readily disrupted by non-ideal connections, changes 
of direction and tube diameter, dead space, pump pulsations 
and injection surges. Radial molecular diffusion will 
then be supplemented by eddy d1ffusion. Reducing the uncer-
tainty in the degree of enhancement of radial mixing will 
therefore involve improved specifications for f.i.a. 
apparatus. 
Although this represents a step towards a quantitative 
dispersion model, the prospect may still be remote. If 
inter-molecular cohesion has more influence than that pred-
lcted by Fick's Law (molecular diffusion), dispersion theory 
faces the same limitation as the k1net1c theory: one can 
predict the state of an 1deal gas, but no real gas is ideal: 
liquids less so. 
Thus, whilst dispersion is evidently the result of a~ 
precise combination of a limited number of processes, the 
relative contributions and their form of comb1nat1on are 
difficult to predict and may vary slgnif1cantly for differ-
ent liquids and with barely-perceptible changes to the appar-
atus. This frustrates accurate mathemat1cal description and 
accounts for the current status of f.i.a. as an empirical 
techn1que. 
3.4 FLOW INJECTION ANALYSIS WITH ATOMIC ABSORPTION 
SPECTROMETRY 
During the early development of f.i.a. attention 
centred mainly around the use of spectro-photometric and 
electrochemical detectors and the potential for more general 
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applicat10n of f.i.a. was probably not 1mmediately recognised. 
Thus it was not until 1979 that Wolf and Stewart [86] repor-
ted the combination of flow injection analysis with atomic 
absorption spectrometry. Even then, progress was not start-
ling: only four more papers appeared 1n the next eighteen 
months [87 - 90]. Thereafter, however, a greater awareness 
of the advantages of the combinat10n over conventional a.a.s. 
has stimulated a growing interest. Should this be sustained, 
flow injection might well become the preferred technique of 
liquid sample introduction for a.a.s .. Publications to date 
number between 30 and 40 papers, and include a recent com-
prehensive review [91] by Tyson, whose total contribution 
accounts for about 25% of the literature. Reproduction of 
Tyson's review, which runs to some 15,000 words, at this 
point would have little merit. What is presented is a per-
sonal overview of the important aspects of f.i.a.-a.a.s., 
w1th a recommendation of the review as a more detailed treat-
ment, and particularly as an 1ntroduction to the original 
literature. 
3.4.1 Detector Characteristics ---=====~======~-----~ The scope of f.1.a.-a.a.s. is largely def1ned by the 
detect10n characterist1cs of the atom1C absorption spectro-
meter, which contribute significantly to the observed res-
ponse and also determine the application range of the 
technique. 
The first point concerns d1spersion. In f.i.a., det-
ectors are usually of the flow through type, des1gned to 
cause minimum disruption of the flow1ng stream, so that 
detector contribution to the overall signal 1S negligible. 
Thus the performance of such detectors may be close to 
"ideal"; that is, they furnish an accurate description of 
the concentration profile of the sample zone. This happy 
state of affairs arises when response is rapid (i.e. for a 
step input the signal rises instantly to maximum value), and 
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when it 1S also 11near with respect to concentration. Used 
as an f.i.a. detector, the atom1C absorption spectrometer 
has neither of these qualities. The flowing stream is totally 
dispersed on nebulisation to generate an aerosol suitable for 
introduction to the flame. The process takes time, so that 
the response is not instantaneous. In addition, spectros-
copic lim1tations restrict the !inear range of instruments, 
causing calibration plots to deviate markedly towards the con-
centration axis. As a result, the peak shapes observed in 
f.i.a.-a.a.s contain an appreciable contribution from the det-
ector. A detailed study of this subject is presented in 
chapter 5. 
The second consequence of using this type of detector 
is rather more obvious. Generally in f.i.a. a sample is 
injected and undergoes some chem1cal change in the manifold 
to yield a product which is monitored by the detector. The 
arran5ement in f.i.a.-a.a.s. is superficially the same, except 
that the chemical detector is replaced by an atom detector 
which is more or less indifferent to chem1cal form. Thus 
there is little pOint in doing any chemistry in the manifold, 
and the main appl1cations of f.1.a.-a.a.s. are therefore in 
improv1ng and extend1ng conventional atomic absorpt10n 
capab1lity. 
3.4.2 App11cations of F.I.A.-A.A.S. 
The f.1.a. technique offers major advantages for a.a.s. 
in the areas of sample handling and pretreatment, in counter-
ing matrix effects, and in instrument calibration. Each of 
these constitutes an important aspect of atomic absorption 
analysis. 
(a) Sample Handling and Pretreatment 
All samples for atomic absorption analysis require 
some form of pretreatment. This may be chemical (addition 
of reagent, releasing agent, spectroscopic buffer), physical 
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(preconcentration, dilution) or may simply involve reprod-
ucible presentation of the sample to the instrument. All 
these functions are efficiently accommodated using f.i.a. 
manifolds. 
(i) Reproducible Sample Transport In conventional 
a.a.s. the signal recorded is a function of aspiration rate 
and aspiration time. On admitting the sample, instrument 
response rises to the steady state value, is integrated for 
a fixed time period (usually about 4 s), and decays when 
the sample cup is removed. Sampl~ng time is of the order 
of 10 seconds. The delay is more serious in atomic emis-
sion spectrometry using an inductively-coupled plasma 
system, where wash-out time may be of the order of 30-40 s. 
Injection of a discrete sample volume using an f.i.a. system 
yields highly reproducible f.i.a. peaks. Baseline-to-
baseline time ~s very much shorter and both peak height 
and peak area [86] are valid measures of sample concentra-
tion (see Chapter 5). Time and sample are saved and a 
little sensitiv~ty ~s lost (since the peak signal ~s always 
less than the steady state signal under identical condit-
ions). The loss can frequently be offset by increasing 
J 
the pumping rate, wh~ch one can usually afford, since only 
, 
microlitre al~quots of sample are ~njected. This point, is 
made by Brown & Ruz~cka [92], who appear to claim better 
sensitivity from f.~.a.-a.a.s. at increased pumping rates. 
However, the sensitivity of continuous nebulisation a.a.s. 
~s likewise increased by pumping the sample, if one has 
enough of it. Precision ~s also dependent on operating 
condit~ons [87, 92, 86]. Generally the precision of an 
f.i.a. peak is better than that of a single conventional 
absorbance measurement, but not better than the usual 
integrated value. Triplicate injections have become est-
ablished practice; more could be made to increase precision. 
(ii) Sample Dilution Different degrees of sample 
dilution are achieved by varying Dispersion, either by 
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control of sample volume, which 1S very effect1ve, allow-
ing coarse control, or by control of manifold length, 
enabling finer control [93]. Use of the merging zones 
technique [87] enables degree of dilution to be controlled 
by varying pumping rates of sample and/or diluent. Very 
large d1lutions can be achieved using a zone-sampling man-
ifold [54]. Since the precision obtainable with f.i.a. 
manifolds can be less than 1% relative standard deviation, 
such dilutions produced in the flow1ng stream may replace 
manipulations using standard volumetric glassware with 
little contribution to the overall uncertainty in measure-
ment. 
(ii1) Reagent Addition Addition of releasing agent, 
excess interferent or spectroscopic buffer may be achieved 
by incorporating these in the carrier stream [94, 95]. 
Reagent economy is effected using a double injection valve 
in a merging zones configuration [87]. 
(iv) Sample Clean-up or Preconcentration Flow injection 
adapt ions of classical methods of removing interferences and 
1mproving sensitivity have also been devised. In solvent 
extract10n the main practical problem is to reconcile flow 
rates: efficient solvent extraction demands a much lower 
flow rate than the asp1ration rate of the typical nebu11ser. 
Current options include addition of complexing agent, seg-
mentation with organic phase, and phase separation, followed 
e1ther by injection of an aliquot of organic extract into a 
second aqueous carrier [96, 97], or by back-extraction 1nto 
the aqueous stream [98], before nebulisation. 
Chelating columns have also been employed for the 
preconcentration of heavy metals in seawater during the1r 
determination by f.i.a.-a.a.s. [99]. Up to 2 ml of sample 
is injected into an aqueous carrier, merged with buffer 
and passed through a Chelex-100 column, which retains the 
metals (Pb, Cd, Cu, Zn). Back flushing with an injection 
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of acid d1splaces the metals wh1ch are carried directly to 
the nebuliser. Detection 11mits as low as 1 ng/ml are 
reported. 
(v) Hydride Generation and Cold Vapour Mercury 
Determinations Both determinations have been carried 
out using f.i.a. manifold. 
by merging the sample with 
Mercury vapour was generated 
bor6hydride, and separated by 
diffusion through a teflon tape membrane. Samples in the 
range 10 to 100 ng/ml were determined with precision of 
1% r.s.d. at a rate of 110 samples/hr [100]. A similar 
generat10n of bismuth hydride enabled AstrBm to determine 
Si in the range 1 - 100 ng (per 700 ~l sample) with a 
prec1sion of 0.2 - 0.6% and at a rate of 180 samples/hr 
[101]. 
These examples of f.i.a.-a.a.s. methods illustrate 
how samples are manipulated much faster than in conventional 
procedures, with equal or better precision, and far more 
effic1ently in terms of labour, and of sample and reagent 
consumed. 
(b) Matrix Effects [102, 103] 
US1ng i.i.a. techniques it is possible to introduce 
small volumes of certain samples whose composition would 
not allow cont1nuous nebul1sation. The following examples 
are 1nvestigated in section 4.2. 
(i) High Dissolved Solids Magnesium may be determ1ned 
1n solutions conta1ning up to 32% (m/V) of sodium chloride. 
(Continuous aspirat10n of 5% NaCI for only a short time 
causes blockage of the burner). 
(ii) Sample Viscosity With conventional aspiration, 
increase of sample viscosity invariably reduces absorbance, 
probably due to the lowering of asp1ration rate and nebuli-
sat ion efficiency e.g. incorporation of 50% glycerol into 
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a 1 ppm magnesium Solut10n causes a 70% fall 1n slgnal. 
This 1S less marked in f.1.a.-a.a.s. where injection of 
30 ~l samples into a pumped stream results in a fall in 
response of only 10% 
(iii) Undesirable or Incombustible Solvents Certain 
solvents (e.g. CCl 4 ) are incombustible (extinguish the 
flame) and/or Y1e1d toxic pyrolysis products and so cannot 
be aspirated conventionally. However, the micro-l1tre 
aliquots inJected in f.i.a.-a.a.s. determinations may some-
times be tolerated. This is demonstrated by the determina-
tion of lead at low levels by extraction of the dithizone 
complex into CC1 4 and 1njection of 70 ~l into a flowing 
stream. 
(c) Calibration Methods 
Flow 1nJection techniques have also proved useful in 
the calibration of atomic absorption spectrometers. Con-
ventional calibration for the determination of real samples 
(by matrix matching or standards addition) frequently invol-
ves extensive quantitative man1pulat10ns of samples and 
standards. These operations are conveniently accommodated 
in flow man1folds, provid1ng simpler, more rapid methods 
w1th reduced operator uncertalnty. The methods developed 
are discussed in section 3.5. 
This summary illustrates the advantageous application 
of f.i.a.-a.a.s. to improved sample manipulation, reduced 
matrlx interference, and novel instrument calibration tech-
niques, all of WhlCh are contributing to the growlng import-
ance of f.i.a.-a.a.s .. A more detailed treatment of theory, 
apparatus and methodology developed to mid-1984 may be found 
in the review by Tyson [91], to which the reader is directed. 
3.5 FLOW INJECTION CALIBRATION METHODS FOR FLAME A.A.S. 
Calibration, the process which enables analytical 
evaluation of a sample response, has been discussed in Chapter 
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1, which emphasised the empir1cal nature of the function 
in atomic absorption spectrometry. In section 3.4, further 
consideration of 1nstrument response revealed 1tS kinetic 
nature. Evidently each calibrat10n method will be specific 
to both operating conditions and experimental procedure. 
Conversely, appropriate calibration methods are required 
for conventional a.a.s. and f.i.a.-a.a.s. determinations 
respectively. In explor1ng the various poss1bilities, 
important considerations are speed, simplicity and improved 
accuracy, since trad1tional procedures are either tiresome 
or of uncertain accuracy. 
Tyson's Loughborough-based group has been particularly 
active in developing calibration techniques for flame atomic 
absorption spectrometry. Of the six methods discussed below, 
the first five originate from Loughborough. The first three 
are true f.i.a.-a.a.s. methods using multiple reference sol-
utions; method four is a flow inJection method using a 
single reference; method five is a single-reference cont1n-
uous flow method of calibrating the spectrometer for evalu-
ation of st~a~y_~ta!e absorbances. The sixth method 
involves the f.1.a. gradient calibration technique recently 
proposed by Olsen, Ruzicka and Hansen [35]. 
3.5.1 Reagent Addition Method 
Determ1nation of real samples by atomic absorption 
spectrometry, e1ther by matr1x matching or by standard 
addit10n calibration method, frequently 1nvolves extensive 
quant1t1ve man1pulations of samples and reference solutions. 
These operations are conveniently accommodated in flow inj-
ection manifolds, provid1ng more rap1d methods with reduced 
operator uncertainty. For calibrations based on direct com-
parison of sample and reference responses the main require-
ment is matrix matching, i.e. adjustment of, and additions 
(of releasing agent, spectroscopic buffer, excess inter-
ferent, etc.) to the solutions in order to produce conditions 
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under which the comparison is valid. The flow inject10n 
method achieves this by 1nJection of samples and references 
into a carrier to which the necessary reagents have been 
added. Judicious exploitation of dispersion enables the 
required conditions to be attained 1n the solution before 
atomization occurs. The method was demonstrated by the 
determination of chromium in standard steel samples [95]. 
Depression of the chromium absdrbance by the presence of 
iron becomes constant when the Fe:Cr ratio exceeds 30:1 
by mass. "Matching" of the effect in samples and references 
was achieved by incorporating excess iron in the carrier 
stream. 
3.5. 2 Standar(i.~Addi tions Method: 
In circumstances where the composition of the sample 
matrix is uncertain, the standard addit10n technique is 
frequently used. Tyson and Idris [95] demonstrated an 
f.1.a. equivalent of standard add1tion, using the sample 
as carrier into wh1ch the reference solutions are injected. 
Positive peaks are obtained 1f the analyte concentration in 
the injected solut1on exceeds that in the stream, negative 
1f it is less. The concentrat10n 1ntercept of a plot of 
peak he1ght aga1nst reference concentration indicates the 
sample concentrat1on. 
Validity of the standard add1t10n method requires 
that interference effects operate to the same extent on 
both sample and reference. In the determ1nation of chromium 
in steel the cond1tion 1S fulf1lled if the mass ratio Fe:Cr 
in the dispersed sample zone is 1n excess of 30:1. 
Whilst the method was also app11ed to the determ1n-
ation of calcium in the presence of phosphate which exerts 
a constant depressive effect above a certain value. The 
same determination 1S invalidated by the presence of alum-
inium whose interference continues to increase with concen-
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tration until the calc1um absorbance is reduced to zero. 
This interference was overcome by the addition of lanthanum 
to the stream [104]. Problems encountered with burner 
blockage on prolonged nebulisation of sample streams con-
taining high salt concentration resulted 1n the discovery 
that the method works in the alternative configuration in 
which a discrete volume of the sample solution 1S injected 
into the reference solutions, used in turn as the carrier 
stream. 
These flow inJection reagent addition and standard. 
addit10n methods involve considerably less volumetric man-
ipulation than their orthodox counterparts. Further, be-
cause the flow injection standard add1tion method yields 
both positive and negat1ve peaks, the sample concentration 
1S determined by interpolat10n wh1ch 1S more accurate than 
the usual extrapolat1ve method. 
3.5.3 Peak Width Measurement 
Several examples of the determ1nation of concentration 
based on measurement of the width of an f.i.a. peak are repor-
ted in the literature. A number of groups appear to have 
der1ved "peak width" methods independently, from various 
starting points. Ruz1cka and Hansen's group [55] assumed 
an 1deal delta concentration 1nput 1nto, init1ally, a small 
m1xing chamber [55] and, later, an f.1.a. man1fold equ1va-
lent to a single m1xing stage [56], for the development of 
f.i.a. titration theory. Pungor and associates [105] based 
their electroanalytical work on the flow of a sample plug of 
finite length through a well-stirred mixing chamber. A sim-
ilar approach was adopted by Stewart and Rosenfeld [60] who 
tested the results on various automated analyses and f.i.a. 
routines. Tyson [106], was able to extend the calibration 
range of atomic absorption spectrometers by uSing an essen-
tially similar result derived from the single-tank model of 
instrument response. Pardue and Fields [57, 58] have 
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identified all such applicat10ns as particular 
of the general "variable t1me kinet1c method". 
kinetic treatment and that of Ruzicka's group, 
discussed 1n section 3.2.2. Tyson derived the 
(Appendix 9.7) 
examples 
Both the 
have been 
equation 
at = V In 
u 
Cl} V 
- u In (D - 1) (3.30) 
for the peak w1dth at at a concentration 
sample concentration is C. Applicat10n 
s 
level Cl when the 
of the equation to 
atomic absorption spectrometry was tested on the determin-
ation of magnes1um. The normal work1ng range for determin-
ation by conventional a.a.s. is about 0 - 1 ppm. Using 
peak width measurement, a plot of at against In(C
s 
- Cl)/Cl 
was found to be linear over the range 0 - 1000 ppm. The 
value of C is arbitrary but its value must be determined, 
1 
and should be chosen within the 11near range of the instru-
ment response if the absorbance analogue of equat10n (3.30) 
is to be valid. Adoption of Pardue and Fields' [57] suggest-
ion of exponential plots would have advantages: Cl would 
not be required, and the resulting plot of exp (at) against 
C would yield a linear concentrat10n scale. 
s 
3.5.4 Variable Dispersion Calibrat10n 
Pre11minary research on this calibrat10n system has 
already been carried out [107] and will be pursued in the 
present study (Chapter 4). The lead1ng idea is the ca11bra-
tion of an atomic absorption spectrometer using a s1ngle 
reference solution, by making use of d1spersion in an f.i.a. 
manifold. The degree of dilution of the stock solution may 
be controlled by varying either the injected volume or the 
length of the delay coil between injector and detector. 
Dilution of off-range samples is also envisaged. Thus, if 
Cm' the concentration of the undiluted reference solution 
(D = 1), represents the upper limit of the calibration range, 
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then the most concentrated sample which may be accommodated 
is C DT , where DT is the maximum Dispers10n available from 
m 
the system. Whilst first results are encouraging enough 
[108], some important questions require consideration, not-
ably the stability of values of D and the effects of flow 
rate and detector response character1st1cs. 
3.5.5 Continuous Dilution Calibration 
Another attractive and promising idea 1S the gener-
ation of a continuous analytical calibration function using 
a step concentration input to an exponential dilution flask 
originally filled with water. The concentration of the 
effluent from the flask is given by 
C = C (l_e-ut / v ) 
m 
(3.31) 
The effluent is led d1rectly to the nebuliser of the 
atomic absorption spectrometer and the growth of absorbance 
with time is monitored using a chart recorder or m1crocom-
puter. This record and equation (3.31) const1tute the 
cont1nuous analytical calibration function. The character-
istic time value of an unknown sample, at which the effluent 
concentration equals that of the sample, 1S obtained from 
the sample absorbance by interpolat1ng the absorbance-time 
data. Substitution of the time value 1nto equation (3.31) 
yields the sample concentration. Some pre11minary work has 
already been carr1ed out [81] and a cr1t1cal evaluation and 
feasibility study is intended in the present work (Chapter 6). 
3.5.6 Gradient Calibration 
In 1982 Olsen, Ruz1cka and Hansen [35] proposed a 
general "single-standard" f.i.a. calibration method which 
they termed gradient (or "electronic") calibration. Despite 
the enormous potential of such a contribution to f.i.a., the 
principle was only "briefly expla1ned" at the end of the 
paper. This summary treatment omitted some key details and 
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presented no real analytical results. Subsequent accounts 
of the technique [49, 50] offered no further enlightenment. 
Initially a number of standards are required, the 
peak response of each being correlated with a unique delay 
time t on the tail of the f.i.a. peak generated using the 
top standard. (In Fig. 3.11 the f.i.a. peak of the top 
standard C~ is recorded at a higher chart speed than that 
used for the lower standard C*.) 
o t delay 
t1me I -L __ ~ ____ __ 
F1g. 3.11 Characteristic delay time for standard C* 
The resulting set of (C*' t) pairs constitutes the 
calibration data. It 1S not clear whether the raw data is 
stored or whether an analytical evaluation funct1on, 
C = f[t], is obta1ned by curve fitting, though reference 
[50] possibly ind1cates the latter treatment 
The t-value corresponding to an unknown sample con-
centration is obtained by matching its peak response to the 
C; f.i.a. curve stored in the computer memory. Thereafter 
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the sample concentration is obtained by Substltutlng this 
6t value into the analytical evaluation equation or by 
interpolation of the stored callbration data. It is stated 
that recalibration requires merely a single injection to 
reconstruct a multipoint calibration curve. 
Apart from ltS potential value, the method is inter-
esting by virtue of its apparently remarkable similarity to 
the continuous dilution calibratlon method, and much might 
be learned by comparing the two. Fig. 3.12 provides a sum-
mary review of the fundamental strategies of lnstrument 
calibration. 
Two concepts emerge in instrument calibratlon: pattern 
of response and level of response. The pattern of response 
is indicated by the general shape of the calibration function 
and is determlned collectlvely by the experimental variables 
(i.e. method, instrument, operating conditions, sample). 
The level of response is measured by sensltivity, determined 
by degree of optimisation and acts independently on the res-
ponse scale without changing the fundamental response pattern 
(Fig. 3.13) 
(a) (b) 
Concentration • Concentration 
Fig. 3.13 (a) different patterns of response (R) 
(b) different levels of (llnear) response (R) 
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REFERENCES C* SAMPLE C 
I I 
(Measurement)r--------------------------~(Measurement) 
REFERENCE 
RESPONSES R* 
(Data processing 
ANALYTICAL 
CALIBRATION 
FUNCTION 
R* = f(C*) 
(Inve'l's:lon) 
SAMPLE 
PLOTTED CURVE 
RESPONSES R 
FITTED CURVE 
STORED DATA 
I 
(Interpolation) 
t 
SAMPLE CONCENTRATION C 
r------------------------, 
..... ~IANALYTICAL EVALUATION FUNCTION I .... ~ 
-1 C* = f (R*) 
Fig. 3.12 
(SUbstltutlon) 
~ 
SAMPLE CONCENTRATION C 
Scheme illustrating the theory of instrument 
calibration. 
75 
By identifying those factors in atomic absorption wh1ch 
have no influence on the pattern of response, Sot era and 
associates [109] successfully "resloped" stored a.a. cali-
bration curves using a single standard i.e. they used the 
stored response pattern and used the standard to reset the 
level of response. 
The act of plotting a conventional Ca11bration curve 
establishes the calibrat10n function by fixing both pat-
tern and level of response. Sample concentrations may 
then be determined. In cont1nuous dilut10n calibration, 
recording the absorbance/time growth curve sets the level 
of response but the pattern of response is only complete 
if one has quantitative knowledge of the mix1ng chamber 
performance (Fig. 3.14 a) 
(a) 
a a A/t d t e/t t· equa 10n 
Sample Sample 
signal t-value concentration (growth (quant1tat1ve 
curve) performance) 
(b) 
A/t data eft equat10n 
Sample Sample 
signal t-value concentration (f.La. (standards) 
curve) 
Fig. 3.14 Sample determination by (a) continuous dilution 
calibration, (b) grad1ent calibrat1on. 
In gradient 
f.La. peak 
of response 
mined using 
calibration a similar s1tuation arises. 
establishes the level of response but the pattern 
is only complete when the eft function is deter-
standards. In these cases, recording new Aft 
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data is equivalent to res loping the ca11bration. 
Whilst Olsen, Ruzicka and Hansen have conscientiously 
identified some limitations of the continuous d1lution cal-
ibration method, their account of certain aspects of grad-
ient calibration requires further clarification. Foremost, 
it is not a single standard calibration method: 1t 1S not 
even a single standard recalibration method; but may be 
accurately described as a single standard reslope method. 
However, since this category accommodates most calibration 
methods, under appropriate circumstances, gradient calibra-
tion is by no means unique. 
Reference [35] fails to emphasize that, not one, but 
an appreciable number of standards are required for an 
accurate determination of the C/~t function, whether it be 
in the form of stored data or a fitted curve. Resloping 
is a poor excuse. The need for recalibration arises from 
(i) change in sensitivity; 
(ii) change of operating conditions (e.g. carrier 
flow rate, fuel-to-ox1dant ratio in a.a.); 
(iii) change of cal1bration range (e.g. accommodating 
a more concentrated top standard by increasing 
dispersion) ; 
(iv) a d1fferent determ1nation (i.e. different chem-
istry, element, etc.). 
Of these s1tuations, only the first permits resloping. The 
rest would all change the pattern of response (shape of f.i.a. 
curve) and therefore require a complete reca11bration uS1ng 
-the full range of standards. Depend1ng on the defin1t1on 
of the term, it m1ght be d1sputed that this is a "grad1ent" 
technique. Analytical information is not derived from the 
gradient but from f.i.a. peak measurements on samples and 
references. (Despite this, the authors express their res-
ervations about f.i.a. methods based on peak measurements.) 
The f.i.a. curve is simply a stable, readily-regenerated 
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response pattern wh1ch facilitates matching of sample and 
standard responses. In effect, therefore, the calibration 
is equivalent to recording the f.i.a. peak absorbances 
against reference concentration, fitting an evaluation 
curv~ and evaluating the samples by substitution of peak 
absorbance. Any of the standards could be used to reslope 
the evaluation function. This procedure might be simpler 
than the two interpolations (or one interpolation, and a 
curve-fitting step) of the illusory gradient calibration 
method. 
3.5.7 Conclusions 
Instrument calibration procedures fall into three 
general groups. 
(i) Quantitative preparation and measurement of a 
range of standards, for the fitting or con-
struction of a calibration curve. 
(ii) Generation of an accurately-known concentrat10n 
gradient and mon1tor1ng of the corresponding 
instrument response. 
(i1i) Generation of a precise but unknown concentra-
tion gradient, standard1sat1on against sU1table 
references, and record1ng of the correspond1ng 
instrument response. 
Since it is difficult to envisage many situations where (i1i) 
offers advantages over (i), the choice appears largely res-
tricted to the options (1) and (i1). 
-. 
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CHAPTER 4 
PRELIMINARY EXPERIMENTS 
The experimental work began with a number of preliminary 
investigations. The main objectives of this exercise were 
(i) to gain experience with various items of instrument-
ation and apparatus; 
(ii) to make contact with several aspects of the research 
field; and 
(iii) to ident1fy the more promising avenues of research. 
During the course of the experimental work, and particularly 
dur1ng this exploratory phase, many new opportunities for 
original research arose. These were considered with regard to 
individual scientific importance, relevance to this research, 
and the time required to pursue them. Some of the study 
areas (e.g. the response character1stics of the a.a. spectro-
meter) provided maJor contr1butions to the work; with others 
(e.g. a.a. calibration curves; dispersion in f.i.a.-a.a.s.), 
it was necessary, at some stage, to call a halt, and record 
the findings for future reference or to be taken up by 
another member of the research group. Limitations to the 
size of this submiss10n make it impossible to include all 
the experimental work carried out. Where the results are 
of no great significance, the work is summar1zed; where they 
are inconclusive, it has been omitted. 
4.1 APPARATUS 
The apparatus employed in the experimental work is 
listed below. Reference codes are assigned for use in figures 
and to avoid repetition in the text. 
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A1 pye-Unicam SP91 atomic absorption spectrometer. 
A2 pye-Unicam SP90A atomic absorption spectrometer. 
A3 Shandon-Southern A3300 atomic absorption spectrometer. 
A4 Baird A3400 atomic absorption spectrometer. 
Cl Apple lIe microcomputer. 
M1 Gallenkamp Model SS615 combined magnetic stirrer-
hotplate. 
P1 Gilson Minipuls II peristaltic pump. 
R1 J. J. 100 linear chart recorder (J. J. Lloyd Instru-
ments Ltd.). 
R2 Pye Unicam AR55 linear chart recorder. 
R3 Tekmann TE200 l1near chart recorder. 
Sl Varian 634S spectrophotometer. 
V8 Altex 201-25 eight-port injection valve. 
V3 Rheodyne 5031 3-way valve. 
V4 Rheodyne 5020 4-way valve. 
V6 Rheodyne 5011 6-posit1on valve. 
Except where otherwise indicated, reference solutions for 
atomic absorption were prepared by d¥iution of commercial 
1000 ~g/ml stock solutions (B.D.H. Chemicals, Ltd.). 
4.2 ATOMIC ABSORPTION CALIBRATION CURVES 
Atomic absorption calibration curves range from those 
which are almost linear to those with very pronounced cur-
vature. The degree of curvature depends upon the element con-
sidered, the concentration range covered, the instrument and 
the operating conditions employed. Despite the expenditure of 
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considerable effort [15, 16, 100-113], no simple universal 
model is yet available for atomic absorption calibration 
functions. Most microprocessor-based calibration routines 
therefore employ purely empirical polynomial functions [11]. 
Although they are not derived from consideration of atomic 
absorption theory, these general models currently produce 
the most acceptable fits to the full range of calibration 
data encountered. 
4.2.1 The Construction and Inspection of a Variety of Atomic 
Absorption Calibration Curves 
(a) Experimental 
Calibration data were generated by aspirating accurately-
prepared reference solutions. A range of elements, concen-
trations, instruments and operating conditions were employed. 
The details are recorded in Table 4.1, the conditions are 
generally those giving maximum sensitivity. 
Table 4.1 Operating Conditions 
Element Instrument Resonance Slit width Acetylene line (nm) (mm) (l/min) 
Sl.lver SP90A 328.1 0.10 1.5 
Calcium SP90A 422.7 0.15 1.6 
, 
Copper SP91 324.8 0.20 1.5 
Magnesium A3300 285.2 0.10 2.75 
Chromium A3300 357.9 0.10 5.0 
Nickel A3300 232.0 0.10 2.8 
Calibration curves constructed from the data are shown in 
Fig. 4.1 (N.B. three different concentration scales). 
(b) Discussion 
Air 
(l/min) 
5.2 
5.5 
5.0 
7.75 
8.65 
8.0 
These examples illustrate the general shape of atomic 
absorption calibration curves: an initial 'linear' section 
followed by greater or lesser curvature towards the concentra-
tion axis. Ionisation effects account for the major exceptions 
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(reverse curvature) to the general pattern. EX1stence of 
the initial linear segment is debatable: it may be merely 
'less-curved' than at higher concentrations. The simple 
appearance of the curves invites the allocation of simple 
equations: the more obvious possibilities were investigated. 
4.2.2 Mathematical Analysis of Calibration Curves 
(a) Geometric Function 
If A = kCD (k, n are constants) 
then In A = In k + n In C 
i.e. a plot of In A versus InC should be a straight 
line of gradient n which intercepts the ordinate axis where 
A = k. The data shown in Fig. 4.1 yielded non-linear plots 
(generally sigmoid). Thus atomic absorption calibration 
curves may not be modelled using a simple geometric or para-
bolic (n < i) function. 
(b) Polynomial Function 
Smooth calibration plots (Fig. 4.1) are readily 
accommodated using polynomial models. However, direct 
evaluation of sample concentrations without 1teration re-
quires the use of a general polynomial in absorbance, 
i.e. C = aA + bA2 + cA3 + • . . . (4.1) 
where a, b, c, . . . . are constants. 
A particularly versatile method employs a polynomial rational 
model (A/C as a function of A) as a bas1s for least squares 
fitting, or to generate a family of overlapping curves which 
permits exact fitting to most data sets over the full cali-
bration range [114]. Objections to this approach have been 
discussed in section 1.4. Data processing violates the pre-
conditions of least squares regression and neither the 
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polynomial form nor the empirical constants a, b, c, ..• 
are easily reconciled with the theory of atomic absorption 
spectrometry. Nevertheless, the possibility of a particular 
polynomial arising from a simpler model should not be dis-
counted.- An example is given 1n the next section. 
(c) Exponential Functions 
Exponential models described by equations (4.2) and 
(4.6) were also examined. 
(4.2) 
A~ and k are constants. 
Using this equation (4.2), it can be shown (Appendix 
9.8.1) that a plot of In(dA/dC) against C should be linear, 
having a gradient of -k and absorbance intercept In(A~k). 
1. e. In(dA/dC) = In(A k) - kC 
~ 
(4.3) 
The results of linear least squares trials, using data from 
F1g. 4.1, are shown in Table 4.2. 
Table 4.2 (a) Exponent1al Model, 
C(llg/ml ) dA/dC 
0 0.020 
25 0.016 
50 0.013 
75 0.010 
100 0.0082 
k = 0.0090 ml/llg 
A = 2.22 
'" 
r = -0.999 
C' = 0.22 llg/ml 
In(dA/dC) 
-3.91 
-4.14 
-4.34 
-4.61 
-4.80 
equation (4.2): 
A(expt.) 
0 
0.46 
0.85 
1.14 
1.38 
Calibration equation: A = 2.22(1 _ e-O.009C) 
copper. 
A(model) 
0 
0.45 
0.81 
1.09 
1.32 
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Table 4.2 (b) Exponential model, 
C(llg/ml) dA/dC 
0 0.0138 
25 0.0086 
50 0.0060 
75 0.0043 
100 0.0029 
k = 0.015 ml/llg 
A", = 0.866 
r = -0.998 
Ct = 0.34 llg/ml 
In(dA/dC) 
-4.28 
-4.76 
-5.12 
-5.45 
-5.84 
equation (4.2): 
A(expt.) 
0 
0.28 
0.46 
0.59 
0.68 
Calibration equation: A = 0.866(1 _ e-O.015C) 
r is Pearsonts correlation coefficient. 
nickel. 
A(model) 
0 
0.27 
0.46 
0.59 
0.68 
Ct is the characteristic concentration, equation (4.5). 
Expansion of the exponential term in equation (4.2) 
(Appendix 9.8.1) yields the equation 
(4.4) 
which is a polynomial in C, but contains only two constant 
parameters, A and k, which relate to the fundamental charac-
'" 
teristics of the calibration curve. A represents the limit-
'" 
ing absorbance when the curve becomes parallel to the concen-
tration axis; k is the concentration constant (ml/llg) 
controlling exponentiation. The characteristic concentration 
Ct is given by the equation 
Ct = 0.0044/A",k (4.5) 
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An exponential model of the form 
A = A C.e-kC 
"" 
(4.6) 
was also investigated. When C is small, this model is 
equivalent to equation (4.4), and is therefore satisfactory 
over part of the concentration range. This was verified 
using the elements 
(i) magnesium (0 - 2 pg/ml, k = 0.286) 
( ii) nickel (0 15 pg/ml, k = 0.030) 
(lii) silver (0 20 Ilg/ml , k = 0.033) 
At higher concentrations the exponential term becomes dominant. 
The curve passes through a maximum when C = 1/k and thereafter 
has a negative gradient. The same limitation frequently arises 
with quadratic and cubic models in C [114]. 
(d) The Non-absorbable Light Model 
The curvature of atomic absorption calibration plots is 
attributed largely to the increasing, and ultimately limiting, 
proportion of non-absorbable light reaching the detector at 
higher absorbances. A model which considers the effect of 
non-absorbable light is derived in Appendix 9.8.2 and is 
represented by the equation 
{ 1 + S } A = loglO 10- kC + S (4.7) 
where S is the ratio of non-absorbable to absorbable light 
from the source and k 1S a constant. This general model 
accounts for the observed features of typical calibration 
curves. 
when C = 0, (dA/dC) = k/(1 + S) (4.8) 
when C = "", (dA/dC) = 0 
"" 
(4.9) 
and (4.10) 
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A represents the lim1t1ng absorbance at which the ca11bra-
'" 
tion plot is parallel to the concentration axis. The 
characteristic concentration, C', is given by equation (4.11) 
~ 
i. e. Ct = 0.0044(~ + S)/k (4.11) 
An immediate problem with this model is the difficulty of 
estimating values of k and S. A method was devised, using 
some results from Appendix 9.8.2, 
i. e. 
and 
dA k.l0- kC G = -- = .:!.!.~::--­
dC 10-kC + S 
A 1 + S 10 = ---7~-=--
10-kC + S 
where G (G ) is the gradient (when C=O) of the calibration 
o 
plot. Combination of these three equations yields. 
therefore 
or 
G .10A = G.l0 kC 
o 
A - loglOG = kC + loglOE(l + S)/k] (4.12) 
Thus a plot of EA - log lOG] against C should be a straight 
line of gradient k and ord1nate intercept loglOE(l + S)/k]. 
Despite the complexity of this approach, plots for magnesium, 
copper and nickel were only slightly curved, and enabled 
values of k and S to be estimated. 
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Table 4.3 Unabsorbed light model, equation (4.7). 
Element Gradient Intercept S p(%) k(ml/llg) 
Magnesium 0.95 0.05 0.066 6 
Copper 0.021 1. 75 0.18 15 
Nickel 0.019 1.86 0.38 27.5 
p represents the apparent percentage of non-absorbable 
light emitted by the source. The high value of p for Ni 
reflects the pronounced curvature of the calibration plot, 
attributed to the presence of a non-resonance line 
(231.98 nm) close to the analytical line (232.00 nm) [1]. 
4.2.3 Conclusions 
Systematic deviations from the experimental plots 
indicate that atomic absorption calibration curves are not 
accurately represented by geometric equations in C. 
The best simple alternatives to polynomial models 
are the exponential and non-absorbable light models repres-
ented by equations (4.2) and (4.7), wh1ch merit further 
investigation. Both have two parameters wh1ch are diffi-
cult to determine experimentally. Better methods might 
be found, particularly with the aid of a computer. 
A s1mple two-parameter model may be insufficiently 
flexible for universal application. If calibration func-
tions are complex, due to several mechanisms contributing 
to curvature, more parameters will be required, otherwise 
accuracy of fit will be limited. S1nce accuracy of the 
order of 1% is attainable using manually-drawn calibration 
curves, a curve fitting routine of practical use must not 
introduce a greater systematic error for any concentration 
88 
within the working range. Th1s remains the ultlmate test 
of any new calibration method. 
4.3 FLOW INJECTION ANALYSIS INVOLVING ATOMIC ABSORPTION 
SPECTROMETRY (F.I.A. - A.A.S) 
4.3.1 Investigation of the Effecl of Tube Length and Injected 
Volume on Peak Height and Dispersion Coefficient 
(a) Experimental 
Pump Sample, C s 
.. A.A.S. Water u 
PI A8 Valve, V8 
R3 
Recorder 
Fig. 4.2 Single channel manifold 
L represents a measured length (not coiled) of 0.81 mm i.d. 
teflon tubing (R.S. Components Ltd.)' 
- - __ - - - - - - - I 
Other symbols are given in section 4.1. 
The f.i.a. manifold shown in Fig. 4.2 was attached 
directly to the nebuliser of the spectrometer. The sample 
injection valve was fitted with inter-changeable standard 
sample loops constructed from measured lengths of the 0.81 mm 
i.d. teflon tubing. The carrier flow rate was 8.1 ml/min, 
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which is close to the 'natural' aspiration rate of the instru-
ment. The sample was 0.5 ~g/ml magnesium solution, chosen 
because the instrument is highly sensitive to this element 
and the calibration plot is apparently linear to at l~ast 
0.5 ~g/ml. Each sample was injected five t1mes and the mean 
response was estimated from the chart. Peak heights were 
measured in chart divisions. At the start of the experiment 
the sample produced a steady state absorbance of 0.41, equiv-
alent to 87 divisions on the chart. 
(b) Results and Discussion 
Table 4.4 Peak heights (chart divisions) 
L(cm) 
9 
25 
49 
100 
80 
H , p 
div. 
40 
o 
s(~l) 30 
30 
21 
16 
12.5 
50 70 100 
45 56 66.5 
32 41 53 
24.5 33 43.5 
19 25.5 34 
50 
150 
78 
66 
57.5 
45.5 
100 
Sample volume, ~l 
Fig. 4.3 Peak height vs. sample volume. 
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89 
90 
92 
L(cm) 
150 
100 
H, 
P 
div. 
50 
----H 
M 
90 
______ S( Ill) 
150 
__________ 100 
* 70 
50 
30 
0L-__________ ~ ______________ ___ 
o 50 100 
Tube length, cm 
Fig. 4.4 Peak height vs. tube length. 
Whilst it is well known that, at constant flow rate, 
dispersion coefficient is determined jointly by sample volume 
and tube length, the mathematical form of the relationship is 
uncertain. The effects of the two independent variables are 
summarised in the experimental plots of Figs. 4.3 and 4.4. 
The families of curves suggest the equations 
and 
m H = j s p • 
H = H /(1 + kLn) 
p m 
(4.13) 
(4.14) 
where j, m may be functions of L; and k, n functions of s. 
In fact it should be possible to derive a single equation for 
91 
Hp in terms of sand L. 
The experimental data yielded non-linear plots of 
In Hp versus In s, so equation (4.13) must be rejected. 
Ruzicka and Hansen [68] have derived equation (4.15) for 
the variation of dispersion coefficient with sample volume 
(4.15) 
Rearrangement of this equation yields 
In [D/(D - 1)] = k1s (4.16) 
Experimental plots of In [D/(D - 1)] against s confirmed 
the validity of equation (4.15) (Fig. 4.5). 
2 
t In(DID - 1) 
1 
o 
o 50 100 
Sample volume, ~l 
Fig. 4.5 In [D/(D-l)l vs. sample volume . 
. . 
150 
6 
5 
(D-l) 
4 
3 
2 
1 
o 
o 
92 
50 
Fig. 4.6 (D - 1) vs. tube length. 
1 
In (D-1) 
o 
-1 
-2 
2 3 
L, cm 
In L 
Fig. 4.7 In (D - 1) vs. In (tube length) 
30 ILL 
50 1Jl 
100 1Jl 
150 1Jl 
100 
4 
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In order to investigate the variation of dispersion 
coefficient with tube length, equation (4.14) was rearranged 
to yield 
(D - 1) (4.17) 
Experimental data plots of (D - 1) versus L (Fig. 4.6) were 
promising. The logarithmic form of equation (4.17) is 
In (D - 1) = In k + nln L 2 (4.18) 
which indicates that a plot of In (D - 1) versus In L should 
be linear with a gradient of n. The experimental data yield-
ed such plots (Fig. 4.7). Values of n obtained from them 
showed a linear correlation with s; values of In k did not. 
s(ul) 30 50 
n 0.51 0.56 
In k2 -0.45 -1.22 
70 100 
0.64 0.71 
-1.94 -2.67 
Least squares regression of n on s gave 
150 
0.86 
-3.87 
m = 2.92, c = 0.422, r = 0.998. 
The limiting value of n, when s = 0, is close to 0.5, the 
value pred1cted by Ruzicka and Hansen's 'Rule 5' [29]. k2 
is eV1dently some non-linear function of s. 
A single expression for D can now be obtained by com-
bining equations (4.16) and (4.17), i.e. 
(4.19) 
This result is not entirely convincing: it fa1ls to predict 
a minimum value of unity for D. Perhaps k2 is a function 
which corrects that. 
Conclusions 
Equations (4.15) and (4.17) successfully describe the 
variation of dispersion with sample volume and tube length, 
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respectively, under these typical f.i.a.-a.a.s. cond1tions. 
Unfortunately their combination is probably not the equation 
sought, though appears close to the truth. The error may 
lie in attempting to evaluate the roles of sand L independ-
ently. It is logical that sand L act together: the sample 
is only "large" or "small" relative to the manifold along 
which it disperses. Thus a key parameter may well be the 
relative fraction (6L/L) of the manifold occupied by the 
sample on injection [115]. An approach along these lines 
might furnish a neater result. 
4.4 SOME ADVANTAGES OF COMBINING FLOW INJECTION TECHNIQUES 
WITH ATOMIC ABSORPTION SPECTROMETRY. 
The application of flow injection techniques allows 
various extensions of the scope of conventional atomic 
absorption spectrometry. Some of these are investigated in 
this section. 
4.4.1 The Analysis of Samples Containing a High Concentration 
of Dissolved Solids. 
(a) Introduct10n 
When samples containing a high concentration of dis-
solved solids are aspirated, solid material is deposited in 
the burner. As a result the flame becomes n01sy and the 
burner may eventually block. 
(b) Experimental 
(i) Apparatus The f.i.a. manifold and the sample 
loops were constructed of 0.81 mm i.d. teflon tubing 
(Radiospares Ltd.). 
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Flame 
200 ul 
A3 w 
Pl 
vs 10 cm x x O.Sl mm i.d. 
R3 
Fig. 4.S F.I.A.-A.A.S. apparatus. 
(ii) Materials 1000 Ug/ml magnesium commercial 
stock solution; A.R. sodium chloride (B.D.H. Chemicals Ltd.). 
(iii) Procedure A large stock of 2.0 Ug/ml 
magnesium solution was prepared. Dilution of 50 ml of this 
solution to 100 ml yielded solut1ons containing 1 Ug/ml 
magnes1um. Sodium chloride (as 10% solution) was added 
before making up to volume. 
During the f1rst run the samples were aspirated conven-
tionally, each magnesium solution being followed by a corres-
ponding blank contain1ng the same concentration of sodium 
chloride but no magnesium. Aspiration of 5% sodium chloride 
solution for even a short period caused deposition in the 
burner. Aspiration of a saturated solution is not recommended. 
In the second run, 200 ul aliquots of the sample solut1ons, 
each followed by its blank, were injected into a 10 cm mani-
fold of O.Sl mm i.d. tubing. The mean peak absorbance of 
five injections was recorded. 
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(c) Results and Discussion 
Table 4.5 Absorbances o! Mg - NaCl solutions at 285.2 nm. 
Conventional A.A.S. F.I.A.-A.A.S. 
Vol o! 10% 
NaCl(ml) 
0.0 
0.1 
1.0 
10 
50 
Cone. o! 
NaCl(%) 
0.00 
0.01 
0.10 
1.0 
5.0 
Sat. 
Sample Blank Sample 
59.8 0.0 51.9 
62.4 0.0 55.7 
63.6 0.0 56.1 
62.8 1.4 55.6 
62.0 6.4 57.5 
58.5 
Concentration of magnesium in samples = 1.0 ~g/ml. 
Flow rate for !.i.a.-a.a.s. = 8.1 ml/min. 
Blank 
0.0 
0.0 
0.5 
1.2 
5.8 
16.8 
0.5 1 ~g/ml Mg + NaCl 
0.4 
A 
Net Mg signal 
0.3 
0.2 
NaCl only 
0.1 
o 
20 30 
Sodium chloride, % 
Fig. 4.9 Flow injection results (200 ~l injections into 10 cm 
of 0.8 mm i.d. tube). 
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Addition of sodium chloride up to about 0.1% results in 
enhanced magnesium absorbance, probably due to sodium atoms 
acting as an ionization buffer. Further addition of sodium 
chloride causes the signal to decrease due to increased 
matrix interferences (occlusion, viscosity). Increasing 
scatter from solid particles of salt in the flame is evident 
from the blank signals. Fig. 4.9 illustrates these trends 
in the flow injection results over the range 0 - 35% (m/V) 
of sodium chloride. Aspiration gave similar results, but 
limited to the range 0 - 5% of sodium chloride. 
(d) Conclusion 
The limiting concentration of sodium chloride in the 
sample can be increased at least seven-fold by employing 
f.i.a.-a.a.s. 
4.4.2 The Analysis of Samples whose Viscosity is High or 
Varies with Concentration 
(a) Introduction 
In conventional a.a.s., sample absorbance is influenced 
by change of viscosity. The effect is eas1ly demonstrated by 
incorporation of a percentage of glycerol into a 1.0 ~g/ml 
magnesium solution. 
(b) Experimental 
(i) Apparatus As in section 4.4.1. 
(ii) Solutions 2.0 ~g/ml Mg solut10n (prepared 
from commercial 1000 ~g/ml stock solut10n); glycerol. (B.D.H. 
Chemicals Ltd.). 
(iii) Procedure 1.0 ~g/ml magnesium solutions were 
conveniently prepared by twofold dilution of 50 ml of the 
2.0 ~g/ml ~olution. Various percentages by volume of glyc-
erol were incorporated before making up to volume. Sample 
98 
absorbance was measured using continuous free aspiration 
(steady state absorbance), and injection of both 200 and 
30 ~l aliquots (peak absorbance). 
(c) Results and Discussion 
Table 4.6 Absorbance values 
% glycerol 0 10 20 35 50 
Aspiration .91 .89 .83 .58 .25 
200 ~l injection .85 .81 .77 .68 .51 
30 ~l injection .351 .351 .350 .335 .317 
0.9 
0.8 
0.7 
Absorbance 
0.6 
0.5 
0.4 
0.3 
200 ~l 
30 ~l 
Aspiration 
0.2~ __ ~~ __ ~ ____ ~ ____ ~ ____ "_ 
10 20 30 40 50 
Glycerol, vol % in 1 ~g/ml Mg solution 
Fig. 4.10 The effect of viscosity upon A.A. absorbance. 
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In conventional a.a.s. the rapid fall of absorbance 
as v1scosity increases (Fig. 4.10) is probably due mainly 
to lower aspiration rate and nebuliser efficiency. The 
relative decrease is less drastic in f.i.a.-a.a.s., espec-
ially for small sample volumes which are appreciably dis-
persed in the carrier stream. 
(d) Conclusion 
Errors in absorbance measurement, due to small changes 
in sample viscosity, are less significant in f.i.a.-a.a.s. 
than in continuous aspiration a.a.s .. 
4.4.3 Analysis using Toxic or Incombustible Solvents or 
those yielding Toxic Decomposition Products. 
(a) Introduction 
Use of a toxic solvent, such as tetrachloromethane, 
presents several problems in a.a.s .. The substance should 
not be handled in the open laboratory (use fume cupboard), 
its aspiration extinguishes the air-acetylene flame, whilst 
pyrolysis generates the toxic gas, phosgene. 
These difficulties are largely overcome in f.i.a.-
a.a.s which prov1des a closed system into wh1ch the solvent 
may be injected without exposure to the atmosphere. In 
add1tion, the small sample volumes (a few ~l) employed do 
not extinguish the flame and yield only traces of toxic 
waste which are rapidly abstracted V1a the fume duct. 
These capabilities were demonstrated by the determ1nation 
,of lead, after the extraction of the lead-d1thizone complex 
into tetrachloromethane. Under optimum conditions the 
detection limit for lead in aqueous solution is about 0.01 
~g/ml [116]. Determ1nations below this level are frequently 
carried out using solvent extraction techniques. 
(b) Experimental 
(i) Apparatus 
(ii) Reagents 
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As in section 4.4.1. 
1 pg/ml lead solution 
Dithizone 0.3% 1n tetrachloromethane 
(filtered, stored in refrigerator, 
diluted five times prior to use). 
Thymol clue 1nd1cator. 
Ammonia, 1:1 solution. 
(iii) Procedure [117] A 0.01 pg/ml aqueous solution 
of lead was prepared by diluting 5 ml of 1 pg/ml solution 
to 500 ml. In similar manner 500 ml each of concentrations 
0.02, 0.05, 0.10 pg/ml were also prepared. A few drops of 
thymol blue were added to each solution, followed by ammonia 
until the colour was blue-green (pH> 9). 10 ml of the dil-
uted dithizone solution was added and the mixture shaken for 
15 minutes in a one-litre polythene container. The tetra~ , 
chloromethane'layer was then separated after standing for a 
few m1nutes in a separating funnel. A blank sample was pre-
pared using 500 ml of water. 70 pI aliquots of the tetra-
chloromethane extracts were injected into a dist1lled water 
carrier stream and the peak absorbance recorded at 217.0 nm 
using f1ve successive injections. The blank was treated in 
the same manner. 
The procedure was repeated at 283.3 nm, which gave 
lower sensitiv1ty and a quieter baseline. 
(c) Results and Discussion 
Lamp current, 3.5 mA 
Acetylene flow, 2.9 l/min 
Air flOW, 8.2 l/min 
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Table 4.6 Absorbance at 217.0 nm 
[Pb] aq. Mean (5) Standard Pb Pb 
l.lg/ml Peak ht. Deviation absorbance absorbance 
chart div.' A 
0.00 4.38 0.24 0.00 0.000 
0.01 5.40 0.20 1.02 0.012 
0.02 5.92 0.34· 1.54 0.018 
0.05 7.38 0.46 3.00 0.035 
0.10 9.72 0.29 5.34 0.063 
Table 4.7 Absorbance at 283.3 nm 
[Pb] aq. Mean (5) Standard Pb Pb 
l.lg/ml Peak ht. Deviation absorbance absorbance 
chart div.' 'A, 
0.00 1.78 0.29 0.00 0.000 
0.01 2.76 0.19 0.98 0.006 
0.02 3.46 0.13 1.68 0.010 
0.05 4.84 0.17 3.06 0.018 
0.10 7.40 0.34 5.62 0.033 
The instrument manufacturers manual recommended an 
acetylene flow of 2.5 l/min for the determination of lead. 
At this value, a 70 1.11 injection of tetrachloromethane 
extingu1shed the flame. To prevent th1s, the flow rate 
had to be at least 2.9 l/min. On injection, the formation 
of soot gives a high background signal, hence the large 
blank. A 200 1.11 injection of tetrachloromethane extinguished 
any flame, regardless of fuel: oxidant ratio. 
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0.07 
0.06 
217.0 nm 
0.05 
Absorbance 
0.04 
0.03 
283.3 nm 
0.02 
0.01 
70 III 
0.00 ... _______ "-______ ....1 __ 
o 0.05 0.10 
Original [Pb] aq, Ilg/m1 
Fig. 4.11 Solvent extraction: determination of lead: 
plot of absorbance/original [Pb] aq. 
(d) Conclusions 
The determination of lead in tetrach1oromethane 
solution 
injected 
chosen. 
is possible by f.i.a.-a.a.s. The sample volume 
and the fuel oxidant ratio must be carefully 
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4.4.4 Summary 
Situations arise in which f.i.a.-a.a.s. can be applied 
to considerable advantage. Samples containing high concen-
trations of dissolved solids, having variable viscosity, 
containing or generating toxic substances, are three examples. 
Success derives frequently from the ability of the f.i.a. 
system to present very small samples reproducibly to the 
spectrometer. Such precise performance was unobtainable 
with the earlier discreet nebulisation technique [118]. In 
f.i.a.-a.a.s. the steadily-flowing carrier stream continu-
ously washes the spray chamber, ma1ntains an even burner 
temperature, and allows more controlled sample introduction 
without the pressure fluctuations caused by the nebuliser 
draw1ng air between discrete samples. Another major advan-
tage of the f.i.a. system lies in providing a versatile, 
closed system which allows relatively unrestricted chemical 
manipulation whilst preventing contamination of the 
laboratory. 
4.5 VARIABLE DISPERSION CALIBRATION 
4.5.1 Introduction 
This scheme proposed the calibration of an atomic 
absorption spectrometer uS1ng only a single concentrated 
standard. By varying the dispersion to which this 1S sub-
jected in an f.i.a. manifold (e.g. Fig. 4.12), a series of 
standards might be produced extend1ng across the entire 
working concentration range. Investigation of th1s appar-
ently simple idea revealed a number of subtleties of f.i.a.-
a.a.s. which have sign1ficantly influenced the whole work. 
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4.5.2 Theory. 
Injection of the standard concentration C; produces 
a peak concentration C* given by the equation p 
C* =C*jD (4.20) P m 
where D is the peak dispersion·coefficient. Variation of 
* D Y1elds a range of values of C. A calibration curve is 
p * 
constructed by plotting the corresponding response H 
against C*. Injection of a sample concentration C ~ields p , m 
a peak response Hp' corresponding to a peak concentration 
Cp which may be evaluated by interpolating the calibration 
data. Thereafter the sample concentration Cm may be 
obtained using the equation 
C = C x D 
m p (4.21) 
Whilst this equation applies over the entire calibration 
curve, the experimental procedure is somewhat involved, 
requiring 
(i) accurate knowledge of the various values of D; 
(ii) inJection of the concentrated standard whilst 
the value of D is var1ed stepw1se across the 
range; 
(iii) 
(1V) 
(v) 
construction of the calibrat10n curve; 
measurement of the sample response H ; 
P 
determinat10n of the value of C from the cali-p 
brat10n curve; 
(vi) calculation of Cm. 
The procedure is simplified if values of D are selected 
so that the sample response Hp always falls on the 'linear' 
section of the calibration curve. The curve need not then 
be plotted, since no interpolation is involved and only 
the initial slope is required. During calibration, the 
response is given by the equation 
I 
I 
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(4.22) 
from which the constant k may be evaluated. The sample 
response is, similarly, 
= kC /D 
m 
(4.23) 
so that 
(4.24) 
4.5.3 Determinat10n of Dispersion Coefficients and 
Concentrat10n of an Unknown Sample 
(a) Introduction 
The dispersion coefficient, D, defined as the ratio 
Cm/Cp indicates the degree of dilution of the sample at 
the f.i.a. peak. Accurate determination of values of D' 
(Fig. 4.12) by a.a.s. presents a problem, espec1ally if 
the values are large. 
ment is non-linear w1th 
1S frequently not equal 
D is large either H is 
m 
or Hp is very small and 
fractional error. 
Because the response of the instru~ 
respect to concentration, C /C 
m p 
to the response ratio H /H. When 
m p 
beyond the linear response range 
therefore l1able to a large 
One method of overcom1ng the difficulty is, to cali-
brate the spectrometer conventionally prior to the initial 
determination of the dispersion coefficients. If these 
are constant, they need only be determined once in this 
way. Assuming that the f.i.a. peak absorbance recorded is 
the absorbance of the peak concentration then the ratio 
Cm/Cp may be obtained 
calibration curve. 
from H /H using the conventional 
m p 
lOG 
A second method is to determine the 1nitial slope, 
k, of the convent10nal calibration curve using a refer-
ence solution whose absorbance lies within the linear 
response range (e.g. 0 - 0.5 Ilg/ml Mg). 
so that all the C values lie within the p 
then Cp = H /k and so C /C = k.C /H . p m p m p 
(b) Experimental 
If Cm is chosen 
linear range, 
(i) Apparatus The two s1x-way valves (VG, Fig. 
4.12) were l1nked by various lengths of 1.14 mm 1.d. teflon 
tubing. Line 1, however, was made with the minimum length 
(6 cm) of 0.7 mm i.d. tubing in order to minimize its dis-
persion coefficient. 
Water 
P1 
C 
m 
Flame 
A.A.S. 
A3 
R3 
Fig. 4.12 Measurement of d1spersion coefficients. 
(ii) Materials 
and 10 Ilg/ml prepared 
Magnes1um solutions; 0.25, 2, 5 
from 1000 Ilg/ml commercial stock 
solution (B.D.H. Chemicals Ltd.). 
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(iii) Procedure The 1nitial grad1ent of the 
conventional calibration curve was determined by record-
ing the steady state absorbance of 0.25 ~g/ml Mg solu-
tion. Thereafter the dispersion coefficients of the six 
lines were determined by injecting each with 2, 5 and 
10 ~g/ml Mg solutions, followed by the sample. Each 
solution was inJected 5 times. Peak precision was esti-
mated from 22 injections of 10'~g/ml Mg solution into 
11ne 1. 
(c) Results and Discussion 
Carrier flow rate, 8.1 ml/min. 
Sample volume, approx1mately 5 ~l, constant. 
, 
Table 4.8 Measurement of dispersion coefficients. Peak 
heights are measured in recorder chart divisions 
100 div1sions represent one absorbance on the 
10 mV scale. 
C 2 ~g/ml 
m 5 ~g/ml 10 ~g/ml Unknown 
Recorder 5 mV 10 mV 10 mV 10 mV Scale 
Line H D H D H D H 
P P P P 
1 32.3 10.7 39.0 10.3 76.2 10.2 44.9 
2 22.2 15.6 28.2 14.3 57.0 13.6 31.3 
3 19.1 18.1 24.9 16.2 49.5 15.7 27.4 
4 11.8 29.3 14.4 28.0 30.0 25.9 16.4 
5 7.1 48.7 9.0 44.8 18.4 42.2 10.2 
6 5.1 67.8 5.7 70.7 11. 7 66.3 6.4 
ED 190.2 184.3 173.9 
H 
m 
(.25~g/ml) 43.2 20.1 19.4 
k.C 345.6 
m 
402.0 776.0 
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Precision of A (10 ~g/ml Mg) for l1ne 1. p 
Number of observations = 22 
Mean value of A = 59.54 P 
Relative standard deviat10n = 1.74% 
The general increase of dispersion coefficient with 
decreasing concentration introduces an addit10nal compli-
cation. In order to investigate the trend, the coeffi-
cients were rationalized relative to their mean values. 
Thus D2 indicates the dispersion coeff1cient for a 2 ~g/ml 
solution, and D is the mean dispersion coefficient given 
by 
D = (D2 + D5 + D10)/3 
(D2)1 is the dispers10n coefficient for a 2 ~g/ml solution 
along line 1, and (RD2)1 1S the relative dispersion coef-
ficient along line 1, given by 
(RD2)1 = (D2)1/(D)1 
Sample Concentration 
The sample peaks ind1cate a sample concentration 
closest to the 5 ~g/ml standard. L1nes 2 to 6 produce 
peaks w1thin the 11near sect10n of the convent10nal 
calibration plot (Table 4.10). 
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Table 4.10 Peak Heights of S~~ple and 5 ~g/ml standard. 
Line 1 2 3 4 5 6 
Sample (H )-p. 44.9 31.3 27.4 16.5 10.2 6.4 
5 ~g/ml (H ) 39.0 28.2 24.9 14.4 9.0 5.7 
P 
Ratio Hp/H; 1.151 1.110 1.100 1.146 1.133 1.123 
Mean 
From 
i. e. 
- . 
ratio (lines 2 - 6)jHp/H = 1.122 (r.s.d. p, 
equation (4.24), with linear response, 
C /5 = 1.122 0.99/0.998 
m 
C 
m 
= 5.565 ~g/ml 
1.6%) 
Th1s sample had been prepared by a colleague from my 
. 
100 ~g/ml stock solution by dilution of 5.5 cm 3 to 100 cm 3 
using a grade B calibrated 10 cm 3 pipette and a standard 
flask. The error in the concentration determlned is 0.065/ 
5.5, about 1.2%. The probable error from the volumetr1c 
apparatus used is the sum of the p1pette error (0.4%) and 
the flask error (0.1%), about 0.5%. 
(d) COnclus1ons 
(i) Available d1spersion coeffic1ents ranged from 10 
to 70 approx1mately. 
(ii) The method is capable of reasonable accuracy, 
i.e. close to 1%. 
(iii) Some care is required to achieve it. Multiple 
injections are required in order to predict the 
peak heights with sufficient accuracy. (This 
determination involved 120 injections). 
110 
(iv) The method 1S compl1cated by the variat10n of 
dispersion coefficient with concentration. 
Accounting for this requires the use of several 
standards Wh1Ch defeats the main point of the 
method. 
4.5.4 Day-to-Day Performance 
(a) Introduction 
The results of the previous exper1ment suggested 
that the method is accurate and that adequate precision 
may be achieved by replication. In that exper1ment, the 
samples were determined immed1ately after measuring the 
available dispersion coeff1cients without disturbing the 
apparatus or adjusting the operating cond1t1ons. It remains 
to be seen whether th1S is essential, or whether the disper-
sion coefficients are constant from day-to-day. 
(b) Experimental 
(i) Apparatus As in the prev10us exper1ment. The 
sample volume was increased to 12.5 ~l. 
(ii) Materials 
Solut10ns. (B.D.H. 
(iii) Procedure 
0.5, 
Chemicals 
3.5, 5.0, 15.0, 20.0 ~g/ml Mg 
Ltd.) 
In this exper1ment 1nterest centres 
around comparing the results obta1ned when the analysis is 
repeated at daily 1ntervals. The var1at1on of dispersion 
coefficient with concentration was not taken 1nto account, 
and the accuracy of the analytical results was ignored. 
The volume of the sample loop was increased to 12.5 ~l 
because it was thought that the preV10US loop (5 ~l, to give 
high dispersion coefficients) was excess1vely small and that 
even slight variations in filling the loop, injection and 
flow might contribute significantly reduce peak precision. 
A 12.5 ~1 loop still allowed production of an acceptable 
range of dispersion coefficients. 
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The initial gradient of the conventional calibration 
curve was determined by pumping the 0.5 ~g/ml Mg solution 
and recording the steady state absorbance. Thereafter, 
the dispersion coefficient of each line was measured by 
injection of the 3.5 pg/ml Mg solution. Injection of the 
20 pg/ml Mg solution down each line and use of the appro-
priate dispersion coefficient, provided data for a plot 
of peak height H against peak concentration C. 5 and p p 
15 pg/ml Mg solutions were then determl.ned as "unknown" 
samples. Matching of their peak absorbances with the curve 
yielded peak concentration, which was then multiplied by 
the appropriate dispersion coefficient to yield the sample 
concentration C , in accordance with equation (4.21). Five p 
replicates of each injection were made. 
The same procedure was carried out on three succes-
sive days without, within the limits of personal obervation, 
disturbing the apparatus or changl.ng the operating 
conditions. 
Because of the variation of dispersl.on coefficient 
with concentration over the range 2 - 10 pg/ml Mg observed 
in the previous experiment, a further check was carrl.ed 
out. The dispersl.on coeffl.cl.ents of the lines were measured 
before and after thl.S series of experiments uSl.ng a 0.5 
pg/ml Mg solution. Although the f.l..a. peaks were small on 
the 5 mV scale (used for the steady state measurement) their 
values were confl.rmed uSl.ng the 2 mV scale. 
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Cc) Results and Discussion 
Table 4.11 Dispers10n coefficients using 3.5 ~g/ml Mg 
solution 
Line 1 2 3 4 5 6 W 
Day 1 8.16 10.17 11.36 17.31 26.44 39.30 112.74 
Day 2 8.03 9.79 11.48 16.63 26.94 39.45 112.32 
Day 3 8.07 9.91 12.26 15.49 25.48 39.26 110.47 
Mean 8.09 9.96 11.70 16.48 26.29 39.34 111. 84 
Table 4.12 Determ1nation of 5 ~g/ml sample concentration 
Line 1 2 3 4 5 6 Mean r.s.d.% 
Day 1 4.43 4.52 4.49 4.85 4.98 4.54 4.81 2.3 
Day 2 4.82 4.50 4.44 4.57 4.71 4.34 4.56 3.9 
Day 3 4.84 4.76 4.90 4.96 4.71 4.91 4.85 2.0 
Table 4.13 Determinat10n of 15 ~g/ml sample concentration 
Line 
Day 1 
Day 2 
Day 3 
1 2 3 4 5 6 
15.71 14.75 14.48 14.54 15.20 15.52 
15.98 15.57 14.64 14.55 14.95 14.68 
14.69 15.45 15.45 14.87 14.27 15.51 
Mean r.s.d.% 
15.03 
15.03 
14.94 
3.5 
4.1 
3.2 
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Table 4.14 Dispers10n coefficients uS1ng 0.5 ~g/ml Mg 
Solution. 
Line 1 2 3 4 5 6 
Before expts. 
,After expts. 
7.5 9.4 
8.2 11.1 
10.4 25.8 44.8 85.1 
~2.7 15.6 29.2 72.9 
(d) Conclusions. 
(i) No obvious substantial change in the sets of 
dispersion coeffic1entsoccurredover the three 
days. (Range of ED less than 2%). The same 
can be said of the sample concentrat10ns. 
(ii) The determination of dispersion coeff1cients 
using the 0.5 Vg/ml Mg solution conf1rmed their 
apparent dependence on concentration. 
4.5.5 Evaluation of Variable Dispersion Calibration. 
The essential innovation of var1able dispersion 
calibration is the use of the flow 1nJection man1fold as 
a precise, efficient, high-speed dilut10n device. 
Hopes of achieving successful; calibrations are per-
haps encouraged by the impressive reproduc1b1lities (of 
the order of 1% r.s.d.) frequently reported for f.i.a. det-
erminations. However, a calibration method requires more 
than precision: by definition, it must be accurate. Accept-
ance of this method therefore depends upon the prec1sion 
and accuracy with which the crucial dispersion coeffiCients 
may be determined. 
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(a) The Precision of Dispersion Coefficient. 
The main challenge is to produce high dispersion 
coefficients precisely. High dispersion may be achieved 
using small sample volume, long delay coils, or wlde bore 
coils. Each incurs a forfeit. Small sample volumes are 
subject to large fractional errors and large contributions 
to dispersion coefficient from the detector (Chapter 5); 
long coils create back pressure, influencing flow rate and 
instrument response; wide bore coils give poor reproducib-
ility and long wash out times. Extensive dispersion experi-
ments, carefully conducted, uSlng high-specification 
apparatus might indicate optimum conditions to provide dis-
persion coefficients in the range 5 to 50 with a precision 
of less than 1% r.s.d., 
(b) The Accuracy of Dispersion Coefficient 
Equations (4.21) and (4.24) indicate that the evalu-
atlon of sample concentrations requires accurate dlspersion 
coefflcients. Good precision is the first step towards 
their accurate prediction, but some additional considera-
tions are involved. 
(i) Flow Rate and Concentration. In f.i.a.-a.a.s., 
it appears that disperslon coefficlent is dependent upon 
both flow rate and concentration. The latter should be 
confirmed by further experlments (over a wide concentration 
range), since it lntroduces a serious complication to the 
method. 
(ii) Instrument Contributlon. One possible lnter-
pretation of (1) above is that the dispersion coefficient 
measured in f.i.a.-a.a.s. is not determined merely by 
processes occurring within the f.i.a. manlfold, but incorp-
orates a significant contribution from the detector. The 
correction of such kinetic absorbance measurements for 
detector response time is considered in Chapter 5. At 
this stage it appears probable that the response ratio 
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Hm/Hp' measured in f.i.a.-a.a.s., is frequently not equal 
to the dispersion coefficient, as defined by the ratio 
Cm/Cp. 
(iii) The Stability of Dispersion Coefficients. Since 
the value of dispers10n coefficient appears dependent upon 
both manifold and detector characteristics, its day-to-day 
stability requires careful investigation. The preliminary 
results indicate no instability at their level of precis10n 
(peak r.s.d. about 2%), when the operating conditions are 
not changed. The next steps should be an extens1ve examin-
at10n at improved precision, and a determination of the 
robustness of the method with respect to changes in flow 
rate, sample volume and detector condit1ons. 
(iv) Acceptability of Variable Dispersion Calibration. 
Some aspects of the method require further 1nvestigation 
before it can be just1fied on theoretical grounds. Because 
it does not conform to the estab11shed calibration practice 
of subjecting the sample and the standard to 1dentical 
treatments, variable dispers10n calibration relies upon the 
absolute quantitative performance of the variable dispersion 
device, the measurement of which requires the use of a det-
ector. If dispersion coefficient is a function of detector 
response, then peak concentrations can only be accurately 
determined using an "ideal" detector (Chapter 5) whose 
contribution to the f.i.a. peak is negligible. The exist-
ence of such a detector is open to debate, as is the valId-
ity of transferring dispersion coefficients from such det-
ector to the f.i.a.-a.a.s. system. 
In V1ew of these difficulties, the preliminary results 
obtained, albeit by an involved procedure, look surprisingly 
promising. However, the level of precision was not very 
discriminating and the apparent accuracy of analysis and 
stability of dispersion coefficients might prove fortuitous 
in the light of the more extensive investigations at higher 
precision, which should constitute the basis of any further 
development. 
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4.6 CONTINUOUS DILUTION CALIBRATION 
4.6.1 Introduction 
An alternative to producing a range of reference 
solutions for calibration is to generate a cont1nuous 
reference concentration gradient. A well-tried method 
of doing this is by using a mixing chamber (Chapter 3), 
which produces the exponential concentration-time gradient 
indicated by equation (3.31) 
i.e. C = C (1 _ e-ut / v ) 
m 
C is the effluent concentration at time t 
C is the concentration of the stock reference solution 
m 
which flows at a rate u into the water-filled mixing chamber, 
of volume V, beginning when t = O. 
If the tank effluent is led directly to the nebuliser 
of an atomic absorption spectrometer, the latter may be 
ca11brated by identifying any absorbance A, observed at a 
characterist1C time t, with the instantaneous concentration 
C giving rise to it and computed using equation (3.31). 
This method was termed Continuous Dilut10n Ca11bration. As 
d1scussed in section 3.5, an essent1al prerequisite is the 
formation of an accurately-known concentration gradient. 
4.6.2 The Generation of an Exponential Concentration Gradient 
using a Mixing Chamber. 
(a) Theory 
The performance of a mixing chamber may be invest1gated 
experimentally by spectrophotometry, using solutions which 
obey Beer's Law. Since absorbance is then proportional to 
concentration, equation (3.31) may be rearranged to yield 
(4.25) 
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Thus, if the concentration of the effluent 1ncreases 
exponent1ally with time, a plot of In[A I(A - A)J m m 
against t will be a straight line through the origin and 
having a gradient of u/V. 
(b) Experimental 
Solutions 
Copper (11) sulphate pentahydrate (16 g/l) in distil-
led water. 
Apparatus 
The apparatus is represented in Fig. 4.13. A mixing 
chamber was constructed from borosilicate glass as a sealed 
unit in the form of a vertical cylinder (diameter 2 cm, 
height 3 cm) with a slight dome to allow the excape of air 
bubbles. The volume (determined by filling with water and 
weighing) was 8.40 ml. The 1nlet and outlet guides were 
slightly tapered to allow a push fit of 0.58 mm bore PTFE 
tubing inside a sleeve of 1.14 mm bore PTFE tubing (Corning 
Ltd., Laboratory Division, Stone, Staffs.). A soft iron 
magnet-follower was constructed from a pin (13 x 0.5 mm) 
sealed 1nside a short piece of the 0.58 mm bore PTFE tubing. 
Marriot bottles 
A, Water 
A B B, CuS04 aq. 
S1 ~ 
~, ~I~ ( ) , 
-
R1 
• 
M1 
W 
Fig. 4.13 Arrangement of apparatus for investigation 
of mixing chamber performance. 
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Fig. 4.14 Construction and mounting of 60 ~l flowcel1 
(a) View of long edge 
(b) View of optical face 
(c) Section through mounted flowcell 
p indicates 100' '~m ,acetate sheet measuring 10 mm x 50 mm 
r indicates 2 mm neoprene rubber sheet measuring 4.5 mm x 50 mm 
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The spectrophotometer was fitted with a home-made 
flow cell constructed by glu1ng two strips of rubber between 
acetate sheets, as detailed in Fig. 4.14. The inner dimen-
sions of the cell so formed were 30 x 2 x 1 mm. An identical 
cell filled with distilled water was mounted 1n the blank 
cell compartment of the instrument. 
Procedure 
Measurements using conventional cuvettes established 
that solutions of copper sulphate pentahydrate exhibited 
an absorption maximum at 808 nm and obeyed Beer's Law up 
to concentrations of at least 16 g/l. This concentration 
was adopted as that of the stock solution. A range of flow 
rates was obtained by varying the head of liquid between 
sample reserV01r and waste outlet. Flow rate was measured 
by averaging the volumes of effluent collected in six 1-
m1nute intervals. Seven absorpt10n-time growth profiles 
were recorded at different flow rates over the range 3.6 -
8.2 ml/m1n. 
Results and Discussion 
Plots of In[A /(A - A)J against t for seven differ-
m m 
ent flow rates are shown in F1g. 4.15. Good agreement with 
the pred1cted exponent1al response 1S 1ndicated. Some of 
the plots do not pass exactly through the origin, h1ghlight-
ing the difficulty of accurately locating the zero time 
point on the recorded absorbance-time curve. This problem 
1S cons1dered further 1n sect10n 6.2. Use of the data to 
calculate values of V 1S summar1zed in Table 4.15. Values 
of flow rate were determ1ned with a mean relative standard 
deviation of· 1.4% and the mean and 95% confidence interval 
for V were 8.74 and ±0.41 ml respectively. 
4r-----------------------------------------------------~ 
• 
3 t In [A I(A - A)] m m 
2 
1 
o 
o 100 200 
Time, s 
7.5 
6.72 • 
6.~ • 
Flow rate 
(ml/mln) 
Fig 4.15 Mixing chamber performance: semi-logarithmic plots from spectrophotometric 
monitoring at various flow rates. 
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Table 4.15 Data from plots of In[Am/(Am - A)J against t 
Flow rate 
ml/min 
3.56 
4.48 
5.07 
5.68 
6.18 
6.72 
7.50 
Gradient 
min- 1 
0.403 
0.505 
0.599 
0.630 
0.709 
0.764 
0.886 
Correlation 
coefficient 
0.99994 
0.99998 
0.99999 
0.99996 
0.99998 
0.99997 
0.99999 
v (calculated) 
ml 
8.8 
8.9 
8.5 
9.0 
8.7 
8.8 
8.5 
Observation of a theoretical chamber volume which 
probably exceeds the true volumeconfirm~the observations 
by Pungor's group, which suggests that the effect might 
be due to a mixing contr1bution within the tubes connected 
to the chamber. 
Conclusions 
The mixing chamber performs 1n accordance with slmple 
theory. The system should be constructed with zero dead 
volume and the shortest possible connecting tubes, other-
W1se the effective volume of the chamber may differ from 
its true volume. 
4.6.3 Ca11bration of an Atom1c Absorption Spectrometer by 
the Continuous Dilution Method. 
(a) Introduction 
The previous section conf1rmed that the mixing chamber 
generates an exponential concentration-time gradient. The 
quantitative exploitation of this gradient in continuous 
- --------------------
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dilution calibration requires accurate knowledge of the 
exponential time constant (u/V), used 1n the evaluation 
equation (3.31). The constant may be calculated from values 
of u and V, determined separately. However, experimental 
errors in u and V would then be compounded. Also a system-
atic error in V is likely (see previous section). Since 
the actual values of u and V are not requ1red, but only 
their ratio, it would be preferable to determine this impor-
tant parameter during the calibration process. 
Equation (4.25) ind1cates that u/V can be determined 
in spectrophotometric work as the gradient of a plot of 
In[A I(A - A)] against t. The same approach is invalid 
m m 
in atomic absorption determinations, where absorbance is 
usually not proportional to concentration. Thus, the experi-
mental absorbance-time growth curve 1S exponential only 
whilst absorbance is w1th1n the linear range of the conven-
t10nal calibration plot (Fig. 4.16). 
The effect of a non-linear absorbance-concentration 
function on the continuous calibration absorbance-time 
profile is to increase its curvature i.e. to increase the 
apparent value of the time constant. Thus the value of 
u/V der1ved from the semi-logar1thm1c plot is 1nvar1ably 
high. The d1fficulty may be circumvented, 
(1) by calibrating against a stock reference whose 
concentration, C , is with1n the l1near absorbance-
m 
concentration range of the instrument; or 
(ii) by "correcting" the atomic absorpt10n data for the 
non-linear absorbance-concentration funct10n of the 
instrument. 
Both procedures are demonstrated in this exper1ment. 
t 
A / 
/. 
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Fig. 4.16 The effect of deviation from Beer's law on 
atomic absorption calibration curves. 
(i) Linear calibration plot resulting when Beer's 
law applies. 
(ii) 
(iii) 
(iv) 
Typical conventl.onal atomic absorptl.on cali-
bration plot. 
Exponentl.al absorbance-time growth curve when 
Beer's law holds. 
Absorbance-tl.me growth curve usually recorded 
in atoml.C absorption work. 
(b) Experimental 
Solutions 
1000 Vg/ml Mg commercial stock solution. 
Apparatus 
Pye-Unicam SP90A atomic absorpt10n spectrometer with 
Philips PM 8251 chart recorder; 8.40 ml glass mixing chamber 
mounted on Gallenkamp SS 615 magnetic stirrer (operated on 
speed setting 5). The apparatus was arranged as in Fig. 4.13 
except that the atomic absorption spectrometer and recorder 
replaced the spectrophotometer. 
Procedure 
A 100 Vg/ml Mg solution was prepared by diluting the 
commercial stock solution. From this was prepared, 
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1 l1tre of 2 Vg/ml Mg solution 
100 ml of 10 Vg/ml Mg solution. 
The latter was then used to prepare 100 ml each of 0.5, 
1.0 and 1.5 ~g/ml Mg solutions. The spectrometer was opt-
imized for maximum Mg sensitivity (sl1t 0.1 mm, wavelength 
285.2 nm, lamp current 3 mA, air 5.0 l/min, acetylene 1.6 
l/min). The flow of liquid through the system (under 
hydrostatic pressure and nebuliser "suction") was measured 
(8.45 ml/min) by observing the time taken to consume 10 ml 
of solution. Absorbance-t1me growth curves were recorded 
for 0.5 and 2.0 ~g/ml stock solutions. After removal of 
the mixing chamber from the flow line, the system responses 
to step changes from distilled water to 0.5, 1.0, 1.5 and 
2.0 vg/m1 Mg solutions were recorded. 
(c) Results and Discussion 
(i) u/V by determination of u and V separately. 
u/V = 8.45/8.40 x 60 = 0.0167 s-l 
(i1) u/V from the 0.5 Vg/ml absorbance/time growth 
curve. The conventional calibration plot for Mg is 1nvari-
ably "l1near" over the concentrat10n range 0 to 0.5 Vg/ml 
(F1g. 4.17). Thus the absorbance-t1me growth curve generated 
using the 0.5 Vg/ml Mg stock solution is anticipated to have 
exponential form (Table 4.16). This was confirmed by least 
squares regress10n of In[A /(A - A}J on t which gave a 
m m 
correlation coeff1cient of 0.9999 and a gradient of 0.0160 s 
Therefore the value of v/V determined by this method 1S some 
4% lower than the empir1cal value (i) calculated earlier. 
[N.B. Since this exercise uses ratios of absorbance, values 
are conveniently measured directly from the chart in chart 
divisions (2 mm}J. 
(iii) u/V from the 2.0 ~g/ml absorbance-time growth 
curve. The plot of In[A /(A - A}J against t is seen to 
m m 
I 
I ' 
I 
I 
I 
Absorbance 
A 
Chart 
divisions 
50 
1.0 
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Fig. 4.17 Conventional atomic absorption calibration curve 
for magnesium. 
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be non-Ilnear (Fig. 4.18) wlth an initlal gradient of 0.028 
-1 
s ,considerably hlgher than the two results already 
obtained. 
Table 4.16 Data from 0.5 ~g/ml Mg absorbance-time growth 
curve. 
A (div.) t (s) In[A I(A - A)] 
m m 
13.6 10 0.182 
24.0 20 0.348 
33.0 30 0.517 
40.3 40 0.680 
46.5 50 0.842 
51.1 60 0.982 
56.5 70 1.176 
62.8 90 1.464 
67.7 110 1. 764 
74.3 150 2.402 
78.0 190 3.095 
79.7 230 3.710 
81. 7 00 
By referring to the conventional calibration curve, 
absorbance reading (A) on the 2 ~g/ml absorbance-time curve 
can be "corrected" to values A' (by projection on to the 
hypothetical linear plot), the values which would be recorded 
if sensitivity remained constant with concentration (Table 
4.17). 
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Fig. 4.18 Semi-logarithmic plots from 2.0 pg/ml absorbance-
time curve 
(a) using recorded absorbance A; 
(b) using "corrected" absorbance A I • 
Table 4.17 
t A 
10 19.0 
20 34.5 
30 45.6 
40 53.8 
50 60.0 
60 64.7 
70 68.0 
90 72.7 
110 75.6 
130 78.0 
'" 80.5 
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Data (A) from 2 pg/ml absorbance-time growth 
curve; corrected (A') using convent10nal 
calibration plot (Fig. 4.17). 
In[A /(A -A)] 
m m 
In[A' /(A' -A')] 
m m 
A' 
0.269 19.0 0.162 
0.560 34.5 0.316 
0.836 48.2 0.475 
1.104 60.0 0.637 
1.368 69.8 0.794 
1.628 78.5 0.958 
1.863 84.7 1.093 
2.334 95.0 1.369 
2.799 
3.472 
127.4 
Over the range 0 to 60 seconds (see next paragraph) the 
sem1-logarithmic plot based on the "corrected" absorbances 
was linear w1th a correlat10n coeff1cient of 1.0000 and 
a gradient of 0.0159 s-l, wh1ch is in very good agreement 
with the 0.5 pg/ml result. 
Some caution should be exercised when interpreting 
the sem1-logarithmic plots. As the steady state absorbance 
is approached, the rat10 A /(A - A) tends to infinity and 
m m 
small errors in either A or A produce large errors in the 
m 
ratio. When such points are incorporated into a statistical 
analys1s they should have a relatively low weighting. If 
unweighted least squares regress10n is employed, such p01nts 
are better omitted. (See Appendix 9.1). 
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(iv) Determination of the Concentrations of the 
test solutions. The concentrations of the 0.5, 1.0 and 
1.5 ~gjml test solut10ns were evaluated against the 2.0 
~g/ml absorbance-time curve (Table 4.18), using the proce-
dure described in the introduction. All three results 
were within 2% of the concentrations prepared. 
Table 4.18 Determination of Concentrations of test solutions. 
Concentration made 
(Mg, ~gjml) 0.50 1.00 1.50 
Absorbance 
(chart d1vs. ) 32.1 56.2 73.0 
Characteristic t1me 
t (s) 18.3 43.4 88.6 
Concentration found 
Mg (~gjml) 0.508 1.00 1.52 
Dev1ation (%) 1.6 0 1.3 
(d) Conclusions 
The princ1ple of cont1nuous dilut10n cal1brat10n was 
successfully demonstrated. The results suggest that reason-
able accuracy is attainable using s1mple apparatus. Two 
methods of determining the time constant of the mixing cham-
ber for semi-logar1thm1c plots were ver1fied. Separate 
measurement of u and V may lead to a high result for ujV. 
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4.6.4 Appraisal of Continuous Dilution Calibration 
The results of this preliminary investigation are both 
exciting and encourag1ng. However, in order to develop the 
method and to secure its acceptance, a number of questions 
need to be resolved. 
The spectrophotometric work confirms that the mixing 
chamber produces an exponential concentration-t1me gradient. 
The precision with which this 1S reproduced will require 
well-des1gned apparatus of high specification, a m1xing 
stage of zero dead volume, and short connections to the 
mixing chamber. 
The accurate prediction of the concentration-time 
function will then depend chiefly upon the accuracy with 
which the mixing chamber time constant is determ1ned. 
Further work is required in this area since the procedures 
used to demonstrate the method (sect10n 4.6.3.) are inad-
m1ssible. One method confines the calibration to the 
linear range of the calibration function wh1lst the other 
requ1res the use of a convent10nal cal1brat10n plot. 
Evaluat10n of sample absorbances via the character-
istic times, read from the absorbance-time growth curve, 
requ1res that the start of the growth curve is accurately 
located on the time axis. A standard procedure to effect 
this must be established. 
Various practical aspects require attention, such as 
the provision of suitable arrangements for manipulat1ng 
the stock reference solut10n and the samples, and for 
clearing the mixing chamber after calibration. Speeding 
up the calibration procedure will 1nvolve efficient data 
collection and processing. 
Early considerat10n should also be given to the 
implications of calibrating an instrument in a kinetic 
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mode for sample evaluat10n based on steady state absorbance; 
part1cularly with reference to the possib1lity of bias aris-
ing from a significant detector-recorder response time. 
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CHAPTER 5 
FLOW INJECTION ATOMIC ABSORPTION SPECTROMETRY: 
THE KINETICS OF INSTRUMENT RESPONSE. 
5.1 INTRODUCTION 
The use of an atomic absorption spectrometer as a 
detector in an f.i.a. system constitutes a new role for 
the instrument: that of operation in a kinetic mode. 
Investigation and critical appraisal of the spectrometer's 
performance therein highlight important aspects of f.i.a.a.s.* 
some of which are pertinent to other f.i.a. situations and 
to allied techniques such as continuous dilution calibration 
In f.i.a. (Chapter 3) the extent to which dispersion 
occurs has been quantified as the dispersion coefficient D, 
defined as the ratio C IC 
m p 
In practice the transient concentration C can only p 
be determined lndirectly. For an ldeal detector (one which 
accurately registers the concentratlon profile of the deter-
minand as it enters the detector), 
D = C IC = H IH 
m p m p (5.1) 
*f.i.a.a.s., flow inJection atomic absorptlon spectrometry, 
a general term embracing all studies in which flow injec-
tion methodology is applied to atomic absorption spectrometry. 
f.i.a.-a.a.s., a more restrlctive term, indicating flow 
injection analysis in which an atomic absorption spectrometer 
serves as the detector. 
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Thus, although the d~spers~on coefficient, an 
important f.i.a. parameter, has been defined by the 
concentration ratio Cm/Cp ' it is habitually determined 
as the response ratio Hm/Hp. For many f.i.a. techniques, 
this constitutes a valid and convenient method of deter-
mining dispersion coefficients. However, despite an 
increasing number of papers involving f.i.a.a.s., little 
has been said about the error·of extending the practice 
to this field. This application of the concept of dis-
persion therefore requires clarification, particularly 
for the benefit of newcomers to this promising extension 
of atomic absorption spectrometry (a.a.s.). Certain 
difficulties arise when detector response is non-ideal, 
as is frequently the case in f.i.a.a.s. 
Detectors for f.i.a. are usually flow-through types, 
designed to cause minimum disturbance of the flowing stream, 
so that detector contribution to the overall signal is 
negligible (Dd = 1). The performance of such detectors is 
close to ideal when the detector response is linear with 
respect to concentration and rap~d. Used as an f.i.a. 
detector, the atomic absorption spectrometer has neither 
of these qualities. Orderly sample flow is totally dis-
rupted during nebulisation to create an aerosol su~table 
for flame atomisation. The resulting analytical signal H 
relates to peak concentration of tert~ary aerosol rather 
p 
than to Cp. The process of aerosol generat~on and second-
ary condit~on~ng takes time, so that response is not instant-
aneous. In addition, spectroscopic l~mitations restrict the 
linear range of atomic absorption instrument, causing cal~­
bration plots to deviate towards the concentration axis. As 
a result of these peculiarit~es, the atom~c absorption 
spectrometer behaves as a non-ideal f.i.a. detector. 
----------- - - -
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If a discrete sample plug is placed in the carrier 
stream immediately before an ideal detector so that no 
appreciable manifold dispersion occurs, the resulting 
manifold dispersion coefficient will be close to unity. 
As is shown later (Table 5.6), f.i.a.a.s. experiments do 
not indicate this, especially when the sample volume is 
small. Under these circumstances, the ratio A lA does 
. m p 
not reflect manifold dispersion, but some "apparent" 
dispersion Dd' due solely to the detector. In f.i.a.a.s. 
work, therefore, it is important to distinguish between 
this apparent dispersion due to the response character-
istics of the spectrometer and real dispersion occurring 
in the flow manifold preceding the detector. 
In conventional use, atomic absorption spectrometers 
furnish steady state absorbance signals from which concen-
trations are derived. In this context, "concentration" 
refers to the concentration of the sample entering the 
nebuliser i.e. the spectrometer is regarded as a "black 
box" detector which enables the concentration of a sample 
input to be determined. What happens to the sample inside 
the box 1S of secondary importance to the majority of users. 
Adopting the same approach in f.i.a.a.s. we should define 
Cp as the maximum concentration of determinand 1n the stream 
prior to entering the nebuliser. Defined in th1s way, the 
ratio C IC is clearly a property of the f.i.a. manifold 
m p 
and will be termed the manifold dispersion coefficient Dm 
where 
D = C IC 
m m p (5.2) 
Again, in conventional atomic absorption work, the sample 
must be aspirated for several seconds before a steady state 
readout is obtained (Fig. 10). This response time is 
usually acceptable so long as sufficient sample is available 
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to produce the steady state absorbance. The initial 
dynamic response of the instrument is explicitly ignored 
and no allowance has been made for it. Only steady state 
absorbance is read, and this relates directly to input 
concentration. With transient concentration profiles 
such as those existing in the flowing streams in f.i.a.a.s., 
steady state conditions are seldom attained, so that the 
effects of instrument response cannot be ignored. The 
signal is no longer a simple function of the sample con-
centration Cm' but also depends upon the injected volume 
s and the sample flow rate u. 
To distinguish D -from the response ratio A lA , the 
m m p 
latter will be termed the response dispersion coeffic~ent 
Dl" so that 
Dl' = A lA m p (5.3) 
Thus Dl' includes contributions from both Dm and Dd' 
i.e. 
In part~cular, for the ideal detector (Dd = 1) we have 
Dl' = Dm; whilst, where man~fold dispersion is negligible, 
Dl' = Dd· The detector dispersion coefficient Dd is thus 
confirmed as the value of A lA when manifold dispersion 
m p 
is negligible. 
fully applied 
These concepts of dispersion might be use-
to other non-ideal f.i.a. detectors (e.g. 
slow-response potent~ometric detectors). 
Equation (5.4) represents a provocative challenge, 
since it embodies the idea of compounding dispersion coef-
ficients. Although the topic was broached by Ruzicka and 
Hansen [29] more than 6 years ago, little quantitative 
progress appears to have been made. Yet the subject has 
considerable appeal. An-understanding of it might enable 
us to measure manifold dispersion coefficients 
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accurately using f.i.a.a.s. methods. On a more general 
basis, it would be very convenient if one could plan an 
f.i.a. system by theoretically combining the dispersion 
coefficients of the various components prior to experi-
mental trial. The question of environment also needs to 
be resolved. Is the dispersion coefficient of a single 
component constant, or does it depend upon the position 
of that component in combination with others? The exist-
ing theory [equations (5.5) and (5.6)] suggests that the 
dispersion coefficient of a 10 cm length of f.i.a. tubing 
depends upon whether it constitutes the first 10 cm or 
last 10 cm of a 20 cm length of similar tubing! It seems 
that all too little is known about a concept which is uni-
versally agreed to be of fundamental importance in f.i.a .. 
Ruzicka and Hansen [29] proposed, on ,the basis of the 
definition of Dispersion, that a series of n components, 
giving individual Dispersions Di , D2 , •..••• Dn' combined 
to produce an overall Dispersion D where 
(5.5) 
However, this proposal is not consistent with their Rule 5 
which states that the D1spersion of the sample zone is pro-
portional to the square root of the distance travelled. 
Experimental results, obtained using small sample volumes 
(section 4.3), support Rule 5, which may be expressed as 
the equation 
(D - 1) = k.(L)i (5.6) 
where k is a constant. [Any acceptable equation must predict 
D ... 1 as L ... 0.] 
For tubes of equal diameters and lengths Li , L2 
L we may write 
n 
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Whilst applying equation (5.6) to their series combination 
yields 
i.e. (D - 1)2 = (Dl - 1)2 + (D2 - 1)2 + ••. (Dn - 1)2 (5.7) 
It is hoped that this "Tubes-in-Series" equation might form 
a suitable basis for a quantitative approach to the compound-
ing of dispersion coefficients [119]. Applying equation (5.7) 
to the combination of an f.i.a. manifold of dispersion coef-
ficient D 
m 
Dd enables 
and a non-ideal detector of dispersion coefficient 
equation (5.4) to be re-written as 
(D - 1)2 = (D - 1)2 + (Dd - 1)2 (5.8) 
r m 
which is also currently under investigation [119]. The 
present work, however, is concerned exclusively with detecter 
response; that is, it seeks to account for the detector's 
contribution to the signals observed in f.i.a.a.s .. 
5.2 INSTRUMENT RESPONSE THEORY 
5.2.1 The Use of Physical Models 
The scope of this investigation spans the areas of 
dispersion in f.i.a. systems and instrument response in 
atomic absorption. Both subjects have attracted the earnest 
attention of numerous researchers in recent years, yet have 
resisted accurate mathematical description. The difficult-
ies centre around the complex and multivariate processes 
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involved. Some of these are not well understood, except 
perhaps in terms of ideal behaviour, to which the real 
system seldom conforms. Even this treatment frequently 
produces equations which can only be solved by making fur-
ther restrictive assumptions. In consequence, the solutions 
are often partial or conditional approximations, and may 
involve parameters not readily related to the experimental 
variables. Examples of various treatments of the problems 
encountered in dispersion studies may be found in the work 
of Taylor, [31], Betteridge [30], Ruzicka and Hansen [29], 
Tijssen [82], van den Berg et al. [120], Reijn et al [115, 
121], and Vanderslice et al. [74]. Despite the dedicated 
efforts of these and other workers it is still not possible 
to write an expression for dispersion in terms of sample 
properties, tube dimensions and operating conditions. The 
extensive work on atomic absorption responses falls within 
two broad categories: aerosol generation which includes 
investigations by Castleman [122], Nukiyama and Tanasawa 
[123], Lane [124], Mugele and Evans [125], Bitron [126], 
Hrubeckv [127], Mercer et al. [128]; and overall nebuliser 
action, investigated by Stupar and Dawson [129], Willis [130], 
Cresser and Browner [121 - 133], Cresser et al. [134 - 136], 
Browner et al. [137, 138], and Gustavsson [139, 140]. These 
excellent studies have furnished a wealth of information 
about aerosol quality and nebuliser performance, quantified 
by an array of specially-defined parameters. Such information 
is invaluable in improving instrument performance. Never-
theless, it appears unlikely that absorbance will ever be 
directly expressed as a function of sample properties and 
nebulisation conditions. The intermediate steps are too many 
and too complex. 
In such situations a simple physical model may find 
useful application. Such models, developed by trial, error 
and modification, are based on simulation and simplification 
rather than rigorous mathematical treatment. They provide 
a tangible summary of the real system at operational level, 
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a set of parameters readily identified with the experimental 
variables, a basis for explanation, experiment, optimisation 
and forecast, and open the way to further theoretical devel-
opment. It is for these reasons that a simple modelling 
approach is adopted as a means of circumventing the present 
impasse in this field. 
5.2.2 The Single Tank Model 
Initial adjustment of an atomic absorption spectro-
meter involves selecting values of various operating param-
eters to produce acceptable instrument response. Thereafter 
the majority of these values are usually maintained constant 
whilst those selected for investigation are varied in turn. 
In the following discussion it is assumed that the instru-
ment has been optimised and that the only experimental 
variables are to be sample concentration and volume injected. 
Within its linear range, the response of an atomic 
absorption spectrometer to a step change in concentration 
(Fig. 10) resembles an exponential growth curve of the type 
A = kC .(1 _ e- ut / v ) 
m 
(5.9) 
i.e. the instrument behaves as if the concentration step 
were modified by passage through a hypothetical well-stirred 
tank of volume V, prior to detection by an 1deal detector. 
If A = A when t = ~, then A = k.C
m 
and equation (5.9) may m m 
be re-written as 
or 
(5.11) 
Equation (5.11) may be used to test experimental data; a 
linear plot of In (Am/Am - A) against t indicates that the 
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data conforms to the single tank model. Such plots, using 
experimental data (section 5.6) are invariably non-linear 
indicating a real situation somewhat more complicated than 
is represented by the single tank model. However, an ~ 
initial linear section of the plot (Fig. 5.11), occupying 
some 0.7 s, confirms response 
tank model up to about SO% of 
in accordance w1th the single 
A , (see Fig. 5.14). 
~ 
5.2.3.The Compound Exponential Model: Tanks-in-Parallel 
In seeking a complete account of the observed response 
characteristics of the detector, complications due to an 
inadequate amplifier-recorder response time are ruled out. 
Such failure would be most evident when the signal was 
increasing rapidly, contrary to what is observed. Moreover, 
the known time constant of the recording system [Sl] is at 
least five times that observed for the detector. 
However, if the flow of sample through the nebuliser 
does not correspond to ideally mixed-flow, but rather to 
arbitrary flow, which appears likely cons1dering the geometry 
of the typical spray chamber, then a spread of residence_ 
times occurs. Part of the sample passes almost unimpeded 
to the flame, wh1lst other parts are held up for varying 
lengths of time. This type of flow may be modelled by a 
number of tanks in parallel, each accommodating a portion 
of the sample flow. Fig. 5.1 illustrates a system of this 
type, consisting of n tanks of volume VI to Vn , connected 
in parallel. In this model, the fractions of the sample 
flowing through tanks 1, 2, ....•... n are fl' f2' ..... fn 
respectively, so that fl + f2 + •••••••••••• fn = 1. The 
flow rate through tank n is un where 
and for tank n the effluent concentration is C where 
n 
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Since mass is conserved at B, then 
therefore 
u l . Cl + u 2·C2 + .......... u .C C n n = 
U 
n 
= El f .. C. 1- 1-
i.e. C = 
n 
Cm· El f .• [1 1- (-f .. u.t/V.)] (5.12) - exp 1- 1-
The corresponding decay curve on switching back from the 
steady state to water is 
(5.13) 
The simplest parallel tanks model consists of just two tanks 
in parallel so that equation (5.12) reduces to 
By means of computer-generated curves (Fig. 5.13) it was 
shown that this model (equation 5.14) is capable of predict-
ing a much closer fit to the experimental data than is pos-
sible using the single tank model. 
Thus, the parallel tanks approach provides an interest-
ing and realistic model of the system response. When applied 
to predict responses to more complex inputs, however, it 
produces complicated mathematical equations which are dif-
ficult to solve. In contrast, the single tank model retains 
its essential simplicity and enables the determination of 
useful response equations for all the normal inputs. These 
equations have quantitative application where the response 
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Fig. 5.1 The basis of the parallel tanks model. 
1S observed well before the steady state is attained, 
(Fig. 5.14), e.g. in f.i.a.a.s .. 
Where the overall response dispersion D is dominated' 
l' 
by an appreciable manifold dispersion D , as may be the 
m 
case in f.i.a.a.s. and is an essential condition for con-
tinuous dilution calibration [141] work, the detector may 
be regarded as ideal since its contribution to the signal 
is negligible e.g. assuming that the equation (5.8) is valid 
for a system having Dm = 10 and Dd = 1.5, then DJ' = 10.01. 
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5.3 PREDICTION OF SYSTEM RESPONSES USING THE SINGLE TANK 
MODEL 
The basic postulate o~ the single tank model is that 
the system responds as though the sample stream leaving the 
manifold passes through a small well-stirred tank prior to 
detection by an ideal detector. The analyte mass content 
o~ the model's hypothetical tank is given by the equation 
dm dt = u,(Ci - C) 
where Ci is the instantaneous concentration entering the 
tank and C is the concentration in the tank, at time t. 
Division by V yields 
dC _ u 
dt - V • (Ci - C) 
Since, within the linear range of the system response, 
A = kC, then 
dA u dt = V (k,Ci - A) (5.15) 
The general equation (5.15) is the fundamental single tank 
model prediction of the system response to an instantaneous 
concentration input C. to the nebuliser. 
~ 
5.3.1 Application of the Single Tank Model to Conventional 
Aspiration i.e. Step Concentration Input. 
When a sample of concentration cm is aspirated, then 
Ci = cm = constant. As already established, equation (5.15) 
may be solved to yield equation (5.10), 
i.e. A = Am.(l _ e-ut / v ) 
where Am = k.cm 
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Interpreted literally, this equation predicts that 
the step concentration change generates an exponential 
increase in absorbance and that the maximum signal Am is 
recorded only after an infinite time. However, 99.9% of 
Am is attained within 2.5 s (Fig. 5.14). 
5.3.2 Discrete Sample Introduction 
The single tank model predicts that concentration 
may be determined using absorbance values recorded before 
the attainment of the steady state, provided that the res-
ponse is observed after a fixed interval of steady sample 
flow. This prinCiple is the basis of discrete sample 
nebulisation for which calibration is valid in both absorb-
ance and peak integration modes (Fig. 5.2). In accordance 
with equation (5.10) the peak absorbance Ap' attained when 
a sample of concentration C is aspirated continuously for 
m 
time t at flow rate us, is given by p 
Since tp is constant, then Ap « Cp. 
For the peak integrat10n, 
Peak Area = (a + b) 
0: C 
m 
Thus, the model but since tp is constant, peak area 
predicts that both peak heights and 
measures of sample concentration 
peak area are valid 
t 
A 
o 
o 
A 
m 
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Fig. 5.2 Theoretical absorbance-time profile from discrete 
nebulisation assuming negligible manifold dispersion. 
5.3.3 Continuous Dilution Calibration 
This technique employs a real mixing tank of volume V' 
to produce an exponential standard concentration/time profile. 
In response to a step change from zero to C in the con centra-
m 
tion input to the tank, the effluent concentration has been 
shown [141] to be 
C = C (1 _ e-ut / v ') 
m' 
(5.17) 
The detector response to an 
described by the equation (5.15). 
equation (5.17) yields 
instantaneous input C. is 
1-
Substitution of Ci = C from 
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dA 
= dt 
e~ut/V') _ A] 
therefore dA + u A = ~ k C (1 _ e- ut / V') dt V V· m 
Integration using the integrating factor e ut / V, and imposition 
of the condition A = 0 when t = 0 yields a "two-tanks-in-
series" equation 
A = [V'(l_e- ut / v ') _ V(l_e-ut / V)] (5.18) 
(V'-V) 
as the system response to the exponential concentration/time 
input. 
and the 
If the volume of the real tank is large then V' » V 
response approximates to that of an ideal detector 
i. e. 
A numer1cal example, comparing the single tank model response 
[equation (5.18)] with that of the ideal detector, is pres-
sented in the discussion in section 5.6.1. (b). 
5.3.4 Flow Injection Response 
In f.i.a.a.s., other conditions being constant, the 
peak signal Ap is always less than the steady state signal 
Am due to real dispersion in the manifold and apparent dis-
persion due to the detector. Thus, in absence of any manifold 
dispersion 
where tp = injection time = s/u 
s = injected volume 
Substitution for tp yields 
(5.19) 
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From this equation we obtain the injected volume (s)99 
required to produce a peak signal equal to 99% of the 
steady state absorbance. 
i.e. (s)99 = V.ln(100) 
If V = 0.04 ml (see section 5.6 .. 1) 
(S)99 = 0.04 x In(100) 
= 180 \11 
i.e. a volume of at least 
value equal to 99% of Am' 
180 \11 is required to produce an A p 
If volumes less than 180 \11 are injected, then, in 
the absence of any dispersion in the manifold, the recorded 
peak would be reduced due to the detector's failure to 
attain the steady state response. The injection of small 
sample volumes will give rise to h1gh apparent dispersion 
coefficients due solely to detector response characteristics. 
By way of example, a 5 \11 sample injected close to the 
nebuliser would yield a peak measuring about 12% of Am i.e. 
showing an "apparent" or "detector" dispersion of 8. Despite 
this, f.i.a.a.s. is a valid technique because, for a fixed 
injection volume, a constant fraction (1 - e-s/ V) of the pulse 
is recorded, and this remains proportional to the sample con-
centration, as explained in the discussion of discrete 
nebu11sation. 
5.3.5 Defects of the Single Tank Model 
Equation (5.19) predicts that A is independent of the p 
sample flow rate u. In practice, this is not so, as demon-
strated in section 5.6.2. Thus, although the simple tank 
model accounts for the effects of varying sample volume and 
concentration, it does not predict the results of changing 
flow rate. Before describing further refinement of the model, 
l 
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a brief account of the contributions of other workers, towards 
rationalising the complexities of pneumatic nebulisation is 
presented. 
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5.4 THE PNEUMATIC NEBULISER 
A recent report by Browner and Boorn [137] has emphas-
ised the current interest in nebuliser studies as a possible 
means of improving instrument performance. The nebulisation 
process is illustrated in Fig. 5.3. Air at a pressure PI, 
maintained by a suitable compressor, is allowed to escape 
via a venturi nozzle N. As the gas accelerates towards son1C 
velocity at the venturi throat, its pressure falls isentropic-
ally to a value P2 in accordance with Bernoulli's principle. 
Beyond the throat, the airstream broadens, its velocity falls 
and kinetic energy is transformed into potential energy, 
compressing the air to a -pressure P3. close to atmospheric 
pressure. Mathematical treatments of these processes are 
given in standard texts of fluid mechanics [142, 143]. 
Venturi nozzle 
N 
Pressure 
P A ::l.~======~!E<''?'~1 
S amp l::le PI \'-'~ 
P2 
Compressed 
Air Waste 
Bead 
Flame 
P3 
A2 
Centrifugal 
spoiler 
Fig. 5.3 The principle of the pneumatic nebuliser. 
By comparison, the mechanism of aerosol formation is 
not well understood and no exact theoretical treatment is 
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available. One can only be guided by the results of various 
empirical investigations, and the theoretical explanations 
which have been proposed. In a typical concentric nebuliser, 
P2 is below atmospheric pressure, so that sample is aspirated 
into the air stream through the nebuliser capillary, whose 
tip is axially positioned in the venturi tube. The resultant 
diverging jet of primary aerosol Al strikes the impact bead 
I and shatters to yield a secondary aerosol A2, which progres-
ses through a centrifugal spoiler before entering the flame 
as a tertiary aerosol A3. 
Since fine droplets improve sensitivity and linearity 
of response [137] whilst reducing interference effects [129] 
the supreme purpose of the nebuliser assembly is to introduce 
into the flame a large mass of sample in the f1nest po~sible 
form. Much effort has been directed towards attaining this 
goal, both in nebuliser design, and in aerosol research. 
[135, 137] 
Despite the extent of the work, understanding of the 
processes involved is still rather limited. Many sources 
[127, 136, 137, 144] quote the empirical equat10ns of 
Nukiyama and Tanasawa [equations (5.20) and (5.21)] as a 
starting pOint in describing primary a~rosol formation 1n 
concentric nebulisers. 
The distribution of droplets may be described by an 
equation of the form 
(5.20) 
where x = droplet diameter 
A, B, p, q, are constants 
Nx = number of droplets with diameter between (x 
and (]{ _:': _d~/2) I 
dx/2) 
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The Sauter mean diameter of the droplets (diameter 
of droplet whose volume-to-surface area ratio is the mean 
of the distribution) is given by 
where Xo 
a 
p 
n 
Vg' V z 
QZ' Qg 
585 [a
p
] 0 • 5 + 597 
- vZ) [J 
= droplet diameter 
= surface tension 
r= n ~O.45 
Ls ap) o. sj 
in Ilm 
(dyne-cm) 
= liquid density (g/ml) 
= liquid viscosity (poise) 
= linear velocity of gas, liquid 
= volumetric flow rates of liquid 
tively (ml/s). 
tOOO Qzj 1. 5 Q (5.21) g 
streams respectively 
and gas respec-
These useful [136] equations are based on several 
hundred tests under different conditions using subsonic gas 
flows [144]. Bitron [126] has shown that equation (5.21) 
applies equally well to superson1C flow. However, it should 
be noted that the equation is dimensionally inconsistent and 
is also said to pred1ct too high a proportion of large drop-
lets [125]. Its value, nevertheless, unlike the proposed 
mathematical alternatives, is that its parameters are readily 
identified with the operational variables of nebuliser systems. 
Equation (5.20) indicates a wide range of droplet di-
ameters in the primary aerosol (Fig. 5.4) whilst (5.21) 
implies that the mean droplet diameter is reduced by employ-
ing high volumetric gas flow at high throat velocity, and 
low volumetric liquid flow emerging at high linear volocity 
i.e. a fine nebuliser capillary is best. 
These results are supported by the findings of Lane 
[124] who investigated the critical velocity at which droplets 
shattered in air. He found 
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Fig. 5.4 Nukiyama and Tanasawa - droplet distribution. 
Nx is the number of droplets with diameters between 
(x - Ax/2) and (x + I::.x/2) given by an equation of 
the form Nx/I::.X = Axp.exp(-Bxq ) 
p = 2, q,= 1 are reported when Qg /Ql;> 5000 and 
Vg > 180 m/so 
In this example, B = 0.2, p = 2, q = 1. 
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d = 612 
(v - U)2 
where d = droplet diameter in mm 
v = critical air velocity in m/s 
u = droplet velocity on bursting, in m/s 
Thus, increasing u stabilises larger droplets, whilst 
increasing v destabilises larger droplets in favour of 
smaller. 
Cresser [135] has observed that increased volumetric 
flow of liquid increases the pressure P2 at the capillary 
tip. It might be envisaged that increased liquid flow 
results in loss of kinetic energy of the air stream due 
to collision with an increasing mass of liquid, which in 
turn removes the seat of the pressure depression. At high 
liquid flow rates the mass flow of liquid (5 - 10 ml/min) 
may approach that of the gas (8 l/min). Since aerosol pro-
duction and transport are powered by the energy of the air 
stream, it is likely that these processes will be influenced 
by liquid flow rate. However, the bulk of the energy expend-
ed in forming droplets and accelerating them to the speed 
of the air stream is redistributed as thermal energy since 
approximately 95% of the aerosol mass strikes the walls of 
the spray chamber and drains to waste. Evaporation of water 
from the droplets and from the walls of the spray chamber 
constitutes the main loss of energy carried by the air 
stream [128]. 
A typical Sauter mean droplet diameter may be calcu-
lated using data for distilled water at 20'C: 
a = 0.010 poise 
p = 0.998 g/cm 
n = 72.6 dyne/cm 
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substituting these values in equation (5.21) yields 
For a typical "nebuliser, v L = 1 m/s 
1000 
v v ~ v = 330 m/s g - L g 
1000 x 8 ml/min = 1 
8 l/min 
4990 
xo = 330 + 28.7 = 15.0 + 28.7 = 43.7 ~ 
i.e. the mean droplet diameter of the primary aerosol is 
43.7, ~m A series of results calculated in this way 
are illustrated in Fig. 5.5. 
After investigating the effect of nebuliser geometry 
under fixed operating conditions, Hrubecky [127] confirmed 
that maximum nebulisation occurs when the liquid is injected 
along the central axis of the air stream at the point of 
maximum velocity. In this way, the maximum area of liquid 
surface comes in contact with the air stream, with little 
----~di~tuTbanee-of_the_Tiow to impa±r-the fOTmation o~l~~ament~-----­
droplets at the surface, after the mechanism proposed by 
Castleman. [122] 
Impactor surfaces, placed in the path of the primary 
aerosol jet, are widely employed to increase the volume of 
aerosol generated. Experimental evidence indicates that 
they also raise the mean diameter of the droplet distribution 
[131]. Formation of larger droplets might result from frag-
mentation of the liquid film depOSited on the surface of the 
, bead [136] and from disruption of the airstream both by the 
bead and by the shattering of the primary liquid droplets 
[127]. Thus the immediate result is probably an increased 
x, llm 
300 
200 
100 
o 
o 
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For water at 20'C 
500 
{ 
_1000 }1.5 
- = ~ + 28.7 
x v Qg/Q." 
where v = Vg - v." 
1000 
Fig. 5.5 Nukiyama and Tanasawa; mean droplet diameter. 
156 
volume of secondary aerosol of inferior quality. Fortunately, 
many of the larger droplets are short-lived, S1nce the great 
bulk are removed by gravitation and by collision with the 
walls of the spray-chamber, a process promoted by such devices 
as centrifugal spoilers, so that the tertiary aerosol which 
finally enters the flame is much finer. These modifications 
of the aerosol, between generation and entry into the flame, 
are illustrated in Figure 5.6. 
In view of the complexity of the nebulisation process 
the probability of deriving theoretical expressions linking 
absorbance and nebulisation rate appears remote. Clearly u, 
QL' Qg contribute to the character of the aerosol entering 
the flame, which in turn determines the absorbance, but, apart 
from qualitative guidelines, little more can be said to link 
these entities. 
Under these circumstances, a possible solution is to 
attempt to extend the single tank model to take account of 
the effects of flow rate. 
5.5 EXTENSION OF THE SINGLE TANK MODEL TO ACCOMMODATE THE 
EFFECTS OF FLOW RATE 
In order to allow greater flexibility, the single tank 
model was extended as shown in Fig. 5.7. 
The well-stirred hypothetical tank has two inputs: a 
constant stream of diluent flowing at q ml/m1n and the sample 
stream flowing at u ml/min. A useful fraction, p, of the 
sample is dispersed throughout the tank whilst the remainder 
flows to waste. The observed system response is the response 
of an ideal detector to the tank effluent. Incompressible 
flow is assumed throughout. It is anticipated that p will 
vary with flow rate. Consideration of the analyte mass 
balance of the tank yields 
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N /6x 
" Secondary aerosol 
Tertiary aerosol 
rl.mary 
aeroso 
o 
o 20 40 60 
Droplet diameter, x, ~m 
Fig, 5,6 Approximate relative distribution of droplets in 
primary, secondary and tertiary aerosols of typical 
AA nebuliser, 
N", is the number of droplets having diameters 
between (x - 6x/2) and (x + 6x/2). 
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I Ideal Detection I 
Sample stream 
u ml/min 
C. 
'l. 
(1-p)u 
Waste 
pu 
Effluent 
Q ml/min 
V 
= (q + pu) ml/min 
Diluent 
q ml/min 
Fig. 5.7 Basis of the extended tank model. 
Division by V yields 
dC 
= dt 
p. u. Ci 
V 
Q.C 
-V 
p.u.C. - Q.C 
'l. 
(5.22) 
NOW, at any instant, the absorbance is proportional to the 
rate at which analyte enters the ideal detector, i.e. A = 
k.Q.C, where k is a constant. Substitutio~ for Q.C in 
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equation (5.22) yields 
v 
Q 
dA dt + A = k.p.u.Ci (5.23) 
Equations (5.22) and (5.23) are mathematical expressions of 
the extended tank model of the system response. 
An acceptable model must account for the experimentally-
observed responses of the system. These are considered in 
the discussion which follows. 
5.5.1 System Response to a Step Change in Concentration from 
zero to C at a Steady Flow Rate u. ~~~~m __ ~~~~~~~~~~~ 
Substitution of C. = C into equation (5.22) yields 
~ m 
dC + QC = P.u.Cm dt V V 
Integration using the integrating factor eQ· t / v and writing 
C = 0 and t = 0 gives the solution 
and 
A = k.p.u.C .(1 _ e- Qt / v ) 
m 
(5.24) 
(5.25) 
i.e. the model predicts the exponential growth of absorbance 
to a steady state value k.p.u.C
m
, the system response time 
constant being determined by the total flow Q through the 
system, rather than by the sample flow u. Thus, more rapid 
response is predicted by increasing the diluent flow, q. The 
greater dilution of the sample is compensated by increased 
volume flow rate to the ideal detector so that absorbance is 
unaffected if p remains constant. 
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The temptation is to equate p 1n the model with the 
transport efficiency of the real nebuliser, but that is a 
gross oversimplification. In the effect, p is an empirical 
function relating absorbance and sample flow rate for a 
given set of instrument and operating conditions. In a real 
system absorbance depends on a number of interconnected 
variables. It is not possible to vary sample flow rate 
whilst all the others remain constant (e.g. nebulisation 
efficiency changes with flow rate). Browner et al. [138] 
have developed the concept of useful aerosol mass (W ) as 
u 
a single figure of merit for nebuliser performance. Whilst 
useful in nebuliser studies and in development work, the 
concept is of limited operational application since it is 
not readily evaluated in terms of the experimental variables. 
In f.i.a.a.s. work, interest centres around the useful 
exploitation of flow rate with a fixed detector setting. 
The model parameter p may find application in this context. 
It is emphasised, however, that p, like W
u
' is a complex 
function of overall nebuliser performance, and which, even 
for a Single system, probably does not have day-to-day 
reproducibility. Nevertheless, it does represent a convenient 
means of making quantitative allowance for nebul1sation 
effects within a physical model which otherwise totally 
ignores that problem area, the aerosol. 
Results obtained using real atomic absorption detectors 
reveal that the gradient of the graph of absorbance against 
flow rate decreases with increasing flow rate, eventually 
becoming zero or negative under the 1nfluence of such factors 
as lower nebuliser efficiency, changes in droplet size distribu-
tion, and increased solvent loading to the flame. These 
effects would be modelled using a p-function which decreases 
with sample flow rate. It is hoped that a further study of 
the way in which p varies might provide information useful 
in optimising--the-system [119]. 
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5.5.2 F.I.A.A.S Predictions. 
Assuming no manifold dispersion (i.e. plug flow), 
the response predicted by the extended tank model to a 
step change from 0 to C is given by equation (5.25) i.e. 
A = k.p.u.C (1 - e-Qt/v). If a discrete volume s is injected 
m 
at a constant flow rate u, then tp = slu and 
(5.26) 
When u and s are constant, equation (5.26)'simplifies 
to A «C i.e. peak height is a valid measure of injected p m 
concentration. 
When Ci and s are_ constants, Ap varies with u accord-
1ng to the equation 
(5.27) 
where Am 
and Q = q + p.u 
Thus the peak height varies with flow rate in a similar 
manner to the steady state value. Note however that both 
the steady state maximum A and the fraction recorded as 
m 
the pulse A are functions of flow rate, so that the response p 
dispersion, too, varies with flow rate i.e. from equation 
(5.27), 
D = A lA = (1 
r m p (5.28) 
Some values of Dr calculated using this equation are compared 
with the experimental values in the discussion in section 
5.6.2 (b). 
The peak height is observed to increase with increasing 
volume of sample injected, as predicted by the model. Since 
u and C are constants, equation (5.27) predicts that A m -'"" ',_' __ "____ __ _ __ __ __ _ _ p 
increases exponentia11y with s up to a maximum of Am where 
s = 00 
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Experiment (section 5.6.2) reveals that Ap passes 
through a maximum value (A) with increasing u, and p max 
thereafter decreases. Substituting Q = q + pu in equation 
(5.26), followed by differentiation with respect to u and 
setting 
yields the equation 
(eQVi/UV _ l)(p + u ~) 
·du 
_ {dP q} 
- p.u.Vi · du - UZ (5.29) 
If the function p is known in terms of u, equation (5.29) 
may be solved to give a value umax ' the sample flow rate 
giving maximum f.i.a.a.s response using an injected volume 
s. A numerical example is given in section 5.6.2 (b) demon-
strating that u increases with s. 
max 
5.5.3 Peak Width Measurements. 
When the single tank model was adopted in preference 
to the parallel tanks model, it was accepted that observa-
t10ns should be limited to the initial part of the absorb-
ance-time response curve which approximates to a simple 
exponential function. Thus it is expected that the single 
tank model will lose its quantitative validity as observa-
tion times are extended up towards steady state condit1ons. 
This limitation should be borne in m1nd when considering 
measurements of peak width. Some error m1ght appear inevit-
able, nor can it be minimized by measuring close to the 
baseline, since, although this corresponds to a short obser-
vation time for the growth curve, it represents a long 
observation time for the decay curve. It may be that best 
accuracy is achieved by measuring at half the peak height, 
as is done in chromatography, since it has already been 
shown that the initial (up to 80% of Am' section 5.6.1) part 
of the response curve approximates closely to a single 
exponential function. 
163 
Tyson [106] has used peak w1dth measurement at a 
constant height above the baseline as a means of extending 
the calibration range-of an atomic absorption spectrometer 
over several orders of magnitude. Signal growth is des-
cribed by equation (5.25), 
so that 
where Am = k.p.u.C 
and Q = q + pu 
-Qt/V) A=A
m
·(1-e 
whilst for the corresponding signal decay 
t' = Y In {~} Q Al 
(5.30) 
(5.31) 
where t' is time measured from the start of the decay process. 
t 
A 
o 
o 
Fig. 5.8 
A 
m ----------------
I 
I 
tp -t 1 I 
Al 1_ - - - -1-
1 I 
I 
I 
o 
-
--
., 
~ 
-- 1- ---
I 
Peak Width Measurement 
-
----
t, time (growth) 
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Fig. 
absorbance 
5.8 shows that the total peak width at the 
level Al is given by 6t where 6t = tp - tl + t 2 . 
substituting the appropriate expressions from 
equations (5.30) and (5.31), and rearranging yields 
V 6t = - In Q 
(5.32) 
At constant flow rate both Q and D are constant and 
l' 
absorbance is proportional to the concentration of analyte 
in the hypothetical tank, so that equation 5.32 reduces to 
the form 
(5.33) 
i.e. a graph of peak width against In(Cm C) is a straight 
l1ne of gradient V/Q. Substitution for ~ from equat10n 
(5.27) and D1' from equation (5.28) in equation (5.32) 
yields an expression for the variation of peak width with 
flow rate, 
1. e. 6t = In {(eQS / Uv - 1) k.p.u.C. } ( 1- _ 1) 
Al 
(5.34) 
where Q = q + pu 
Peak width- at -c6-nstant height is therefore dependent upon 
both injected concentration and flow rate. 
If peak width is measured at a constant fraction of 
peak height, Ap/n, then 
Substituting this value of ~/Al into equation (5.32) 
yields the equation 
lit 
n 
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v {n.DI' - 1} 
= - In --~--~ Q DI' - 1 (5.35) 
Thus, in contrast with the last result, the peak width at 
a constant fraction of peak height 1S independent of the 
injected concentration. 
Substitution of the expression for D from equation 
l' 
(5.28) into equation (5.35) and rationalization of the 
logarithm term by (eQV1/vu_l) yields the equation, 
(5.36 ) 
If the peak width is measured at half the peak height 
then n = 2 and 
(5.37) 
The peak width results are illustrated in Fig. 5.9. 
5.6 EXPERIMENTAL 
Apparatus 
Shandon Southern A3400 atomic absorption spectrometer; 
Tekmann TE200 chart recorder; Gilson Minipuls 2 peristaltic 
pump; Rheodyne, model RH5031, 3-way teflon rotary valve; 
Altex, model 201-25, eight-port injection valve; Marriott 
bottles (constant-head reservoirs); 1000 ~g/ml Mg solution 
(BDH Chemicals Ltd). 
5.6.1 Investigation of Single Tank Model of System Response 
(a) Procedure 
Marriott bottles containing tri-distilled water and 
0.25 ~g/ml magnesium solution were connected to alternate 
t 
A 
o 
o 
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t. 
'Z-
Time .. 
Fig. 5.9 Effect of increasing Ci on peak width (s is 
constant) . 
The peak width at half peak height is constant 
as Ci increases. 
The peak width at constant height Al increases 
as Ci increases 
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inlets of the 3-way valve. The common outlet was connected 
directly to the nebuliser by means of a 4.5 cm length of 
0.58 mm i.d. teflon tube. No pump was employed. Switching 
the valve smartly changed the input from water to magnesium 
solution. The growth of absorbance with time was monitored 
by the chart recorder operating at its maximum speed of 1 
cm/so The procedure was repeated four times and the five 
sets of results were pooled to'obtain the mean absorbance-
time growth profile (Fig. 5.10). The solution flow rate 
was determined by measuring the time taken for the aspiration 
of 20 ml of solution, delivered by pipette to the intake of 
the appropriate supply line w1thout changing the hydrostatic 
head. 
(b) Results and Discussion 
Table 5.1 Results of Experiment 1 
Time (s) 0.5 1 2 3 4 6 10 
Curve No. Absorbance (Chart divisions) 
1 37.6 72.1 76.6 79.5 80.6 81.8 83.3 87.2 
2 37.3 70.5 78.8 80.4 81.3 82.2 82.9 87.2 
3 44.7 71.7 78.5 80.4 81.4 82.5 83.7 86.5 
4 38.0 70.6 79.0 80.5 81.4 82.5 83.8 87.8 
5 34.6 69.1 78.1 79.6 80.4 81.6 83.4 87.9 
Mean 38.4 70.8 78.2 80.1 81.0 82.1 83.4 87.3 
r.s.d. (%) 9.7 1.7 1.2 0.61 0.59 0.50 0.43 0.65 
In(~/~-A) 0.58 1.67 2.26 2.49 2.63 2.82 3.11 
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Am = 0.22 (87.3 chart divisions) 
---------------------
0.2 
Water 0.25 \lg/ml Mg 
A 
Waste AA 
0.1 
Recorder 
switch valve 
/ o.o~____________ ~ ____________ ~ ______ __ 
o 5 10 Time, s 
Fig. 5.10 Mean absorbance/time curve for the free aspiration 
of 0.25 \lg/ml magnesium solution. 
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3 
G = 0.064/s 
2 
In {A~~A} 
1 
Go = 2.86/s 
o 
o 5 
Time, s 
Fig. 5.11 Graph of In(Am/Am - A) against t for 
absorbance/time results. 
10 
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The plot of In(A lA - A) aga1nst t 1S non-11near (F1g. 5.11). 
m m 
Initial gradient, 
Final gradient, 
Go = 2.86 s-1 
G = 0.064 s-1 
00 
Aspiration Rate: 20 ml of solution was aspirated in 158 s 
i. e. u = 0.127 mlls 
The two apparently linear sections of the plot of 
In(~IAm - A) against t (Fig. 5.11) suggest that the system 
response might conform to a compound exponential function 
containing two exponential terms with very different time 
constants, corresponding to the gradients Go and Goo ' 
(i) Parallel Tanks Model: Two Tanks 
",- ....... 
VI 
ul 
• 
u 
.l 
u uz 
Vz 
• 
Fig, 5.12 Two_tanks_in_parallel model 
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The two-tank model (Fig. 5.12) is represented by equation 
(5.14), 
where u I = uf l is the volumetric flow rate via VI 
U2 = uf 2 is the volumetric flow rate via V2 
and fl + f2 = 1. 
In the experiment, u = 0.127 ml/s 
u I = 0.127.f l 
u 2 = 0.127.f 2 = 0.127(1 - f l ) 
Assuming that the gradients Go and G (Fig. 5.11) represent 
the time constants of the tanks 1 (small tank, with rapid 
response) and 2 (large tank, with slow response), respectively 
then 
Go 
u I Vl 
u l 0.127.f l 0.044.f l = Vl 
so = Go = = 2.86 
and similarly V2 = 1.98 (1 f l )· 
With these values of u l ' u 2 ' Vl , V2 , equation (5.14) 
was used to generate response curves for various values of fl 
(Fig. 5.13). Of_the values tested, fl = 0.9 (V l = 0.04 ml, 
V2 = 0.2 ml) gave a good approximation (F1g. 5.14). No doubt 
an even better fit could be obtained by carefully adjusting 
the parameters of this very flexible model. 
(ii) Single Tank Model: Exponential Concentration/Time Input 
When a step change 1n sample concentration from zero to 
cm is passed via a well-st1rred real tank of volume V' to an 
ideal detector then the response is given by 
A = kcm(1 - e-ut / v '). 
0.2 
A 
0.1 
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Arrz = 0.22 
___ r---......----------.- 0.95 
:.-.-....-_-.-----..- 0.9 
u = 0.127 ml/s 
VI = 0.044 fl 
V2 = 1.98 (1 - f 1 ) 
0.8 
0.7 
0.6 
o.o~ ____________ ~ ______________ ~ __ _ 
o 5 10 
Time, s 
Fig. 5,13 Parallel tanks model: Computer-generated curves 
0.2 
A 
0.1 
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A = 0.22 (87.3 chart divisions) 
m 
------ - --.:::1--- - -- - - --------,.-
I 
I 
/ 
,,-
/1 
/ 3 
1. Single tank model 
u = 0.127 mlls, V = 0.044 ml, 
Am = 0.22. 
2. Real instrument response - A3400 
with 0.25 ~g/ml magnesium solution 
3. Parallel tanks model 
u = 0.127 mlls, f = 0.9, Am = 0.22 
VI = 0.040 ml, V2 = 0.198 ml 
0.0 ________________________________ ___ 
o 5 10 
Time, s 
Fig. 5.14 Comparison of single and parallel tank models of 
instrument response to step change from 0 to 0.25 
~g/ml magnesium. 
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The real detector response to the same 1nput, as predicted 
by the single tank model, is given by equation (5.18). 
Computing absorbances using these equations, the ideal 
and real detector responses are compared (Fig. 5.15) when 
k.C = 100 (arbitrary units), V = 0.04 ml, V' = 7.25 ml and 
m 
u = 0.127 ml/min. 
J 
Table 5.2 Response of ideal detector compared with the single 
tank model. 
Time/s 0.1 0.5 1 5 10 20 30 60 90 
A (ideal) 0.18 0.89 1.78 8.58 16.42 30.14 41.6 65.9 80.09 
A (model) 0.03 0.45 1.25 8.07 15.95 29.75 41.28 65.71 79.98 
5.6.2 The Effect of Flow Rate on Instrument Response 
(a) Procedure 
A 0.5 ~g/ml magnesium solution was used as the test 
sample since the atomic absorption sensitivity for magnesium 
1S high (0.5 ~g/ml Mg g1ves 0.44 absorbance) and the calibra-
tion graph shows no signif1cant curvature over the concentra-
tion range 0 to 0.5 ~g/ml. Using the Altex valve, 30 ~1 plugs 
of the magnesium solution were placed in a flowing stream of 
distilled water immediately before it entered the nebuliser. ' 
Tr1plicate peaks were recorded at various pumping rates over 
the range 1 to 9 m1/min. The procedure was repeated for 70, 
100 and 150 ~l injections. The corresponding steady state 
signals (s = 00) were obtained by pumping a continuous stream 
of 0.5 ~g/ml magnesium solution to the nebuliser at the same 
flow rates and noting the absorbance values. In order to 
minimise manifold dispersion, the injection valve and neb-
u1iser were connected by a short length (4.5 cm) of 0.58 mm 
i.d. teflon tubing. The performance of the pump was checked 
by measuring the solution flow rate through the system at 
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V' 
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Hypothetical 
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V 
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A, 
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Time, s 
Fig. 5.15 Atomic absorption spectrometer's response to an 
exponential concentration-time input: results 
computed for ideal detector and using the single 
tank model. 
1. Ideal detector, A = Am(l _ e-ut / v '). 
2. Single tank model, equation (5.18). 
(Am = kern = 100; V = 0.04 ml, V' = 7.25 ml, 
u = 0.127 ml/s). 
1~6 
pump settings of 200, 400, 600, 800 and 1000, using the 
method described in section 5.6.1. The free aspiration 
rate of the nebuliser via the 4.5 cm inlet tube was 5.0 
ml/min. 
(b) Results and Discussion 
The extended tank model prediction of f.i.a.a.s. 
response is described by equation (5.27) which may be 
rearranged to give 
A} { m _ Q S 
- A - V u} p 
i.e. with the linear range of instrument response, Q/V may 
be measured as the gradient of a graph of 
against s/u. The results in Table 3 show that Q/V is not 
constant but increases with u, as predicted by the model. 
0.5 
A 
P 
o 
o 
177 
5 
Flow rate, ml/min 
Fig, 5.16 Effect of flow rate and peak absorbance for 
injections of 0.5 Ug/ml magnesium solution. 
(Absorbance scale expansion factor d). 
10 
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Table 5.3 Peak absorbances recorded 1n f.i.a.a.s. experiment 
Flow rate Injected volume s in III Q/V Pearson 
u value Correlation 
ml/min 30 70 100 150 indicated Coefficient 
Peak Absorbance A p 
1 .105 .155 .172 .195 .200 .396 .996 
2 .158 .260 .293 .320 .336 .824 1.000 
3 .204 .330 .385 .435 .467 .846 .999 
4 .224 .369 .440 .512 .567 1.01 .999 
5 .226 .379 .457 .537 .632 1. 01 1.000 
6 .214 .369 .452 .535 .660 1.06 1.000 
7 .196 .346 .431 .518 .665 1.13 1.000 
8 .176 .317 .404 .496 .649 1.26 1.000 
9 .157 .288 .380 .467 .614 1.43 .999 
The model pred1cts that peak height in f.i.a.a.s. is given by 
equation (5.27) which can be arranged to give 
{
A 
u m 
S . In Am- } = Q = q + pu A V V 
P 
(5.38) 
Examination of the steady state absorbances 1n Table 3 suggest 
that the form of p might be p = u(a - bu) where b is a con-
stant. Substitution for p 1n equation (5.38) gives 
{
A 
u m s . In A _ 
m 
A } = ~q __ +~U~V_-~b~u_2 
P 
(5.39) 
Values of the left-hand term of equation (5.39), at constant 
s, were tabulated against the nine values of flow rate in 
Table 3, and the best least squares fit to the general quad-
ratic y = A + Bu + Cu 2 was computed. Comparing the empirical 
results with the model gives A = q/V; B = l/V; C = -b/V. 
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The results of the calculation are shown 1n Table 4. 
Table 5.4 Values of V, b, q. 
Volume Least squares fit to Values implied 
Volume y = A + Bu + CU 2 Pearson for model 
s Correlation V b q 
yL A B C 
i-- -.~--
coefficient' 
-
)1L s/ml pl/s 
30 .4331 12.18 -35.38 .996 82 2.9 35.6 
70 .3368 12.51 -39.84 .989 80 3.2 26.9 
100 .3715 11.05 -28.78 .975 90 2.6 33.6 
150 .3488 11.13 -29.29 .966 90 2.6 31.3 
Mean values 85.5 2.8 31.9 
The mean values of the model parameters are V = 0.085 ml, 
b = 2.8 s/ml, q = 0.032 ml/s. Some of the model's predic-
tions are examined, using these values 
..:(_i~) ___ u ,Flow Rate giving Maximum Peak Height. u max max 
varies with s, as 1ndicated by equat10n 5.29. The model 
parameters obtained from Experiment 2 are V = 0.085 ml, 
q = 0.032 ml/s, b = 2.8 s/ml, thus 
p = (1 - 2.8 u), 
dp = 
du -2.8. 
After substituting these values into equat10n (5.29), the 
equation was solved for each value of s by microcomputer 
using an iterative procedure. The resulting values of u 
max 
are compared with the experimental values in Table (5-.4 
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Table The variation of u with s. 5.5 max 
S in \11 30 70 100 150 
u in ml/min 
max 
Model 6.9 7.6 8.0 8.6 
Experiment 4.5 5.0 . 5.4 6.8 
The model predicts the observed increase of u with 
max 
increasing s. 
(ii) Response Dispersion 
rate is described by equation 
values are presented in Table 
in Fig. (5. 17) . 
The variation of D with flow 
l' 
Table 5.6 
u(ml/min) 
s(\lL) 
30 
70 
100 
150 
(5.29) and the experimental 
5.6. The two are compared 
Experimental values of A~/Ap using injections 
of 0.5 \lg/ml Mg solution. 
1 2 3 4 5 6 7 8 9 
1.90 2.13 2.29 2.54 2.80 3.08 3.39 3.69 3.91 
1.29 1.29 1.42 1.54 1.67 1. 79 1.92 2.03 2.13 
1.16 1.15 1.21 1.29 1.38 1.46 1. 54 1.61 1.62 
1.03 1.05 1.07 1.11 1.17 1. 23 1.28 1.30 1.31 
(iii) Peak Width Measurements 
the model (equation (5.34)] are 
Peak widths computed using 
in good agreement with the 
experimental values, as shown in Fig. 5.18. The interesting 
result arises that, whilst increasing flow rate leads to 
increased detector dispersion (ratio of absorbances), it 
nevertheless results in narrower. peaks due to the more rapid 
5 
4 
D 3 
l' 
2 
1 
o 
o 
4 
D 3 
l' 
2 
1 
o 
o 
Fig. 5.17 
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(a) Dispersion - extended tank model 
5 10 
U, mljmin 
(b) Dispersion - exper1mental 
5 10 
U, ml/min 
Variation of response dispersion coefficient D 
l' 
with flow rate u. 
lit, s 
10 
5 
o 
o 
\ 
\ 
\ 
\ 
\ 
\ 
~ 
\ 
\ 
\ 
\ 
\ 
0 
\ 
\ 
\ 
\ 
\ 
\ 
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q 
c = 0.5 Ilg/ml m 
Al = 0.1 abs 
b = 2.8 s/ml 
k = 22.9 abs s/ml 11 g/ml Mg 
q = 0.032 ml/s 
v = 0.085 ml 
The broken lines indicate the 
experimental results. 
0.1 0.2 
Flow rate, ml/s 
Fig. 5.18 Variation of peak width lit, with flow rate as 
predicted by the extended tank model, equation 
(5.34). 
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rise and fall of sample concentration 1n the nebuliser. 
5.7 CONCLUSIONS 
The mode of operation of the nebuliser of an atomic 
absorption spectrometer confers important detector character-
istics which must be taken into account when experimental 
results are interpreted. The concentration profile of the 
input is smoothed and the instrument response time is 
appreciable: points easily overlooked when the instrument 
is operated in the conventional steady state mode. In a 
kinetic situation the consequences become more significant 
as the concentration-time gradient of, the input increases. 
In f.i.a.-a.a.s. the detector's response kinetics may 
exert a considerable influence over the peak absorbance, so 
that the ratio of steady-state-to-peak absorbance cannot be 
routinely employed as an index of sample dilution in the 
manifold. 
For cont1nuous dilution calibration work, the main 
determ1nants of the concentrat10n-time gradient employed 
are the concentration of the stock reference solution, its 
flow rate, and the volume of the mixing chamber. Some 
restrictions of choice of these values are ant1cipated in 
order to ensure negligible bias due to the effects of detect-
or response. 
Sample flow through the nebuliser is probably arb1trary, 
best represented using a parallel tanks model. However, the 
short-term response of the detector is closely-approximated 
by a single tank model which can be extended to account for 
the effects of flow rates of both liquids and! gases through 
-- ------
the nebuliser. The derivation of mathematical expressions 
which were successfully applied to various aspects of f.i.a.a.s. 
demonstrates how a simple mechanical model can be a valuable 
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aid to understand1ng the behaviour of a complex system 
involving several variables. Such models allow pred1ct1ons 
of the system behaviour and continued theoretical develop-
ment when a rigorous mathematical approach is impossible. 
Semi-empirical models, which allow characteristics of the 
real system to be incorporated into the basic model, may 
provide a quantitative account of the system response. 
Thus the extended tank model gives a remarkably complete 
account of the instrument response. The equat10ns developed 
--- -
form a firm basis for further explorations of f.i.a.a.s. 
and for interpretation of the results obtained in such work. 
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CHAPTER 6 
CONTINUOUS DILUTION CALIBRATION 
6.1 INTRODUCTION 
The preliminary study of continuous dilution calibration 
(section 4.6), using graphical evaluation of calibration data, 
yielded promising results and demonstrated both the principle 
and potential accuracy of the method. However, the graphical 
method was unacceptably slow and tedious, and certain funda-
mental analytical problems remained to be solved. 
These obstacles, involving some interesting aspects of 
instrumental analysis, barred the way to outright success. 
The route in that direction led through the realms of 
instrument response (Chapter 5) and beyond to the derivation 
of new theory, improvement of the apparatus, computer-
instrument interfacing, and the development of software for 
data-acquisition, processing and for problem-solving. 
The following developmental account describes how the 
various issues were addressed as they materialized. As 
each problem was resolved, the work advanced another step. 
Much was learned in the process, so inevitably, viewing the 
work 1n retrospect reveals not only the progress made, but 
also the errors, new alternatives to earlier choices, and 
some short cuts which might have been taken. 
6.2 GRAPHICAL TREATMENT OF EXPERIMENTAL DATA 
Work was initiated by examining the fundamental 
objections to the procedure which were raised during the 
preliminary study (Chapter 4). Since the largest errors 
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had been observed at lower concentrat10ns, work focussed 
on the start of the absorbance-time growth curve and progress 
was monitored by determining concentrations in the range 
o to 15% of the stock solution concentration. 
In the initial stages of the investigation experimental 
data were recorded by means of a chart recorder and the results 
were evaluated graphically. 
6.2.1 Investigation of the Continuous Dilution Calibration 
Procedure. 
(a) Introduction 
When an instrument is calibrated by the continuous 
dilution method, sample concentrations are ultimately 
calculated using equation (3.31), 
i.e. C = C (1 _ e-ut/V ) 
m 
Three quantitative steps are involved. 
(i) Preparation of a reference solution of concentration 
C. It is assumed that this is prepared accurately, 
m 
since it is a single solution only, of appreciable 
concentration, which may be prepared in quantity and 
checked to the analyst's satisfaction prior to use. 
(li) Measurement of u and V separately, or measurement of 
the ratio u/V at the time of the calibration step. 
The latter is preferred since only the ratio is 
required and its routine determination reduces the 
risk of errors arising from a change of flow rate. 
(iii) Identification of the characteristic time t, for 
each sample, from the recorded absorbance-time growth 
curve. 
(b) Experimental 
, (i) Apparatus. Pye-Unicam SP90A atomic absorption 
spectrometer with Philips PM8251 chart recorder, 
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Gallenkamp SS 615 magnetic stirrer/hotplate, 8.4 ml 
glass mixing chamber with magnetic follower (as 
described in section 4.6.2). 
(ii) Procedure. In order to determine the initial slope 
of the conventional calibration curve for magnesium, 
0.05, 0.10 and 0.15 ~g/ml solutions were aspirated 
and their steady state absorbances noted. The steady 
state absorbance of a 2.0 ~g/ml solution was also 
recorded, after which this solution was employed with 
the mixing chamber to generate an absorbance-time 
growth curve, which was recorded at a high chart 
speed. No pump was employed at this stage, all 
solutions being aspirated by the nebuliser. 
(c) Results and Discussion. 
Flow rate, u = 10 ml/67s = 0.0149 ml/s 
-- A - (the observed 2 ~g/ml steady state absorbance) 
m 
= 90 divisions. 
A' (the estimated ideal 2 ~g/ml steady state absorbance) 
m 
= 164 divisions. 
100 chart divisions represent approximately 1.1 
absorbance 
Table 6.1 Steady state absorbances of reference solutions. 
c, ~g/ml 0.05 
A, chart divis10ns 4.1 
0.10 
8.2 
0.15 
12.3 
2.00 
90.0 
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Table 6.2 Absorbance-time data from the growth curve. 
t,s A,divisions InCA I(A -A)J 
m m 
In [A' I(A'-A)] 
m m 
1 10.0 0.12 0.06 
2 12.6 0.15 0.08 
4 18.0 0.23 0.12 
6 23.1 0.30 0.15 
8 27.8 0.37 0.19 
10 32.0 0.44 0.22 
15 41.1 0.61 0.29 
20 48.3 0.77 0.35 
25 54.3 0.92 0.40 
30 59.5 1.08 0.45 
40 67.2 1. 37 0.53 
The Absorbance-Time Growth Curve 
The growth curve does not rise abruptly from the 
baseline. The gradient increases rapidly but smoothly 
from zero to its maximum value during about six seconds, 
thereafter fal11ng back to zero progressively more slowly 
as the steady state is approached. Thus the curve exhibits 
two departures from simple exponential form. The initial 
concave section may be due 
(i) to distortion of the lead1ng boundary of the sample 
plug, either on switching the streams or in transit 
between the valve and the mixing-chamber; andlor 
(ii) to detector response kinetics. 
The study of detector response (Chapter 5) suggests that 
a detector contribut1on to dispersion may be eV1dent at 
the start of the growth curve. However, absolute confirmation 
of this can only be obtained by comparing the curve with a 
spectrophotometric absorbance-time curve recorded at the same 
flow rate using a near-ideal detector. Work is presently 
in progress to construct such a detector in this department. 
The fact remains that the atomic absorption curve is 
initially non-exponential, whatever the cause. 
A, 
chart 
div. 
60 
40 
1. 
2. 
20 
, 
, 
, 
, 
" 2 
, 
" , 
, 
, 
" , 
" 
Absorbance/tiJre growth curve using a 2.0 \lg/ml 
magnesium solution. 
Mixing chamber volume = 8.4 ml 
Solution flow rate = 0.149 ml/s 
Exponent1al curve A = 164 (1 _ e-O· 18t) 
100 chart divis10ns = 1.1 absorbance. 
Fig. 6.1 Absorbance-tiJre growth 
recorded using mixing 
chamber and Pye Unicam SP 90A 
atanic absorption spectre-
reter. 
o~~ ______ ~~ ______ ~ ________ ~~ ______ ~ ________ ~~ 
50 40 30 20 10 0 
Time, s 
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The second departure from exponential form occurs 
at higher absorbances due to decreasing instrument sensitivity 
with increasing concentration. 
Location of the Origin on the Time Axis. 
The measurement of characteristic time intervals (i.e. 
the time to attain a particular concentration in the mixing 
chamber) requires that the starting point of the growth 
curve is accurately known. Due to the initial distortion 
of the curve, this point (t=O) is not readily identified. 
Indeed its very meaning is rendered uncertain, and must be 
re-defined in terms of the experimental curve. The following 
definition was adopted. 
"The starting point of the absorbance-time growth 
curve (t=O, A=O) is the point at which the 
extrapolated exponential section of the curve 
intersects the true axis." 
Initially a truly exponential growth curve is almost 11near. 
However, manual extrapolation of the recorded curve is 
ruled out since the accuracy of calibration 1S then a function 
of the analyst's artistic skill. A more reliable method 
involves measuring the time values from any conven1ent 
point on the time aX1S. The real origin can then be 
identified by plotting In[A j(A -A)] against t. The plot 
m 
is linear over the exponential section of the growth curve. 
In this work, frequent use was made of this particular type 
of plot which was conveniently termed a "logplot". 
The Logplot. 
When based on the A =90 chart divisions, the logplot 
m 
(Fig. 6.2) indicates that ujV=0.046s- l , more than double 
the experimental ratio of u to V (0.149 mljs ~ 8.4 ml = 
0.0178S-1 ). Better agreement is obtained using A'=164, 
m 
the value obtained by extrapolating the, initial linear 
section of the··conventional calibration curve to C=2.0 Ilgjml. 
The logplot based on A' gave ujV=0.018s-1 and indicated a 
m 
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time orig1n, 0, some 2.1 seconds prior to the chosen 
arbitrary zero, M. The difference was termed the "t1me 
zero error", t . 
e 
The exponential portion of the growth curve thus 
approximates to the form 
A = 164 (1_e-0.018t) (6.1) 
where t is a time measured from the origin O. 
This curve is shown as the broken line in Fig. 6.1. 
The Determination of Sample Concentration. 
The evaluation equation is the concentration analogue 
of equation (6.1). 
i. e. C = C (1_e-0.018t) 
m 
(6.2) 
When used to evaluate the absorbances of the three reference 
solutions used to determine the instrument sensitivity, 
this equation returned accurate values of the1r concentrations 
(Table 6.3). 
Table 6.3 Absorbances evaluated using equation (6.2) 
Reference concentration, \lgjml 0.05 
Absorbance, A 4.1 
Characteristic time, t,s 1.38 
Concentrat10n found, \lgjml 0.050 
Sources of Error in Evaluating Results. 
(i) Error in t. 
C = C (l-e -utjV) m 
dC C .!! e-utjV df = m'V' 
Since lIC dC 
" '(it. At 
C u -utjV 
lIC = 
m- • e 
At V 
0.10 0.15 
8.2 12.3 
2.78 4.24 
0.098 0.148 
(6.3) 
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Equation (6.3) indicates that, for a 
the resulting error in concentrat1on 
given t1me error ~t, 
~C decreases with time. 
(i) 
2 
1 (H) 
o 
o 10 20 30 40 
Time, s 
Fig. 6.2 Logplots illustrating the importance of using the 
correct value of Am. 
(1) 
(H) 
A = 90 divisions, gradient u/V = 0.036s-1 
m 
A' = 164 divisions, gradient u/V = 0.018s-1 
m 
A' is the steady state absorbance which would be 
m 
registered if the instrument response were linear. 
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Since C increases with time, it follows that the fractional 
error ~CjC, for a given t1me error ~t, decreases with time 
over the whole range. 
(ii) Error in u 
By similar reasoning 
'C - t -utjV. 
u - V e . uU (6.4) 
Equation (6.4), rather more complex, indicates that a given 
error in flow rate produces 
when t=Vju (about 50 - 60s, 
a maximum concentration error 
using this apparatus). Since 
concentration increases with time, the fractional error in 
concentration has a maximum value between t=O and t=Vju. 
(d) Conclusions 
When continuous dilution calibration is employed in 
atomic absorption spectrometry, the resulting growth curve 
exhibits a brief initial deviation from simple exponential 
form, and a progressive permanent departure once the 
mixing chamber effluent concentration exceeds the range over 
which instrument sensitivity is effectively constant. As 
a result of these deviations, only a limited central section 
of the growth curve approximates to the simple exponential 
form, and its true origin is not readily located accurately. 
The logplot which permits this requires an "ideal" value of 
A , i.e. the steady state absorbance which would result if 
m 
instrument sens1tivity remained constant with increasing 
concentration. This, in turn, requires a conventional 
calibration plot. The procedure is therefore rather more 
involved than was originally conceived. Nevertheless, 
the method is accurate, with no inherent systematic error 
at low concentrations. However, errors in characteristic 
times are most serious at low concentrations. The maximum 
effect of a flow rate error occurs between 0 and Vju seconds. 
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6.2.2 Development of the Explot Procedure. 
(a) Introduction. 
In the previous section it was shown that accurate 
identification of the time origin of the growth curve is 
the main difficulty in using continuous dilution calibration. 
The information is available from a logplot, but the basis 
of this is an accurate value of A' which is only available 
m 
from a conventional calibration plot. Accordingly an 
alternative procedure must be sought. 
(b) First Scheme: Using the Initial Gradient of the Growth 
Curve. 
For the exponential section of the growth curve 
When t 
so that 
= 0 
A = A' (l_e-ut / v) 
m 
dA A' u e-ut / V dt = V m 
(~~) 0 = A' u/V m 
A' = V(~A} 
m u dt 0 (6.5) 
Thus A' may be computed as the ratio of the initial gradient 
m 
of the growth curve (measured by drawing a tangent at the 
p01nt of inflection) to u/V (calculated using a value of u 
measured during the determination). The value of A' so 
m 
obtained may then be used as the basis of a logplot which 
furnishes t 
e 
and a value of u/V which should agree with that 
obtained by direct measurement. 
Cc) Second Scheme 
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Explot Procedure 
M 
t 
Absorbance 
t 
e 
o 
t 
P 
t ----_ 
m 
Fig. 6.3 The bas~s of the explot approach. 
Time • 
M is the arbitrary point from which time is measured. 
o 1S the time or1gin as defined in section 6.2.1; 
hence, t = t - t 
m e 
For the exponential section of the growth curve 
A = A' [1 - e-ut/VJ 
m 
-uCt -t )/V 
= A' [1 e me) 
m 
-ut IV ut IV 
= A' [1 e m .e e ] 
m 
-ut IV 
i.e. A = A' [1 - k. e m J 
m 
ut IV 
where k = e e • 
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-ut IV 
A plot of A against e m should be a straight line of 
gradient m, intercepc c, g1ven by 
ut IV 
m = -A'k = -A'e e 
m m 
and c = A I 
m 
(6.7) 
(6.8) 
This plot (conveniently termed'an 'explot') provides the 
information requ1red to evaluate the measured characteristic 
sample times (t ), since 
m 
k = mIc (6.9) 
and t = V Ink 
e u 
(6.10) 
Sample concentrations may then be calculated using the 
concentration analogue of equation (6.6) 
i.e. 
-ut IV 
C = C [1 - k.e m ] 
m 
(d) Experimental 
(6.11) 
Procedure. These evaluation procedures were compared 
using three 2.0 ~g/ml growth curves generated with the 
apparatus employed in the previous experiment. Steady state 
absorbances were evaluated for reference solutions of 0.05, 
0.10, 0.15, 0.20 and 0.25 ~g/ml magnesium. 
eel Results and Discussion 
The explot and logplot results are compared in 
Tables 6.4 and 6.5. 
Table 6.4 Determination of key parameters. 
Calibration A' value, divisions t value, s 
m e 
Logplot Explot Logplot 
1 135.0 134.1 1.0 
2 129.4 128.1 0.3 
* 
3 130.4 138.0 -1.2 
* Note the poor agreement of the A' values in run 3. 
m 
Explot 
0.95 
0.29 
-1.14 
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Table 6.5 Concentrations found. 
Logplot Explot 
Calibration 1 2 3 1 2 3 
C, Jlg/ml 
0.05 0.051 0.051 0.050 0.051 0.052 0.049 
0.10 0.102 0.102 0.103 0.103 0.104 0.099 
0.15 0.152 0.154 ·0.156 0.155 0.157 0.148 
0.20 0.202 0.204 0.208 0.205 0.208 0.197 
0.25 0.252 0.261 0.259 0.257 0.264 0.246 
The agreement for run 3 is 1mproved by using A' = 138 divisions 
m 
in both procedures. 
The results obtained in the first two calibration 
runs indicate good agreement between the two procedures. 
In the third run the logplot concentrations are relatively 
high. This appears to be due to a low estimate of A~ from 
the gradient of the growth curve (130.4 chart divisions). 
Evidence supporting this view is the consequent high value 
in u/V from the logplot (0.0187s-1 compared with the 
value of 0.0176s-1 by d1rect measurement) and the fact that 
increasing A'to around 138 divisions yields u/V = 0.0178s-1 
m 
and results in good agreement with the explot method. This 
example illustrates the weakness of the logplot method 1n 
relying upon a value Judgement in drawing the tangent to the 
growth curve at the point of inflection. 
explot procedure is strictly mathematical. 
In contrast the 
The pattern of errors is significant. In each 
ca11bration run they are not randomly d1stributed but follow 
a rough trend indicating a slight bias which may be positive 
or negative. This is just what would arise from small 
experimental errors in values of te or u/V used in the 
evaluation equation. 
ef) Example of Explot Procedure 
The full calibration procedure consists of the 
following steps. 
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(i) Measurement of the steady state absorbances of the 
samples. 
(ii) Recording of the absorbance-time growth curve under 
the same conditions (notably the same flow rate), 
and measurement of the flow rate. 
(iii) Plotting of a graph of absorbance against exp(-ut/V), 
using data from the absorbance-time curve, measuring 
t from any convenient point on the time axis. 
m 
(iv) 
(v) 
(vi) 
Determination of A' and k from the l1near section of 
m 
the explot, using equations (6.8) and (6.9) respectively. 
Identification of the characteristic times t 
m 
corresponding to the sample concentrations by locating 
the sample absorbances on the absorbance-time curve. 
Calculation of the sample concentrations by substituting 
the characteristic times in the evaluation equation (6.11). 
The evaluation steps are illustrated using data from the 
third calibration run in the previous section. 
Treatment of Results. 
Flow rate = 10 ml/67.8s, 
... u/V -1 = 0.0176 s 
Table 6.6 Data for explot. 
t m's A, div 
2 1.8 
3 4.4 
4 6.7 
6 11.2 
8 15.7 
10 19.8 
12 23.5 
14 26.9 
16 30.3 
18 33.4 
20 36.2 
v = 8.4 ml 
exp(-ut IV) 
m 
0.965 
0.949 
0.932 
0.900 
0.869 
0.839 
0.810 
0.782 
0.755 
0.729 
0.704 
40 
30 
20 
10 
A, 
chart 
divisions 
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o~ ________ ~ __________ ~ __________ ~ __ _ 
0.7 0.8 0.9 1.0 
Fig. 6.4 
exp (-utm/V) 
Explot of data from Table 6.6 
Linear portion PQ has a correlation coefficient 
of -0.99995, a gradient of -140.7 divisions 
and projected A intercept of 137.9 divisions. 
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L1near least squares regression procedure, applied to 
section PQ of the explot, (Fig. 6.4) yielded 
m = 140.7, c = 137.9, correlation coefficients = -0.99995, 
hence A' = 137.9 divisions 
m 
and R = 140.7/137.9 = 1.020 
The evaluation equation is therefore 
[ 
-0.0176t ] 
C = 2 1 _ 1.02e m 
Wh1Ch was used to evaluate the sample absorbances shown 
in Table 6.7. 
Table 6.7 Evaluation of "sample" absorbances 
Concentration 0.05 0.10 0.15 0.20 0.25 
C, \lg/ml 
Absorbance, A 3.85 7.26 10.68 14.10 17.52 
divisions 
t m's 2.64 4.09 5.61 7.05 8.68 
C found, 0.053 0.102 0.152 0.198 0.249 
\lg/ml 
(g) Conclusions 
Continuous dilution calibration can be carried out 
using the explot evaluation procedure without the need for 
a conventional calibration plot to estimate A'. 
m 
Accuracy 
1S presently limited by bias, Wh1Ch varies between runs, 
arising 
u/V, te 
from experimental 
and A I. 
m 
errors in the determination of 
6.3 DATA PROCESSING BY MICROCOMPUTER 
6.3.1 Introduction 
In the previous section changes were made to overcome 
some fundamental objections to the continuous dilution 
calibration method originally proposed. The result is the 
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explot procedure which is theoretically sound and firmly 
based on calibration data obtained solely from the absorbance-
time growth curve. 
The efficiency of further development was subject 
to two constraints. The involved procedure was very time 
consuming, requiring more than an hour to evaluate a single 
set of results. Furthermore,·even with painstaking care, 
the accuracy attainable in measuring and matching lengths 
on the charts and graphs was barely acceptable. Both 
restrictions were overcome by the introduction of a micro-
computer which enabled large amounts of data to be manipulated 
rapidly and accurately. The method progressed by two 
stages. The first, computer evaluation of data read from 
the chart according, 1S presented in this section. The 
second, which extended the computer role to data collection 
directly from the instrument, is discussed in section 6.4. 
6.3.2 Microcomputer Program for Data Evaluation. 
The BASIC program 'JMACAL' was developed (listing in 
section 9.9) to process data from the chart recording and 
to print out key calibrat10n parameters as well as the 
analytical results. In the following summary of the 
operator-computer interaction, *-signed paragraphs indicate 
the computer's role. 
"JMACAL" 
1. The absorbance-t1me growth curve and the steady state 
absorbances of the samples are recorded using a 
chart recorder. 
2. Absorbance-time data pairs are input from the 
exponential sect10n of the curve. 
3. Values of T(lO), V and C are input. T(lO) is the 
m 
time taken for the nebuliser to consume 10 ml of sample, 
i.e. convenient measure of flow rate. -ut IV 
4. * Explot data is computed CA as a function of em) 
and subjected to a linear least squares regression 
procedure in order to obtain k and t • 
e 
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5. The characteristic sample times are determined by 
locating the sample absorbances on the absorbance time 
growth curve and are input. 
6. * Sample concentrations are evaluated using the evaluation 
equation (6.11). 
7. * Print-out includes the original calibration data, 
T(lO), ujV, k, C and t , followed by the characteristic 
m e 
sample times and concentrations found. 
Examples illustrating the use of this procedure are 
presented later in this section. 
6.3.3 Experimental 
(a) Apparatus 
The arrangement of apparatus is indicated schematically 
in Fig. 6.5. The Shandon Southern A3300 atomic absorption 
spectrometer had become available for continuation of the 
work. A Gilson Minipuls 11 peristaltic pump was 1ncorporated 
into the apparatus to provide better control of flow rate. 
Prior to using the pump, the flow rate through the system 
was about half the "natural" aspiration rate of the 
nebul1ser via a short length (8cm x 0.7mm) of teflon tube. 
Biased results had been frequently obtained, which suggested 
that the flow rate was 1nsuffic1ently stable. In support 
of this hypothesis, it was demonstrated that the bias 
could be removed by re-running the data after intuitively 
adJust1ng the value of ujV used in the evaluation equat1on; 
a simple matter using the computer. 
(b) Procedure 
The experimental procedure was as described in section 
6.3.2. 
When the pump was introduced, a check on its performance 
confirmed that the speed setting was a linear measure of 
the flow rate produced. The absolute flow rate depends 
on the bore of the pump tubing employed. 
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1 L 
Printer Apple Ire 
Fig. 6.5 
Waste 
v.n.v. 
Initial arrangement of apparatus for continuous 
dilution calibration. 
A3, Shandon Southern A3300 atomic absorption spectrometer. 
M, 8.4 ml glass mixing chamber with soft iron rod. 
Ml, Gallenkamp model SS615 magnetic stirrer-hotplate. 
PI, Gilson Minipuls II peristaltic pump 
S, sample/standard reservoir (10 ml syringe barrel) 
V8, Altex 201-25 eight port injection valve. 
W, constant head water reservoir (Marriott bottle) 
Z, by-pass for sample, created by removing mixing chamber 
and jOining conduits. 
I 
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(e) Results and Discussion. 
Reference concentrat10n, C , 
m 
2.00 Ilg/ml. 
Flow rate, u, 10 ml per 72.5 s. 
Volume of mixing chamber, V, 8.40 ml. 
Hence, u/V = 0.01642/s 
Table 6.7 Print out of data processed by microcomputer. 
JPR#O 
GRADIENT CHAMBER A.A. CALIBRATION 
DATA TIME 
I) 
1 
4 
5 
6 
7 
8 
9 
11) 
TIME FOr; 10 M~.= 7~ .. 5 SECONDS 
U/"i= .0164~0361-:/S~CO'\fD 
TIME Ef;ROR = -. 704865391 SECO~~DS 
TIME 
SAt-'FLE 1 ~.92 
SAMFLE ~ 15.04 ~ 
SAt"FLE ::; 37.84 
SAMPLE 4 75.1 
SIGNAL 
------
1.5 
3.4 
5.4 
7.~ 
9.2 
11. 1 
13 
14.9 
17.5 
18.1 
19.8 
K= .9S8..!o::'573 
COt-~~ENTRATiON 
.. ~35::645-: 
.. 4556~81!'9 
.937q:;:~85 
1.42397032 
EXP(-UT/V) 
----------
1 
.983713718 
.967692679 
.951932563 
.936429121 
.921178172 
.906175605 
.891417373 
.876899499 
.862618066 
.. 848569~25 
::(0)= 2 FPM 
A dev1ation plot of the results revealed a clear 
trend of negative deviations increasing with concentration, 
suggesting the presence of systematic error. Results from 
calibrations based on 5 and 10 Ilg/ml reference solutions 
showed similar trends but with larger deviations. 
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In attempting to identify a possible source of such 
error, the calibration data was checked as follows. The 
recorded absorbance-time growth curve was "corrected" for 
non-linear instrument response using the conventional cali-
bration plot, as described in subsection 4.6.3. The result 
is an exponential absorbance-time growth curve. A logplot 
of data from this curve gave a'value of u/V (i.e. based on 
the calibration data) of O.OlSO/s. When the characteristic 
sample times were evaluated using this value of u/V, the errors 
were considerably reduced (Table 6.S). 
Table 6.S Evaluated sample concentrations. 
(a) experimental results when u/V = 0.01642/s 
(b) after "adJusting" the value of u/V to O.OlSO/s 
Sample 
concentration 
C, Jlg/ml 
0.25 
0.50 
1.00 
1.50 
(d) Conclusions 
Character-
istic time, 
t, s 
6.92 
15.04 
37.S4 
75.10 
Concentrat ions found, Jlg/ml 
(a) (b) 
0.236 0.257 
0.457 0.494 
0.939 1.001 
1.424 1.4S9 
Use of the peristaltic pump results in a more stable 
flow rate and allows better control. However, the results 
suggest that a systematic error in determining u/V remains. 
Attention therefore focuses on V as the source of error. 
The findings underscore the remaining weakness of the 
method; that u/V is not obtained routinely from the absor-
bance-time growth curve, but has to be measured separately. 
One can never be absolutely certain that the measured value 
is applicable to the calibration conditions. 
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Subsequently much time and effort was directed 
towards solv1ng this problem, but without success. The 
main limitations are the nature of u/V and the non-linear 
absorbance-concentration characteristics of the spectrometer. 
The ratio u/V is the time constant of the mixing process, 
and relates to the curvature of the concentration-time 
growth profile generated by_the mixing chamber. From 
equation (3.31) it can readily'be demonstrated that 
In[~~)o - In[~~) = ut/V (6.12) 
where (~~)o is the gradient when t=O. 
the 
the 
Equation (6.12) shows that -u/V may be obtained as 
gradient of a plot of In[~~) against t. Unfortunately 
absorbance analogue of equation (6.12) is only true 
when instrument sensitivity is effectively constant. 
During this initial period the growth curve 1S almost linear. 
Attempts to measure the very small changes in gradient 
result in large experimental errors, render1ng the method 
unreliable. 
Consequently no alternative to making separate measurements 
of u and V was found. Th1s approach is valid only 1f flow 
rate is steady and the mixing process efficient (section 4.6). 
The operator must therefore endeavour to ensure that these 
conditions are always fulf111ed in practice. 
6.3.4 Trial Calibrations Using Magnesium, Nickel and 
Chromium Solutions. 
Ca) Introduction 
Before developing the method further, it was tested 
using various elements and reference concentrations. 
Magnesium was chosen for its high sensitivity and for the 
limited curvature of its conventional calibration plot, 
nickel as a contrasting element, and chromium because of 
its reported calibration irregularities (26). 
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(b) Experimental 
Apparatus 
The apparatus was that described in subsection 6.3.3. 
Procedure 
Reference solutions of magnesium, nickel and chromium 
were used. Their concentratibns and the respective 
instrument settings are shown in Table 6.9. The magnetic 
stirrer speed was the maximum permitting stable operation. 
The absorbance-time 'growth profiles were generated 
by using the mixing chamber, and the time taken for 10 ml 
of the reference solution to be consumed from the reservoir 
was recorded simultaneously. The mixing-chamber was then 
"short-circuited" by making the direct connection Z (Fig. 6.5) 
and the samples were introduced through S without changing the 
flow rate. Data from the chart recording were processed 
using the microcomputer and the program "JMACAL". 
Cc) Results and Discussion. 
Table 6.9 Solutions and instrument settings employed. 
Setting 
Monochromator, nm 
Band-pass, nm 
Lamp current, mA 
Al.r flow, arbitrary units 
Acetylene flow, l/min. 
Sample concentration, 
)Jg/ml 
Respective absorbances 
Reference concentration 
)Jg/ml 
Flow rate, m1/min. 
Magnesium 
285.2 
0.18 
3.5 
8.0 
2.8 
0.25-2.0 
0.19-1.02 
2,5,10 
8.4 
Nickel 
232.0 
0.1 
5.0 
8.2 
2.8 
10-75 
0.47-1.19 
100,200 
8.5 
Chroml.um 
357.9 
0.1 
3.0 
8.65 
5.0 
2-20 
0.16-1. 33 
25,50,75 
8.4 
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The magnetic stirrer setting was 4.5 throughout. Ten 
determinations of the flow rate gave a mean of 8.37 ml/minute 
and a standard deviation of 0.03 ml/minute. 
Table 6.10 Results for magnesium. 
Sample concentration 
Cm' ~g/ml 
3 
5 
10 
Table 6.11 Results 
Sample concentration 
C 
m' 
~g/ml 
25 
50 
75 
Table 6.12 Results 
Sample concentration 
C 
rn' 
~g/ml 
100 
200 
Magnesium concentration, ~g/ml 
0.25 
0.25 
0.25 
0.26 
0.50 
0.49 
0.48 
0.50 
for chromium 
1.00 
0.99 
1.00 
1.01 
1.50 
1.48 
1.50 
1. 52 
2.00 
2.02 
2.04 
Chromium concentration, ~g/ml 
2.0 4.0 6.0 10.0 15.0 20.0 
1.99 3.99 5.94 10.1 15.3 20.6 
2.09 3.95 5.86 9.8 15.1 20.0 
2.06 4.07 6.10 10.1 15.2 20.4 
for nickel 
Nickel concentration, ~g/ml 
10 20 30 40 50 75 
10.3 20.6 31.0 41. 2 51.5 77.7 
10.3 20.7 30.6 40.7 50.4 75.8 
The concentrations found rarely deviated from the sample 
concentrations by more than 4% and frequently the figure 
was of the order of 1%. The effect of increasing C is not 
m 
evident in these results. However, first experiments with 
nickel used reference concentrations of 100,250 and 500 ~g/ml. 
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The latter produced excess1vely high results, suggesting 
that the instrument response was too slow to follow the 
steep absorbance-time gradient which was generated. 
In most of the analyses the deviations follow steady 
trends suggesting that systematic bias (e.g. due to an 
1naccurate flow rate or a deviation from ideal performance 
of the mixing-chamber) is more'significant than random 
experimental error. It is hoped that the results will 
be improved by the use of a carefully-designed permanent 
assembly of the apparatus and more accurate measuring 
techniques. A particular improvement would be to extend 
the role of the microcomputer to include storage and 
processing of the absorption-time profile, and thus d1spense 
with the chart-recorder. 
(d) Conclus10ns. 
The results constitute a successful demonstration of 
the computer-aided explot procedure for determining samples 
uS1ng continuous dilution calibration. Whilst the accuracy 
attained is promising, it may be limited at present by the 
method's suscept1b1lity to bias. Careful considerat1on 
should be given to th1s aspect during further development. 
6.4 DATA COLLECTION BY MICROCOMPUTER 
6.4.1 Introduction 
(a) Systematic Errors 
A conventional atomic absorption calibration frequently 
relies upon a stock solution (commercial, or made up in 
house from suitable materials) from which reference solutions 
are prepared by serial dilution. Any error in the composition 
of the stock solution produces bias in the analytical results. 
The latter might also arise from preparation of the reference 
solutions or from the treatment of the calibration data 
(Chapter 1). 
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Continuous d11ut10n 
accurate determination of 
cal1bration relies upon C and 
m 
three other physical quantities. 
Before the characteristic times 
t (or 
e 
k) must be determined; 
of samples 
before they 
can be measured, 
can be evaluated, 
values of u and V must be obtained. An error in any of 
the quantities leads to bias. Unless the error is in C 
m 
alone, the degree of bias will vary with concentration. The 
accurate determ1nation of t , U and V is therefore an essential 
e 
requirement of the calibration step, which should also be 
rapid and reliable. 
Cb) Other Considerations. 
At this stage the procedure was too slow to be of 
practical use. Although the value of k was calculated, 
and the characteristic times evaluated by the microcomputer, 
the required data was read from the chart-recording by 
the operator. This required painstaking care in measuring 
a matching lengths on the chart. Even so, the accuracy 
attainable is inadequate for the determination of low 
concentrations. 
Example. 
A typical chart speed is 0.5 cm/so If the probable 
measuring error is 0.5 mm, then the error in t, ~t 1S 0.1 s. 
The resulting error in C is given by equation (6.3). 
i. e. 
so that, when u/V is 0.018/s, and C , Care 3 and 0.1 ~g/ml 
m 
respectively, the probable error in determining C is of 
the order of 5%. 
In view of these considerations, it was resolved to 
extend the microcomputer's role to include data collection 
and manipulation and to move towards devising a permanent 
assembly of the apparatus. Gains in efficiency and re-
producibility were anticipated. 
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6.4.2 Microcomputer Program for Data Collection. 
The interfacing of the microcomputer and spectro-
photometer is described in section 7.2. "JMACOLLECT" was 
the first program written to accept data directly from the 
instrument. The operating sequence is summarized below, 
and a complete listing of the program is given 1n section 9.9. 
Digital smoothing is discussed· in section 7.5. 
1. 
2. 
3. 
"JMACOLLECT" 
Distilled water is pumped to the nebuliser 
V1a the m1xing chamber and the instrument absorbance 
is set to zero. 
On RUNning the program, various arrays are 
dimensioned and 1nstructions registered; reading of 
the AID output commences, the mean baseline and the 
mean modulus of deviation TiT are calculated and updated 
every 50 readings (about 0.7s of free-running operation). 
Data recording begins if any reading exceeds 4raT. 
The reference solution is admitted to the 
mixing chamber and the concentration of analyte in 
the effluent beg1ns to increase exponentially. 
4. The increasing absorbance is reflected in the 
ADC output and the computer then stores 4000 read1ngs 
in an integer array. During this time (about 55s) 
the effluent concentration reaches about 65% of C . 
m 
5. As soon as the data has been recorded, the 
mixing chamber is "short-circuited" and water is 
pumped d1rectly to the nebuliser. 
6. Meanwhile the 4000 ADC read1ngs are subjected 
to a digital smoothing process (section 7.5), the 
baseline is subtracted and the results are placed in 
a floating-point array. These data constitute the 
stored absorbance-time function since the ADC output is 
a measure of absorbance and the time interval between 
successive readings is the reciprocal of the conversion 
frequency, i.e. about 13.8 milliseconds in free-running 
mode. 
7. 
8. 
9. 
10. 
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The values of T(lO), V and C are INPUT. 
m 
The explot routine to determine k is carried out 
over a preselected interval as in the "JMACAL" program 
described earlier. 
The samples are pumped in turn to the nebuliser. 
The steady state output from the ADC (mean of 
200 readings) is recorded for each sample; the 
. 
characteristic times are obtained by interpolation of 
the stored absorbance-time data and evaluated by 
substituting the appropriate values in equation (6.11). 
11. Print-out includes the explot data, T(lO), u/V, 
k, Cm and t
e
, together with sample number, characteristic 
time and concentration found. 
This program, later "JMAC1" underwent a number of modifications 
(section 7.5) before emerging as "JMAC20" some 12 months 
later. It is not possible to 1nclude a detailed description 
of all this work. The fundamental aspects considered when 
establishing the system are summarized below, later refine-
ments are discussed in section 6.6, and JMAC20 is listed in 
section 9.9. 
6.4.3 Initial Conditions. 
The program was built up from smaller programs which 
were individually tested then merged in stages. Initially 
the operating condit1ons were established by experiment and 
calculation, and opt1m1sed when the system was operational. 
Ca) Conversion Rate. 
Up to about 72 conversions/s were achieved in free-
runn1ng mode, and about 49 conversions/s when the data was 
held by switching off the ADC 1mmediately before reading 
the output. 
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(b) Effect of Cm 
The use of excessively hlgh reference concentrations 
produced high results, especially in determining low concentra-
tions. This may be attributable partly to the slow response 
characteristics of the detector (Chapter 5). Advantages of 
using a low reference concentratlon are a shallower concentration-
time gradlent, reduced errors due to non-ideal mixing, and more 
data available from the "exponential" section of the growth 
curve. 
(c) Sampling Interval. 
A data sample from within the exponential section of 
the absorbance-time growth curve is extrapolated using the 
explot procedure (Sectlon 6.2.2) to yield k, and hence te. 
Magnesium, with its long linear conventional calibration 
range, presents no problem. For nickel, which has a very 
curved conventional calibration plot, the sampling lnterval 
must be chosen with care. If lt extends beyond the 
exponential zone, the explot is curved. However, working 
too close to the time origin risks including spurious data 
arising from leading edge dispersion of the reference stream 
or inadequate detector response. 
Cd) Initial Concave Sectlon of the Growth Curve. 
USlng a flow rate of 8.4 mljmin both the chart 
recording and the stored data indicated that the initial 
departure from exponentlal form (Flg. 6.1) occurred within 
2s of the time origin. 
(e) Flow Rate. 
Maximum absorbance was observed when the pumping rate 
was slightly greater than the "natural aspiration rate" of 
the nebuliser. This tactic also removes the possibility 
of air bubbles entering the llne at connectors or forming as 
a result of solution degassing. The natural aspiration rate 
of the A3300 instrument was about 7.5 mljmin whilst maximum 
absorbance was recorded at 8.1 mljmin (Fig.6.6). 
Fig. 6.6 Ca) Variation of absorbance 
and noise with 
pump speed, 
A, 
chart 
div. 
Cb) Variation of absorbance 
with flow rate, mljmin. 
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Once these fundamental requ1rements had been established 
the system became operational. When the reference solution 
was on hand, analysis time (calibration + sample determination) 
was reduced to under 5 minutes. The operator was thus 
relieved of the burden of data collection and evaluation, 
allowing attention to be directed towards improving the 
apparatus and software. 
6.5 FURTHER DEVELOPMENT OF THE APPARATUS 
6.5.1 Principal Limitations of the Former System. 
Until this p01nt in the work, concentration gradients 
had been generated using a stream-switch1ng valve connected 
directly to a glass m1xing chamber mounted on a magnetic 
stirrer (Fig. 6.5). The inlet and outlet ports of the 
mixing chamber were tapered to allow a push f1t of the teflon 
connecting tubes. After the calibration data had been 
recorded, these tubes were removed and butted together using 
a suitable sleeve, creating the connection Z requ1red to 
admit the samples directly to the nebuliser w1thout passing 
through the mixing chamber. After measurement of the sample 
absorbances the mixing chamber was rinsed out, filled w1th 
dist111ed water and reconnected in preparat10n for the next 
calibration run. This simple expedient was acceptable 
during the early work, but d1d not readily lend itself to 
total automation. (The prospects of automat10n were much 
improved following the successful demonstration of computer 
data acquisition, handling and evaluat10n.) In addition, 
the possibility remains of disturbing the apparatus by the 
making and breaking of connections, and thus degrading its 
precision. A permanent assembly of the apparatus was 
therefore devised. 
6.5.2 Improvements 
1/4"-28 
thread 
1------I12mm 
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1/4" - 28 thread 
50mm 
c!:::> 
I 
Fl.g. 6.7 Vertical sectl.on of teflon mixing chamber. 
Ca) Mixing Chamber 
20mm 
6mm 
9mm 
A new teflon mixing chamber was constructed from three 
cylindrical sections cut from a 50 mm diameter rod (Fig. 6.7). 
The radial inlet and axial outlet ports were threaded to 
accept 1/4" - 28 connectors, and the chamber housed a 22 mm 
x 3 mm magnetic spin-bar. The sections of the chamber were 
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held together by three nylon bolts posit1oned symmetrically 
about the axis and runn1ng parallel to 1t from the top 
section, through the middle section to engage in the 
threaded'base. 
Cb) New Configuration of the Apparatus. 
Fig. 6.8 illustrates a scheme of flows devised as 
the theoretical basis of an automated continuous dilution 
calibration module. Fig. 6.9 shows the real version 
constructed using a three-way valve and two four-way 
stream-switching valves. 
the minimum lengths of 0.7 
The connect1ons were made using 
mm i.d. teflon tubing. 
Fig. 6.8 
water 
Configuration of apparatus required for automated 
continuous dilution calibration. 
C 
-
M 
• 
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Waste 
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", 
.; 
-
Water 
Fig. 6.9 Configuration of apparatus for continuous 
dilution calibration, achieved using Rheodyne 
rotary valves. 
A3, Shandon Southern A3300 atomic absorption spectrophotometer 
C, calibration standard 
M, 7.3ml teflon mixing chamber 
PI, Gilson Minipuls 11 peristaltic pump. 
S, sample or' water. 
I, Rheodyne 5031, 3-way valve. 
11 and Ill, Rheodyne 5041, 4-way valves. 
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6.6 APPRAISAL OF PERFORMANCE 
6.6.1 Experimental 
(a) Apparatus 
The sequence of operations employed in calibration 
may be followed from Fig. 6.9 which shows water passing 
through the mixing chamber to the spectrometer. 
SWITCHING I directs the standard to waste via valve 11. 
SWITCHING 11 then admits the standard to the mixing chamber 
creating the concentration gradient which is monitored as 
a source of calibration data. 
REVERSING this procedure after recording the data restores 
the situation 111ustrated. 
SWITCHING III then allows the measurement of the sample 
absorbances whilst the mixing chamber is flushed to waste 
by distilled water. 
RETURNING III restores the situation illustrated ln pre-
paration for the next calibration run. 
(b) Procedure. 
The physical volume of the mlxing chamber was obtained 
by filling with water and weighing. The effective volume 
in operation was determined by the logplot procedure using 
a 0.5 ~g/ml solution of magnesium to generate an exponentlal 
absorbance-time curve. 
Initially, system performance was assessed by determining 
standard magnesium concentrations; data collection, mani-
pulation, and evaluatl0n being effected by the computer 
using "JMACOLLECT". Many determinations were made in 
monitoring the subsequent development of the system. 
However, since such results relate only to the final output 
of the system, auxiliary programs were frequently used to 
probe intermediate stages of the data-handling. 
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6.6.2 Results and Discusslon 
(a) Volume of the Mixing Chamber 
The physical volume, measured by filllng with water 
and weighing, was 7.31 ml. 
Using a 0.5 pg/ml magnesium solution and a flow rate 
of 7.55 ml/min, the logplot over the first 140s had a 
gradient of 0.0175s-1 and a correlation coefficient of 
0.99994, which indicated an effective mixing volume of 7.19 ml. 
Thus, with a flow rate of about 8 ml/min, Ct reaches 50% 
of Cm after 40s, and 65% of Cm after 60s. 
(b) First Trials 
The new system operated successfully from its first 
trial, which produced encouraging results (Table 6.13). 
A single callbration run provided data used to determine 
the concentrations of five standard magnesium solutions. 
The measurement and evaluatlon of sample absorbance was 
carried out five times for each standard solution. 
Table 6.13 Flrst results using the new system. 
Standard concentration, 3.0 pg/ml 
Flow rate, 7.4 ml/min 
Tlme error, 
- 1.39s 
IMgl ln sample, pg/ml 0.25 0.50 1.00 1.50 2.00 
IMgl found, pg/ml 0.28 0.54 1.04 1. 57 2.10 
R.S.D. ,% (n = 5) 0.5 0.3 1.0 0.2 0.1 
The precision of the measurement-evaluation step, indicated 
by the relative standard deviation, was impressive. The 
accuracy of the determlnatl0n, which depends on several 
factors, was good enough to suggest that the procedure was 
222 
free from any gross error. 
sets of results. 
Success1ve runs produced s1milar 
(c) Optimum Conditions 
Table 6.14 shows results obtained under conditions of 
low noise and carefully-chosen software parameters. The 
most critical of these is the calibration zone chosen for 
extrapolation. 
Table 6.14 Repeated calibration and determination using 
magnesium standards. 
Calibration standard, 3.0 ~g/ml magnesium solution. 
Mean baseline noise amplitude, about 4 pulses at an ADC 
reading of 800. 
Extrapolation interval, smoothed pOints 5 - 19 inclusive. 
Run r IMgl present/found, ~g/ml 
0.15 0.25 0.50 1.00 1.50 
1 -0.99952 0.153 0.253 0.501 1.008 1.496 
2 -0.99970 0.154 0.258 0.504 0.998 1.486 
3 -0.99964 0.152 0.255 0.507 0.999 1. 484 
4 -0.99969 0.151 0.254 0.506 0.998 1. 476 
5 -0.99982 0.151 0.251 0.492 0.989 1.468 
6 -0.99991 0.153 0.256 0.504 0.994 1.461 
7 -0.99954 0.152 0.254 0.503 0.980 1.455 
8 -0.99992 0.152 0.252 0.493 0.971 1.444 
9 -0.99957 0.150 0.256 0.494 0.992 1. 461 
Mean -0.99967 0.152 0.254 0.500 0.992 1.470 
R.S.D. % 0.81 0.86 1.2 1.1 1.1 
95% c. 1. , ~g/m1 ±0.003 ±0.005 ±0.014 0.025 0.037 
Although these results are comparable with results obtained 
using conventional atomic absorption ca11bration, the system 
was by no means free of faults. A number of problems were 
encountered under less favourable conditions. The first 
of these is apparent in Table 6.13, where the precision of 
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the 1.0 Ug/ml result is degraded by spur~ous data ar~sing 
from data-reading errors (see section 7.3) when the sample 
absorbance converts to an ADC read-out close to 1536. 
The five determinations producing the reported mean were 
1.031, 1.059, 1.039, 1.041,. 1.036. Of these the first two 
have large errors (about -0.009 and +0.018 Ug/ml respectively) 
arising from this fault. As may be deduced from the table, 
the mean standard deviation is' otherwise of the order of 
0.002 Ug/ml. 
(d) Problem Areas 
Some problems were ~nherent in the system as it 
was conceived; others became apparent in seeking to improve 
its performance and to extend its scope to other elements. 
Efforts were directed towards three main areas. 
(i) analytical problems (e.g. the effects of noise; 
the variety of 
(ii) 
the measurement of u/V and t ; 
e 
conventional calibration curve shapes); 
technical problems (e.g. data-reading errors; 
malfunctions of the apparatus); 
(iii) creation of software to overcome these and other 
limitations (e.g. the speed of data collection and 
processing). 
These aspects constituted a major part of the work, and 
are discussed separately in Chapter 7. 
6.6.3 Conclusions 
The procedure constitutes a successful practical basis 
for fully-automated continuous d~lut~on calibrat~on of an 
atomic absorption spectrometer. Under favourable condit10ns 
the performance is comparable with that of conventional 
calibration. Explots are linear over the chosen range 
with correlation coefficients cons1stently better than 
0.9995. The relative standard deviation between runs 
is about 1% and the results are accurate within a 95% 
confidence interval. 
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In its present form, the method 1S not very robust. 
The operat1ng conditions and software parameters must be 
chosen with care for a particular applicat1on, and performance 
:r~-aegraded by noise. Smoothing and data-processing might 
both be further improved. Some of these aspects are 
discussed in Chapter 7. 
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CHAPTER 7 
THE ACQUISITION 
OF DATA BY 
7.1 INTRODUCTION 
AND MANIPULATION 
MICROCOMPUTER 
Without the cheap and portable data-handling power of 
a bench-top microcomputer, continuous dilution calibration 
is not a practical proposition. Continuous monitor1ng of 
the spectrometer's response involves a large amount of data 
which may be automatically read, stored, man1pulated and 
evaluated by an interfaced microcomputer without involv1ng 
the operator. 
Primary considerations in establishing this system 
were the structure of the interface, the nature of the data 
transmitted and the data-processing requirements. 
An interface is a communications link between system 
components which are otherwise incompatible. The output 
from an analytical instrument is frequently an analogue signal 
(e.g. the A3300 spectrometer has an analogue lOmV chart 
recorder output) which must be digitized, using a suitable 
analogue-to-digital converter (ADC) before presentat10n to 
the m1crocomputer. The speed of this process is important, 
since it determines the amount of information collected dur1ng 
a calibration run. 
The data may appear unusually noisy. Many familiar 
output devices (meters, chart recorders, digital displays, 
integrators) have built-in signal-damping or integration 
features which reduce noise. Digital data collected by 
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microcomputers is usually subjected to dig1tal smoothing to 
improve the signal-to-noise ratio before being used analyti-
cally. 
Care must be taken to ensure that the computer is used 
correctly and that it executes exactly what is required. 
Any manipulation of the data, whether intended to improve 
its quality by making the useful analytical content more 
obvious or to exploit that content, must be achieved without 
degrading it. Consequently it is essential that the informa-
tion gathered by the instrument does not simply "disappear" 
into the computer, but that the analyst maintains contact 
with each stage of the data-processing and satisfies himself 
as to its implications in terms of the analysis. 
The application of these considerations to continuous 
dilution calibration form the basis of this chapter. 
7.2 INTERFACING THE SPECTROMETER AND THE MICROCOMPUTER. 
Apparatus. 
The flow manifold for continuous dilution calibration 
was descr1bed in sect10n 6.5.2. 
representing the control system. 
Fig. 7.1 is a block diagram 
A 128k Apple lIe microcomputer was purchased together 
with a double disk drive and a Kaga monitor. Subsequently 
an Epson MX-80 type III printer was added. Full automation 
of the system would require a further capital input of about 
£2000: the cost of three solenoid value pneumatic actuators 
1nterfaced to the computer, which would then control the 
switching of the Rheodyne valves. Stone and Tyson are 
presently investigating an alternative microprocessor-
controlled valve-switching device based on a stepper motor. 
Should this prove successful the cost would be reduced to a 
fraction of the commercial price. 
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Apple Ire microcomputer 
Fig. 7.1 Continuous dilution calibration: 
control and feedback. 
AA 
SCU 
ADC 
Printer 
A.A. Shandon Southern A3300 atomic absorption spectrometer 
A.D.C. Micro':'_con-trol Ltd.: 12-bit C-MOS ADC 
S.C.U. four channel signal conditioning unit, device 
providing signal amplification and variable back-off. 
ab Computer control of Rheodyne valves, required for 
complete automation. 
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Other equipment raised from within the Department 
(Figs. 6.8 and 6.9) included the ADC, the G11son Minipuls 11 
peristaltic pump, Rheodyne valves, tubing and connectors. 
The signal conditioning unit (SeU), teflon mixing chamber and 
Marriott bottles were manufactured in the Department workshops. 
7.3 DATA ACQUISITION 
7.3.1 Conversion in Free Running Mode. 
Using the data collection system described, the 
analogue output from the 10 mV chart recorder outlet of the 
spectrometer is amplified to about 2V maximum current lOmA 
by the SCU, digitized by the ADC and output as a 12-bit binary 
number which is split between locations -16175 and -16176 
(Fig. 7.2). 
Low byte, -16176 High byte, -16175 
- -
0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7 
1 0 0 0 
-
(0 - 255) (0 - 15)_ 16 
12 bit binary number 
Fig. 7.2 Accommodation of 12-bit binary output from ADC. 
The first eight digits, called the "low byte", having a value 
VL, are read by PEEKing (-16176). The remaining four digits 
occupy the first four bits (0-3) of the "high byte" (location 
-16175) but the pin corresponding to the 5th bit is hard-wired 
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"high" to facl.lJ. tate identificatl.on of the occupied slot. 
Thus thl.s bit always registers a logic "1" state when the 
data is read. This increases the value of the high byte (VH) 
by the binary number 10 000 or decimal 16. 
therefore read as VN where 
VN = VL + (VH - 16) x 256 
(see JMAC20, lines 2500-2610, 2650). 
The ADC output is 
(7.1) 
During the calibration run values of the integer VN are stored 
in the array V%(N). In free-running mode the data is read 
at a frequency of 72.25 Hz (JMACOLLECT, lines 20-50). 
7.3.2 Data Reading Errors 
In free-running mode the data may change during the 
small finite interval separating the readings of the low and 
high bytes. This may result in a large error in reading a 
number close to 256. 
Data VN 
255 
I 
data change 
1 
256 
VL 
\ 
\ 
\ 
VH 
QC] 
Fig. 7.3 Occurrence of data reading errors. 
T 
read period 
_I 
If the data changes from 255 to 256 during the "read" period 
it may result in a reading of 255 and VL and a 1 in VH, so 
that VN is read as 511. (The complication of the 5th bit 
in VH is ignored in this example.) 
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When the data changes during the "read" perl0d in the 
reverse sense, i.e. from 256 to 255, VN may be read as O. 
The problem is aggravated if the data is noisy, when the 
255/256 boundary may be crossed many times by high frequency 
noise spikes as the signal passes through this region 
(Fig. 7.4). 
256 256 
255 
errors errors 
Fig. 7.4 Data reading errors and signal noise 
(a) during calibration run 
(b) in monitorlng sample absorbance 
Thus, reading errors of ±256 occur whenever the ADC operates 
in free-running mode and the output approximates to a multiple 
of 256. As a result the analytical data is serlously cor-
rupted. 
7.3.3 Alternative Modes of Operation. 
The problem of readlng errors may be circumvented by 
"freezing" the digital output during the read period, by 
temporarily switching off the ADC (JMAC20, line 110). Since 
the collection rate using this "data-hold" technique was 
reduced to 49.62 Hz, the amount of data collected during a 
given calibration tlme was reduced by about 30%. At this 
stage the reduction represented no great problem. Ultimately 
a return to free running operation should be possible. From 
the technical information on the 8703 ADC (RS data sheet 3554) 
it appears that reading errors might be circumvented by pre-
facing the "read" instruction with "await data valid low; 
wait further 5 liS". Possible adverse effects on the pre-
cision of the timing loop will need to be checked. 
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Methods of eliminating data readIng errors during data 
processing are discussed in section 7.4.5. 
7.4 DATA MANIPULATION 
This section summarizes the development of the micro-
computer's considerable role in continuous dilution cali-
bration. 
7.4.1 Noise. 
The instrumentation described in section 7.2 enables 
the recording of 3000 absorbance-time readings in a calibra-
tion run lasting about one minute. These data result from 
regular, discrete observations of a function which is smooth 
and continuous. However, experIment and observation intro-
duces various random errors, described as noise, which are 
superimposed upon the analytical function and are indistin-
guishable from it. 
wer identl.fied. 
Ca) Detector Noise. 
In this work three main sources of nOIse 
Short term noise from the spectrometer, due to varia-
tions in flame processes, nebuliser performance and in the 
electrical cIrcuits, is well-known. Such noise is usually 
eliminated by damping the signal or Integrating It over 
several seconds. Since neither process operates significantly 
when the data IS logged by a microcomputer thIS noise is 
present and is usually removed by "smoothing" or "filtering" 
the data after collection. Thl.s aspect of data-processing 
is discussed in section 7.5. 
Cb) Noise from the Signal Conditioning Unit. 
The signal conditioning unit used to amplify the 
spectrometer output produced intermittent high frequency 
noise, a problem commonly encountered with diodes, operational 
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ampl1fiers and voltage regulators. Originally the dis-
turbances were attributed to mains n01se but this was probably 
incorrect. Since the baseline noise (mean amplitude about 
5 pulses at an ADC output of 800) was routinely monitored 
(section 7.4.2) as part of the experimental procedure, the 
intermittent noise (mean amplitude up to 60 pulses) was easily 
detected. Analytical measurements could not be made until 
this noise subsided, which sometimes caused considerable 
delays. At one stage the problem was so persistent that 
the unit was opened and several replacement integrated 
circuits were tested: all performed worse than the orig1nal. 
The situation improved somewhat when ventilation holes were 
drilled in the top cover of the unit, but hold-ups still 
occurred. 
(c) Noise from Data Reading Errors. 
The occurrence of local regions of noise due to 
reading errors was explained in section 7.3.2. Such errors 
were prevented by using the "data-hold" procedure described, 
or were removed during data-processing, as described in 
section 7.4.5. 
7.4.2 Monitoring of Baseline Signal and Baseline Noise. 
These are important parameters in atom1C absorption 
spectrometry. Sample absorbance is measured relative 
to the baseline (set by the blank) which must be checked from 
time to time to correct for drift. Basel1ne n01se determ1nes 
the detection limit and provides an indication of the qual1ty 
of the analytical signal. 
In developing the software for continuous dilution 
calibration, the baseline VM was measured as the mean of 
200 readings, equivalent to a 4s integration of the signal. 
Since the repeated determination of standard deviation is 
somewhat cumbersome, an alternative measure of baseline noise 
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was ~dopted. This was lal, the mean modulus of the 
amplitude of the baseline noise (coded as RM in JMAC20), 
i. e. 
lal = 
200 
1: 
i=O 
200 7.2 
On running the program a monitoring loop is executed whereby 
the values of VM and RM are updated every 4 seconds and dis-
played on the screen. 
7.4.3 Sample Absorbance. 
Sample absorbance is determined as the mean of 200 
data readings less the baseline VM (lines 820-850). One 
option of the sample menu (lines 620-690) allows the basel1ne 
to be updated (lines 2760-2800). 
7.4.4 Initiation of the Calibration Run. 
The question arose at an early stage of how to trigger 
the jump from "baseline monitoring" to "data record1ng" at 
the start of a calibration run. This requires prompt recog-
nition of the growing output by its discrimination from base-
line noise. The statistic TiT was used as a basis for 
dec1sion, as standard deviation is used in determining a 
detection limit. The probability of observing a baseline 
reading greater than VM + 4 laT was estimated to be very low, 
so that such a reading should be assumed to originate from 
a calibration run. The criterion was introduced into the 
monitoring loop (line 2680) so that each data reading was 
checked against the most recent estimate of laT. Fulfilment 
of the condition initiated recording of the cal1bration data 
(lines 80-120). This arrangement worked very well. Pre-
mature triggering occurred only rarely under normal conditions. 
I 
Persistent premature triggering was found to correlate with 
the output of the SCU becoming noisy. 
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In the current version of the software the calibration 
run lasts approximately 1 minute. 3000 data readings are 
stored in the array V%(N). N is used as a measure of time, 
since the collection rate is known to be 49.62 Hz. 
7.4.5 The Correction of Data Reading Errors. 
Reading errors appeared in the recorded calibration 
data when the ADC was operated in free-running mode. Two 
methods of eliminating them were investigated. 
(a) Data Averaging. 
During smoothing the data points were averaged in 
batches of 101, therefore positive and negative errors can-
celled. However, unfortunate combinations of several errors 
of the same sign sometimes occurred so that, although smooth-
ing reduced the very large deviations originally present, some 
deviation remained. Since any corruption of the calibration 
data is unacceptable, this method was inadmissible as a 
means of removing the errors. 
(b) Data Sort1ng. 
Data reading errors of ±256 were quite obvious in the 
stored data since the random variation was only about ±5 
pulses. Accordingly the computer could be programmed to 
identify and correct them during data smooth1ng. Each data 
point was compared with its precursor. If it differed by 
more than 100 it was corrected by add1ng or subtracting 256. 
This process was successful in removing reading errors, 
though 1t increased the time of smoothing 4000 data points 
(the number used in free running mode) to about 3 minutes. 
If necessary a faster version of the subroutine could certainly 
be developed. 
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7.4.6 Data Smoothing. 
The calibration data must be free from noise to allow 
accurate interpolation of the sample absorbance. The stored 
data was therefore subjected to digital smoothing before the 
samples were determined. The subject is discussed in 
sect10n 7.5. 
7.4.7 Location of the Starting Point of the Growth Curve. 
In practice the start of the growth curve (defined in 
section 6.2.1 c) cannot be observed directly since it is 
obscured by baseline noise. Consequently, data recording 
is triggered only when the growing response can be distin-
guished from the baseline. The starting point is therefore 
located by means of an explot calculation (section 6.2.2 c) 
performed by the microcomputer (JMAC20, lines 370-570) 
using the smoothed calibration points 11 to 12 inclusive. 
11 should not be less than 3 since the trigger criterion tends 
to favour a positive noise spike for the initiation of data 
collection. 12 should correspond to a concentration which 
lies on the initial linear section of the conventional cali-
brat ion curve. 
model 
A least squares fit to the data to the explot 
V(N) = m exp (-ut/V) + c ... 7.3 
is carr1ed out using these data (JMAC20, l1nes 280-580). 
The computed values of m and c allow the calculation of values 
of V', k and t (see section 6.2.2 c). The start of the curve 
m e -
can then be identified and the evaluation equation (6.11) and 
its absorbance analogue can be constructed. The correlation 
coefficient and the distribution of errors provide checks on 
how well the selected data fits the model. 
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7.4.8 The Determination of Sample Concentration. 
(a) By Evaluating the Characteristic Time. 
The characteristic time of a sample is the time at 
Wh1Ch the concentration in the mixing chamber 1S equal to 
that of the sample. To determine its value the sample 
response VS is compared with the array of stored calibrat10n 
data V(O), V(l), V(2), etc., utltil the smallest value V(N) 
is located for which V(N) > VS (lines 890-900). The sample 
absorbance therefore lies between V(M) and V(N). Assuming 
a linear response-time relationship between these points, a 
value NS is calculated for which V(NL) = VS (Fig. 7.5). 
"0.5s 
Respons4 
V(M) I VSI V(N) I 
I I 
I I 
I I 
I I 
M NS N i .-
Calibration point number 
NS V(M) + VS - VM 
" VN - VM 
Fig. 7.5 Computer interpolation of calibration data. 
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The characteristic tlme is then 25 NS/CR, where CR is the 
data collection rate (lines 970-980). Substitution of thlS 
time in the evaluation equation (6.11) yields the sample 
concentration (line 2090). 
(b) Low Concentrations by Direct Computation. 
No calibration data exist at very low concentrations. 
However such concentrations 11e within the initial linear 
section of the conventional calibration curve, where the 
absorbance analogue, equation (7.3), of the evaluation 
equation (6.11) is valid. Since m and c are already known 
from the explot results (section 7.4.7), the characteristic 
time of a sample of low (i.e. N < 11) concentration is com-
puted by inverting equation (7.3) and substituting the sample 
response VS for V(N) (JMAC20, lines 880, 960). The sample 
concentration is calculated, as before, by substituting the 
characteristic time in the evaluation equation (line 2090). 
In fact, both steps could be replaced by a direct 
calculation of the sample concentration using the equation 
C = vs x C Ic 
m 
7.4 
Slnce concentratl0n is proportional to observed response 
and c (from the logplot) is equivalent to A' (section 6.2.2c). 
m 
However, the application of equation (7.4) will require 
substantial changes to the software: for the time being 
it was necessary to call a halt. 
7.S DIGITAL SMOOTHING OF DATA. 
7.5.1 Introduction. 
The object of smoothing data is to remove noise without 
degrading the underlying analytical information. Smoothing 
techniques exploit the differences between the two. Noise 
is random, whilst most analytical functions are smooth and 
continuous. 
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In 1964 Savitzky and Golay (145) published a unique 
paper wh1ch created new opportunities of smoothing digital 
data. Their simplified least squares procedure has attracted 
w1de-spread attention as the use of computers has grown, and 
remains the basis of current practice (146). Their basic 
assumptions are 
(i) that the data represents a smooth and continuous 
analytical function; and 
(ii) that projections of the plotted data to the abscissa 
are evenly-spaced. 
(a) Moving Average. 
The moving mean of an odd number (n) of consecutive 
observations is computed and replaces the central point. 
The process generates a sequence of smoothed data, as shown 
in the following example, for which n = 5. 
Observation 1 2 3 4 5 6 7 8 9 10 
Original 
f------------, 
data I 0 0.5 1.5 1.4 1.8 I 1.8 
1 ______ ----
2.7 2.6 3.6 3.8 
Smoothed data 1.04 1.40 1.84 2.06 2.51 2.91 
The mean of p01nts 1-5 is 1.04, of points 2-6 is 1.40, and 
so on. The degree of smoothing depends upon the filter 
length n. Data is lost at the beginn1ng and end of the 
sequence. The method is acceptable if the function within 
the filter approx1mates to a straight line. Failure to fulfil 
this cond1t10n results in degradation of the analytical data. 
Hence, the more curved the funct10n, the higher must be the 
frequency of observation. 
Savitzky and Golay suggested that curved functions 
might be fitted by weighting the points within the filter so 
that a smoothed value Y. is obtained from a convoluting 
J 
equation of the type 
y.= 
J 
m 
1: C .. y.+. 
• '!- J '!-1=-m 
m 
1: 
i=-m 
C. 
'!-
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7.5 
where y represents the original data; n, the filter length 
is 2m + 1; and C. ti = -M to +m) represents a set of 
'!-
"convoluting integers" used to.weight the n observations 
with1n the filter. 
(b) Least Squares Procedure 
The usual method of fitting a line through a set of 
points, however, is the least squares procedure (section 9.1). 
Unfortunately, a moving least squares computation is a 
formidable undertaking, even uS1ng a computer. The most 
exciting aspect of Savitzky and Golay's work was their 
demonstration that a least squares approach to digital 
smoothing produced a set of convolut1ng integers of the type 
described earlier. Their use, which is not an approximation 
of the least squares treatment but is exactly equivalent to 
it, greatly reduces the number of calculations involved in 
smoothing data accord1ng to the principle of least squares. 
Nevertheless, the computing requirement should not be lightly 
dism1ssed. It is determined by several factors - the size 
of the data set, the filter length, and the programming 
" language employed - and may still be considerable. 
7.5.2 Smoothing Required for Continuous Dilution 
Calibration. 
Fortunately absorbance-time growth profiles are usually 
only gentle curves, over which a large amount of data can 
be collected. The main requirements are therefore to smooth 
the data and simultaneously reduce it to a set which is 
easily managed in evaluating sample concentrations but which 
still accurately represents the absorbance-time function. 
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7.5.3 Smoothing Procedure Adopted. 
After considering the requirements for smoothing, the 
methods available and their demands in terms of time and 
computer power, a moving average procedure was adopted, but 
with modifications to reduce the mass of data and the pro-
cessing time. 
100-
Data points V%(i) 0-24 25-49 50-74 75-99 1241 
Summed data S(O) S(l) S(2) S(3) S(4) 
Calibration pOints V(N) 
Value of N 
~~ 
o 
~ ~ 
1 
~ ~ ~~ ~t--
2 3 4 
Fig. 7.6 Basis of smoothing procedure in JMAC20. 
N is a measure of time since t = 25 NjCR 
Data collection starts when N = O. 
-
~~ 
5 
25-
S(5) 
In the current version of the software, smoothing is carried 
out immediately after collection of the calibration data 
(JMAC20, lines 130-240). The 3000 "data points" are summed 
in blocks of 25 
24 49 
i.e. S(O) = L V%(1), S(l) = E V%(1) 
i=O i=25 
etc., as indicated in F1g. 7.6. Moving average smoothing 
is then carried out using the blocks of data and an effective 
filter length of 101 observations, after which the baseline 
is subtracted to yield one smoothed "calibration point" in 
place of every 25 original "data points". During this stage 
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the calibration data is reduced to an array of 120 points 
in the computer memory. In order to avoid the loss of data 
at the start of the sequence, the initial calibration point 
V(O) is calculated as the original data point V%(O) less 
the baseline, Wh11st Vel) is the mean of data points 0 to 50 -
i.e. 51 data pOints, being 
S(O) + S(l) + V%(50) 
less the baseline, VM. Thereafter each calibration point 
is the mean of 101 data p01nts, i.e. 4 blocks + 1 point, so 
that 
V(2) = [CS(0)+S(1)+S(2)+S(3)+V%CIOO»/101J-VM 
V(3) = [CS(1)+S(2)+S(3)+S(4)+V%(125»/101J-VM 
The implied time coordinate of a calibration point YeN) 
is simply 25 N/CR where CR is the rate at which data is 
collected by the system, and the p01nts are spaced at inter-
vals of 25/CR, about 0.5s. 
7.5.4 Results and Discussion. 
The method proved fast and effective. Fig. 7.7 
illustrates the result of smoothing data obtained in free-
running mode. Since the filter length (NZ) and the number 
of readings per block (NB) are readily varied by changing a 
single line of the program (50), the procedure has considerable 
flex1bility, providing scope for experiment and further develop-
ment. Unfortunately t1me forbade the further exploration of 
this interesting resource. 
V%(I) 
and 
YeN) 
65 
60 
55 
50 
45 
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Fig. 7.7 
230 
242 
o original data recorded 
* smoothed data 
240 250 260 270 280 
I - observation number 
290 
Effect of smoothing data. V%(I) is the ADC 
300 
output stored at location N of the array. YeN) 
is the smoothed data where N is 1/25. The data 
collection rate is 72.25 Hz. 
• 
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7.6 AUXILIARY PROGRAMS. 
7.6.1 Introduction. 
The ma1n control program JMAC20 was developed con-
tinuously during the research period. Improved routines 
were devised and tested independently, incorporated into 
the main program, and tested again to confirm their com-
patibility and correct funct~oning. When working in this 
way it is necessary to remain alert to the possibility of 
local programming changes having an adverse effect at any 
point in the program (e.g. the simple mistake of doubly-
assigning a character). 
During the work, various auxiliary programs were 
developed as diagnostic tools and remain available for use 
in check1ng aspects of the system performance. Brief 
descriptions of the more useful of these are given in th1S 
section. 
7.6.2 Data Acquisition 
JMA MONITOR records the start of data collection, and 
prints out the f1rst 100 readings of V%(N). 
JMANOISE examines the ADC output and repeatedly 
d1splays the mean value and relative standard deviation. 
(By adJusting the spectrophotometer gain the occurrence of 
read1ng errors can be demonstrated when the ADC output 
approximates to a multiple of 256). 
7.6.3 The Time Constant u/V 
LOGPLOT accepts data and carries out a logplot 
determination of u/V using least squares regression of 
In[Aml(Am-A)] on t. 
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JMAU/V records and smooths the calibration data then 
abstracts information for the least squares regression of 
lnld~tN)1 on t. u/V is obtained from the gradient. 
JMAU/VCHECK records and smooths the calibration data 
and abstracts informat10n for a logplot determination of u/V 
which is accurate if C is chosen to lie on the linear section 
m • 
of the conventional calibration plot. 
7.6.4 Exponential Range of the Calibration Data. 
GROWEX collects, smooths the calibration data and 
tabulates values for an explot. The linear portion of 
this indicates the exponential range of the data. 
7.6.5 Digital Smoothing. 
JMAINSPECT monitors the calibration data and prints 
out both the read1ngs V%(N) and the smoothed values V(N). 
Some results are shown in Fig. 7.7. 
7.6.6 Check1ng Individual Results. 
Access can be gained to the data at every stage of 
process1ng, if required, 1n order to check suspect results. 
The raw data and the smoothed data are available in the 
arrays V%(N) and V(N) respectively. The explot calculat10n 
may be checked uS1ng the calibration data print-out, 
especially by observ1ng the least squares correlation 
coeffic1ent and the distribution of errors. Finally, the 
print-out includes, for each sample, the mean response, 
characteristic time and concentration found, so that the 
actual evaluation process may also be scrutinized. Frequent 
use was made of these facilities during the development work. 
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CHAPTER 8 
DISCUSSION 
8.1 THE SIGNIFICANCE OF THE RESULTS. 
The content of the previous seven chapters indicates 
the considerable extent of this investigation. Their 
contribution to that area of sC1ent1fic knowledge includes 
the critical analysis of prevalent ideas, some new questions, 
thoughts and theories, together with experimental results 
and conclusions. Each is a constructive interaction with 
the scientific "status quo", a means of progress, without 
which knowledge stagnates. However, such interactions are 
personal, in this case perhaps somewhat radical, and it is 
well that all have a free choice in assessing their worth. 
Consideration is the 1mportant step, not acceptance. 
Several differences of view arose during the course of 
the work. Doubtless the most controversial area is that of 
dispers10n itself. Whilst the concept of Dispers10n 
coeff1cient is useful, experimentally it is more or less 
1naccess1ble. Even the "defin1tion" appears to be a matter 
for indiv1dual 1nterpretation. Nevertheless, for some 10 
years this parameter has been unquestioned as the quantita-
tive bas1s of f.1.a. The reason is that the vast majority 
of app11cations during this period were relative analytical 
methods. It is only when one seeks to produce absolute 
concentrations using f.i.a. techn1ques that the defect 
becomes apparent. Reaction to the disclosure of these 
findings [149] is awaited with interest. Important as they 
, 
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are to the Loughborough group, they are of little consequence 
to many others, except perhaps, those intent on predicting 
the values of Dispersion coefficients and of their combina-
tions. 
Similar considerations apply to detectors. For many 
f.i.a. applications, the findings of Chapter 5 have but 
little import. Nevertheless conditions where they are 
relevant are readily envisaged with1n the broadening horizons 
of f.1.a., and it is as well to be aware of the detector's 
contr1bution. 
The work has focussed sharply on the rationale of 
f.i.a. and similar dynamic techniques. Initially the idea 
seemed a simple one. This investigation has revealed new 
considerations applicable in explaining the performance of 
eX1sting systems, and 1n developing new ones. Dispersion 
coefficient and detector characteristics again assume central 
roles. The short-term precision of a particular, well-
designed f.i.a. manifold, operated in conJunct10n with a 
given chemical system, is not in dispute. What has been 
questioned is the day-to-day precision, 1tS robustness w1th 
respect to disturbance of the man1fold and operating con-
d1tions, and changes in the chemical system employed. As 
shown in Chapter 5, the detector's contribution to the overall 
observed dispers10n may be s1gnif1cant. These phenomena 
are presently under 1nvest1gation by Stone and Tyson in 
Loughborough. The gU1d1ng principle wh1ch emerges from 
this study 1S that, whilst f.i.a. techniques are frequently 
accredited w1th good precision, calibration based on a single 
standard demands accuracy. 
The most significant results of the work on continuous 
dilution calibration are 
Ci) that it has provided new insight into the question 
of calibration; 
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(i1) that the technique was successfully demonstrated; 
(iii) that it involved many new areas of study; and 
(iv) that it provided a basis for decisions concern1ng 
further development. 
Once again, the original concept of continuous dilution 
calibration appeared simple enough. Implementing it, 
however, illuminated both theoretical and practical con-
s1derat10ns not fully appreciated at the outset. These 
are further discussed in due course. The system developed, 
which includes provision for clearing the tank of cali-
bration solution during the sampling period, requires only 
the addition of computer-controlled valves for complete 
automation. SubJect to the provis1on of accurate quantita-
tive inputs (discussed later) the performance was demon-
strated to be as good as that ach1eved conventionally. 
Much valuable exper1ence was gained wh1lst developing the 
manifold and the data collection, tr1ggering, data smoothing, 
location of time zero, and sample determination procedures 
to the pOint where the value of the method could be assessed. 
Thus, wh1lst fUrther development is required in some areas, 
a number of more fundamental aspects should first be con-
sidered. 
First and foremost it is clear that any calibration 
method requires a number of quantitative inputs, i.e. 
accurate information upon which the calibration is based. 
The minimum requirements of those opt1ons explored in this 
work are 
(i) for conventional calibration: a concentrated standard 
solution, a pipette and a volumetric flask (alter-
natively, several standards). 
(ii) for variable dispersion calibration: a concentrated 
standard solution and an accurate variable dispersion 
device; 
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(i1i) for cont1nuous d11ution calibrat1on: a concentrated 
standard solution, a m1xing chamber of known volume 
and a steady, accurately-known flow rate. 
Thus the advantage of (i11) over (i) is not that it 
requires a diminished quantitat1ve input, but that it may 
be readily automated. The accuracy, however, depends upon 
be1ng able to measure and maintain a steady flow rate. In 
passing some thought might be given to the possible future 
reaction of that sector of the analytical community involved 
in the validation of methods to the use of flow rate as a 
quantitative input for ca11brat10n purposes. 
The routine determination of u/V is not easily 
incorporated into the automated procedure. However, a 
pump giving a constant flow rate is essential and, if this 
is obtained, u/V is easily determined from time to time using 
JMAU/VCHECK and a 0.5 ~g/ml magnesium solut10n er.s.d. 2%, 
mean correlation coefficient 0.9998, for 14 calibration runs 
under fairly noisy conditions.) 
Further development- requires further funding, and 
this will probably involve assessing the method's commercial 
viability, wh1ch does not follow automat1cally from the 
achievement of successful calibrat10ns. At present the 
apparatus involves some fairly costly components: a Gilson 
Min1puls peristaltic pump, mix1ng chamber, 
3 or 4 automated valves and the associated 
facing. The decis10n to proceed probably 
magnet1c st1rrer, 
computer inter-
hinges upon what 
economies can be made 1n des1gning a compact, 1ntegrated 
commercial prototype of the system. Commercial exploita-
tion of such a module is presently being actively pursued 
by the British Technology Group. 
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8.2 SUGGESTIONS FOR FURTHER WORK. 
The study exposed several interesting areas worthy 
of further research. Some of these are already being 
investigated elsewhere. MLller-Ihli et al.[150] have 
discussed the use of various mathematLcal models for fitting 
calibration data in a.a.s., whilst KleLJburg and Pijpers [151] 
have published a study of the exponentLal calibration model 
investigated in section 4.2, and de Galan et al.[152] have 
compared manually-drawn curves with various computer-fitted 
models. In Loughborough, Bysouth and Tyson are studYLng 
various flow-based a.a.s. calibratLon techniques, whilst 
Stone and Tyson are investigating the full range of factors 
WhLCh influence Dispersion coefficient, and are examining 
the tanks-in-series and parallel tanks models. Hopefully 
thLs work may extend to a consideration of the combination 
of Dispersion coefficients in a complex manLfold. An 
empirLcal single-manifold dispersion model was recently 
proposed by Gomez-Nieto et al.[153]. 
A comparative study of f.i.a. detectors would be a 
valuable follow up of the work reported in Chapter 5. 
Further developments in contLnuous d11ution calLbra-
tion will almost certainly begin with the designing of an 
integrated version of the present 
commercially-acceptable module. 
system in the form of a 
An important aspect of 
thLs reorganization 1S the selection of an appropriate two-
channel pump. There-after the next objective should be 
improved data acquisition and data processing. The possible 
use of weighted least squares regression in the explot sub-
routine, and that of a Savitzky-Golay convoluting set of 
integers in smoothing routine, should both be reconsidered. 
In any case, the use of assembly-language and further work 
on the software would certainly produce a faster and more 
efficient package. 
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Additional applications of the apparatus should also 
be considered. For example, it provides a means of carrying 
out continuous, rapid scans of the concentration function 
in a.a.s., and so could be used to investigate interference 
effects. An interferent stream merged prior to the mixing 
chamber provides a constant interferent:determinand ratio; 
merged after the mixing chamber~ it results 1n a constant 
interferent level. Selection of the appropriate system 
would therefore permit the elimination of chemical interference 
effects 1n continuous d11ution calibrat10n determinations. 
8.3 BROADER EFFECTS OF THE INVESTIGATION. 
This volume represents the author's personal impression 
, 
of the research area, acquired as a result of a S1ncere 
and thorough study. Its limits and the depth of treatment 
afforded to individual topics were determ1ned largely by 
his assessment of the priorities in terms of the original 
aims and the time available. The intention throughout was 
to make a meaningful contr1bution to a research group whose 
s1ze, activity and international reputat10n have all increased 
substantially, not because of this work, but certainly whilst 
1t has been in progress. Hopefully this work w111 con-
tribute to the group's future, and to its continued develop-
ment. 
In preparing the account, every effort has been made 
to preserve an obJective viewpoint by avo1ding over opt1mist1c 
interpretation of the results, to om1t what was 1rrelevant 
or trivial, but to include whatever was of immediate or 
potential value and to indicate its importance. 
It is reasonable to assume that the effects of the 
study extend beyond the confines of the Loughborough group, 
since the work has given rise to four conference presentations 
and contributed to several publications (Appendix 9.10). 
One hopes that these may serve the Univers1ty well. 
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F1nally the author himself has benefitted by the 
-
acqu1sition of analytical skills, 1ncluding a greatly 
increased understanding of analytical methodology, communi-
cations and the greater organization of analytical science. 
The rewards of effort are frequently determined by circum-
stances. In this respect the value of experience gained 
within the professional environment of the Chemistry 
Department of Loughborough University of Technology is 
gratefully acknowledged. 
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CHAPTER 9 
MATHEMATICAL APPENDIX 
9.1 LEAST SQUARES REGRESSION. 
The most common criterion for computing the line of 
best fit to a set of data is that of least squares. 
"When a set of n data points (x., y.) is to be fitted 
'Z- 'Z-
to the straight line equation y = mx + c, the values 
of m and c are selected so that when each abscissa xi 
value is substituted into this equation, the square 
of the differences between the computed numbers y 
and the observed numbers y. is a minimum for the total 
'Z-
of the observations used." 
All of the error is assumed to be in the ordinate and none 
in the abscissa. 
9.1.1 Homoscedastic Data 
The simplest case assumes constant variance over the 
range of values of Yi. 
For each xi the actual y value is Yi 
" 
.. .. .. predicted .. " (mx. + c) 
'Z-
The difference between the two is called the error, and is 
given by y. - (mx. + c). 
'Z- 'Z-
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The Mean Square error from all n data pairs is given 
by 
n 
R2 = 1 E [y. _ (mx. + c)]2 
n i=l -z. -z. 
for minimum error, 
R2 = 1 E [y.2 + m2x.2 + c 2 + 2cmx. - 2cy. - 2mx.y.] 
n -z. -z. -z. -z. -z. -z. 
aR2 2m EX. 2 2c 2 EX.y. 0 (9.1) am - - + - EX. - = n -z. n -z. n -z. -z. 
and aR
2 
= 2c + 2m Ex. 2 Ey. = 0 (9.2) ac- - - -n -z. n -z. 
(9.1) and (9.2) are a pair of simultaneous equations which 
may be solved to obtain the values of m and c which mini-
mize the mean square error. 
EXi Multiplying (9.2) by 
n 
2m (Ex.)2 _ lL Ex. Ey. + 2c EX. = 0 
n2 -z. n 2 -z. -z. n -z. 
Subtracting (9.3) from (9.1) 
2m [EX.2 _ 1 (EX.)2] _ 2 [EX.y. _ 1 Ex. EY~] = 0 
n -z. n -z. n -z.-z. n -z. v 
•• 
from (9.2) 
1 
c = - CEy. - mEx.] 
n -z. -z. 
(9.3) 
(9.4) 
(9.5) 
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Equations (9.4) and (9.5) allow simple calculation of the 
best fit values for m and c. 
From the definition of R2 we may also calculate the 
root mean square error for the n data values using 
n 
R = [l E 
n i=l 
9.1.2 Heteroscedastic Data 
(9.6) 
When variance is not constant with y the calculation 
is more involved [24, 147]. Each error must be weighted 
by a factor Wi which is a function of the variance at that 
point. The mean square error is then given by 
1 n 
E W.[y. - (rnx. + c)]2 
n i=l 1- 1- 1-
Various weighting factors were tabulated by Christian and 
Tucker [148] who have discussed the application of micro-
computers to both linear and least squares analysis. 
Table 9.1 Weighting factors of dependent variables for 
heteroscedastic least squares analysis 
Function 1/y In y 2 e Y y y 
Derivative 1 -1/y 2 1/y 2y e Y 
Weighting 1/0. 2 4 2 2 2 2 2 1/e2Yo. 2 factor y /oi y /oi 1/4y 0i 1- 1-
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9.2 LINEAR CONCENTRATION GRADIENT DEVICE [43] 
Fig. 9.1 
1 2 
Cl V2 
Co, Vo originally 
Open Stirred Tank 
ul , u2 are volumetric flow rates 
Cl is concentration of solution in 1. 
Co, Vo are concentration, volume originally in 2 
C2, V2 are concentration, volume in 2 at time t. 
Volume balance of tank 2 gives 
Mass balance of tank 2 gives 
d [V2C2] 
= ulC l - u2 C2 
dt 
dC2 dV2 
.. V2 . + Cz · = ulC l - u2C2 dt dt 
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dC2 
= 
uI·dt 
(Cl C2) Vo + (UI - U2)t 
{ul 
UI } 
-In(CI - C2) = In [Vo + (UI - U2)t] +k 
- u2 
where k is a constant. 
Substitution of C2 = Co when t = 0 yields 
{
Cl - C2} = uI 
In ~C-I----Cn-O u2 
= {VO + 
uI In {
Vo 
(UI - U2)t 
Vo 
+ (Ul - u2 )t } 
Vo 
ie V (UI _ U2)t }UI/(U2 - uI) C2 = Cl + (Co _ Cl) { 0 + 
----,V..-o ---
When U2 = 2UI 
(9.7) 
ie the concentration 1ncrease is linear with time. 
9.3 FLOW INJECTION TITRATIONS 
Symbols. Various sets of symbols are used in the literature, 
reflecting the preferences of different authors. That employ-
ed below represents an attempted meaningful compromise. 
Hopefully, comparison with the original papers will not be 
too tedious 
The generalized titration reaction between the sample, 
S, and the titrant (reagent), R, is represented by the equation 
S + nR = SRn 
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and the mathematical treatment assumes instantaneous mixing 
and reaction in the exponential dilution flask, plug flow 
and negligible time of flow in the connecting conduits. 
9.3.1 The Exponential Dilution Flask (e.d.f.) 
Earlier continuous flow ~itrat10ns made use of the 
e.d.f. to generate concentration gradients (Fig. 9.2). 
(a) 
s 
u 
Fig 9.2 Growth and Decay of Concentration in an 
Exponential Dilution Flask. 
Assuming ideal performance of the e.d.f., and neglecting 
dispersion and time of flow in the connecting conduits, 
the concentration profiles are generally as shown in Fig. 
9.2 (b). The fundamental equations for the growth and 
decay of concentration in the e.d.f. are well-known (e.g. 
ref. 72, 81). Several useful results may be derived from 
these equations. 
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(a) Curve 1: Concentration Growth 
where C is the concentration at time t, and 
CO is the injected concentration. 
when C = Cp ' t = slu 
C = CO(l p - e-
s / V) 
where C p is the peak concentration. 
(b) Curve 2: Concentration Decay 
(9.9) 
After the peak, concentration decays according to 
the equation 
C = C ~ut'/v p.e (9.10) 
where t' = t slu, i.e. time measured from the peak 
If s/V is large; e- s / V = 0 and C = Co. p 
. C=Co -ut'/V 
. . . e 
(c) Curve 3: Extrapolated Decay Curve 
(9.11) 
From equation (9.11), reverting to the original time 
scale, 
(9.12) 
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If C = Co when t = 0 
(9.13) 
Thus extrapolation of the decay curve to t = 0 indicates 
an apparent initial concentration of CO(es / v - 1). If 
s/V is small, the process approximates to a delta function 
input i.e. since s/V is small 
e S / V 
" 
1 + s/V 
Co = COs/V 
and C = CO!! ~ut/v V· e 
9.3.2 Two Channel Flow Injection Titration 
(a) (b) 
u 
waste t R l' D C 
sp 
C 
S V s u 
s 
.... H2O Ca • 
s lit 
tl 
t 
• 
Fig 9.3 (a) Manifold for F.I,A. Titrations. 
(b) Concentration of A in tank effluent. 
The dotted line marks the equivalence 
concentration. 
(9.14) 
t2 
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(a) Concentration growth in e.d.f. 
From equation 9.8, C = C 0 (1 
s s 
First equivalence pOint: 
u C 0 
r' r 
n.u
s 
= C 0 (1 _ e -us t/V ) 
s 
{ 
n.u.C 0 } In s s 
nu .C 0 _ u C 0 
s s r r 
e-ust / V) 
u .C 0 
r r 
n.u
s 
where u 
s' 
u are sample, reagent flows, respectively; 
r 
C 
s' 
C are sample, reagent concentrations, respectively; 
r 
C 0 
s 
is the 1njected sample concentration 
C 0 
r 
is concentration of the reagent stream 
(b) Concentration decay in e.d.f. 
From equation 9.12, 
Second equivalence point: t = 
.. 
v 
= - In 
Us 
llt = V In 
u 
s 
[eS / V _ 1] + V 
u 
u C Q 
r' r 
n.us 
{
nu C 0 _ u Co} 
In s s r r (9 15) 
u C 0 • 
r r 
Equation (9.15) is not in agreement with that derived by 
R 
C 0 
r 
u 
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Ruzicka, Hansen and Mosback [55] who appear to have based 
their derivation on the assumption that s/V is small, so 
the sample injection approximates to a delta concentration 
input at t = O. Writing (eSjV - 1) = s/V, the equation 
for t2 then becomes 
V {nu Ca .S} 
t2 = u In u :cso.v 
s r r 
i.e. t2 = V In (CsO .s/V) 
V In r~~:o } Us Us 
V V r CO } i.e. t2 = In C In r r Us so u nu s s (9.16) 
where C = C 0 s/V represents the concentration in the 
so s 
e.d.f. after the delta input at t = O. Assuming 6t = t 2, 
this equation corresponds to equation (8) of reference 
[55]. 
9.3.3 Single Channel Flow Injection Titrations 
(a) 
S 
C 0 
s 
... _waste 
v 
--
t 
C 
r 
/ 
6t 
R 
/ 
S + nR = SR 
n 
o U/~ __ ~~ ______ -L' ____ ~ ______ _ 
o tl 
Time, t 
s/u 
.. 
Fig 9.4 Single Channel System. (a) Manifold 
(b) Concentration/time profiles of sample (s) 
and titrant (R). Full lines represent unreacted 
sand R in e.d.f.; broken lines represent total 
Sand R (reacted and unreacted) in e.d.f. 
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Whilst t < tl the titrant R is in excess and sample enter-
ing the e.d.f. is immediately neutralised 
C = CO (1 ~ e-ut / v ) s s (see 9.8) 
C
r = 
Ca 
r 
.e -ut/v (see 9.10) 
First equivalence point: t = t 1 , C = nC r s 
t 1 = V In (1 + C 0 InC 0 ) 
u r s 
Between t = tl and t = slu, the concentration of unreacted 
S in the tank rises to Csp where 
= CO [1 
s 
After t = Slu the concentration of excess s decays accord-
ing to the equation 
Cs = C e-ut'/v 
sp 
wh1lst the concentration of R increases: 
until these reach equivalence 
Second equivalence point: C
r 
= nC
s 
ncspe-ut./v = C: (1 _ e-ut'/v) 
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t' = V In (nC ICo + 1) u sp r 
V 
nC 0 [1 _ e -5 /V (1 + CO InCa )J + CO } In { s C 0 r s 8 = -U 
r 
V rnco + CO )(1 _ e-
5
/
V)} 
In s r 
= -u Cn 
r 
Now, lit = s/u + t' - tl 
V rnCJ + CO )(1 _ e-
S
/
V)} _ ~ 
s + In r In(1+CO InC 0 ) = - r s u u Ca 
r 
V 
(nC 0 + Co) (l-e -slY) nCo 
r + In s {In e 5 / V+ In 8 = u C a (nC 0 + Ca 
r s r 
( s/v 1) nCo 
V {e - } In s = -u CO 
r 
lit V In (e s / v _ 1) + V In (nCo ICD ) (9.17) = - -u u s r 
The same equations may be der1ved with no further consider-
ation of the chemistry beyond the equivalence cond1t10n. 
When s/V is small, e S / V " 1 + s/V 
· . 
lit" V In (s/V) + Yln (nC o IC o ) 
u u a r 
(9.18) 
This equation is quoted by Ramsing, Ruzicka and Hansen 
[55, 56J. 
) 
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9.3.4 Flow Injection Titrations without a Gradient Chamber [33] 
S 
'\ 
t r' 
C IC ° I s sI 
I 
I 
s.m.s. 
CrO ~u:.,-:.:!I!!=--.fl CC:-s :-' (C;r:-~ W Ca ~
s 
o 
Fig 9.5 High Speed F.I.A. Titrations 
Time 
The theoretical model of the single mixing stage 
is 
C - COs -ut/v 
s - s ·V e 
represented by curve 2 in Fig 9.5. 
(see 9.14) 
In practice the initial increase in concentration 
is not instantaneous, and the real curve resembles curve 
1. In unit volume of a solution obta1ned by mix1ng Sand 
R, 
where Vs, Vr are the volumes of S, R respectively in the 
mixture. 
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Since CO IC s s = D = 1/V g s then 
C = CO (1 - liD) = CO (Dg l)/D (9.19) r r g r g 
At P, the concentrations of S and R are equivalent 
ie nC = C 
s r 
nCO ~ e-6t/ V = CO (D - l)/Dg 8 V r g 
6t = V In {~: } + V In { nSDg 1)} (9.20) -u u 
r 
V(Dg 
9.4 SELECTIVITY IN CHEMICAL ANALYSIS 
9.4.1 Selectivity Coefficient, KAB 
If an analyt1cal method is selective, it will be 
sensitive to an analyte A, and insensitive to an inter-
ferent B. The selectivity coefficient is defined by the 
general equation 
where is the apparent concentration of A, 
is the true concentration of A, 
is the concentration of B. 
(9.21) 
If response is linear with concentration, then H = k.CA' 
where H is the response and k is a constant. 
When no interferent is present 
kC' = A 
266 
In presence of B 
(9.22) 
Thus kAB can be obtained as the gradient of the plot of 
H2/Hl against CB/CA' 
9.4.2 F.I.A. Determination of kAB 
In f.i.a. CA and CB are related to the injected 
concentrations, CAD and CBD, by the equations CAD /CA = DA , 
CBD /CB = DB where DA , DB are the dispersion coefficients 
for A and B respectively. Where DA = DB' then CA/CB = 
C} ICBO - and the equation (9.22) may be written, 
(9.23) 
This equation enables flow injection determinations of 
selectivity coefficients. 
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9.5 TANKS IN SERIES 
u 
I 
• 
V n+l 
. I 
r 
V n 
T 
I 
V n-l 
c
n
_
2 
I 
Fig 9.6 Section of a series of identical tanks of volume V. 
C is the concentration of effluent from tank n. 
n 
9.5.1 General Equation for C 
n 
For the nth Tank 
where m = mass of reagent in nth tank at time t. 
n 
{~n + u C u C V' = V' n n-l 
n 
d (eut/vC ) 
= 
U C e ut / v dt n V n-l 
.. (9.24) 
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This equation allows calculat10n of C from C l' n n-
(a) General Solution for One Tank 
Consider the effect of passing a solution of concentra-
tion C into tank 1 which originally contains a solution of 
m 
concentration Co. 
From equation (9.24), 
Cl = u -ut/V feut / V C dt -e V m 
= 
e-ut / V [eut / V C m + k] 
when t = 0, Cl = Co k = Co - C m' 
Cl = C + (Co - C )e-ut / V (9.25) m m 
(b) General Solution for Two Tanks 
Had the system consisted of two tanks containing 
solution of initial concentrat10n Co, from equation (9.24) 
= u e-ut / V f[C e ut / V + (Co 
V m 
C )] dt 
m 
= e-ut/V[C eut / V + u (CO _ C )t + k] 
m V m 
when t = 0 C2 = Co k = Co - C m 
•• 
C2 = C + (CO - C )(1 + ut/V)e-ut / V 
m m 
(9.26) 
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9.5.2 Response to a Step Function: the F-curve 
If the system originally contains only water, the 
response of the first tank to a concentration step of C m 
is obtained from (9.25). 
If Co = 0, then 
(9.27) 
Hence, using equations (9.24) and (9.27) 
C2 = u e-ut / v !eut / v C (1 _ e-ut/v)dt V m 
= Cme-ut/v{eut/v _ ~ + ~} 
when t = 0, C2 = 0 k = 
v 
--u 
(9.28) 
Similarly, 
which yields 
C3 = C [1 - (1 + ut + m V 
Continuing the procedure 
1 u 2 t 2 +---
2 V2 
and generally 
C = C [1 
n m 
N=<n-l){ }N 
_ e-ut / v t ~ IN!] 
N=O 
(9.29) 
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9.5.3 Response to a Delta Function: the C-Curve 
Again, starting with a system containing only water, 
the response of the first tank to a delta input, consisting 
of an infinitessimal instantaneous injection of a volume s 
of sample of concentration Cm' is 
Applying equation (9.24) 
C2 
u e-ut / v !eut/vCmVe-ut/v 
= V 
u C!! t e-ut / v + k = V mV 
when t = 0, C2 = 0 k = 0 
C2 = C S ut mY· V 
e-ut / v 
Similarly for the third tank 
and generally 
1 Cn = .,.-::-=.-""" (n-l) ! C 
!!{ut}n-l -ut/v 
• mV V e 
dt 
(9.30) 
This equation describes a family of dispersion curves, 
skewed for low values of n, but becoming more nearly 
Gaussian as n is increased. 
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9.6 THE SINGLE TANK MODEL OF DISPERSION 
The absorbance-time response of an atomic absorption 
spectrometer to a step concentration input is, to a good 
approximation, exponential i.e. the instrument behaves as 
though it contained a single well-stirred tank (section 3.3 
and Chapter 5). 
The model has been successfully exploited by Tyson 
[66]. A mathematical treatment of the single well-stirred 
tank was presented in section 9.3.1. 
9.6.1 The Reagent Addition Method 
Fig 9.7 
s R 
Sample of volume s entering hypothetical tank of 
volume V, containing reagent R. 
If peak concentration of sample 1S cp, then 
(9.31) 
and (9.32) 
At the sample peak, the concentration of reagent C is rp 
given by 
. 
.. 
C
rp 
= C
rm 
.e~s/V 
liD = e-s / V 
r 
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(9.33) 
(9.34) 
where Dr is the Dispersion coefficient of the reagent. 
Combination of 9.32 and 9.34 yields 
liD + IIDr = 1 (9.35) 
In practice R may be an interferent, and its minimum concen-
tration is C
rp If the effect of the interferent becomes 
constant above a certain mass ratio r, where r = Crp/C, 
then this condition is fulfilled at the peak if 
(9.36) 
Thus, the concentrat1on of interferent in the stream must be 
reD - 1) times the concentration of the top standard. 
9.6.2 The Standard Addition Method 
The sample, having an analyte concentration Cs' is 
used as a carrier stream. C* represents the concentration 
of a standard which is injected. Using equations 9.31 and 
9.32, the sum of these concentrations at the peak is given 
by 
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The change from carrier to peak concentration is I'.C where 
I'.C = Cp Cs 
= (C* C )(1 -s/V) - e s 
From equation 9.31, (1 e-S / V) = lID 
Assuming that absorbance is a linear function of concentra-
tion, i.e. A = KC, then 
Thus a plot of I'.A against C* should intercept the C* axis 
at Cs' 
Compensation for the effect of an interferent by the 
standard addition method frequently requires an interferent-
to-analyte ratio in excess of a particular value r. 
Le. C IC > r I'p p-
CI'/[C*(l -s/V) + C e- s / V] > r (9.38) - e s -
From equations 9.33 and 9.34, 
C = C I'm/DI' = C (D- l)/D, I'p I'm 
and from equation 9.32, 
(1 
- e -s/V) = lID and e -s/V = (D - l)/D 
Substituting for CI'p and the exponential terms in 9.38 
gives 
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C l[c*/(D - 1) + C ] > r rm S -
Thus if C*top is the top standard, the concentration of 
interferent required in the stream is 
(9.39). 
9.7 PEAK WIDTH MEASUREMENT 
This method, an example of the general "variable 
time kinetic method", relates concentration to the width 
of a f.i.a. peak. 
,-
t 
,,-
", 
", 
/ 
" C C / t = slu p p 
t ~ 
Fig 9.8 Peak width measurement 
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Equation (9.8) gives the growth curve as 
At 
C = C (1 _ e·ut / V) 
s 
the peak, t = slu 
Cp = Cs (l - e·
s / V), 
lID = (1 e·s / V) 
s/v 
e - 1 = 1/(D - 1) 
he.nce 
and 
Equation (9.12) gives the decay curve as 
C = C (es / v _ s l)e·
ut / V 
(9.40) 
The times tl and tz are obtained from the growth and 
curves, respectl.vely, at the concentration level Cl, 
i. e. tl = V In {Cs ~s cJ -u 
tz = V In [C (es1V - l)/C l ] -u s 
lit = tz tl 
V In CS C~ Cl} + V In ( s/v 1) = e -u u 
i.e. lit = V In Cs - Cl} _ V In (D - 1) (9.41) -u Cl u 
decay 
(substituting the exponential function from equation (9.40». 
Equation (9.41) indicates that, for a given observation 
level Cl' a plot of lit against In [(Cs - Cl)/C l] should be a 
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straight line of gradient Vju. 
9.8 MODELS OF ATOMIC ABSORPTION CALIBRATION FUNCTIONS 
9.8.1 Exponential Models 
(a) The Model A = B(l _ e-kC~ (9.42) 
Where B, k are constants 
dA 
= Bke-kC dC 
When C = 0, {~L = Bk (9.43) 
{~~} = {dA} e-kC dC 0 
In {~~} = In {~~}o - kC (9.44) 
i.e. a plot of In {~~} against C should be linear with a 
gradient of -k and ordinate intercept Bk. 
The constant k measures the curvature of the expon-
ential plot (cf the time constant of radioactive decay or 
an L.C. circu1t). B does not 1nfluence the shape of the 
curve, but sets its vertical scale i.e. relates to the level 
of response. 
The characteristic concentration, C', is defined by 
the equation 
(9.45) 
hence, from equation (9.43) 
C' = 0.0044/Bk (9.46) 
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Expansion of the exponential term of equation (9.42) 
yields a polynomial in C 
(1 -kC) A = B - e 
i.e. (9.47) 
(b) -kC The Model A = BCe (9.48) 
Where B, k are constants 
Expansion: 
A = BCe-kC 
If B = kB' 
A = B'(kC - k2C2 + k3C3 - ............. ) (9.49) 
This equation has the same form as equation (9.47) 
Maximum point: 
A = BCe- kC 
dA = Be-kC(l _ kC) (9,50) dC 
dA 1 At the maximum pOint dC = 0 and therefore C = k 
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9.8.2 The Non-Absorbable Light Model 
This model is based on the assumption that non-
absorbable light of intensity S' is measured by the 
detector (Fig 9.9). 
s· S' 
Flame Source Detector 
1° I 
-------
F1g 9.9 Non-Absorbable Light Model 
10 is the intensity of absorbable light from the source. 
I is the intensity of absorbable light reaching the 
detector. 
S' is the intensity of non-absorbable light passing between 
the source and the detector. 
Under ideal conditions 
(9.51) 
where k is a constant. 
279 
In practice, however, the absorbance recorded is 
given by equation (9.52). 
A = loglO {IQ + S'} 
I + S' 
{
I + S'/IO 1 i . e. A = log I Q -
1/1 0 + S'/IO' 
(9.52) 
Writing S'/Io = S, the ratio of non-absorbable to absorbable 
light from the source; and 1/10 = 10-kC (from equation 9.51), 
yields 
{ 1 + S } A = loglQ -kC 10 + S 
(9.53) 
as a mathemat1cal model. Change of base yields 
2.303 A = In (1 + S) - In (lO-kC 
dA 
d (10-kC + S) 
2.303 ere cC - - 10-kC + S 
{ 
-kC} = _ -2.303k.l0 
10-kC + S 
dA k.l0- kC 
dC = 10-kC + S 
+ S) 
Equations (9.53) and (9.54) ind1cate that 
(9.54) 
(i) when S is small, the calibration plot is a straight 
line of the form A = kC; 
(ii) when C is small, the gradient of the calibration plot 
is given by (dA/dC)o = k/(l + S); 
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(i1i) when C is very large, the calibration plot is parallel 
to the concentration axis at an absorbance 
Am = loglO [(1 + S)/S]. 
9.9 COMPUTER PROGRAMS 
List1ngs of the programs 
JMACAL 
JMACOLLECT 
JMAC20 
are provided. 
JMACAL and JMACOLLECT were the first programs written 
for data-processing and collection, respectively. Both are 
now obsolete and the present state of the software is indicated 
by JMAC20. 
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JLOADJMACAL 
JLIST 
10 
20 
30 
40 
50 
60 
70 
80 
90 
100 
110 
120 
130 
140 
150 
160 
170 
180 
190 
REM lINPUT 
HOME 
VALUES OF T AND A(T) 
PRINT 
PRINT " 
PRINT " 
CALIBRATION PROGRAM" 
___________________ 11 
DIM D(10),T(50),X(50),V(50) 
N = 0 
PRINT 
FRINT "T,A VALUES?-END 999" 
PRINT 
FOR I = 1 TO 50 
INPUT T<I), VU) 
IF T(I) = 999 THEN 160 
N = N + 1 
NEXT I 
REM 2: INPUT VAUES OF T(10),V,C(O) 
REM 2:R=T(10),Z=C(0) 
V = 8.4 
PRINT 
200 PRINT "T(10),C(0)?" 
::10 INPUT R,Z 
220 H = 10 I (R * V) 
230 REM 3:LEAST SQUARES GIVES M AND C 
240 DATA 0,0,0,0,0,0,0,0, 0,0 
~50 READ 52,S3,M2,M3,A2,A3,A4,C,Cl,E 
260 RESTORE 
270 FOR P = 1 TO N 
280 X(P) = EXP ( - H * T(P» 
290 S2 = S2 + X(P) 
300 S3 = S3 + V(P) 
310 NEXT P 
320 H:: = S2 I N 
330 M3 = 83 / N 
340 FOR P = 1 TO N 
350 A2 = A2 + (M2 - X(P» A 2 
360 A4 = A4 + (M2 - X(P» * (M3 - VCP» 
370 
380 
390 
400 
410 
420 
430 
440 
450 
460 
470 
480 
490 
500 
510 
520 
530 
540 
550 
560 
570 
NEXT P 
Ml = A4 I A2 
C = (S3 * A2 - S2 * A4) I (N * A2) 
REM 4: INPUT SAMPLE TIMES 
K = - Ml I C 
REM :T(ERROR)=W 
W = ( LOG (K» I H 
PRINT "T(SAMPLES)?-END 999" 
F = 0 
FOR L = 1 TO 10 
INPUT D(L> 
IF D(L) = 999 THEN 510 
F = F + 1 
NEXT L 
REM 5:0PEN PRINTER,PRINT SAMPLE NO.,TIME,CONCENTRATION 
HOME 
BOSUS 580 
PR# 1 
PRINT CHR$ (9);"80N" 
BOSUS 580 
GOTO 810 
..,. 
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580 PRINT "GRADIENT CHAMBER A.A. CALIBRATION" 
590 PRINT ,,---------------------------------" 
600 PRINT 
610 PRINT "DATA", "TIME", "SIGNAL", "EXP(-UT/V) " 
620 PRINT n ____ ",II ____ II,II ______ II,II __________ 1I 
630 FOR I = 1 TO N 
640 PR I NT " ", T <I) , Y ( Il , X ( Il 
650 NEXT I 
660 PRINT 
670 PRINT "TIME FOR 10 ML.= ";R;" SECONDS" 
680 PRINT 
690 PRINT IIU/V= ";H;"/SECOND1',"K= ";K,"C(O)= II;Z;II PPM " 
700 PRINT 
710 PRINT "TIME ERROR = ";W;" SECONDS" 
720 PRINT 
730 PRINT" ","TIME","CONCENTRATION" 
740 PRINT" U,II ____ II," _____________ u 
750 FOR L = 1 TO F 
760 B = Z * (1 - K * EXP ( - H * D(L») 
770 PRINT "SAMPLE ";L,D(U,B 
780 NEXT L 
790 PRINT" ----------------------------------
----------_____ 11 
800 RETURN 
810 PR# 0 
820 END 
lLOADJMACOLLECT 
lLIST 
10 DIM V(500),V7.(4000),D(100),T(20),X(20),S(4) 
15 GOSUB 2000 
16 PRINT VM,RM 
18 GOSUB 2230 
20 REM 6 collect data 
25 CR = 72.25: REM collection rate/s 
30 PRINT "GO!" 
35 FOR N = 0 TO 4000 
40 V7.(N) = PEEK (VL) + ( PEEK (VH) - E) * F 
45 NEXT 
50 PRINT "COLLECTED'" 
55 GOSUS 1900 
100 REM :Smooth data 
120 IN = 0: REM use blocks of 25 V7.(N) values 
125 REM sum 4 blocks,label 5(0) to S(3) 
130 FOR J = 0 TO 1: GOSUB 240: NEXT 
135 VIOl = V7.(O) - VM:V(l) = «S(O) + 5(1» I 50) - VM 
140 FOR J = 2 TO 3: GOSUB 240: NEXT 
145 REM mean of 4 bloc~s,number V(2) ,store 
150 FOR A = 2 TO 390:S = 0 
155 REM sum blocks 0 to 3 
160 FOR N = 0 TO 3:S = 5 + S(N): NEXT 
165 REM find mean,V(A) ,store 
170 VIA) = (5 I N2) - VM 
175 REM sum next block,S(4) 
180 J = 4: GOSUB 240 
185 REM change blocks 1-4 to 0-3 
190 FOR N = 0 TO 3:S(N) = S(N + 1): NEXT 
195 NEXT A: REM find next VIA) etc. 
230 HOME: GOTO 600 
235 REM S(J)=SUM 25 readIngs of VIA) 
240 S = 0 
245 FOR N = 0 TO 24:1 = N + IN 
250 S = S + V7.(I): NEXT 
255 S(J) = S:IN = IN + 25: RETURN 
600 GOSUB 1800 
605 REM 8 form calibration equatIon 
610 GET Z2 
615 HOME 
620 PRINT 
625 PRINT" CALIBRATION PROGRAM" 630 PRINT" ___________________ n 
635 REM 2: INPUT VAUES OF T(10),V,C(0) 
640 REM .2:TX=T(10),Z=C(0) 
645 V = 8.4: REM M.C.volume in ml 
650 PRINT 
655 PRINT nT(10),C(0)?" 
660 INPUT TX,Z 
665 H = 10 I (TX * V) 
670 REM 3:LEAST SQUARES GIVES M AND C 
675 DATA 0,0,0,0,0,0,0,0, 0,0 
680 READ S2,S3,M2,M3,A2,A3,A4,C,Cl,E: RESTORE 
685 FOR I = 1 TO 5 
690 T(I) = 25 * I I CR 
695 XCI) = EXP ( H * T(I» 
S2 = 82 + X (1) 
S3=83+V(I) 
NEXT I 
M2 = 82 / 5 
M3 = S3 / 5 
FOR I = 1 TO 5 
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A2 = A2 + (M2 - XII»~ ~ 2 
A4 = A4 + (M2 - XII»~ * (M3 - VII»~ 
NEXT I 
Ml = A4 / A2 
C = (S3 * A2 - S2 * A4) I (5 * A2) 
PRINT 
HOME 
REM 9 record sample signals 
L = O:Ll = 1 
PRINT" RECORD SAMPLE SIGNALS 
PRINT" ---------------------
PRINT 1111 
.. 
.. 
700 
705 
710 
715 
720 
725 
730 
735 
740 
745 
750 
755 
760 
765 
770 
775 
780 
785 
790 
795 
798 
800 
805 
810 
814 
815 
820 
825 
830 
831 
832 
PRINT "Press S 
PRINT "Press P 
PRINT "Press B 
PRINT "Press Q 
GET S$ 
to record SAMPLE ";L 
to PRINT results" 
HOME 
IF S$ = "BII 
IF S$ = US" 
IF S$ = liP" 
IF S$ = 110 11 
to reset BASE LINE" 
to QUIT" 
THEN 831 
THEN 835 
THEN 925 
THEN 985 
GOTO 805 
GOSUB 2110 
PRINT .. Base lIne reset ll 
833 PRINT .... : GO TO 775 
835 VS = O:L = L + 1 
840 FOR N = 1 TO 200 
+ 1 
845 VS = VS + PEEK (VU + ( PEEf{ (VH) - E) * F 
850 NEXT N 
855 VS = (VS / 200) - VM 
860 PRINT "DONE!" 
865 REM 10 find T(sample) values 
870 FOR N = 1 TO A 
875 IF V(N) > VS THEN 905 
880 NEXT N 
885 PRINT .... 
890 PRINT "Sample u;:L;1I out of range" 
895 PRINT .... 
900 D(L) = N3: GOTO 920 
905 M = N - l:NS = M + «VS - VIM»~ / (V(N) - VIM»~) 
910 D(L) = 25 * NS / CR 
920 PRINT .... : GOTO 775 
925 REM 10 print out results 
930 K = - Ml / C 
935 REM :T(ERROR)=W 
940 W = ( LOG (K» / H 
945 ' HOME' • 
950 GOSUB 990 
960 PRtt 1 
965 PRINT CHR$ (9);"80N" 
970 GOSUB 990 
975 PRtt 0 
980 Ll = L + 1: GOTO 775 
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985 END 
990 PRINT "GRADIENT CHAMBER A. A. CALIBRATION" 
995 PRINT ,,--------------------------------" 
1000 PRINT 
1003 PRINT "Calibration Data" 
1004 PRINT .. ---------------- .. 
1005 PRINT .. TIME ..... SIGNAL 
1010 PRINT .. ----..... ------
1015 FOR I = 1 TO 5 
1025 TO) = INT (tl3 .. TO) 
1030 V(I) = INT (N2 .. V(I) 
1035 X(I) = INT (N4 .. X(I) 
1040 PRINT T(I).V(I).X(I) 
1045 NEXT I 
1050 PRINT 
+ PF) 
+ PF) 
+ PF) 
EXP(ut/V)" 
---______ 11 
I N3 
/ N2 
I N4 
1055 PRINT "Time for 10 ml.= ";TX;" seconds" 
1060 PRINT 
1065 PRINT "U/V= ":H;"/second" 
1070 PRINT I'K= ";K,"C(O)= II;Z;"ppm l• 
1075 PRINT 
1080 PRINT IIT1me error =~~ ";W; 11 seconds" 
1085 PRINT 
1086 IF Ll > L THEN 1170 
1090 PRINT" ","TIME CONCENTRATION" 
1095 PRINT" .. , .. _____________ I1 
1100 FOR N = Ll TO L 
1105 IF D(N) = N3 THEN 1150 
1110 B = Z .. (1 - K" EXP ( - H .. D(N») 
1115 D(N) = INT (N3 .. D(N) + PF) / N3 
1120 B = INT (N3 .. B + PF) / N3 
1125 PRINT "Sample ":N,D<N) ,B 
1120 t~EXT N 
1135 PRINT UII 
1140 PRINT" --------------------
1145 RETURN 
1150 PRINT .... 
1155 PRINT "Sal'lple ";N; TAB( 17):" out of range" 
1160 PRINT .... 
1165 GOTO 1130 
1170 PRINT .... , .. No sample recorded": GOTO 1135 
1800 REM 7 print out readlngs 
1810 PRINT "NUMBER"," mV .. 
1820 FOR N = 0 TO 20 
1830 VN = INT (N2 .. V(Nl + PF) I N2: REM 2d.pl 
1860 PRINT N,VN 
1870 NEXT N 
1880 RETURN 
1900 REM 7 print out readlngs 
1910 PRINT .. NUMBER ..... mV .. 
1920 FOR N = 0 TO 500 STEP ~5 
1930 VN = INT (N2 .. V'l.(N) + PF) / N2: REM 2d.pl. 
1940 RN = VN - VM 
1950 RN = INT (N2 .. RN + PF) / N2 
1960- PRINT N / 25.RN 
1970 NEXT N 
1980 RETURN 
2000 HOME 
2010 PRINT "RUNNING;AWAITING GROWTH" 
2020 REM 1 prepare to read A/D 
2030,E = 16:F = 256 
.. 
2040 N1 = 10:N2 = 100:N3 = 1000:N4 = 10000:PF = .5 
2050 SL = - 16175 
2060 VH = SL:VL = SL - 1 
2070 CH = - 16172 
2080 CN = - 16166:CF = CN + 1 
2090 POKE CN,O 
2100 POKE CH,O 
2110 REM 2 determine mean baseline VM 
2120 SV = 0 
2125 FOR N = 1 TO N2 
2130 V7.(N) = PEEK (VL) + ( PEEK (VH) - E) * F 
2140 SV = SV + V7.(N) 
2150 NEXT N 
2160 VM = SV I N2 
2170 REM 3 find mean noise amplitude RM 
2180 SR = 0 
2185 FOR N = 1 TO N2 
2190 R = V7.(N) - VM 
2200 SR = SR + ABS (R) 
2210 NEXT N 
2220 RM = SR I N2: RETURN 
2230 REM 4 update basellne 
2240 REM 5 check start of growth 
2250 SV = O:SR = 0 
2260 FOR N = 1 TO N2 
2270 V7.(N) = PEEK (VL) + ( PEEK (VH) - E) * F 
2280 R = (V7.(N) - VM) 
2290 IF R > (4 * RM) THEN 2350 
2300 SV = SV + V7.(N) 
2310 NEXT N 
2320 VM = SV I N2 
2330 PRINT VM 
2340 GOTO 2250 
2350 HOME 
2360 PRINT "READING GROWTH FROFILE" 
2370 PRINT 
2380 PRINT IIVM= 11 ; VM: RETURN 
lLOADJMAC20 
lLIST 
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10 REM JMAC20-Demo program for Contlnuous Dllution Calibrat 
ion 
20 PRINT "Correct date at Line 40,then delete Llne 20": STOP 
30 REM Improved smoothing;EXPLOT for t(error) determination 
;NB must be odd 
40 D$ = "8.7.84" 
50 NT = 3000:NB = 25:NC = NB - l:ND = INT «NT I NB) - 2):NZ 
= 4 * NB + 1:NH = 
2 * NB:NK = ND + 1 
60 DIM V(500),V%(NT),D(100),T(20),X(20),Y(20),S(200),Z(99) 
70 GOSUB 2500 
80 REM 6 collect data 
90 CR = 49.62: REM conversion rate/s 
100 HOME: PRINT "Recording Absorbance/Tlme Profile" 
110 FOR N = ° TO NT: POKE CF,O:V%(N) = PEEK (VU + ( PEEK ( 
VH) - El * F: POKE 
CN,O: NEXT 
120 PRINT .. Collected ••••.. now smoothlng data" 
130 REM Smooth data 
140 IN = 0: REM use blocks of NB V%(N) values 
150 FOR J = ° TO NK:8 = ° 
160 FOR N = ° TO NC:I = N + IN 
170 8 = 8 + V%(I): NEXT 
180 S(J) = S:IN = IN + NB: NEXT 
190 V(O) = V%(O) - VM:V(l) = «8(0) + 8(1) + VI.(NH» I (NH + 
1» - VM 
200 REM mean of 4 blocks,number V(N) ,store 
210 FOR N = 2 TO ND:S = O:NE = N - 2:NF = N + l:NG = (N + 2) 
* NB 
220 FOR A = NE TO NF 
230 8 = S + 8(A): NEXT 
240 V(N) = «8 + VI.(NG) > I NZ) - VM: NEXT 
250 REM 8 form calibration equation 
260 HOME 
270 PRINT 
280 PRINT" CALIBRATION PROGRAM" 
290 PRINT" ------------------- .. 
300 REM 2: INPUT VALUES OF T(10),C(0) 
310 REM 2:TX=T(10) 
320 PRINT 
330 PRINT "T(lOml),C(O)?" 
350 VT = 7.2: INPUT TX,CO 
360 H = 10 I (TX * VT) 
370 REM 3:LEAST SQUARES GIVE8 M AND C 
380 DATA 0,0,0,0,0,0,0,0,0 
390 READ S2,83,M2,M3,A2,A3,A4,C,Cl: RESTORE 
400 FOR I = 11 TO 12 
410 T(I) =-1-* NB I CR 
420 X(I) = EXP ( - H * T(I» 
.430 82 = 52~':+-, X (I )._ .. _ 
440 53'= 53 + VII) 
450 NEXT I 
460 M2 = 52 I 13 
470 M3 = 53 I 13 
480 FOR I = 11 TO 12 
490 A2 = A2 + (M2 - XII»~ A 2 
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500 A3 = A3 + (M3 - V(I» ~ 2 
510 A4 = A4 + (M2 - X(I» * (M3 - V(I» 
520 NEXT I 
530 Ml = A4 I 
540 C = (S3 * 
550 K = - Ml 
A2 
A2 -
I C 
S2 * A4) I (13 * A2) 
560 W = ( LOG (f(» I H: REM 
570 Cl = A4 I SQR (A2 * A3) 
W=t(error) 
580 HOME 
590 GOSUB 1520 
600 REM 9 record sample slgnals 
610 L = O:Ll = 1 
620 PRINT" RECORD SAMPLE SIGNALS 
630 PRINT" ---------------------
640 PRINT .... 
S to record SAMPLE 
P to PRINT results" 
.. 
" 
"; L 650 PRINT "Press 
660 PRINT "Press 
670 PRINT "Press 
680 PRINT "Press 
690 PRINT "Press 
700 GET S$ 
B to reset BASE LINE" 
710 HOME 
720 IF S$ = "B" 
730 IF S$ = "SII 
740 IF S$ = "P" 
750 IF S$ = 110 11 
760 IF S$ = "R" 
770 GO TO 620 
780 GOSUB 2760 
790 PRINT" 
800 PRINT .. .. 
R to 
Q to 
THEN 
THEN 
THEN 
THEN 
THEN 
RECALIBRATE" 
QUIT" 
780 
820 
1070 
1140 
330 
Base line reset" 
810 PRINT .... : GOTO 620 
8~O SV = O:L = L + 1 
+ 1 
830 FOR N = 1 TO NR: POKE CF,O:VN = PEEf~ (VU + ( PEEK (VH) 
- E) * F: POKE CN, 
o 
840 
850 
860 
870 
880 
890 
900 
910 
920 
930 
940 
950 
960 
970 
980 
990 
1000 
1010 
1020 
1030 
1040 
1050 
1060 
1070 
SV = SV + VN: NEXT 
VS = (SV I rJR) - VM 
Z(L) = INT «N3 * VS) + PF) I N3 
REM 10 flnd T(sample) values 
IF VS < V(Il) THEN 960 
FOR N = 1 TO NO 
IF V(N) )- VS THEN 970 
NEXT 
PRINT 1111 
PRINT "Sample ":L;" out of range" 
PRINT IIU 
D(L) = N3: GOTO 990 
D(L) = ( LOG (M1 I (VS - C») I H: GOTO 990 
M = N - l:NS = M + «VS - V(M» I (V(N) - V(M») 
D(L) = NB * NS I CR 
GOTO 640 
REM 10 print out results 
HOME 
PRINT "GRADIENT CHAMBER A.A.CALIBRATION";" ";0$ 
PRINT .. ---------------------------------------- .. 
PRINT .... 
GOSUB 2000 
GOTO 640 
PR# 1 
::~.~, ~_', ~ I 
-----------------------------------------------------------------
PRINT CHR$ (9);"SON" 
PRINT " .. 
GOSU8 1500 
GOSUB 2000 
PRlt 0 
Ll = L + 1: GOTO 640 
END 
PRINT "GRADIENT CHAMBER A.A.CALI8RATION";· ·;D$ 
10S0 
1090 
1100 
1110 
1120 
1130 
1140 
1500 
1510 
1520 
1530 
1540 
1550 
1560 
1570 
1580 
1590 
1600 
1610 
1620 
PR I NT 11----------------------------------------"1 
PRINT,·· 
PRINT "Calibr-atlon Data" PRINT " ________________ 11 
PRINT .. TIME ..... SIGNAL·.·ERROR IN A ... ·EXP(-uT/V)· 
PR I NT 11 ____ 11 , 11 ______ "1, .. __________ 11 , 11 __________ u 
FOR I = 11 TO 12 
TI = INT (N3 * TO) + PF) I N3 
El = V(I) - C (Ml * XII»~ 
El = INT (N4 * El + PF) I N4 
VI = INT (N2 * VII) + PF) I N2 
XI = INT (N4 * XII) + PF) I N4 
1630 PRINT TI.VI.EI.XI 
1640 NEXT I 
1650 PRINT 
1660 PRINT "Tlme for- 10 ml.= ";TX;" seconds" 
1670 PRINT "Collection r-ate = ";CR;"/s" 
1680 Hl = INT (N4 * H + PF) I N4 
1690 PRINT "U/V= ";Hl;"/second" 
1700 Kl = INT (N4 * K + PF) I N4 
1710 PRINT "K= ";Kl."C(O)= ";CO;·ppm· 
1720 Wl = INT (N3 * W + PF) / N3 
1730 PRINT "Time error = I1;Wl;u seconds" 
1740 C2 = INT (N5 * Cl + PF) I N5 
1750 PRINT ·Pear-son's Cor-r-elation CoefficHmt = 
1760 RETURN 
2000 PRINT 
2010 FRINT "Samples Deter-mination" 
2020 PRINT .---------------------. 
2030 PRINT ·Mean baseline = ";VM 
2040 IF L1 > L THEtl 2210 
11; C~ 
2050 PRINT U ","TIME CONCENTRATION". "SIGNAL" 
2060 PRINT 11 ",11 -------______ ". 11 ______ 1 • 
2070 FOR N = Ll TO L 
2080 IF D(N) = N3 THEN 2170 
20908= CO * (1 - K * EXP ( - H * D(N») 
2100 D(N) = INT (N3 * D(N) + PF) I N3 
2110 8 = INT (N3 * 8 + PF) I N3 
PRINT "Sample ";N.D(N).B.Z(N) 
NEXT N 
PRINT .... 
PRINT .. 
RETURN 
PRINT .... 
PRINT ·Sample ·;N; TAB ( 17);" out of r-ange" 
PRINT .... 
GOTO 2130 
PRINT ..... ·No sample recor-ded·: GOTO 2140 
HOME 
PRINT ·RUNNING;AWAITING GROWTH" 
REM 1 pr-epar-e to read 'AID 
• 
2120 
2130 
2140 
2150 
2160 
2170 
2180 
2190 
2200 
2210 
2500 
2510 
2520 
2530 E = 16:F = 256:11 = 3:12 = 7:13 = 12 - 11 + 1 
• 
290 
2540 N1 = 10:N:' = 100:N3 = 1000:N4 = 10000:FF = .5:N5 = 10000 
o 
2550 200: REM S.S.readlngs NR = 
2560 - 16175 SL = 
2570 SL:VL = SL - 1 VH = 
:'580 - 16172 CH = 
:'590 CN = - 16166:CF = CN + 1 
2600 POKE CN,O 
2610 POI<"E CH,O 
2620 REM 2 determlne mean basellne VM,mean nOlse amp.RM,up 
date b/l,detect gra 
wth 
:'630 RM = N2:\,M = N3: REM default values 
2640 SV = O:SR = 0 
:'650 FOR N = 1 TO NR: POI{E CF, 0: VN = PEEK (VU + ( PEEK (VH 
) - E) ... F: POI<"E CN 
,0 
2660 SV = SV + VN 
2670 RN = VN - VM 
2680 IF RN > (4 ... RH) THEN RETURN 
2690 SR = SR + ABS (F;N) 
2700 NEXT 
2710 VM = SV I NR 
27~O RM = SR I NR 
2730 RM = INT (N2 ... RM + PF) I N2 
:'740 PRINT VM,RM 
2750 GOTO 2640 
:'760 SI,' = 0: REM Reset baseline 
2770 FOR N = 1 TO NR: POl(E CF, 0: VN = PEEK (VU + ( PEEl<" (VH 
) - E) ... F: POKE CN 
,0 
:'780 SV = SV + VN: NEXT 
~790 'JM = SV / t~R 
2800 RETURN 
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9.10 PROMULGATION OF RESULTS. 
The method and results have been described. 
Publication of full technical details of the method is 
presently restricted 1n terms of the agreement with the 
British Technology Group. 
9.10.1 Conference Presentations. 
"A Continuous Dilution Calibration Technique for Flame 
Atomic Absorption Spectrometry", J. M. H. Appleton, 
J. F. Tyson. 
Demonstration and poster presentation, Society for 
Analytical Chemistry Meeting, The Univers1ty, Edinburgh, 
19 July 1983. 
"An Automated Calibration Technique for Flame 
Atomic Absorption Spectrometry", J. M. H. Appleton, 
J. F. Tyson. 
Poster presentation, R.S.C. Scottish Region Meeting on 
"Novel Instrument Design in Atomic Spectroscopy", 
University of Strathclyde, 2 May 1984. 
"Concentration Gradients for Cal1bration Purposes", 
J. M. H. Appleton, J. F. Tyson. 
Poster presentation, Research & Development Topics Meeting, 
UMIST, Manchester, 26 June 1984. 
"Concentration Grad1ents for Cal1bration Purposes", 
J. M. H. Appleton, J. F. Tyson. 
Lecture/slide presentation, Second Biennial National Atomic 
Spectroscopy Symposium, University of Leeds, 11 July 1984. 
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9.10.2 Publications 
"Flow Injection Sample Introduction Methods for A.A.S.", 
J. F. Tyson, J. M. H. Appleton, A. B. Idris 
Analyst, 108 (1983) 153. 
"Flow Injection Calibration Methods for A.A.S.", 
J. F. Tyson, J. M. H. Applet~n, A. B. Idris 
Anal. Chim. Acta, 145 (1983) 159. 
"A Continuous Dilution Calibration Technique for Flame 
A.A.S", J. F. Tyson, J. M. H. Appleton, 
Talanta, 31 (1984) 9. 
"Concentration Gradients for Calibration Purposes", 
J. F. Tyson, J. M. H. Appleton 
Anal. Proc., 22 (1985) 7. 
"Flow Injection Techn1ques of Method Development for 
Flame A.A.S.", J. F. Tyson, C. E. Adeeyinwo, J. M. H. 
Appleton,_S.- R. Bysouth, A: B. Idris,.L.L. -Sarkissian 
Analyst, 110 (1985) 487. 
"Flow InJection Atomic Absorption Spectrometry: the 
Kinetics of Instrument Response.", J. M. H. Appleton, 
J. F. Tyson 
J. Anal. Atom. Spec., FeD. - 1986, a.ccepted~' 
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