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Abstract—In the current age of technology, 3D reconstruction has become an essential asset 
in many industries. 3D reconstruction of the human body is used in multiple areas, for 
instance, in the medical industries for performing training and surgeries. Predicting 3D models 
from a 2D image is a big challenge as there is limited and insubstantial work available in the 
3D reconstruction of animals. It is challenging to capture 3D scans or even 2D images of 
animals in various motions, shapes and structures in the wild. 
For the purpose of this thesis, we have performed five experiments and nine testing of various 
approaches to design a feasible pipeline to overcome the limitation of 3D reconstruction of 
animals in the wild. We have studied and tested two classes of methods. The first one 
statistical models of shapes, e.g., SMPL, where the class of shapes being reconstructed is 
known in advance and represented using a template (mean) and its modes of variation. The 
second class of methods are generic and are based on depth reconstruction. Furthermore, 
the study highlights, the limitation of using both the pathways through experiments and 
results obtained from training the networks using a custom dataset of cows. 
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Chapter 1: Introduction 
The 3D reconstruction of an object is the process of estimating 3D shapes of an object from a 
single 2D image or multiple 2D images. 3D reconstruction has been applied in various fields, 
for example, currently it is applied in autonomous driving for self-driving cars [1, 2]. In self-
driving cars, the 2D image will be analysed by the system to estimate the distance between 
the vehicles so an appropriate action can be implemented [2]. Similarly, 3D reconstruction is 
being applied in the healthcare sector, for example, to segment human body parts, identify 
the volume of specific body parts such as abdomen or limbs to identity the fat level in a 
particular part of the body [3-5].  
There has been numerous research and multiple approaches have been proposed for 3D 
reconstruction of objects. Traditional techniques include laser scanners [6], stereo cameras 
[2], structure-from-motion [7], and structured light [8]. Even though popular, these 
techniques are still limited in some situations. For example, lasers scanners are usually 
expensive and excessively time-consuming to scan objects, and thus cannot be used for 
dynamic objects such as humans or animals. Stereo vision captures two images of the same 
object from two different viewpoints and uses triangulation to recover the 3D information in 
the form of disparity [4]. The depth information of the object can be calculated from disparity. 
However, these techniques fail in the presence of occlusions, featureless regions, and in the 
presence of repetitive patterns.   
To address the limitations of these traditional methods, there is a growing interest in using 
deep learning methods inspired by the neural mechanism of the human brain [4]. The human 
brain can visualize a 3D model of an object without visually seeing all the sides of the object; 
the brain does this based on the prior acquired knowledge. The human brain can roughly 
predict the approximate size and shape of an object, and what it would look like from a 
different viewpoint even while using a monocular vision or a single eye. This is possible for a 
human brain to predict, with existing knowledge which is acquired by seeing similar types of 
objects and scenes. The brain has created a mental model by applying the acquired 
knowledge, enabling us to predict 3D shapes of objects even when part of the object is out of 
our vision or not covered through our vision.  
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Likewise, how the human brain works, the deep learning network takes single or multiple 
images as an input to estimate the 3D model of the object depicted in the image [4]. To 
achieve a good performance, these networks require to be trained using large datasets 
composed of RGB images annotated with their corresponding ground-truth 3D models. Most 
of the research has focused on the 3D reconstruction of generic objects such as chairs, tables, 
and kettles, for which training data can be easily acquired. Specialised techniques have also 
been developed for some classes of shapes such as human body shapes and faces [9, 10]. 
These have been possible because of the publicly available large datasets [11]. 
In comparison to 3D reconstruction of human bodies, there are very limited number of works 
on the 3D reconstruction of animals. Unlike 3D human body shapes, animals have several 
challenges. For example, there are various types of animals with different shapes and 
structures, which cannot be learned with a single network [12]. Additionally, acquiring 
ground-truth 3D data for dynamic objects is a complex issue. For example, when dealing with 
humans the person posing can remain static to capture the dataset in various poses and 
deformation states, for 2D training images and the corresponding 3D ground-truth of the 
human using various laser scanners and laser gates [13]. Animals, however, cannot stay still 
for an extended period. Putting them under anaesthesia or euthanizing them is not practical. 
In this work, we have focused on the 3D reconstruction of live animals in the wild, using deep 
learning techniques. The main challenge is acquiring the training datasets [12]. To end this, 
we have experimented on a few self-supervised deep learning methods to create a 3D output 
of the object from the network. We have implemented a pipeline to create a 3D shape of 
cows from a single 2D input image. The proposed solution is fine-tuned from a generic trained 
model on ImageNet [14] to specific domain class of cows. To train the network we have 
captured custom datasets of three cows. Our Initial network outputs a depth image of a cow, 
which is used as an input to our second network to obtain 3D mesh.  
To the best of our knowledge, there is no previous research work on 3D reconstruction of 
cows from 2D images. Therefore, this study will lay the foundation brick for future researchers 
to conduct further studies in 3D reconstruction of animals. 
The rest of the thesis is organized as follows; Chapter 2 comparison of network architectures 
for 3D reconstruction of human shapes and animals using traditional and new generation 
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approaches. Chapter 3 discuss the available datasets for humans and animals to train a 
network model, demonstrate the approach undertaken to solve the problem, and highlights 
the results and discussion of the experiments. Chapter 4 summarises the conclusion and 





Chapter 2: Background and Related Work 
In the current era of advance technology, 3D reconstruction of dynamic shape is an important 
problem and has been heavily investigated in the field of computer vision. Most existing 
techniques and methods for 3D reconstruction of human shapes fail to solve the problem in 
animals [8, 10, 15]. Unlike humans, there is very limited research available on animals due to 
lack of 3D ground truth. The 3D ground truth of an object is captured by scanning the object 
using a laser scanners or laser gates. We will be evaluating the traditional and the new 
generation methods available for human beings and animals. This literature review will 
compare the prior research based on the network architecture, the input and the output data, 
the training dataset and the level of supervision. 
2.1   3D Reconstruction of Human Body Shapes 
This research study lists a few 3D reconstruction approaches of human shapes in Table 1. Most 
of the available research for 3D reconstruction of human shapes listed in Table 1 follows 
similar pipelines. It uses template matching approach by deforming the 3D ground truth of 
relevant human shape. The 3D ground truth of human shape undergoes various deformation 
based on the input 2D RGB images of humans to predict significant 3D output. These 
approaches partially differ in the network architecture, but mainly differentiate the way the 
network has been trained. The latter includes the type and amount of training data used and 
the degree of supervision (i.e., supervised vs self-supervised).  
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Table 1: 3D reconstruction methods for humans. “Y” indicates Yes, and “N” indicates No. 
Papers Input – Training Input - Testing Output 
Representa
tion 





























Omran et al.  [15] Y Y N 
 
Y N Y Y N Mesh CNN -> 3D ground truth 
-> Mesh 
Ionescu et al.  
[11], 
Lassner et al. [16], 
Sigal et al. [17], 
Andriluka  et al. 
[18], 
Johnson  and 
Everingham [19],  







Anguelov et al. 
[21] 
Y Y N Y N Y Y N Mesh Joint markers -> 3D 
ground truth -> Mesh 
Custom own 
dataset, and Allen 




Loper et al.  [23, 
24] 
Y Y N Y Y Y Y N Mesh Joint markers -> 3D 
ground truth -> Mesh 
Allen  et al. [22] Geometric 
transformations 
Accuracy: 0.97 
Zanfir et al. [9] Y Y N Y Y N Y N Mesh Joint markers -> 3D 
ground truth -> Mesh 
Ionescu et al.  
[11], 
Joo et al.  [25], 




Pavlakos et al.  
[10] 
Y Y N Y N Y Y N Mesh CNN -> 3D ground truth 
-> Mesh 
Lassner  et al. 
[16], Ionescu et al.  









Tome et al. [28] Y Y N Y N Y Y N 3D joint 
Marker 
2D joint predictor -> 
pose belief maps -> 3D 
ground truth -> fusion 
layer -> 2D joints on 3D 
model 
Ionescu et al.  [11] Supervised 
learning 
Accuracy: 0.86 
Wandt et al. [29] Y N Y Y N N Y N Mesh 
 
2D input-> 3D ground 
truth -> deforming 3D 
Model for minimizing 
reprojection error. 
Kazemi et al. [30], 








Table 1 (continued) 
 
Papers Input – Training Input - Testing Output 
Representa
tion 





























Ge et al. [31] N Y N Y N Y Y N Mesh 2D image -> heat map 
loss -> CNN -> Mesh 
Zimmermann and 
Brox [32], 
Spurr et al. [33], 
Cai et al. [34], 










Fieraru et al. [36] Y Y N Y Y Y Y N Mesh 2D image and joint 
markers -> Iterative 
graph convolution -> 3D 
ground truth -> Mesh 
Lin et al. [37], 
Ionescu et al.  





Jinka et al. [39] Y Y N Y N Y Y N Point cloud 2D image -> Encoder -> 
Decoder -> 3D ground 
truth -> Depth 
discriminator -> point 
cloud 
Zang et al. [40], 






2.1.2   Traditional Approaches 
Most 3D reconstruction approaches for humans uses 3D ground truth as the base for 
predicting 3D output results. The availability of large-scale public datasets are one of the key 
reason that has enabled researchers to achieved excellence in 3D reconstruction of human 
shapes and explicit human body parts [11]. As human beings are cooperative in nature, this 
enables us to create large datasets of human 3D ground truth [40].  
Firstly, we will be exploring two of the traditional approaches [21, 24] used for creating 
geometric transformation of human body shapes in various deformations. The research 
studies undertaken by Anguelov et al. [21] and  Loper et al.  [23, 24] uses the same pipeline 
for 3D reconstruction of human shapes in various motions. Anguelov et al. [21] and  Loper et 
al.  [23, 24] uses the motion capture camera to capture the sensor inputs as joint markers and 
3D ground truth template for deforming the human shape accordingly based on the 2D input 
RGB images. The network than outputs a mesh representation of the human shape on 
appropriate deformation based on the motion sensors inputs. The Loper et al. proposed 
network uses statistical representation of skinned multi-person linear model representation 
[23, 24] and Anguelov et al.  proposed network uses the shape completion and animation of 
people representation [21] to manipulate the variables for backpropagation during the 
training to create appropriate 3D output results.  For the proposed approach by Anguelov et 
al. [21] we can only have a single person in the scene, whereas for Loper et al.  [23, 24] 
approach the network input image can have multiple people in the scene. The Loper et al.  
[23, 24] achieves higher accuracy compare to Anguelov et al. [21] because of the larger 
dataset used for training with relevant ground truth.   
On the other hand, the Multi-task architecture ISP network proposed by Fieraru et al. [36] 
and PeelNet by Jinka et al. [39] follows completely different approach from each other and 
Anguelov et al. [21] and  Loper et al.  [23, 24] methods. The Multi-task architecture ISP 
network [36] takes 2D RGB image with multiple people in the scene along with the mask and 
the heatmap as an input to the encoder and perform appropriate operations to create 
iterative graph convolutions. Latterly, the network deforms the 3D template human shape to 
create appropriate 3D output mesh. Whereas the PeelNet [39] takes a RGB image as input 
with a single person in the scene and generates depth maps and peeled RGB maps. The 
PeelNet [39] then merges the depth maps and peeled RGB maps to create a model output. 
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The model output is further used to render the 3D ground truth and perform back projection 
to obtain significant point cloud representation as a result. Even though all four traditional 
methods on human shapes render 3D ground truth to create the final representation of 
object, the results obtained varies based on the training data. 
2.1.2   New Generation Approaches 
The new generation approaches use the deep learning technique to solve the 3D 
reconstruction problem in humans. Most new generation approaches still uses the 3D ground 
truth and keypoint markers data acquired using the traditional approach. The keypoint 
markers data is used for calculating the level of deformation the human body undergoes. 
 
Figure 1: The numbering for step 1-7 in the network architecture shows the sequential steps undertaken to reach the final result F8. F8 
indicates the representation of the result. Step 4 is done in parallel independent of each other, and the extracted features are merged to 
create a model output. In step 1 the networks take a single RGB image or RGB image and heat maps or RGB image, mask, and joint keypoint 
markers as an input. In step 2 the encoder than process the inputs and create an output on step 5. Step 6 uses the 3D ground truth from the 
dataset and render the object 3D template accordingly to fit the RGB image shape. The backpropagation is undertaken based on the 
template rendered to match the input RGB image shape. Similarly, in step F8 “plot 2D keypoints” the 2D keypoints output is matched along 
with the joint keypoint markers from the input RGB image and based on the results the backpropagation is undertaken to minimize the loss. 
Once the error rate is minimized to certain predefined range the 3D reconstruction model checkpoint is generated by the network to perform 
testing to predict 3D human shapes based on the input image/images. 
 
 
Figure 2: The image (a) is an example of image feature extractions 
[36] from Figure 1 step 4, the image (b) is an example of 3D 
keypoints markers [23, 24] in Figure 1 step 7, the image (c) is an 
example of 3D template and 3D ground truth mesh [23, 24] from 
Figure 1 step 6 and F8, and lastly the image (d) is an example of 
2D joint keypoints [28]  from Figure 1 step F8 “plot 2D keypoints”. 
 
  
Figure 3: The image represents all types of input images from Figure 4 
step 1. The image (a) in Figure 3 represents the 2D joint keypoints 
marker on RGB image  [28], the image (b) is a depth map [11] and image 






Most new generation methods follow similar pipeline like using 3D template meshing 
technique or uses joint keypoint markers to understand the level of deformation. Most 
approaches are represented in the form of mesh or point cloud  [15]. In Figure 1, the network 
architecture designed is a combination of both keypoint markers and 3D mesh representation 
approaches. The research conducted by Omran et al.  [15] and Wandt et al. [29] follows the 
network architecture in Figure 1 for mesh representation of 3D human shape. The networks 
take a 2D image as an input to encoder with 12 segmentation of body parts similar to step 1 
and 2 from Figure 1.  The features are extracted in step 3 and generate an output in step 5, 
the result is than rendered against the template and iteration of backpropagation is 
undertaken to reduce the error rate. Once the Model in step 5 generates minimal loss to 3D 
template object, the network outputs the result as shown in step F8. Both methods [15, 29] 
use the same pipe line, but are different in the level of supervision. The Omran et al.  [15] 
approach follows supervised learning mechanism whereas Wandt et al. [29] follows the self-
supervised learning approach. Similarly, the research conducted by Pavlakos et al.  [10] uses 
the same pipeline in Figure 1 for 2D keypoints and based on the 2D keypoints the mesh 
representation of human body poses, and deformation is represented. Similar to the research 
conducted by Omran et al.  [15], the backpropagation is done iteratively until a minimal level 
of error rate is achieved. Both Omran et al.  [15] and Pavlakos et al.  [10] uses same dataset, 
and uses same level of supervision for their research method, but Pavlakos et al.  [10] uses 
single RGB image and mask as an input and follows a slight variation in the pipeline for 
achieving the results. In terms of accuracy  Pavlakos et al.  [10] method achieves higher 
accuracy than Omran et al.  [15] and Wandt et al. [29] proposed methods. 
The MubyNet proposed by Zanfir et al. [9] uses a single RGB image as an input with multiple 
people in the scene, where the features are extracted as shown in Figure 1 step 3 and once 
the features are extracted, the encoder performs deep volume rendering from 2D image and 
3D ground truth. The network [9] then allocates a score to each segmented part of the body 
and plots skeleton grouping techniques to understand the level of deformation the human 
body undergoes. As a result the network uses the 3D template mean matching technique to 
generate the 3D mesh in appropriate shape and pose [9]. The Multistage architecture 
proposed by Tome et al. [28] takes a 2D RGB image as input and generates pose belief maps. 
The pose belief map is merged with 3D ground truth and the markers are plotted on the 3D 
template. As a result the network then plots the joint keypoint markers from the 3D template 
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to 2D image similar to the step 7 to 8 in Figure 1 and perform backpropagation to minimize 
the reprojection error and represent the appropriate skeleton joint markers as final output. 
Both MubyNet [9] and Tome et al. [28] is self-supervised learning approaches. The framework 
proposed by Ge et al. [31] also takes a single RGB image as an input and perform extraction 
similar to step 3 in Figure 1.  The network then generates the mask and the heatmap. The 
heatmaps and the masks are merged together in step 5 to generate a mesh, which is than 
rendered with the 3D ground truth template similar to step 6 to project appropriate 3D mesh 
output [31].  It is a weekly supervised approach [31]. In comparison with MubyNet [9], Tome 
et al. [28] and Ge et al. [31] even though all 3 networks takes slightly different input data, but 
the model accuracy achieved are within the same range. 
2.2   3D Reconstruction of Animals 
The research undertaken for 3D reconstruction of animals are very limited, due to lack of 
publicly available datasets. Most research listed in Table 2 for 3D reconstruction of animals 
uses custom datasets and self-supervised learning techniques. Most traditional approaches 
for 3D reconstruction of human shapes do not fit to solve the problem domain of animals. The 
3D ground truth captured for the approaches [42-48] in Table 2 are recorded by scanning the 
toys of animals using 3D laser scanner. As toys are static, they do not undergo any deformation 
or change of poses due to solid in nature, as a result the ground truth is restricted to limited 
number of poses and structures [48]. To overcome the limitation of dataset most available 
approaches uses self-supervised learning techniques to achieve higher accuracy with limited 
training data [48]. Like human 3D template mean matching technique, most approaches 
follow similar pipeline to predict 3D shape of animals. The research studies listed in Table 2 
partially differ in the network architecture, and the degree of supervision, but mainly 
differentiate the way the network has been trained, and the amount of training data used for 




Table 2: 3D reconstruction methods for animals. “Y” indicates Yes, and “N” indicates No. 
Papers Input – Training Input – Testing Output 
Representa
tion 




























Kanazawa et al. 
[42] 
 
Y Y N Y N N Y N Mesh 2D image + 3D ground truth -> 
template match 3D ground 
truth -> Mesh 
Bronstein et al. [49] 




Kanazawa et al. 
[43] 
Y Y N Y N Y Y N Mesh 2D image -> extraction of 
features -> render 3D ground 
truth -> Mesh 
Wah et al. [50] Self-supervised 
learning 
Accuracy: 0.81 
Vicente and Agpito  
[44] 
Y Y N Y N Y Y N Mesh 2D image + Mask + 3D ground 
truth -> template match 3D 









Y N Y Y N N Y N Mesh 
Multiple 2D image + mask + 
annotation + 3D ground truth -
> template match 3D ground 






Zuffi et al. [46] Y Y N Y Y Y Y N Mesh 2D image + Mask + 3D ground 
truth -> template match 3D 
ground truth -> Mesh 




Accuracy: 0.92  
 
Zuffi et al. [47] Y N Y Y N Y Y N Mesh 2D image + Mask + 3D ground 
truth -> template match 3D 
ground truth -> Mesh 
Custom dataset Self-supervised 
learning 
Accuracy: 0.88 
Zuffi et al. [48] Y N Y Y N Y Y N Mesh 2D image + Mask + 3D ground 
truth -> template match 3D 
ground truth -> Mesh 
Custom dataset Self-supervised 
learning 
Accuracy: 0.8 
Ntouskos  et al. 
[51] 
N N Y Y N Y N Y Mesh 2D images of various 
viewpoints -> Merge all 
components -> Mesh 
Chen et al. [52], 
Kokkinos and Yuille 




Memory: 16GB ram, 
GPU GTX970, 
Accuracy: 0.67 
2.2.1   Traditional Approaches 
Most 3D reconstruction methods for animals uses new-generation and self-supervised learning 
approaches to create 3D models. Like humans, the traditional approaches for capturing 3D ground 
truth of animal is collected by scanning the toy objects using laser scanners. The key points are 
generated manually as joint markers other than the morphable model [45].  Whereas, one of the 
traditional framework [51] was designed to created 3D mesh of an object without 3D ground truth. 
The Component-wise Model [51] is a framework where 2D RGB images of animal specific body 
parts are captured separately from all different views. The framework merges all the relevant 
views of similar components of body parts. The model [51] uses hierarchical decomposition of the 
object components and based on the geometric complexity of the object shape, it requires a 
specific number of object views captured in 2D images. For example, to create a giraffe 3D shape, 
the framework will require to capture the head in four different viewpoints and other object 
components can vary based on its complexity [51]. Large training images required for different 
views of the object and it is hard to capture images of an animal in a static pose in various views 
[51]. The model fails when a limited number of views are available for any part of the object. 
The Morphable models [45] are low dimensional parameterizations of 3D object classes. It 
provides a means of associating 3D geometry to 2D images. To build a morphable model of a new 
object class, it requires an extended level of effort such as 3D scans of the object, existing systems 
require user-guided correspondence algorithms to build a vertex-consistent mesh across instances 
[45]. It requires expensive gadgets to capture the object and additional training required to 
operate such tools. The laser light gates were used to capture the data for the experiment due to 
which the model performs great on the dolphin domain class. The Morphable models [45] takes 
multiple 2D images, mask of the object, and 3D ground truth to perform template matching. The 
network performed huge number of training iterations to render 3D templates to an appropriate 
3D dolphin mesh [45]. Both the Component-wise Model [51] and Morphable models [45] follows 
completely unique pipelines to achieve results. Even though the Morphable Models [45] outputs 






2.2.2   New Generation Approaches 
All the new generation methods listed in Table 2 uses 3D ground truth for predicting 3D animal 
shapes.  All these approaches are proposed by the same group of researchers [42, 43, 46-48] 
except the Balloon shapes reconstruction approach proposed by Vicente and Agpito  [44]. The 
pipeline followed by the group of researchers are same as Balloon shapes reconstruction approach 
[44]. The group of researchers [42, 43, 46-48] have been heavily investigating 3D reconstruction 
of animals for an extended period of time. The researchers have generated a number of 3D ground 
truth model by scanning the toys and made it publicly available for future researches [23, 24]. The 
3D ground truth are restricted, as very limited number of 3D scans are available for particular 
domain classes, as a result, it is not sufficient enough to train on most available domain classes of 
animals [42, 43, 46-48]. All the proposed methods by the researchers have undertaken similar 
types of network inputs that consists of RGB images, mask of the object and 3D ground truth. The 
approaches follows the 3D mean matching technique similar to Figure 1 step 5 and 6 [42, 43, 46-
48]. The network performs backpropagation to reduce the loss and create checkpoints for testing 
once the error rate is reduced to a certain predefined range. The researchers [42, 43, 46-48]  has 
advanced their research study in the same pipeline to obtain higher accuracy 3D output. The 
recent published research by the researchers is conducted on 3D reconstruction of zebra [48].  
The Zuffi et al. [48] model is a unique, optimized approach for automatic 3D pose, shape, and 
texture capture of animals by utilizing images taken from nature. Particularly, the researcher has 
paid attention to the problem of capturing 3D poses and texture of zebras by capturing the image 
dataset explicitly for the purpose of the experiment [48]. As discussed earlier, capturing animal 
datasets is challenging, the author has undertaken the data duplication technique to create a large 
amount of data samples to train the network. The training data for rare species is inadequate, 
those animals are in composite natural scenes with obstruction, such as naturally camouflaged, 
found in herds, and similar looks [48]. To solve these problems, the author combined the current 
3D template mean matching model [23, 24] with a network-based regression pipeline that trained 
end-to-end upon synthetically produced images with pose, shape, and background distinction. 
Even though we can identify from Table 2 the approach proposed by Zuffi et al. [46] achieves a 
significant output accuracy for zebra, it fails in many cases. We will be experimenting this method 
further in chapter 3. It [46] requires large memory and highly computational power system to 
perform training.  
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In summary, after critically reviewing various research literature on 3D reconstruction of humans 
and animals, it is simply not feasible to apply the approaches available for humans to animals due 
to lack of 3D ground truth data. Generating 3D ground truth data for animals is challenging and 
not feasible for every class and sub class of an animal.  We will be exploring and experimenting 




Chapter 3: Methods 
In this chapter we will be discussing the available dataset, the method used to achieve the results 
and lastly, represent the results obtained after conducting the experiments and discuss the 
findings. 
3.1   Datasets 
There are large number of publicly available human dataset compound of 3D ground truth and 
RGB images in various shapes, poses, and orientation. Most deep learning networks for 3D 
reconstruction use publicly available dataset including appropriate ground truth [11]. As 
mentioned earlier, capturing of animal data is a key challenge on its own because of non-
cooperative, dynamic in shapes and structure with numerous classes and sub-classes of animals. 
Hence, there is very limited number of datasets available to conduct experiments for 3D 
reconstruction of animals in comparison to human shapes and static objects. In Table 3, we will be 














Table 3: Description of datasets. “Y” indicates Yes, and “N” indicates No. 
Dataset Number of 
Subjects 






Ionescu et al.  [11] 11 3.6 million Y N 4 megapixels 
Lassner et al. [16] - 27,652 Y N 300x300 pixels 
Sigal et al. [17] 4 74,600 Y Y 150x75 pixels 
Andriluka  et al. [18] 5 40,000 Y Y 150x150 pixels 
Johnson  and Everingham [19] - 2,000 N Y 150x150 pixels 
Dantone  et al. [20] - 7,000 N Y 512x480 pixels 
Allen et al. [22] 250 4,800 Y Y 3 megapixels 
Joo et al.  [25] 8 154 million Y Y 3 megapixels 
Varol et al. [27] 145 6.5 million Y N 640x480 pixels 
Kazemi et al. [30] - 25,000 N Y 400x400 pixels 
Zimmermann and Brox [32] - 33,000 Y N 640×480 pixels 
Spurr et al. [33] - 40,000 Y Y 640×480 pixels 
Cai et al. [34] - 44,000 Y Y 640×480 pixels 
Zhang et al. [35] - 18,000 Y N 640×480 pixels 
Lin et al. [37] - 328,000 N N 320x320 pixels 
Mahmood et al. [38] 300 11,000 Y Y 4 megapixels 
Zang et al. [40] 6 44,216 Y N 3 megapixels 
Xu et al. [41] 3 40,000 Y Y 640×480 pixels 
Animals 
Wah et al. [50] 200 11,788 N N 640×480 pixels 
Cashman and Fitzgibbon [45] 2 57 Y Y 4 megapixels 
Chen et al. [52] 5 19,740 N N 640×480 pixels 
Kokkinos and Yuille [54] 2 24,929 Y Y 3 megapixels 
Zuffi et al. [48] 1 200 Y N 3 megapixels 
3.1.1   Human Datasets 
Capturing training data is one of the biggest challenges in 3D reconstruction. A group of 
researchers have used predictive methods for capturing large scale dataset for human shapes [11]. 
The Ionescu et al.  [11] dataset consist of 3.6 million poses of  human shapes [11]. The dataset [11] 
was compiled after recording the performance of six males and five females and the recording of 
the subjects was captured in four different angles [11]. The dataset consists of RGB images of 
human beings in various motions and poses, such as the person talking on the phone, clicking 
photos, greeting another person, eating food and walking [11]. The data was collected using 
motion capture cameras, and 3D laser scanners. The 3D ground truth is captured in various human 
shapes and heights such as obese, fat, slim, short, tall by making the person in the scenario static 
[11]. Additionally, the Lassner et al. [16]  dataset provides a detailed annotation of specific human 
body parts. It uses the existing datasets  of Ionescu et al.  [11] and fills the gap between full body 
shapes and enabling reconstruction of individual body parts to a 3D mesh. Furthermore, the 
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Andriluka  et al. [18] dataset is consists of over 800 human day to day activities including 
occupational and household activities. The dataset [18] is captured in wide range of view point 
similar to Ionescu et al.  [11]. The dataset differ from Ionescu et al.  [11] by including additional 
metadata such as position of body joints, orientation of head, and occlusion labels for body parts. 
Similarly, the datasets collected by the researchers [11, 17-20, 22, 25, 27, 30, 37, 38] are compound 
of multiple unique classes consist of depth maps, mask, 2D RGB images, and motion capture data, 
similar to Ionescu et al.  [11] dataset. 
As 3D ground truth is one of the most vital data required for 3D reconstruction in various 
approaches, Allen et al. [22] has created a dataset consisting of high resolution template mesh of 
whole body scans for wide variety of subjects in various poses, shapes and sizes. The dataset 
consists of 250 human body 3D ground truth. Similarly, the datasets collected by Zang et al. [40] 
consist of high resolution template mesh of whole body scans with subjects both clothed and 
naked. The dataset is created with 6 subjects with 3 being males and 3 females. It is captured in 
various poses, shapes and size similar to Allen et al. [22]. The dataset consists of 11,054 clothed 
and 11,054 naked 3D scans of the subjects. Accordingly, additional ground truth datasets were 
created by Xu et al. [41] consists of high resolution template mesh of whole body scans with 
subjects clothed in various poses, shapes and size similar to Zang et al. [40] using monocular video 
in multi-view performance capture.  
On the other hand, the datasets [32-35] are created explicitly for 3D ground truth of human hands 
in various poses from RGB images using monocular and calibrated cameras. The datasets are 
compounds of RGB images, 3D ground truth, and joint keypoint markers to identify the level of 
deformation [32-35]. 
 3.1.2   Animal Datasets 
Limitation of datasets have been one of the major drawbacks of 3D reconstruction of animals. The 
publicly available datasets to perform training is very limited and those available are restricted to 
a single domain class. The dataset captured by Cashman and Fitzgibbon [45] for Morphable model 
can only be used for template matching of Dolphins. The dataset is also restricted to the network 
parameters which the researchers used for their experiments.  The dataset is compound of 3D 
ground truth captured using laser gate, keypoint markers, 2D RGB images and mask [45]. Similarly, 
the dataset by Wah et al. [50] is compound of RGB images of birds and 3D ground truth acquired 
by scanning bird toys using laser scanner. All the dataset available for animals are of different 
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domain classes and this makes the problem domain more challenging in comparison to human 3D 
ground truth data. As human ground truth data captured by multiple researchers are specific to 
only 2 sub-class male and female, this enables researchers to merge multiple public datasets of 
humans to train the network. Moreover, the dataset captured by Zuffi et al. [48] is compound of 
3D scans of zebra from toys along with 200 RGB images and their corresponding mask and texture 
of zebra class. It is challenging to capture the data of an object in continuous motion. For example, 
when capturing datasets in animals such as lion, tiger, bear, or zebra, the objects are in continuous 
motion and hard to capture all the views of a particular animal in a single pose, the captured 
datasets are always limited in some nature [48]. On the other hand, more generic datasets are 
created with limited number of data for each domain class [52, 54].  
For our experiment we have captured a custom dataset of cows from a farm. Our dataset consists 
of 8,000 video frames with relevant mask and camera parameters. We have extracted 9 frames 
per seconds to build our dataset. The dataset is captured using an iPhone 7 camera with the 
resolution of 1280x720 pixels and 30 frames per seconds. 
3.2   Methods 
Through our study we have encountered the main limitation of 3D reconstruction of animals are 
mainly due to lack of 3D ground truth data. To overcome the limitation of 3D ground truth data in 
animal class, we have tested 9 approaches, following 2 different pathways, and performed 5 
experiments. We have experimented 3D reconstruction of cows using the monocular depth 
estimation approaches used in autonomous self-driving cars. Through experiments and testing, 
we have validated a feasible approach for achieving 3D reconstruction of cows using monocular 
depth estimation approach without using relevant 3D ground truth data. For depth estimation 
approaches, the network takes a 2D RGB image as an input and output a depth map. The depth 
map consists of a ‘z axis’, which can further be used to generate a 3D shape of an object. For our 
experiment we have used the depth value along with the x and y axis from 2D image matrix 
position from the input RGB image to create a mesh representation of 3D shape. We will be using 
the following proposed pipeline from Figure 4 for experimenting and testing the networks for 3D 




Figure 4: The numbering for step 1-9 in the network architecture represent the sequential steps undertaken to reach the final result F10. F10 
indicates the representation of the result in Mesh, we have used MeshLab to visualize the 3D shape of animal. In step 1 the networks take a 2D 
RGB image and uses Mask-RCNN network to generate a mask of animal in step 3. We have captured cow video using iPhone 7 camera. The camera 
parameter of iPhone is recorded and is taken as an input in step 5 along with input RGB image and the mask. All 3 inputs (RGB image, mask, and 
camera parameter) are merged and given as a network input in step 6. The Depth estimation network than outputs depth map in step 7 using the 
relevant proposed network architecture by the particular research from Table 4. In step 8 the depth map is merged with the image mask and a 
python script is used to extract the masked region depth values. Once the depth values are obtained in step 9, we generate an OFF file to represent 
the depth values as mesh representation as final output in step F10. 
3.3   Results and Discussion 
In this section we will be exploring the results obtained through experimenting five methods after 
training on a cow dataset. We will be comparing the results of trained model on cow dataset 
against the base model the researcher has provided for their research study conducted. We have 
tested a total of nine methods, out of which five were trained on custom dataset of cows as 
mentioned earlier to compare the results with the scope of transfer learning.  
Table 4: List of approaches tested. “Y” indicates Yes, and “N” indicates No. 
Papers Trained on type of 
Dataset 
Trained on Cow Dataset Output 
Depth Disparity Mesh 
Kocabas et al. [55] Human dataset [11, 23, 
24] 
N N N Y 
Kanazawa et al. [43] Bird dataset [50] N N N Y 
Zuffi et al. [48] Zebra dataset [48] Y N N Y 
Lasinger et al. [56] 75,000 video frames 
from movie scenes 
N Y N N 
Casser et al. [1] KITTI car Dataset [2] Y Y Y N 
Godard et al. [57] KITTI car Dataset [2] Y Y Y N 
Godard et al. [14] KITTI car Dataset [2] Y Y Y N 
Wong and Soatto [58] KITTI car Dataset [2] N Y Y N 




3.3.1   3D Reconstruction Using Statistical Approaches 
All the approaches listed in Table 4 follows the new generation approaches using self-supervised 
learning technique. The first 3 approaches [43, 48, 55] requires 3D ground truth to generate mesh 
output result as shown in Figure 8. All three approaches use 3D ground truth template matching 
technique to generate appropriate output mesh. The limitation of these approaches is, they fail 
when multiple objects are in the same scene as shown in Figure 7, and the object in the input 
image is not of the trained domain class. For example, if we train these approaches on zebra 3D 
ground truth and a cow image is given as an input for testing the network , the network will still 
get a zebra as an output object mesh as shown in Figure 9. Similarly, if the input image does not 
have a zebra in the scene the network will still generate a zebra 3D mesh output as shown in Figure 
6  [43]. Additionally, if the network is trained on a class of zebra, and the input image only covers 
few body segment of the zebra such as the head of zebra or back of zebra, or just the front view 
of zebra the network will generate a complete 3D mesh of zebra as an output, in a wrong pose 
and deformation stage as shown in the right image in Figure 5 [48]. The network only generates a 





Figure 6: Test image of zebra failing when the zebra is not in the scene. Figure 5: Test image of zebra failing on various deformation stage, 
and when part of the zebra is in the scene such as head only as show 
in the right image.  
Figure 7: Test image of zebra failing when multiple zebras in the same 
scene. 
 
Figure 8: Test image of zebra and relevant 3D ground truth in the 
right. 
 
Figure 9: Failure cases with input test images of a cow on zebra 
3D ground truth model [48]. 
Figure 10: Test image of cow 
after training on cow 3D 
ground truth model 
Figure 11: 3D ground truth of cow 
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These is because the network is trained on very few restricted numbers of 3D ground truth model 
of zebra obtained from toys in very limited number of deformation and poses. Additionally, the 
3D ground truth is trained with an input images of a single zebra in the scene, due to which the 
network fails, if multiple zebras are available in the scene.    
For performing experiment on the approach proposed by Zuffi et al. [48], we require very high 
performing systems for training as shown in Table 2 performance section. We have access to 3D 
ground truth data of cows, which is made available by the researchers [47] as shown in Figure 11. 
Similar to other animal ground truth capturing techniques by the researcher [47], the ground truth 
of the cow is also captured by scanning toys and generated 3D parameters using the SMAL model 
[48]. Due to only 8 instances of 3D ground truth available for cow, it is not enough to train a 
network to obtain significant results. After training the model on eight instances of cow class with 
data duplication technique to create digitalized RGB image dataset of 80,000 along with relevant 
mask following the similar pipeline of training the zebra. The model does not generate an 
appropriate mesh of cow due to lack of 3D ground truth data as shown in Figure 10. 
3.3.2   3D Reconstruction Using Depth Estimation Approach 
The approaches [1, 14, 56-58] takes a 2D RGB image as an input and generate a depth map for 3D 
reconstruction of an object as shown in Figure 4. The approach proposed by Lasinger et al. [56] 
uses video frames from movie scenes which consist of all types of objects in the scenes. The model 
is trained using 75,000 video frames of a movie scene covering various types of object. The model 
generates more optimal depth map during testing in comparison to other approaches tested on 
monocular depth estimation approaches.  For testing the methods, we have followed a similar 
pipeline as shown in Figure 4. We have generated a depth map from the network by inputting a 
2D image following from step 1 to 7. We then used a python script to extract the depth of the 
masked region and represented it as mesh in MeshLab software. Even though the depth map 
obtained are good in visuals to remove obstacles from the scenes, however, the depth value 
extracted as an output are not significant in result for 3D mesh representation. We have trained 4 
methods following same pipelines but partially differentiate the way the network is being trained.  
Firstly, the approaches [1, 57, 59] takes RGB images as an input along with the camera parameters 
to train the network, it does not require a mask to highlight the object of interest. We have trained 
the method on our custom dataset of cows and the results obtained through the approach is very 
noisy and do not remove a lot of obstacle from the images during testing as show in Table 5. The 
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mesh created from the object of interest is not as good as the model created by Lasinger et al. 
[56]. Secondly, we have trained Godard et al. [14] in our custom dataset of cows, the network 
takes an RGB image, mask and camera parameter as input and follows the exact same pipeline 
listed in Figure 4. To acquire the mask of cows during pre-processing of data, we have used MASK-
RCNN network as shown in Figure 12. As a proof of concept, we have trained with 1000 video 
frames of cows for all four networks. The approaches [1, 57, 59] uses sequence of three merged 
video frames to train the network, the left, right and centre as shown in Figure 13. We have 
extracted sequence of 9 video frames at interval of every second for training the network and 
merged them into three input images. Whereas Godard et al. [14] approach takes a single RGB 
image as input without merging three of the sequential frames together. As we can see from the 
Table 5, even though the output result of the depth is not great, but it is achievable to train on 
large 2D image cow dataset with more precise camera parameters to obtain optimal depth results. 
As acquiring RGB images though monocular camera will not be as challenging or expensive in 
comparison to acquiring datasets using traditional approaches, which uses calibrated cameras or 
acquiring 3D ground truth using laser gates or 3D scanners. The Depth estimation training 
approaches require less computational power system for training in compare to 3D ground truth 
template matching approaches.   
In summary, the output results obtained through experimenting the 3D ground truth template 
matching technique and depth estimation approaches do not achieve significant output results. 
Both the pathways have some limitations one way or another, as depth map data could be more 
easily acquired and seems more promising to conduct further experiments than the 3D ground 





Figure 12: The image (a) is an input image to MASK-RCNN network, the image (b) is 
the mask drawn by the network for all the cows detected, image (c) represents the 
selected number of cows which are clearly identified from the input image, image 
(d) represent the final mask created. 
Figure 13: The images in the figure are sequence of 3 video frames 
and their relevant mask generated to train the networks 
Table 5: The Table represent few of the new generation pretrained model (Base Model) provided by the researcher trained on KITTI dataset. We have compared the results obtained from the 
network after training the network on cow dataset with 1000 RGB images for 200 epochs. 
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Chapter 4: Conclusion and Future Work  
In conclusion, this study finds the monocular depth estimation techniques can be used for 
obtaining 3D models of animals by training on large scale RGB images, their relevant mask, and 
corresponding camera parameters. We have conducted all the experiments on new generation 
deep learning, self-supervised approaches. We have categorized these experiments in 2 different 
pathways. In the first category, we have used the 3D template mean matching approaches and in 
the second category we have the monocular depth estimation approaches.  We have trained each 
of these approaches on our custom dataset of cows.  
To summarise, the template mean matching technique is restricted to one class of animal, 
whereas the depth estimation approach model can be trained on multiple classes of animals. The 
study highlights the limitation of using both the pathways and created a feasible pipeline to 
achieve 3D reconstruction of animals using depth estimation approach. Additionally, creating an 
animal dataset with RGB images is much easier to achieve than acquiring 3D ground truth data of 
each class and sub-class of animals. 
In future work, we would like to train a depth estimation model with 100,000 video frames of RGB 
image dataset consisting of multiple classes of animals such as cows, sheep’s, horses, and buffalos. 
The current results achieved using depth estimation approaches on 1000 video frames of cows 
exhibited an improvement from the base model. Whereas, comparing the depth map acquired 
from the model [56] training on 75,000 video frames from movie scenes, the model outputs a 
significant result not only in removing obstacles but also the depth value for 3D representation. 
The training of the depth estimation model will also require optimization of parameter and batch 
size to perform the task in a much faster approach. Finally, as we can acquire more optimal depth 
values though training solely on large image dataset, we will be able to predict and generate 3D 
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