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Algebraic Combinatorics of Magic Squares
Abstract
The problem of constructing magic squares is of classical interest and the first known magic square
was constructed around 2700 B.C. in China. Enumerating magic squares is a relatively new problem.
In 1906, Macmahon enumerated magic squares of order 3.
In this thesis, we describe how to construct and enumerate magic squares as lattice points inside
polyhedral cones using techniques from Algebraic Combinatorics. The main tools of our methods
are the Hilbert Poincare´ series to enumerate lattice points and the Hilbert bases to generate lattice
points. With these techniques, we derive formulas for the number of magic squares of order 4. We
extend Halleck’s work on Pandiagonal squares and Bona’s work on magic cubes and provide formulas
for 5× 5 pandiagonal squares and 3× 3× 3 magic cubes and semi-magic cubes.
Benjamin Franklin constructed three famous squares which have several interesting properties.
Many people have tried to understand the method Franklin used to construct his squares (called
Franklin squares) and many theories have been developed along these lines. Our method is a new
method to construct not only the three famous squares but all other Franklin squares. We provide
formulas for counting the number of Franklin squares and also describe several symmetries of Franklin
squares.
Magic labelings of graphs are studied in great detail by Stanley and Stewart. Our methods
enable us to construct and enumerate magic labelings of graphs as well. We explore further the
correspondence of magic labelings of graphs and symmetric magic squares. We define polytopes of
magic labelings of graphs and digraphs, and give a description of the faces of the Birkhoff polytope
as polytopes of magic labelings of digraphs.
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1Foreword
This thesis is a story of fusion of classical mathematics and modern computational
mathematics. We redefine the methods of solving classical problems like constructing
a magic square and exhibit the power of computational Algebra. For example, only
three Franklin squares were known since such squares were difficult to construct.
Our results make it possible to construct any number of Franklin squares easily. A
detailed description of our methods is given in Section 1.2. More significantly, our
study leads to an elegant description of the faces of the Birkhoff polytope as polytopes
of magic labelings of digraphs. The main theorems are introduced in Chapter 1 and
the subsequent chapters explore the details of these results.
This thesis is based on my three papers
• Polyhedral cones of magic cubes and squares (joint work with J. De Loera and
R. Hemmecke) [2];
• How many squares are there, Mr. Franklin?: Constructing and Enumerating
Franklin Squares [3];
• Magic graphs and the faces of the Birkhoff polytope [4].
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Chapter 1
Introduction
1.1 Magic Squares.
Miracles seem very wonderful to the people who witness them, and very simple to the people
who perform them. That does not matter: if they confirm or create faith they are true
miracles.
– George Bernard Shaw.
Amagic square is a square matrix whose entries are nonnegative integers, such that
the sum of the numbers in every row, in every column, and in each diagonal is the
same number called the magic sum. The study of magic squares probably dates back
to prehistoric times [7]. The Loh-Shu magic square is the oldest known magic square
and its invention is attributed to Fuh-Hi (2858-2738 B.C.), the mythical founder of
the Chinese civilization [7]. The odd numbers are expressed by white dots, i.e., yang
symbols, the emblem of heaven, while the even numbers are in black dots, i.e., yin
symbols, the emblem of earth (see Figures 1.1 and 1.2 A).
Like chess and many of the problems founded on the figure of the chess-board, the
problem of constructing a magic square probably traces its origin to India [52]. A
4× 4 magic square is found in a Jaina inscription of the twelfth or thirteenth century
in the city of Khajuraho, India (see Figure 1.2 B). This square shows an advanced
knowledge of magic squares because all the pandiagonals also add to the common
magic sum (see Figure 1.4).
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Figure 1.1: The Loh-Shu magic square [7].
 4     9    2   
3     5      7
8      1     6
A
7     12    1   14
2    13    8    11
16    3   10    5
9      6   15    4
B C
16    3    2    13  
5     10   11   8  
9     6     7    12
4    15   14   1
Figure 1.2: Loh-Shu (A), Jaina (B), and the Du¨rer (C) Magic squares.
From India, the problem found its way among the Arabs, and by them it was
brought to the Roman Orient. It is recorded that as early as the ninth century magic
squares were used by Arabian astrologers in their calculations of horoscopes etc.
which might be the reason such squares are called “magic” [7]. Their introduction
into Europe appears to have been due to Moschopulus, who lived in Constantinople
in the early part of the fifteenth century. The famous Cornelius Agrippa (1486-1535)
constructed magic squares of the orders 3, 4, 5, 6, 7, 8, 9, which were associated
by him with the seven astrological “planets”; namely, Saturn, Jupiter, Mars, the
Sun, Venus, Mercury, and the Moon. A magic square engraved on a silver plate was
sometimes prescribed as a charm against the plague and a magic square appears in
a well known 1514 engraving by Albrecht Du¨rer entitled Melancholia (see Figures
1.2 C and 1.3). Magic squares, in general, were considered as mystical objects with
the power to ward off evil and bring good fortune. The mathematical theory of the
construction of these squares was taken up in France only in the seventeenth century,
and since then it has remained a favorite topic of study throughout the mathematical
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Figure 1.3: Magic square in a 1514 engraving by Albrecht Du¨rer entitled Melancholia [7].
world. See [7], [9], [48], or [52] to read more about the history of magic squares.
Constructing and enumerating magic squares are the two fundamental problems
in the topic of magic squares. Let Mn(s) denote the number of n× n magic squares
of magic sum s. In 1906, MacMahon [43] enumerated magic squares of order 3:
M3(s) =


2
9
s2 + 2
3
s+ 1 if 3 divides s,
0 otherwise.
Later, MacMahon [43], Anand et al. [6], and Stanley [54], considered the problem
of enumerating semi-magic squares which are squares such that only the row and
column sums add to a magic sum (see [54]).
In this thesis, we have used methods from algebra, combinatorics, and polyhedral
geometry to construct and enumerate magic squares and these methods are similar to
the methods used by Stanley to enumerate semi-magic squares [54]. Part of our work
is based on generalizing his ideas. Polyhedral methods were also used by Halleck in
his 2000 Ph.D thesis (see [37]) and Beck et al. in [12] to enumerate various kinds of
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Figure 1.4: The pandiagonals.
magic squares. Our techniques are different and are more algebraic in flavor.
The basic idea is to consider the defining linear equations of magic squares. These
equations, together with the nonnegativity requirement on the entries, imply that
the set of magic squares becomes the set of integral points inside a pointed polyhedral
cone (see [2] or [53]). The minimal Hilbert basis of this cone is defined to be the
smallest finite set S of integral points with the property that any integral point
can be expressed as a linear combination with nonnegative integer coefficients of the
elements of S [51]. For example, the minimal Hilbert basis of the 3×3 magic squares
is given in Figure 1.5 and a Hilbert basis construction of the Loh-shu magic square
is given in Figure 1.6.
 1     0    2
2      1    0
0     2     1
2      0    1
0      1    2
1      2    0
 0    2     1
2      1    0
1      0    2
 1    2     0
0     1     2
2     0     1
 1     1    1
 1     1    1
 1     1    1
Figure 1.5: The minimal Hilbert Basis of 3× 3 Magic squares.
+3 + = 1    2     0     
0     1     2  
2     0     1
 0    2     1
2      1    0
1     0     2
 1     1    1
 1     1    1
 1     1    1
 4    9     2
3     5     7
8      1    6
Figure 1.6: A Hilbert basis construction of the Loh-Shu magic square.
We map magic squares to monomials in a polynomial ring to enumerate them and
derive the formula for the number of 4×4 magic squares of magic sum s (also derived
simultaneously by Beck et al. [12] using different techniques).
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Theorem 1.1.1. The number of 4× 4 magic squares with magic sum s,
M4(s) =


1
480
s7 + 7
240
s6 + 89
480
s5 + 11
16
s4 + 779
480
s3 + 593
240
s2 + 1051
480
s+ 13
16
,
when s is odd,
1
480
s7 + 7
240
s6 + 89
480
s5 + 11
16
s4 + 49
30
s3 + 38
15
s2 + 71
30
s+ 1,
when s is even.
We will describe this method in detail in the next section (also, see [2] and [3]).
1.2 Generating and enumerating lattice points inside poly-
hedral cones.
In this section we illustrate the algebraic techniques of generating and enumerating
lattice points inside polyhedral cones by applying the method to construct and enu-
merate magic squares. As an example, we walk through the details of the proof of
Theorem 1.1.1.
For these purposes we regard n × n magic squares as either n × n matrices or
vectors in Rn
2
and apply the normal algebraic operations to them. We also consider
the entries of an n× n magic square as variables yij (1 ≤ i, j ≤ n). If we set the first
row sum equal to all other mandatory sums, then magic squares become nonnegative
integral solutions to a system of linear equations Ay = 0, where A is an (2n+1)×n2
matrix each of whose entries is 0, 1, or -1.
For example, the equations defining 3× 3 magic squares are:
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y11 + y12 + y13 = y21 + y22 + y23
y11 + y12 + y13 = y31 + y32 + y33
y11 + y12 + y13 = y11 + y21 + y31
y11 + y12 + y13 = y12 + y22 + y32
y11 + y12 + y13 = y13 + y23 + y33
y11 + y12 + y13 = y11 + y22 + y33
y11 + y12 + y13 = y13 + y22 + y31
Therefore, 3× 3 magic squares are nonnegative integer solutions to the system of
equations Ay = 0 where:
A =


1 1 1 −1 −1 −1 0 0 0
1 1 1 0 0 0 −1 −1 −1
0 1 1 −1 0 0 −1 0 0
1 0 1 0 −1 0 0 −1 0
1 1 0 0 0 −1 0 0 −1
0 1 1 0 −1 0 0 0 −1
1 1 0 0 −1 0 −1 0 0


and y =


y11
y12
y13
y21
y22
y23
y31
y32
y33


A nonempty set C of points in Rn
2
is a cone if au + bv belongs to C whenever u
and v are elements of C and a and b are nonnegative real numbers. A cone is pointed
if the origin is its only vertex (or minimal face; see [51]). A cone C is polyhedral if
C = {y : Ay ≤ 0} for some matrix A, i.e, if C is the intersection of finitely many
half-spaces. If, in addition, the entries of the matrix A are rational numbers, then
C is called a rational polyhedral cone. A point y in the cone C is called an integral
point if all its coordinates are integers.
It is easy to verify that the sum of two magic squares is a magic square and
that nonnegative integer multiples of magic squares are magic squares. Therefore,
the set of magic squares is the set of all integral points inside a polyhedral cone
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CMn = {y : Ay = 0, y ≥ 0} in R
n2, where A is the coefficient matrix of the defining
linear system of equations. Observe that CMn is a pointed cone.
In the example of 4 × 4 magic squares, there are three linear relations equating
the first row sum to all other row sums and four more equating the first row sum
to column sums. Similarly, equating the two diagonal sums to the first row sum
generates two more linear equations. Thus, there are a total of 9 linear equations
that define the cone of 4× 4 magic squares. The coefficient matrix A has rank 8 and
therefore the cone CM4 of 4× 4 magic squares has dimension 16− 8 = 8 (see [51]).
In 1979, Giles and Pulleyblank introduced the notion of a Hilbert basis of a cone
[34]. For a given cone C, its set SC = C∩Z
n of integral points is called the semigroup
of the cone C.
Definition 1.2.1. A Hilbert basis for a cone C is a finite set of points HB(C) in its
semigroup SC such that each element of SC is a linear combination of elements from
HB(C) with nonnegative integer coefficients.
For example, the integral points inside and on the boundary of the parallelepiped
in R2 with vertices (0, 0), (3, 2), (1, 3) and (4, 5) in Figure 1.7 form a Hilbert basis of
the cone generated by the vectors (1, 3) and (3, 2).
(4,5)
(3,2)
(1,3)
(0,0)
Figure 1.7: A Hilbert Basis of a two dimensional cone.
We recall an important fact about Hilbert bases [51, Theorem 16.4]:
Theorem 1.2.1. Each rational polyhedral cone C is generated by a Hilbert basis.
If C is pointed, then there is a unique minimal integral Hilbert basis generating C
(minimal relative to taking subsets).
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We present a proof of Theorem 1.2.1 in Appendix A. The minimal Hilbert basis
of a pointed cone is unique and henceforth, when we say the Hilbert basis, we mean
the minimal Hilbert basis. An integral point of a cone C is irreducible if it is not a
linear combination with integer coefficients of other integral points. All the elements
of the minimal Hilbert basis are irreducible [38], [51]. Since magic squares are integral
points inside a cone, Theorem 1.2.1 implies that every magic square is a nonnegative
integer linear combination of irreducible magic squares.
The minimal Hilbert basis of the polyhedral cone of 4×4 magic squares is given in
Figure 1.8 and was computed using the software MLP (now called 4ti2) (see [38]; soft-
ware implementation 4ti2 is available from http://www.4ti2.de). In fact, all Hilbert
basis calculations in this thesis are done with the software 4ti2.
Hilbert basis constructions of the Jaina, and the Du¨rer magic squares are given in
Figures 1.9 and 1.10 respectively.
0      0     1    0
0      1    0     0
0      0    0     1
1      0    0     0
0      0     1    0
1      0    0     0
0      1    0     0
0      0    0     1
1      0    0     0
1      0    0     00      0     1    0
0      0     1    0
0      1    0     0 0      1    0     0
0      0    0     1
0      0    0     1 0      1    0     0
0      1    0     0
0      1    0     0
0      1    0     0
0      0    0     1
0      0    0     1
0      0    0     1
0      0    0     1
1      0    0     0
1      0    0     0
1      0    0     0 1      0    0     0
0      0     1    0
0      0     1    0 0      0     1    0
0      0     1    0
1     0     1     0
0      0     0    2
0     1     1     0
1      1    0     0
 0     0    2     0
0      1    0     1
1      1    0     0
1      0    0     1
 0     0    1     1
0      1     0    1
1      0     1    0
1      1    0     0
1      1    0     0
0     1     1     0
0      0     0    2
1      0     1    0
1      0    0     1
1      1    0     0
0      1    0     1
0      0     2    0
0      1    0     1
1      1    0     0
0      0     1    1     
1     0      1    0
1      0    0     1
0      0     1    1     
0      2     0    0
1      0     1    0
0      2     0    0
1      0     1    0
0      0     1    1     
1      0    0     1
1      1    0     0
1      0     1    0
0      1     0    1
0      0     1    1
0      1     0    1
0     1     1     0
0      0     1    1     
2      0    0    0
1      0     1    0
0      0     1    1     
1      1    0     0
0      1     0    1
0      0     1    1     
0     1     1     0
2      0    0     0
0      1     0    1
h1
h13
h2 h3 h4 h5
h6 h7 h8 h9 h10
h11 h12 h14 h15
h16 h17 h18 h19 h20
Figure 1.8: The minimal Hilbert Basis of 4× 4 Magic squares.
Different combinations of the elements of a Hilbert basis sometimes produce the
same magic square. Figures 1.9 and 1.11 exhibit two different Hilbert basis con-
structions of the Jaina magic square. This is due to algebraic dependencies among
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1      0    0     0
0      0    1     0 
0      0    0     1
0      1    0     0
0      1    0     0
0      0    0     1
0      0    1     0 
1      0    0     0
1      0    0     0
0      0    0     1
0      1    0     0
0      0    1     0 
0      0    0     1
0      1    0     0
1      0    0     0
0      0    1     0 
0      1    0     0
0      0    1     0 
1      0    0     0
0      0    0     1
7    12     1   14 
2    13    8    11
16   3    10    5
 9     6   15    4
=
+4 +2 +8
+3 +12 +4
0     0     1    0
0     1     0    0
0     0     0     1
1     0     0    0
0     0     0     1
1     0     0    0
0     0     1    0
0     1     0    0
h1 h3 h4 h5
h6 h7 h8 Jaina  magic square
Figure 1.9: A Hilbert basis construction of the Jaina magic square.
1      0    0     0
0      0    1     0 
0      0    0     1
0      1    0     0
0      1    0     0
0      0    0     1
0      0    1     0 
1      0    0     0
1      0    0     0
0      0    0     1
0      1    0     0
0      0    1     0 
0      0    0     1
0      1    0     0
1      0    0     0
0      0    1     0 
0      1    0     0
0      0    1     0 
1      0    0     0
0      0    0     1
=
0     0     1    0
0     1     0    0
0     0     0     1
1     0     0    0
0     0     0     1
1     0     0    0
0     0     1    0
0     1     0    0
+8
2 +10 +5 +2
+6 +
16    3    2    13
5     10   11   8
9     6      7   12
 4   15   14    1
Figure 1.10: A Hilbert basis construction of Du¨rer’s magic square.
the elements of the Hilbert basis. Repetitions have to be avoided when count-
ing squares, a problem that we solve by using a little bit of commutative algebra.
Let HB(CMn) = {h1, h2, . . . hr} be a Hilbert basis for the cone of n × n magic
squares. Denote the entries of the square hp by y
p
ij, and let k be any field. Let
φ be the unique ring homomorphism between the polynomial rings k[x1, x2, . . . , xr]
and k[t11, t12, . . . , t1n, t21, t22, . . . t2n, . . . , tn1, tn2, . . . , tnn] such that φ(xp) = t
hp , the
monomial defined by
thp =
∏
i,j=1,...,n
t
ypij
ij .
Monomials in k[x1, x2, . . . , xr] correspond to magic squares under this map, and
multiplication of monomials corresponds to addition of magic squares. For example,
the monomial x51x
200
3 corresponds to the magic square 5h1 + 200h3. Different combi-
nations of Hilbert basis elements that give rise to the same magic square can then
be represented as polynomial equations. Thus, from the two different Hilbert basis
constructions of the Jaina magic square represented in Figures 1.9 and 1.11, we learn
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1      0    0     0
0      0    1     0 
0      0    0     1
0      1    0     0
0      1    0     0
0      0    0     1
0      0    1     0 
1      0    0     0
1      0    0     0
0      0    0     1
0      1    0     0
0      0    1     0 
0      0    0     1
0      1    0     0
1      0    0     0
0      0    1     0 
0      1    0     0
0      0    1     0 
1      0    0     0
0      0    0     1
7    12     1   14 
2    13    8    11
16   3    10    5
 9     6   15    4
=
  1     1     0     0
0      1    1     0
0      0    0     2
1      0    1    0
 1    0     0    1
0     0     1     1
1     0     1     0
0     2     0     0
 1     1    0    0
1     0     1     0
0      1    0     1
0      0    1     1
 0    0     1     1
0     1     1     0
2     0     0     0
0     1     0     1
+2 + +2 +8
++ +11 +
h3h15 h17 h5
h6 h7 h8 Jaina magic squareh20
h14
Figure 1.11: Another Hilbert basis construction of the Jaina magic square.
that
h1 + 4 · h3 + 2 · h4 + 8 · h5 + 3 · h6 + 12 · h7 + 4 · h8 =
h3 + 8 · h5 + h6 + 11 · h7 + h8 + h14 + 2 · h15 + 2 · h17 + h20
In k[x1, x2, . . . , xr], this algebraic dependency of Hilbert basis elements translates to
x1x
4
3x
2
4x
8
5x
3
6x
12
7 x
4
8 − x3x
8
5x6x
11
7 x8x14x
2
15x
2
17x20 = 0.
Consider the set of all polynomials in k[x1, x2, . . . , xr] that are mapped to the zero
polynomial under φ. This set, which corresponds to all the algebraic dependencies
of Hilbert basis elements, forms an ideal in k[x1, x2, . . . , xr], an ideal known as the
toric ideal of HB(CMn) (see [2], [14], or [59] for details about toric ideals). If we
denote the toric ideal as IHB(CMn ), then the monomials in the quotient ring RCMn =
k[x1, x2, · · · , xr]/IHB(CMn ) are in one-to-one correspondence with magic squares.
For example, in the case of 3× 3 magic squares, there are 5 Hilbert basis elements
(see Figure 1.5) and hence there are 5 variables x1, x2, x3, x4, x5 which gets mapped
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by φ as follows:
x1 7→


1 0 2
2 1 0
0 2 1

 7→ t11t132t212t22t322t33
x2 7→


2 0 1
0 1 2
1 2 0

 7→ t112t13t22t232t31t322
x3 7→


0 2 1
2 1 0
1 0 2

 7→ t122t13t212t22t31t332
x4 7→


1 2 0
0 1 2
2 0 1

 7→ t11t122t22t232t312t33
x5 7→


1 1 1
1 1 1
1 1 1

 7→ t11t12t13t21t22t23t31t32t33
We use CoCoA to compute the toric ideal
IHB(CM3 ) = (x1x4 − x
2
5, x2x3 − x1x4).
Thus
RCM3 =
Q[x1, x2, x3, x4, x5]
(x1x4 − x25, x2x3 − x1x4)
.
LetRCMn (s) be the set of all homogeneous polynomials of degree s in the ringRCMn .
Then RCMn (s) is a k-vector space, and RCMn (0) = k. The dimension dimk(RCMn (s))
of RCMn (s) is precisely the number of monomials of degree s in RCMn .
Recall that if the variables xi of a polynomial ring k[x1, x2, . . . , xr] are assigned
nonnegative weights wi, then the weighted degree of a monomial x
α1
1 · · ·x
αr
r is
∑r
i=1 αi·
wi (see [8]). Therefore, if we take the weight of the variable xi to be the magic sum of
the corresponding Hilbert basis element hi, then dimk(RCMn (s)) is exactly the number
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of magic squares of magic sum s. For example, in the case of 3 × 3 magic squares,
because all the elements of the Hilbert basis have sum 3, all the variables are assigned
degree 3.
Since RCMn is a graded k-algebra, it can be decomposed into a direct sum of its
graded components RCMn =
⊕
RCMn (s) (see [2] or [8]). Consider a finitely generated
graded k-algebra RCMn =
⊕
RCMn (s). The function H(RCMn , s) = dimk(RCMn (s)) is
the Hilbert function of RCMn and the Hilbert-Poincare´ series of RCMn is the formal
power series
HRCMn
(t) =
∞∑
s=0
H(RCMn , s)t
s.
We can now deduce the following lemma.
Lemma 1.2.1. Let the weight of a variable xi in the ring R = k[x1, x2, ..., xr] be the
magic sum of the corresponding element of the Hilbert basis hi. With this grading of
degrees on the monomials of R, the number of distinct magic squares of magic sum s
is given by the value of the Hilbert function H(RCMn , s).
We record here a version of the Hilbert-Serre Theorem. A proof of the Hilbert-Serre
theorem in all its generality is presented in Appendix A.
Theorem 1.2.2 (Theorem 11.1 [8]). Let k be a field and R := k[x1, x2, ..., xr] be
a graded Noetherian ring. let x1, x2, ..., xr be homogeneous of degrees > 0. Let M be
a finitely generated R-module. Then the Hilbert Poincare´ series of M , HM(t) is a
rational function of the form:
HM(t) =
p(t)
Πri=1(1− t
degxi)
,
where p(t) ∈ Z[t].
By invoking the Hilbert-Serre theorem, we conclude that the Hilbert-Poincare´
series is a rational function of the form HRCMn
(t) = p(t)/Πri=1(1− t
degxi), where p(t)
belongs to Z[t]. We refer the reader to [2], [8], [15], or [53] for information about
Hilbert-Poincare´ series.
We can also arrive at the conclusion that HRCMn
(t) is a rational function by study-
ing rational polytopes. A polytope P is called rational if each vertex of P has rational
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coordinates. The dilation of a polytope P by an integer s is defined to be the polytope
sP = {sα : α ∈ P} (see Figure 1.12 for an example).
(1,2) (2,2)
(2,1)(1,1)
(2,2) (4,2)
(2,4) (4,4)
Figure 1.12: Dilation of a polytope.
Let i(P, s) denote the number of integer points inside the polytope sP. If α ∈ Qm,
let den α be the least positive integer q such that qα ∈ Zm.
Theorem 1.2.3 (Theorem 4.6.25 [53]). Let P be a rational convex polytope of
dimension d in Rm with vertex set V . Set F (P, t) = 1+
∑
n≥1i(P, s)t
s. Then F (P, t)
is a rational function, which can be written with denominator
∏
α∈V (1− t
den α).
To extract explicit formulas from the generating function we need to define the
concept of quasi-polynomials.
Definition 1.2.2. A function f : N 7→ C is a quasi-polynomial if there exists an
integer N > 0 and polynomials f0, f1, ..., fd such that
f(n) = fi(n) if n ≡ i(modN).
The integer N is called a quasi-period of f .
For example, the formula for the number of 3 × 3 magic squares of magic sum
s is a quasi-polynomial with quasi-period 3 (see Section 1.1). We now state some
properties of quasi-polynomials.
Proposition 1.2.1 (Corollary 4.3.1 [53]). The following conditions on a function
f : N 7→ C and integer N > 0 are equivalent:
1. f is a quasi-polynomial of quasi-period N .
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2.
∑
n≥0f(n)x
n = P (x)
Q(x)
,
where P (x) and Q(x) ∈ C[x], every zero α of Q(x) satisfies αN = 1 (provided
P (x)/Q(x) has been reduced to lowest terms) and deg P < deg Q.
3. For all n ≥ 0,
f(n) =
∑k
i=1
Pi(n)γ
n
i
where each Pi is a polynomial function of n and each γi satisfies γ
N
i = 1. The
degree of Pi(n) is one less than the multiplicity of the root γ
−1
i in Q(x) provided
P (x)/Q(x) has been reduced to lowest terms.
Theorem 1.2.3 together with Proposition 1.2.1 imply that i(P, s) is a quasi-polynomial
and is generally called the Ehrhart quasi-polynomial of P. A polytope is called an in-
tegral polytope when all its vertices have integral coordinates. i(P, s) is a polynomial
if P is an integral polytope [53].
The convex hull of n× n matrices, with nonnegative real entries, such that all the
row sums, the column sums, and the diagonal sums equal 1, is called the polytope of
stochastic magic squares. Then, clearly Mn(s) is the Ehrhart quasi-polynomial of the
polytope of stochastic magic squares. Therefore, by Theorem 1.2.3, we get, again,
that HRCMn
(t) is a rational function.
Coming back to the case of 4× 4 magic squares, we used the program CoCoA (see
[21]; CoCoA software is available from http://cocoa.dima.unige.it) to compute the
Hilbert-Poincare´ series
∑∞
s=0M4(s)t
s and obtained
∑∞
s=0M4(s)t
s = t
8+4t7+18t6+36t5+50t4+36t3+18t2+4t+1
(1−t)4(1−t2)4
=
1 + 8t+ 48t2 + 200t3 + 675t4 + 1904t5 + 4736t6 + 10608t7 + 21925t8 + . . .
Recall that the coefficient of ts is the number of magic squares of magic sum s. This
information along with Proposition 1.2.1 enables us to recover the Hilbert function
M4(s) in Theorem 1.1.1 from the Hilbert-Poincare´ series by interpolation. We provide
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basic algorithms to compute Hilbert bases, toric ideals, and Hilbert-Poincare´ series
in Appendix B.
We can also study magic figures of higher dimensions with our methods. Similar
enumerative results for magic cubes and further properties of the associated cones are
discussed in Chapter 2. See Figure 1.13 for a Hilbert basis construction of a magic
cube.
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Figure 1.13: A Hilbert basis construction of a 3× 3× 3 magic cube.
In the next section we apply these methods to construct and enumerate pandiag-
onal magic squares.
1.3 Pandiagonal magic squares.
We continue the the study of pandiagonal magic squares started in [1, 37]. Here we
investigate the Hilbert bases, and recompute the formulas of Halleck (computed using
a different method, see [37, Chapters 8 and 10]).
The convex hull of n× n matrices, with nonnegative real entries, such that all the
row sums, the column sums, and the pandiagonal sums equal 1, is called the polytope
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of panstochastic magic squares. The integrality of the polytope of panstochastic magic
squares was fully solved in [1].
Let us denote by MPn(s) the number of n × n pandiagonal magic squares with
magic sum s. Halleck [37] computed the dimension of the cone to be (n − 2)2 for
odd n and (n− 2)2 + 1 for even n (degree of the quasipolynomial MPn(s) is one less
than these). For the 4× 4 pandiagonal magic squares a fast calculation corroborates
that there are 8 elements in the Hilbert basis (see Figure 1.14). In his investigations,
Halleck [37] identified a much larger generating set. Recall that the Jaina magic
square is also a pandiagonal magic square. A pandiagonal Hilbert basis construction
of the Jaina magic square is given in Figure 1.15.
1      0    0     1
0      1    1     0 
1      0    0     1
0      1    1     0 
 0    0     1     1
1      1    0     0
 0    0     1     1
1      1    0     0
 1     0    1    0
 1     0    1    0
 0     1    0     1
 0     1    0     1
 1     0    1    0
 1     0    1    0
 0     1    0     1
 0     1    0     1
 1     0    1    0
 0     1    0     1
 0     1    0     1
 1     0    1    0
0      1    1     0 
0      1    1     0 
1      0    0     1
1      0    0     1
 0     1    0     1
 0     1    0     1
 1     0    1    0
 1     0    1    0
1      1    0     0
1      1    0     0
 0    0     1     1
 0    0     1     1
Figure 1.14: Hilbert basis of the 4× 4 Pandiagonal magic squares.
7    12     1   14 
2    13    8    11
16   3    10    5
 9     6   15    4
=+2+8 + +5
0      1    0    1
1      0    1    0
1      0    1    0
0      1    0    1
0      1    0    1
0      1    0    1
1      0    1    0
1      0    1    0
 1    1     0     0
0     0     1     1   
 1    1     0     0
0     0     1     1   
 0    1     1     0
1      0    0     1
 0    1     1     0
1      0    0     1
1      0    0     1
1      0    0     1
 0    1     1     0
 0    1     1     0
Figure 1.15: A construction of the Jaina magic square with the Hilbert basis of pandiagonal magic
squares.
We verify that the 5 × 5 pandiagonal magic squares have indeed a polynomial
counting formula. This case requires in fact no calculations thanks to earlier work by
[1] who proved that for n = 5 the only pandiagonal rays are precisely the pandiagonal
permutation matrices. It is easy to see that only 10 of the 120 permutation matrices
of order 5 are pandiagonal. A 4ti2 computation shows that the set of pandiagonal
permutation matrices is also the Hilbert basis (see Figure 1.16).
We calculate the formulas stated in Theorem 1.3.1 using CoCoA:
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 1    0     0     0    0
 0     0    1     0    0
 0     0    0     0     1    
 0    1     0     0    0
 0     0    0     1    0  
 1    0     0     0    0
 0     0    0     1    0  
 0    1     0     0    0
 0     0    0     0     1    
 0     0    1     0    0
 0    1     0     0    0
 0     0    0     1    0  
 1    0     0     0    0
 0     0    1     0    0
 0     0    0     0     1    
 0    1     0     0    0
 0     0    0     0     1    
 0     0    1     0    0
 1    0     0     0    0
 0     0    0     1    0  
 0     0    1     0    0
 1    0     0     0    0
 0     0    0     1    0  
 0    1     0     0    0
 0     0    0     0     1    
 0     0    1     0    0
 0     0    0     0     1    
 0    1     0     0    0
 0     0    0     1    0  
 1    0     0     0    0
 0     0    0     1    0  
 1    0     0     0    0
 0     0    1     0    0
 0     0    0     0     1    
 0    1     0     0    0
 0     0    0     1    0  
 0    1     0     0    0
 0     0    0     0     1    
 0     0    1     0    0
 1    0     0     0    0
 0     0    0     0     1     0     0    0     0     1    
 0    1     0     0    0
 0    1     0     0    0
 0     0    0     1    0  
 0     0    0     1    0   1    0     0     0    0
 0     0    1     0    0
 0     0    1     0    0
 1    0     0     0    0
Figure 1.16: Hilbert basis of the 5× 5 Pandiagonal magic squares.
Theorem 1.3.1.
MP4(s) =


1
48
(s2 + 4s+ 12)(s+ 2)2 if 2 divides s,
0 otherwise.
MP5(s) =
1
8064
(s+ 4)(s+ 3)(s+ 2)(s+ 1)(s2 + 5s+ 8)(s2 + 5s+ 42).
In the next section, we apply our methods to study Franklin squares which are
more complex than the squares we have seen so far.
1.4 Franklin Squares.
The well-known squares F1 and F3, as well as the less familiar F2, that appear in
Figure 1.17 were constructed by Benjamin Franklin (see [7] and [45]). In a letter to
Peter Collinson (see [7]) he describes the properties of the 8× 8 square F1 as follows:
1. The entries of every row and column add to a common sum called the magic
sum.
2. In every half-row and half-column the entries add to half the magic sum.
3. The entries of the main bent diagonals (see Figure 1.19) and all the bent diago-
nals parallel to it (see Figure 1.20) add to the magic sum.
4. The four corner entries together with the four middle entries add to the magic
sum.
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F1
64    2   51   13   60   6    55    9
16   50   3    61   12  54    7    57
F2
58       39      26       7       250    231    218    199   186     167   154    135    122    103     90      71
198     219   230     251     6        27     38       59     70       91     102    123   134    155    166    187
60       37      28       5       252    229   220     197   188     165    156    133   124    101     92      69 
201     216    233    248     9        24     41      56      73       88     105    120    137    152   169    184
 55      42      23       10     247    234   215     202   183    170    151     138    119    106     87     74      
203     214    235    246     11      22     43       54      75      86     107    118    139    150    171   182         
53       44      21       12     245    236   213     204   181     172   149    140     117   108     85     76   
205     212   237    244     13      20      45      52      77      84      109    116   141    148     173   180
 51      46      19       14     243    238    211   206     179    174    147    142    115    110    83      78
207     210    239   242      15     18      47      50      79      82     111     114    143    146   175    178       
 49       48     17       16     241   240     209    208    177    176    145   144     113   112      81     80
196     221   228    253      4       29      36      61      68       93    100     125    132    157    164   189
 62       35     30       3      254     227    222    195    190    163    158    131   126     99      94     67          
194     223   226    255      2       31  34       63      66      95      98     127    130   159    162    191 
 64      33      32        1      256   225     224    193   192     161   160    129    128      97      96    65   
F3
53   60    5   12   21  28   37   44 
200    217    232     249    8        25      40      57     72       89     104     121    136    153   168    18552   61   4    13   20  29   36   45
14    3   62   51   46  35   30   19
11    6   59   54   43  38   27   22
55   58   7    10   23  26   39   42
9      8   57   56   41  40   25   24
16    1   64   49   48  33   32   17
50   63   2    15   18  31   34   47
32   34  19   45   28  38   23   41
17   47  30   36   21  43   26   40
 1    63  14   52    5   59   10   56
33   31  46   20   37  27   42   24
48   18  35   29   44  22   39   25
49   15  62    4    53  11   58    8
Figure 1.17: Squares constructed by Benjamin Franklin.
Henceforth, when we say row sum, column sum, bent diagonal sum, and so forth,
we mean that we are adding the entries in the corresponding configurations. Franklin
mentions that the square F1 has five other curious properties but fails to list them.
He also says, in the same letter, that the 16× 16 square F3 has all the properties of
the 8 × 8 square, but that in addition, every 4 × 4 subsquare adds to the common
magic sum. More is true about this square F3. Observe that every 2×2 subsquare in
F3 adds to one-fourth the magic sum. The 8× 8 squares have magic sum 260 while
the 16×16 square has magic sum 2056. For a detailed study of these three “Franklin”
squares, see [7], [45], or [46].
We define 8 × 8 Franklin squares to be squares with nonnegative integer entries
that have the properties (1) - (4) listed by Benjamin Franklin and the additional
property that every 2×2 subsquare adds to one-half the magic sum (see Figure 1.18).
The 8 × 8 squares constructed by Franklin have this extra property (this might be
one of the unstated curious properties to which Franklin was alluding in his letter).
It is worth noticing that the fourth property listed by Benjamin Franklin becomes
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= Magic sum
= Magic sum= Magic sum
= Magic sum = Magic sum
= half  the Magic sum
= Magic sum= half the Magic sum = half  the Magic sum
= Magic sum
Figure 1.18: Defining properties of the 8× 8 Franklin squares [7].
redundant with the assumption of this additional property.
Similarly, we define 16× 16 Franklin squares to be 16× 16 squares that have non-
negative integer entries with the property that all rows, columns, and bent diagonals
add to the magic sum, the half-rows and half-columns add to one-half the magic sum,
and the 2 × 2 subsquares add to one-fourth the magic sum. The 2 × 2 subsquare
property implies that every 4× 4 subsquare adds to the common magic sum.
The property of the 2× 2 subsquares adding to a common sum and the property
of bent diagonals adding to the magic sum are “continuous properties.” By this we
mean that, if we imagine the square as the surface of a torus (i.e., if we glue opposite
sides of the square together), then the bent diagonals and the 2 × 2 subsquares can
be translated without effect on the corresponding sums (see Figure 1.20).
When the entries of an n× n Franklin square (n = 8 or n = 16) are 1, 2, 3, . . . , n2,
it is called a natural Franklin square. Observe that the squares in Figure 1.17 are
natural Franklin squares. Very few such squares are known, for the simple reason
that squares of this type are difficult to construct. Many authors have looked at the
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Figure 1.19: The four main bent diagonals [45].
52   61   4    13   20  29   36   45  52   61   4   
14    3   62   51   46  35   30   19  14   3     62  
53   60   5    12    21  28   37  44  53   60   5
11   6     59  54  43   38  27    22   11   6   59 
 9    8     57  56   41   40   25  24   9     8   57
50   63    2   15   18   31  34   47  50    63  2
16    1   64    49  48  33   32   17   16   1    64
52   61   4    13   20  29   36   45  52   61   4   
14    3   62   51   46  35   30   19  14   3     62  
11   6     59  54  43   38  27    22   11   6   59 
55   58   7     10  23   26  39   42  55   58   7
52   61   4    13   20  29   36   45  52   61   4   
14    3   62   51   46  35   30   19  14   3     62  
16    1   64    49  48  33   32   17   16   1    64
36   45
30   19
37   44
27   22
39   42
25   24
34   47
32   17
50   63    2   15   18   31  34   47  50    63  2
55   58   7     10  23   26  39   42  55   58   7
4536
53   60   5    12   21  28   37  44   53   60   5
50   63    2   15   18  31   34   47  50   63   2
 9    8    57   56   41  40   25   24    9     8    57
16    1   64   49   48  33   32   17  16    1    64
Figure 1.20: Continuous properties of Franklin squares.
problem of constructing them (see, for example, [7], [45], and [47] and the references
therein).
Our method is a new way to construct F1, F2, and F3. We are also able to
construct new natural Franklin squares, not isomorphic to the ones previously known.
A permutation of the entries of a Franklin square is a symmetry operation if it maps
the set of all Franklin squares to itself, and two squares are called isomorphic if it is
possible to transform one to the other by applying symmetry operations. We start
by describing several symmetries of the Franklin squares.
Theorem 1.4.1. The following operations on n × n Franklin squares, where n = 8
or n = 16, are symmetry operations: rotating the square by 90 degrees; reflecting the
square across one of its edges; transposing the square; interchanging alternate columns
(respectively, rows) i and i + 2, where 1 ≤ i ≤ (n/2) − 2 or (n/2) + 1 ≤ i ≤ n − 2;
interchanging the first n/2 columns (respectively, rows) of the square with the last n/2
columns (respectively, rows) simultaneously; interchanging all the adjacent columns
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(respectively, rows) i and i+ 1 (i = 1, 3, 5, . . . n− 1) of the square simultaneously.
The following operations are additional symmetry operations on 16× 16 Franklin
squares: interchanging columns (respectively, rows) i and i + 4, where 1 ≤ i ≤ 4 or
9 ≤ i ≤ 12.
The proof of Theorem 1.4.1 is presented in Chapter 3.
194     223   226    255      2       31  34       63      66      95      98     127    130   159    162    191 
19   45   32  34   23  41   28   38 
14   52   1    63   10  56    5    59 
 3    61  16   50    7    57  12   54
62    4   49   15   58   8    53   11     
51   13   64   2    55    9   60   6
201     216    233    248     9        24     41      56      73       88     105    120    137    152   169    184
58       39      26       7       250    231    218    199   186     167   154    135    122    103     90      71
203     214    235    246     11      22     43       54      75      86     107    118    139    150    171   182         
 62       35     30       3      254     227    222    195    190    163    158    131   126     99      94     67          
 64      33      32        1      256   225     224    193   192     161   160    129    128      97      96    65   
 49       48     17       16     241   240     209    208    177    176    145   144     113   112      81     80
200    217    232     249    8        25      40      57     72       89     104     121    136    153   168    185
198     219   230     251     6        27     38       59     70       91     102    123   134    155    166    187
196     221   228    253      4       29      36      61      68       93    100     125    132    157    164   189
205     212   237    244     13      20      45      52      77      84      109    116   141    148     173   180
207     210    239   242      15     18      47      50      79      82     111     114    143    146   175    178       
 55      42      23       10     247    234   215     202   183    170    151     138    119    106     87     74      
 51      46      19       14     243    238    211   206     179    174    147    142    115    110    83      78
53       44      21       12     245    236   213     204   181     172   149    140     117   108     85     76   
60       37      28       5       252    229   220     197   188     165    156    133   124    101     92      69 
rows  2  and  4,
rows  5  and   7,
rows   6  and   8,
columns  1 and 3,
columns  2 and 4,
columns  5 and 7,
46   20   33  31   42   24  37   27
35   29   48  18   39  25   44   22
30   36   17  47   26  40   21   43
rows  1  and  3,
rows  4 and   6,
and  rows  9  and  11.
and  columns  6 and 8.
rows  1  and 3,
To get  this square  
from  F3  interchange
from  F2 interchange
To get  this square  
Figure 1.21: Constructing Franklin squares by row and column exchanges of Franklin squares.
The following theorem addresses itself to the squares in Figures 1.17 and 1.22.
Theorem 1.4.2. The original Franklin squares F1 and F2 are not isomorphic. The
squares N1, N2, and N3 are nonisomorphic natural 8 × 8 Franklin squares that are
not isomorphic to either F1 or F2. The square N4 is a natural 16×16 Franklin square
that is not isomorphic to square F3.
We give a proof of Theorem 1.4.2 in Chapter 3. We now enumerate Franklin
squares with our methods.
Theorem 1.4.3. Let F8(s) denote the number of 8× 8 Franklin squares with magic
sum s. Then:
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168     185   232     249     8       25      72      89      40      57      104    121    136    153    200   217     
 90      71      26       7      250    231     186    167    218   199     154   135     122    103    58     39
166    187     230   251      6       27      70      91      38      59      102    123   134     155   198    219   
 92      69       28     5       252    229     188    165    220    197   156     133   124     101    60     37       
169    184     233   248      9       24      73      88      41      56      105    120    137    152    201   216     
 87      74       23     10      247    234    183    170    215   202     151    138   119    106     55     42
171     182   235    246     11      22       75     86      43      54      107    118    139   150     203   214
 85      76      21      12      245    236   181    172     213   204     149    140    117    108    53     44   
173    180    237    244     13      20      77      84      45      52      109    116    141   148    205    212
 83      78      19      14     243     238   179    174    2 11   206     147   142     115    110    51      46   
175    178    239    242     15      18      79      82      47      50      111    114    143   146     207   210
 81      80      17      16      241    240    177   176    209     208   145    144     113    112    49      48     
164    189     228   253      4       29      68      93      36      61      100   125    132    157    196    221
 94      67      30       3      254     227   190    163     222    195   158     131   126     99      62      35     
162    191    226    255      2       31       66     95      34      63      98      127    130    159   194    223         
 96      65      32        1     256     225    192   161     224   193    160    129     128     97     64     33      
N4
 3    61  16   50    7   57   12   54 
32   34  19   45   28  38   23  41   
33   31  46   20   37   27  42   24
62    4   49   15  58     8   53   11
35   29  48   18   39  25   44  22
64    2   51   13   60   6    55    9
 1    63  14   52    5   59   10   56
32   34  19   45   24  42   27   37
33   31  46   20   41  23   38   28
17   47  30   36   25   39  22   44 
48   18  35   29   40  26   43   21
49  15   62    4    57   7    54  12  
64    2   51   13  56   10   59    5     
 1    63  14   52    9   55    6    60
16   50    3   61    8   58   11  53  
44   61    4   21   12   29  36   53 
22    3   62   43  54   35   30   11
17    8   57   48   49  40   25  16    
24    1    64  41   56  33   32    9  
N1 N2 N3
30   36   17  47   26   40  21   43 
45   60    5   20   13  28   37  52
19    6   59   46   51  38   27   14      
47   58    7   18   15  26   39  50   
42   63    2   23   10   31  34   55 
Figure 1.22: New natural Franklin squares constructed using Hilbert bases.
F8(s) =


23
627056640
s9 + 23
17418240
s8 + 167
6531840
s7 + 5
15552
s6 + 2419
933120
s5 + 1013
77760
s4 + 701
22680
s3
− 359
10206
s2 − 177967
816480
s+ 241
17496
if s ≡ 2 (mod 12) and s 6= 2,
23
627056640
s9 + 23
17418240
s8 + 167
6531840
s7 + 5
15552
s6 + 581
186624
s5 + 1823
77760
s4 + 6127
45360
s3
+ 10741
20412
s2 + 113443
102060
s+ 3211
2187
if s ≡ 4 (mod 12),
23
627056640
s9 + 23
17418240
s8 + 167
6531840
s7 + 5
15552
s6 + 2419
933120
s5 + 1013
77760
s4 + 701
22680
s3
− 5
378
s2 − 3967
10080
s− 13
8
if s ≡ 6 (mod 12),
23
627056640
s9 + 23
17418240
s8 + 167
6531840
s7 + 5
15552
s6 + 581
186624
s5 + 1823
77760
s4 + 6127
45360
s3
+ 11189
20412
s2 + 167203
102060
s+ 5771
2187
if s ≡ 8 (mod 12),
23
627056640
s9 + 23
17418240
s8 + 167
6531840
s7 + 5
15552
s6 + 2419
933120
s5 + 1013
77760
s4 + 701
22680
s3
− 583
10206
s2 − 608047
816480
s− 20239
17496
if s ≡ 10 (mod 12),
23 9 23 8 167 7 5 6 581 5 1823 4 6127 3
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The 8×8 pandiagonal Franklin squares are the 8×8 Franklin squares that have all
the pandiagonals adding to the common magic sum (see Figure 1.4). Our techniques
enable us to construct and count 8× 8 pandiagonal Franklin squares as well:
Theorem 1.4.4. Let PF8(s) denote the number of 8×8 pandiagonal Franklin squares
with magic sum s. Then:
PF8(s) =


1
2293760
s8 + 1
71680
s7 + 1
3840
s6 + 1
320
s5 + 1
40
s4 + 2
15
s3 + 197
420
s2 + 106
105
s+ 1
if s ≡ 0 (mod 4),
0
otherwise.
We introduce magic graphs and explore its connections to symmetric magic squares
in the next section.
1.5 Magic labelings of graphs.
Let G be a finite graph. A labeling of G is an assignment of a nonnegative integer
to each edge of G. A magic labeling of magic sum r of G is a labeling such that
for each vertex v of G the sum of the labels of all edges incident to v is the magic
sum r (loops are counted as incident only once). Graphs with a magic labeling are
also called magic graphs (see 1.23 for an example of a magic labeling of the complete
graph K6). Magic graphs are also studied in great detail by Stanley and Stewart in
[55], [56], [57], and [58].
We define a magic labeling of a digraph D of magic sum r to be an assignment of
a nonnegative integer to each edge of D, such that for each vertex vi of D, the sum
of the labels of all edges with vi as the initial vertex is r, and the sum of the labels of
all edges with vi as the terminal vertex is also r. Thus magic labelings of a digraph
is a network flow, where the flow into and out of every vertex, is the magic sum of
the labeling (see [19] for details about flows). Interesting examples of magic digraphs
are Cayley digraphs of finite groups. Let G be a finite group {g1, g2, . . . , gn = I}.
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3
6
5
2
1
4
113
5 8
13
10
9
12
2
4 1
157
6
14
Figure 1.23: A magic labeling of the complete graph K6 of magic sum 40 [58].
The Cayley group digraph of G is a graphical representation of G: every element gi
of the group G corresponds to a vertex vi (i = 1, 2, . . . , n) and every pair of distinct
vertices vi, vj is joined by an edge labeled with α where gα = gjg
−1
i (see [40] or [41]).
For example, the Cayley digraph for the permutation group
S3 = {g1 = (123), g2 = (132), g3 = (23), g4 = (12), g5 = (13), g6 = I}
is given in Figure 1.24.
Proposition 1.5.1. The Cayley digraph of a group of order n is a magic digraph
with magic sum n(n−1)
2
.
Proof. Let eij denote an edge between the vertex vi and the vertex vj of the Cayley
digraph such that vi is the initial vertex and vj is the terminal vertex. Let vl be a
vertex of the Cayley digraph, and let α be an integer in the set {1, 2, . . . , n − 1}.
Let gp = gαgl and let gq = glgα. Then, the edges elp and eql are labeled by α. Also,
gjg
−1
i = gn = I if and only if i = j. Hence, a Cayley group digraph is a magic digraph
with magic sum 1+ 2+ · · ·+ (n− 1) = n(n−1)
2
(see also Chapter 8, Section 5 in [41]).

A digraph is called Eulerian if for each vertex v the indegree and the outdegree
of v is the same. Therefore, Eulerian digraphs can also be studied as magic digraphs
where all the edges are labeled by 1 (see [5] for the applications of Eulerian digraphs
to digraph colorings).
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124 4
5
3
31
2
5
5
3
3
4
4
12
1 2
2
1
1
2
44
5
5
5
3
3
23
4
56
1
Figure 1.24: Cayley digraph of the group S3 [41].
If we consider the labels of the edges of a magic graph G as variables, then the
defining magic sum conditions are linear equations. Thus, like before, the set of magic
labelings of G becomes the set of integral points inside a pointed polyhedral cone CG
(see Section 1.2). Therefore, with our methods we can construct and enumerate magic
labelings of graphs. For example, a Hilbert basis construction of a magic labeling of
the complete graph K6 is given in Figure 1.25.
LetHG(r) denote the number of magic labelings of G of magic sum r. The generat-
ing functions of HG(r) in this thesis were computed using the software LattE (see [27];
software implementation LattE is available from http://www.math.ucdavis.edu/ latte).
LattE was able to handle computations that CoCoA was not able to perform. LattE
uses Barvinok’s algorithm to compute generating functions which is different from
the methods used by CoCoA (see [27]).
For example, let Γn denote the complete general graph on n vertices (i.e, the com-
plete graph with one loop at every vertex). The formulas HΓn(r) for n = 3 and n = 4
were computed by Carlitz [22], and HΓ5(r) was computed by Stanley [56]. We use
LattE to derive HΓ6(r):
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5
26
3
26
35
2
35
6 6
35
2
35
6 26
35 5 3
262
35
6
3 +  3 +  4
4 4 4
+  
2
4
+   6
4 4
+  2 +  +
4
4
+  5 +  7
22
44
5 5
6 6
3 3
=    
1
4
Edge Label
0
1
*5 3
26
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
11 1
1 1 1
1 1
1
1
Figure 1.25: A Hilbert basis construction of a magic labeling of the complete graph K6.
HΓ6(r) =


243653
1992646656000
r15 + 243653
44281036800
r14 + 91173671
797058662400
r13 + 5954623
4087480320
r12
+ 3895930519
306561024000
r11 + 21348281
265420800
r10 + 1063362673
2786918400
r9 + 7132193
5160960
r8 + 479710409
124416000
r7
+963567863
116121600
r6 + 26240714351
1916006400
r5 + 39000163
2280960
r4 + 1514268697
96096000
r3
+74169463
7207200
r2 + 176711
40040
r + 1
if 2 divides r,
243653
1992646656000
r15 + 243653
44281036800
r14 + 91173671
797058662400
r13 + 5954623
4087480320
r12
+ 3895930519
306561024000
r11 + 21348281
265420800
r10 + 1063362673
2786918400
r9 + 7132193
5160960
r8 + 479710409
124416000
r7
+963567863
116121600
r6 + 839695842607
61312204800
r5 + 9983039353
583925760
r4 + 774706849739
49201152000
r3
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An n-matching of G is a magic labeling of G with magic sum at most n and the
labels are from the set {0, 1, . . . , n} (see [42], chapter 6). A perfect matching of G is
a 1-matching of G with magic sum 1.
Proposition 1.5.2. The perfect matchings of G are the minimal Hilbert basis ele-
ments of CG of magic sum 1 and the number of perfect matchings of G is HG(1).
Proof. Magic labelings of magic sum 1 always belong to the minimal Hilbert basis
because they are irreducible. Therefore, perfect matchings belong to the minimal
Hilbert basis because they have magic sum 1. Conversely, every magic labeling of
magic sum 1 is a perfect matching. So we conclude that the perfect matchings of
G are the minimal Hilbert basis elements of CG of magic sum 1. The fact that the
number of perfect matchings of G is HG(1) follows by the definition of HG(1). 
The perfect matchings of G can be found by computing a truncated Hilbert basis
of magic sum 1 using 4ti2 (see [38]).
Hilbert bases can also be used to study factorizations of labeled graphs. We define
Factors of a graph G with a labeling L to be labelings Li, i = 1, . . . , r of G such that
L(G) =
∑r
i=1 Li(G), and if Li(ek) 6= 0 for some edge ek of G, then Lj(ek) = 0 for all
j 6= i. A decomposition of L into factors is called a factorization of G. An example
of a graph factorization is given in Figure 1.26. See Chapters 11 and 12 of [41] for a
detailed study of graph factorizations.
= + Edge Label
1
0
Figure 1.26: Graph Factorization.
With our methods we can also construct and enumerate magic labelings of di-
graphs. Let HD(r) denote the number of magic labelings of a digraph D of magic
sum r. We now connect the magic labelings of digraphs to magic labelings of bipartite
graphs.
Lemma 1.5.1. For every digraph D, there is a bipartite graph GD such that the
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magic labelings of D are in one-to-one correspondence with the magic labelings of
GD. Moreover, the magic sums of the corresponding magic labelings of D and GD are
also the same.
Proof. Denote a directed edge of a digraph D with vi as the initial vertex, and
vj as the terminal vertex, by eij . Let L be a magic labeling of D of magic sum r.
Consider a bipartite graph GD in 2n vertices, where the vertices are partitioned into
two sets A = {a1, . . . , an} and B = {b1, . . . , bn}, such that there is an edge between
ai and bj , if and only if, there is an edge eij in D. Consider a labeling LGD of GD
such that the edge between the vertices ai and bj is labeled with L(eij). Observe that
the sum of the labels of the edges incident to ai is the same as the sum of the labels
of incoming edges at the vertex vi of D. Also, the sum of the labels of edges at a
vertex bj is the sum of the labels of outgoing edges at the vertex vj of D. Since L
is a magic labeling, it follows that LGD is a magic labeling of GD with magic sum
r. Going back-wards, consider a magic labeling L′ of GD. We label every edge eij of
D with the label of the edge between ai and bj of GD to get a magic labeling LD of
D. Observe that L′ and LD have the same magic sum. Hence, there is a one-to-one
correspondence between the magic labelings of D and the magic labelings of GD. 
For example, the magic labelings of the Octahedral digraph with the given orien-
tation DO in Figure 1.27 are in one-to-one correspondence with the magic labelings
of the bipartite graph GDO .
1 2
4
3
2
3
4
5 5
6 6
5 6
1
3
4
1
2
Figure 1.27: The octahedral digraph with a given orientation DO and its corresponding bipartite
graph GDO .
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Similarly, for a bipartite graph B we can get a digraph BD such that the magic
labelings of B are in one-to-one correspondence with the magic labelings of BD: let
B be such that the vertices are partitioned into sets A = {a1, . . . , an} and B =
{b1, . . . , bm}. Without loss of generality assume n > m. Then BD is the digraph
with n vertices such that there is an edge eij in BD if and only if there is an edge
between the vertices ai and bj in B. This correspondence enables us to generate and
enumerate perfect matchings of bipartite graphs.
Proposition 1.5.3. There is a one-to-one correspondence between the perfect match-
ings of a bipartite graph B and the elements of the Hilbert basis of CBD . The number
of perfect matchings of B is HBD(1).
We present a proof of Proposition 1.5.3 in Chapter 4. A graph G is called a positive
graph if for any edge e of G there is a magic labeling L of G for which L(e) > 0 [55].
Since edges of G that are always labeled zero for any magic labeling of G may be
ignored to study magic labelings, we will concentrate on positive graphs in general.
We use the following results by Stanley from [55] and [56] to prove Theorems 1.5.4
and 1.5.5 and Corollary 1.5.3.1
Theorem 1.5.1 (Theorem 1.1, [56]). Let G be a finite positive graph. Then either
HG(r) is the Kronecker delta δ0r or else there exist polynomials IG(r) and JG(r) such
that HG(r) = IG(r) + (−1)
rJG(r) for all r ∈ N.
Theorem 1.5.2 (Theorem 1.2, [56]). Let G be a finite positive graph with at least
one edge. The degree of HG(r) is q−n+ b, where q is the number of edges of G, n is
the number of vertices, and b is the number of connected components of G which are
bipartite.
Theorem 1.5.3 (Theorem 1.2, [55]). Let G be a finite positive bipartite graph with
at least one edge, then HG(r) is a polynomial.
We now conclude that HD(r) is a polynomial for every digraph D.
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Corollary 1.5.3.1. If D is a digraph, then HD(r) is a polynomial of degree q−2n+b,
where q is the number of edges of D, n is the number of vertices, and b is the number
of connected components of the bipartite graph GD.
Proof. The one-to one correspondence between the magic labelings of D and the
magic labelings of GD, implies by Theorem 1.5.3 that HD(r) is a polynomial, and
by Theorem 1.5.2 that the degree of HD(r) is q − 2n + b, where b is the number of
connected components of GD that are bipartite. 
Consider the polytope P := {x|Ax ≤ b}. Let c be a nonzero vector, and let δ =
max {cx|Ax ≤ b}. The affine hyperplane {x|cx = δ} is called a supporting hyperplane
of P. A subset F of P is called a face of P if F = P or if F is the intersection of P
with a supporting hyperplane of P. Alternatively, F is a face of P if and only if F is
nonempty and
F = {x ∈ P|A′x = b′}
for some subsystem A′x ≤ b′ of Ax ≤ b. See [51] for basic definitions with regards to
polytopes.
Let v1, v2, . . . , vn denote the vertices of a graph G and let ei1 , ei2 , . . . , eimi denote
the edges of G that are incident to the vertex vi of G. Consider the polytope
PG = {L ∈ CG ⊆ R
q,
mi∑
j=1
L(eij ) = 1; i = 1, . . . , n}.
We will refer to PG as the polytope of magic labelings of G. Then, HG(r) is the
Ehrhart quasi-polynomial of PG (see Section 1.2). A face of PG is a polytope of the
form
{L ∈ PG, L(eik) = 0; eik ∈ E0},
where E0 = {ei1, . . . , eir} is a subset of the set of edges of G.
Theorem 1.5.4. Let G be a finite positive graph with at least one edge. Then the
polytope of magic labelings of G, PG is a rational polytope with dimension q − n+ b,
where q is the number of edges of G, n is the number of vertices, and b is the number of
connected components of G that are bipartite. The d-dimensional faces of PG are the
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d-dimensional polytopes of magic labelings of positive subgraphs of G with n vertices
and at most n− b+ d edges.
We prove Theorem 1.5.4 in Chapter 4. Observe from Theorem 1.5.4 that there is
an edge between two vertices vi and vj of PG if and only if there is a graph with at
most n− b+ 1 edges, with magic labelings vi and vj. The edge graph of PΓ3 is given
in Figure 1.28. Similarly, we can draw the face poset of PG (see Figure 1.29 for the
face poset of PΓ3).
Figure 1.28: The edge graph of PΓ3 .
An n× n semi-magic square of magic sum r is an n× n matrix with nonnegative
integer entries such that the entries of every row and column add to r. Doubly
stochastic matrices are n × n matrices in Rn
2
such that their rows and columns add
to 1. The set of all n× n doubly stochastic matrices form a polytope Bn, called the
Birkhoff polytope. See [16], [18], or [51] for a detailed study of the Birkhoff polytope.
A symmetric magic square is a semi-magic square that is also a symmetric matrix.
Let Hn(r) denote the number of symmetric magic squares of magic sum r (see [22],
[35], and [56] for the enumeration of symmetric magic squares). We define the poly-
tope Sn of n×n symmetric magic squares to be the convex hull of all real nonnegative
n × n symmetric matrices such that the entries of each row (and therefore column)
add to one.
A one-to-one correspondence between symmetric magic squaresM = [mij ] of magic
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Figure 1.29: The face poset of PΓ3 .
sum r, and magic labelings of the graph Γn of the same magic sum r was established
in [56]: let eij denote an edge between the vertex vi and the vertex vj of Γn. Label the
edge eij of Γn with mij, then this labeling is a magic labeling of Γn with magic sum
r. See Figure 1.30 for an example. Therefore, we get PΓn = Sn and HΓn(r) = Hn(r).
1
23
7
56
76
8
7     7     6 
7     5     8
6     8     6
Figure 1.30: A magic labeling of Γ3 and its corresponding symmetric magic square.
Corollary 1.5.4.1. The polytope of magic labelings of the complete general graph
PΓn is an n(n− 1)/2 dimensional rational polytope with the following description
PΓn = {L = (L(eij) ∈ R
n(n+1)
2 ; L(eij) ≥ 0; 1 ≤ i, j ≤ n, i ≤ j,∑i
j=1L(eji) +
∑n
j=i+1L(eij) = 1 for i = 1, . . . , n}.
The d-dimensional faces of PΓn are d-dimensional polytopes of magic labelings of
positive graphs with n vertices and at most n + d edges. There are
(
2n−1
n
)
faces of
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PΓ2n that are copies of the Birkhoff polytope Bn.
See Chapter 4 for the proof of Corollary 1.5.4.1. Again, as in the case of graphs,
we define a polytope PD of magic labelings of D: Let ei1 , ei2 , . . . , eimi denote the edges
of D that have the vertex vi as the initial vertex and let fi1 , fi2, . . . , fisi denote the
edges of D for which the vertex vi is the terminal vertex, then:
PD = {L ∈ CD ⊆ R
q,
mi∑
j=1
L(eij ) =
si∑
j=1
L(fij ) = 1; i = 1, . . . , n}.
We define a digraph D to be a positive digraph if the corresponding bipartite graph
GD is positive.
Theorem 1.5.5. Let D be a positive digraph with at least one edge. Then, PD is an
integral polytope with dimension q− 2n+ b, where q is the number of edges of D, n is
the number of vertices, and b is the number of connected components of GD that are
bipartite. The d-dimensional faces of PD are the d-dimensional polytopes of magic
labelings of positive subdigraphs of D with n vertices and at most 2n− b+ d edges.
See Chapter 4 for the proof of Theorem 1.5.5.
Let Πn denote the complete digraph with n vertices, i.e, there is an edge from
each vertex to every other, including the vertex itself (thereby creating a loop at
every vertex), then GΠn is the the complete bipartite graph Kn,n. We get a one-
to-one correspondence between semi-magic squares M = [mij ] of magic sum r and
magic labelings of Πn of the same magic sum r by labeling the edges eij of Πn with
mij . This also implies that there is a one-to-one correspondence between semi-magic
squares and magic labelings of Kn,n (this correspondence is also mentioned in [55]
and [57]). See Figure 1.31 for an example.
A good description of the faces of Birkhoff polytope is not known [44]. We can
now give an explicit description of the faces of the Birkhoff polytope.
Theorem 1.5.6. PΠn is the Birkhoff polytope Bn. The d-dimensional faces of Bn
are d-dimensional polytopes of magic labelings of positive digraphs with n vertices and
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 5    10   11   8
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Figure 1.31: Two different graph labelings associated to a semi-magic square.
at most 2n + d − 1 edges. The vertices of PD, where D is a positive digraph, are
permutation matrices.
The proof of Theorem 1.5.6 is presented in Chapter 4. See Figure 1.32 for the edge
graph of B3. Two faces of a polytope of magic labelings of a graph (or a digraph) are
said to be isomorphic faces if the subgraphs (subdigraphs, respectively) defining the
faces are isomorphic. A set of faces is said to be a generating set of d-dimensional
faces if every d-dimensional face is isomorphic to one of the faces in the set. See
Figures 1.33, 1.34, 1.35, and 1.36 for the generators of the edges, the two dimensional
faces, the facets, and the Birkhoff polytope B3, respectively (the numbers in the
square brackets indicate the number of faces in the isomorphism class of the given
face).
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=
Figure 1.32: The edge graph of the Birkhoff Polytope B3.
=
[3] [2] [3] [6] [1]
Figure 1.33: The generators of the edges of the Birkhoff Polytope B3.
=
[3] [6] [6] [6] [3][6]
Figure 1.34: The generators of the 2-dimensional faces of the Birkhoff Polytope B3.
=
[6] [3]
Figure 1.35: The generators of the facets of the Birkhoff Polytope B3.
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=
Figure 1.36: The Birkhoff Polytope B3.
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Chapter 2
Magic Cubes
They flash upon that inward eye
Which is the bliss of solitude;
And then my heart with pleasure fills,
And dances with the daffodils.
– William Wordsworth.
6 16 20
26 3 13
10 23 9
21 4
7 11
141
5
15
8 12 22
18
225
19
27
24
17
Figure 2.1: A magic cube.
A semi-magic hypercube is a d-dimensional n×n×· · ·×n array of nd non-negative
integers, which sum up to the same number s for any line parallel to some axis. A
magic hypercube is a semi-magic cube that has the additional property that the sums
of all the main diagonals, the 2d−1 copies of the diagonal x1,1,...,1, x2,2,...,2, . . . , xn,n,...,n
under the symmetries of the d-cube, are also equal to the magic sum. For example,
in a 2 × 2 × 2 cube there are 4 diagonals with sums x1,1,1 + x2,2,2 = x2,1,1 + x1,2,2 =
x1,1,2 + x2,2,1 = x1,2,1 + x2,1,2.
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An example of a 3 × 3 × 3 magic cube is given in Figure 2.1. If we consider the
entries of a magic cube to be variables, the defining equations form a linear system
of equations and thus magic cubes are integral points inside a pointed polyhedral
cone. Therefore, we can use the methods described in Section 1.2 to construct and
enumerate magic cubes. LetG denote the group of rotations of a cube [29]. Two cubes
are called isomorphic if we can get one from the other by using a series of rotations.
A set of magic cubes are called generators of the Hilbert basis if every element of
the Hilbert basis is isomorphic to one of the cubes in the set. The generators of the
Hilbert basis of 3× 3× 3 magic cubes are given in Figure 2.2 (the numbers in square
brackets indicate the number of elements in the orbit of a generator under the action
of G). There are 19 elements in the Hilbert basis and all of them have magic sum
value of 3. An example of a Hilbert basis construction of a magic cube is given in
Figure 1.13.
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Label  code
Figure 2.2: The generators of the Hilbert basis of the 3× 3× 3 magic cube.
Let MCn(s) denote the number of n × n × n magic cubes of magic sum s. We
use the algorithm presented in Section 1.2 to compute the generating function for the
CHAPTER 2. Magic Cubes 40
number of 3× 3× 3 magic cubes:
∑∞
s=0MC3(s)t
s = t
12+14 t9+36 t6+14 t3+1
(1−t3)5
= 1 + 19 t3 + 121 t6 + 439 t9 + 1171 t12 + 2581 t15 + 4999 t18 + . . .
and we derive
Theorem 2.0.7. The number of 3× 3× 3 magic cubes
MC3(s) =


11
324
s4 + 11
54
s3 + 25
36
s2 + 7
6
s+ 1 if 3|s,
0 otherwise.
Theorem 2.0.8. The number of n× n× n magic cubes of magic sum s, MCn(s) is
a quasipolynomial of degree (n − 1)3 − 4 for n ≥ 3, n 6= 4. For n = 4 it has degree
(4− 1)3 − 3 = 24.
Proof. The function that counts magic cubes is a quasipolynomial whose degree is
the same as the dimension of the cone of magic cubes minus one. For small values
(e.g n = 3, 4) we can directly compute this. We present an argument for its value for
n > 4. Let B be the (3n2 + 4) × n3 matrix with 0, 1 entries determining axial and
diagonal sums. In this way we see that n×n×n magic cubes of magic sum s are the
integer solutions of Bx = (s, s, . . . , s)T , x ≥ 0.
It is known that for semi-magic cubes the dimension is (n− 1)3 [12], which means
that the rank of the submatrix B′ of B without the 4 rows that state diagonal sums
is n3 − (n − 1)3. It remains to be shown that the addition of the 4 sum constraints
on the main diagonals to the defining equations of the n × n × n semi-magic cube
increases the rank of the defining matrix B by exactly 4.
Let us denote the n3 entries of the cube by x1,1,1, . . . , xn,n,n and consider the (n−
1)× (n− 1)× (n− 1) sub-cube with entries x1,1,1, . . . , xn−1,n−1,n−1. For a semi-magic
cube we have complete freedom to choose these (n−1)3 entries. The remaining entries
of the n× n× n magic cube become known via the semi-magic cube equations, and
all entries together form a semi-magic cube. For example:
xn,1,1 = −
∑n−1
i=1 xi,1,1, x1,n,n =
∑n−1
i=1
∑n−1
j=1 xi,j,1, xn,n,n = −
∑n−1
i=1
∑n−1
j=1
∑n−1
k=1 xi,j,k.
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However, for the magic cube, 4 more conditions have to be satisfied along the
main diagonals. Employing the above semi-magic cube equations, we can rewrite
these 4 equations for the main diagonals such that they involve only the variables
x1,1,1, . . . , xn−1,n−1,n−1. Thus, as we will see, the complete freedom of choosing val-
ues for the variables x1,1,1, . . . , xn−1,n−1,n−1 is restricted by 4 independent equations.
Therefore the dimension of the kernel of B is reduced by 4.
Let us consider the 3 equations in x1,1,1, . . . , xn−1,n−1,n−1 corresponding to the main
diagonals x1,1,n, . . . , xn,n,1, x1,n,1, . . . , xn,1,n, and xn,1,1, . . . , x1,n,n. They are linearly
independent, since the variables xn−1,n−1,1, xn−1,1,n−1, and x1,n−1,n−1 appear in exactly
one of these equations. The equation corresponding to the diagonal x1,1,1, . . . , xn,n,n
is linearly independent from the other 3, because, when rewritten in terms of only
variables of the form xi,j,k with 1 ≤ i, j, k < n, it contains the variable x2,2,3, which
for n > 4 does not lie on a main diagonal and is therefore not involved in one of the
other 3 equations. Therefore, for n > 4 the kernel of the matrix B has dimension
(n− 1)3 − 4. This completes the proof. 
Similarly, we can construct and enumerate semi-magic cubes. Bona [17] had al-
ready observed that a Hilbert basis must contain only elements of magic constant one
and two. Here, we compute the 12 Hilbert basis elements of magic sum 1 and the 54
elements of magic sum 2 using 4ti2. The generators of the Hilbert basis of 3× 3× 3
semi-magic cubes are given in Figure 2.3 (the definition of a generating set of the
Hilbert basis of semi-magic cubes is similar to the corresponding definition for magic
cubes).
Denote by SHdn(s) the number of semi-magic d-dimensional hypercubes with n
d
entries. We use CoCoA to compute the generating function SHd3 (s) :
∑∞
s=0 SH
3
3 (s)t
s = t
8+5t7+67t6+130t5+242t4+130t3+67t2+5t+1
(1−t)9(1+t)2
= 1 + 12t+ 132t2 + 847t3 + 3921t4 + 14286t5 + 43687t6 + 116757t7 + . . . .
In [17], Bona presented a proof that the counting function of 3 × 3 × 3 semi-
magic cubes is a quasi-polynomial of non-trivial period. We improve on his result by
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Label  code
[8] [4][8][8]
[12] [2][12][12]
Figure 2.3: The generators of the minimal Hilbert basis of the 3× 3× 3 semi-magic cube.
computing an explicit formula.
Theorem 2.0.9. The number of 3× 3× 3 semi-magic cubes of magic sum s,
SH33 (s) =


9
2240
s8 + 27
560
s7 + 87
320
s6 + 297
320
s5 + 1341
640
s4 + 513
160
s3 + 3653
1120
s2 + 627
280
s+ 1
if 2|s,
9
2240
s8 + 27
560
s7 + 87
320
s6 + 297
320
s5 + 1341
640
s4 + 513
160
s3 + 3653
1120
s2 + 4071
2240
s+ 47
128
otherwise.
The convex hull of all real nonnegative semi-magic cubes (of given size) all whose
mandated sums equal 1 is called the polytope of stochastic semi-magic cubes. The
polytope of 3× 3× 3 stochastic semi-magic cubes is actually not equal to the convex
hull of integral semi-magic cubes. This is because the 54 elements of degree two in the
Hilbert basis, when appropriately normalized, give rational stochastic matrices that
are all vertices. In other words, the Birkhoff-von Neumann theorem [51, page 108]
about stochastic semi-magic matrices is false for 3×3×3 stochastic semi-magic cubes.
We prove the following result about the number of vertices of stochastic semi-magic
cubes.
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Theorem 2.0.10. The number of vertices of the polytope of n × n × n stochastic
semi-magic cubes is bounded below by (n!)2n/nn
2
.
Proof. We exhibit a bijection between integral stochastic semi-magic cubes and n×n
latin squares: Each 2-dimensional layer or slice of the integral stochastic cubes are
permutation matrices (by Birkhoff-Von Neumann theorem), the different slices or
layers cannot have overlapping entries else that would violate the fact that along a
line the sum of the entries equals one. Thus make the permutation coming from the
first slice be the first row of the latin square, the second slice permutation gives the
second row of the latin square, etc. From well-known bounds for latin squares we
obtain the lower bound (see Theorem 17.2 in [63]). 
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Chapter 3
Franklin Squares
If back we look on ancient Sages Schemes,
They seem ridiculous as Childrens Dreams
– Benjamin Franklin.
3.1 All about 8× 8 Franklin squares.
Like in the case of magic squares, we consider the entries of an n× n Franklin square
as variables yij (1 ≤ i, j ≤ n) and set the first row sum equal to all other mandatory
sums. Thus, Franklin squares become nonnegative integral solutions to a system of
linear equations Ay = 0, where A is an (n2+8n−1)×n2 matrix each of whose entries
is 0, 1, or -1.
In the case of the 8× 8 Franklin squares, there are seven linear relations equating
the first row sum to all other row sums and eight more equating the first row sum to
column sums. Similarly, equating the eight half-row sums and the eight half-column
sums to the first row sum generates sixteen linear equations. Equating the four
sets of parallel bent diagonal sums to the first row sum produces another thirty-two
equations. We obtain a further sixty-four equations by setting all the 2×2 subsquare
sums equal to the first row sum. Thus, there are a total of 127 linear equations that
define the cone of 8× 8 Franklin squares. The coefficient matrix A has rank 54 and
therefore the cone C of 8× 8 Franklin squares has dimension 10.
CHAPTER 3. Franklin Squares 45
Let (ri, rj) denote the operator that acts on the space of n × n matrices by in-
terchanging rows i and j of each matrix, and let (ci, cj) signify the corresponding
operator on columns.
Consider the group G of symmetry operations of 8×8 Franklin squares (see Lemma
3.3.1): G is generated by the set
{(c1, c3), (c5, c7), (c2, c4), (c6, c8), (r1, r3), (r5, r7), (r2, r4), (r6, r8)}.
The Hilbert basis of the polyhedral cone of 8× 8 Franklin squares is generated by
the action of the group G on the three squares T1, T2, and T3 in Figure 3.1 and
their counterclockwise rotations through 90 degree angles. Not all squares generated
by these operations are distinct. Let R denote the operation of rotating a square 90
degrees in the counterclockwise direction. Observe that R2·T1 is the same as T1 and
R3·T1 coincides with R·T1. Similarly, R2·T2 is just T2, and R3·T2 is the same as
R·T2. Also T1 and R·T1 are invariant under the action of the group G. Therefore
the Hilbert basis of the polyhedral cone of 8 × 8 Franklin squares consists of the
ninety-eight Franklin squares: T1 and R·T1; the thirty-two squares generated by the
action of G on T2 and R·T2; the sixty-four squares generated by the action of G on
T3 and its three rotations R·T3, R2·T3, and R3·T3.
T1 T2 T3
0    1     0    1     0    1     0    1
1    0     1    0     1    0     1    0
1    0     1    0     1    0     1    0
1    0     1    0     1    0     1    0
1    0     1    0     1    0     1    0
0    1     0    1     0    1     0    1
0    1     0    1     0    1     0    1
0    1     0    1     0    1     0    1
1      1     0    1     1     1    0     1
1      1     0    1     1     1    0     1
1      1     0    1     1     1    0     1
1      1     0    1     1     1    0     1
0      1     1    1     0     1    1     1
1      0    2     0     1    0     2    0
0      1     1    1     0     1    1     1
1      0    2     0     1    0     2    0
0    1     0    1     0    1     0    1
1    0     1    0     1    0     1    0
0    1     0    1     0    1     0    1
1    0     1    0     1    0     1    0
0    1     0    1     0    1     0    1
1    0     1    0     1    0     1    0
0    1     0    1     0    1     0    1
1    0     1    0     1    0     1    0
Figure 3.1: Generators of the Hilbert basis of 8× 8 Franklin squares.
The Hilbert basis constructions of the Franklin squares F2, N1, N2, F1, and N3
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read as follows (see Figures 3.2 and 3.3 for clarification of the notation):
F2 = 5 · h1 + 16 · h2 + 4h3 + 3 · h4 + 2 · h5 + h6 + +32 · h7 + 2 · h8;
N1 = 5 · h1 + 2 · h2 + 4 · h3 + 3 · h4 + 2 · h5 + h6 + 32 · h7 + 16 · h8;
N2 = 5 · h1 + 16 · h2 + 4 · (c5, c7) · (c6, c8) · h3 + 3 · h4 + 2 · h5 + h6 + 32 · h7
+2 · h8;
F1 = 2 · h1 + 14 · (c1, c3) · h1 + h2 + (r6, r8) · h2 + 3 · (r1, r3) · (r6, r8) · h2
+30 · h6 + 2 · (c5, c7) · h6 + 6 · h8 + 3 · (c5, c7) · T3 + (r2, r4) · (c5, c7) · T3;
N3 = 2 · h1 + 6 · (c1, c3) · h1 + h2 + (r6, r8) · h2 + 3 · (r1, r3) · (r6, r8) · h2
+30 · h6 + 2 · (c5, c7) · h6 + 14 · h8 + 3 · (c5, c7) · T3 + (r2, r4) · (c5, c7) · T3.
 
 
0      1     1    0     1    1    0     0
1      0     0     1    0     0    1    1
0      1     1    0     1    1    0     0
0      1     1    0     1    1    0     0
0      1     1    0     1    1    0     0
1      0     0     1    0     0    1    1
1      0     0     1    0     0    1    1
1      0     0     1    0     0    1    1
0      1     0     1    0     1    0     1
0      1     0     1    0     1    0     1
 1     0     1    0     1    0     1    0 
1     1    0     0    0     0    1    1
0     0     1    1     1    1    0     0
1     1    0     0    0     0    1    1
1     1    0     0    0     0    1    1
1     1    0     0    0     0    1    1
0     0     1    1     1    1    0     0
0     0     1    1     1    1    0     0
0     0     1    1     1    1    0     0
 1     0     1    0     1    0     1    0 
0      1     0     1    0     1    0     1
 1     0     1    0     1    0     1    0 
0      1     0     1    0     1    0     1
 1     0     1    0     1    0     1    0 
 1     0     1    0     1    0     1    0 
 1     0     1    0     1    0     1    0 
 1     0     1    0     1    0     1    0 
 1     0     1    0     1    0     1    0 
0      1     0     1    0     1    0     1
0      1     0     1    0     1    0     1
0      1     0     1    0     1    0     1
0      1     0     1    0     1    0     1
5 + 16 +4
+
+2
+3 +2
+32
0     1     1     0    0     1    1     0
1      0    0     1     1     0    0     1
0     1     1     0    0     1    1     0
0     1     1     0    0     1    1     0
0     1     1     0    0     1    1     0
1      0    0     1     1     0    0     1
1      0    0     1     1     0    0     1
1      0    0     1     1     0    0     1
0     1    1     0     0     0     1     1
1     0     0    1      1     1    0     0
0     1    1     0     0     0     1     1
0     1    1     0     0     0     1     1
0     1    1     0     0     0     1     1
1     0     0    1      1     1    0     0
1     0     0    1      1     1    0     0
1     0     0    1      1     1    0     0
0    0     1    1     0     0    1    1
 1     1     0    0     1     1    0    0
0    0     1    1     0     0    1    1
0    0     1    1     0     0    1    1
0    0     1    1     0     0    1    1
 1     1     0    0     1     1    0    0
 1     1     0    0     1     1    0    0
 1     1     0    0     1     1    0    0
 1     0     1    0     1    0     1    0 
 1     0     1    0     1    0     1    0 
 1     0     1    0     1    0     1    0 
 1     0     1    0     1    0     1    0 
0      1     0     1    0     1    0     1
0      1     0     1    0     1    0     1
0      1     0     1    0     1    0     1
0      1     0     1    0     1    0     1
=
17   47  30   36   21  43   26  40 
32   34  19   45   28  38   23  41
33   31  46   20   37   27  42   24
48   18  35   29   44  22   39  25
49   15  62    4    53   11  58   8 
64    2    51  13   60   6    55   9 
 1   63    14  52    5   59   10   56
16   50    3   61   12   54   7    57
h1 h2 h3
h4 h5 h6
h7 h8 F2
Figure 3.2: Constructing Benjamin Franklin’s 8× 8 square F2.
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Similarly, let
g1 = (r3, r5) · (r4, r6) · (r11, r13) · (r12, r14) · S2, g2 = S1, g3 = R · g1,
g4 = (r1, r5) · (r4, r8) · (r9, r13) · (r12, r16) · S2, g5 = transpose of S2,
g6 = (c9, c13) · (c10, c14) · (c11, c15) · (c12, c16) · g5,
g7 = (r2, r6) · (r10, r14) · (r12, r16) · S2,
g8 = S3, g9 = (r1, r5) · (r3, r7) · (r10, r14) · (r12, r16) · S2,
g10 = (r2, r6) · (r4, r8) · (r10, r14) · (r12, r16) · S2,
g11 = (r2, r6) · (r3, r7) · (r9, r13) · (r10, r14) · (r12, r16) · S2.
These constructions, as we saw before in Section 1.2 are not unique. A different
construction of F2 is given in Figure 3.3.
 
 
0      1     1     1     1    1    0    1
2     0      1    0     1    0     2    0
0      1     1     1     1    1    0    1
0      1     1     1     1    1    0    1
1     1     0     1     0     1    1    1
2     0      1    0     1    0     2    0
0      1     1     1     1    1    0    1
1     1     0     1     0     1    1    1
 1     0     2     0    2     0    1    0   
1     1     0     1     0     1    1    1
0      1     1     1     1    1    0    1
0      1     1     1     1    1    0    1
1     1     0     1     0     1    1    1
1     1     0     1     0     1    1    1
1     1     0     1     0     1    1    1
 1     0     2     0    2     0    1    0   
 1     0     2     0    2     0    1    0   
1     1     0     1     0     1    1    1
0      1     1     1     1    1    0    1
0      1     1     1     1    1    0    1
1     1     0     1     0     1    1    1
1     1     0     1     0     1    1    1
1     1     0     1     0     1    1    1
 1     0     2     0    2     0    1    0   
0      1     1    0     1    1    0     0
 1     0     1    0     1    0     1    0 
0      1     1    0     1    1    0     0
0      1     1    0     1    1    0     0
0      1     1    0     1    1    0     0
 1     0     1    0     1    0     1    0 
 1     0     1    0     1    0     1    0 
 1     0     1    0     1    0     1    0 
2 + + +
0      1     0     1    0     1    0     1
 1     0     1    0     1    0     1    0 
 1     0     1    0     1    0     1    0 
 1     0     1    0     1    0     1    0 
 1     0     1    0     1    0     1    0 
0      1     0     1    0     1    0     1
0      1     0     1    0     1    0     1
0      1     0     1    0     1    0     1
 1     1     1    0     1     1    1    0
1      0     1    1     1     0    1     1
0      2     0    1     0     2    0     1
1      0     1    1     1     0    1     1
 1     1     1    0     1     1    1    0
 0     1     1     1    0    1     1    1
2      0    1     0     2     0    1    0
 0     1     1     1    0    1     1    1
 0     1     1     1    0    1     1    1
2      0    1     0     2     0    1    0
 0     1     1     1    0    1     1    1
1      1    0     1     1     1    0    1
 0     1    1     0     0    1     1    0
1      0    0     1     1    0      0    1
 0     1    1     0     0    1     1    0
1      0    0     1     1    0      0    1
 0     1    1     0     0    1     1    0
1      0    0     1     1    0      0    1
 0     1    1     0     0    1     1    0
1      0    0     1     1    0      0    1
 0     1     1    0     0    0     1     1
 0     1     1    0     0    0     1     1
 0     1     1    0     0    0     1     1
1      0     0    1     1     1    0    0
 0     1     1    0     0    0     1     1
1      0     0    1     1     1    0    0
1      0     0    1     1     1    0    0
1      0     0    1     1     1    0    0
+ 32 + 12
0      1     0     1    0     1    0     1
0      1     0     1    0     1    0     1
 1     0     1    0     1    0     1    0 
 1     0     1    0     1    0     1    0 
 1     0     1    0     1    0     1    0 
 1     0     1    0     1    0     1    0 
0      1     0     1    0     1    0     1
0      1     0     1    0     1    0     1
=
17   47  30   36   21  43   26   40
32   34  19   45   28   38  23  41  
33   31  46   20   37   27  42   24
48   18  35   29   44   22  39   25
49  15   62    4    53   11  58    8     
64    2    51  13   60    6   55    9  
 1    63   14  52    5   59   10  56
16   50   3    61   12   54   7   57
+ 4 + 4++ 3
1      0     1    1     1     0    1     1
0      2     0    1     0     2    0     1
1      0     1    1     1     0    1     1
1      1    0     1     1     1    0    1
h11h9 h10 h12
h13 h14 h4 h3
h15 h2 F2
Figure 3.3: Another construction of Benjamin Franklin’s 8× 8 square F2.
Interestingly, the Hilbert basis of 8×8 pandiagonal Franklin squares is a subset of
the Hilbert basis of 8× 8 Franklin squares. The thirty-two squares generated by the
action of the group G on T2 and R·T2 form the Hilbert basis of 8 × 8 pandiagonal
Franklin squares. The pandiagonal Franklin squares in Figure 3.4 were constructed
by Ray Hagstorm using the minimal Hilbert basis of Pandiagonal Franklin squares
[36].
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 30   55  12   33   14   49  28   39
 11   34  29   56   27   40  13   50
 53   32   35  10   37  26   51   16
 36    9   54   31   52  15   38   25
 22   63    4   41    6    57  20   47
 44    1   62   23   60    7   46   17
 61   24   43   2    45   18  59    8
3    42   21   64  19   48    5   58
 44   19   45  22   41  18   48   23
 13   54  12   51   16   55   9    50
 20   43   21  46   17   42  24   47
 53   14   52  11   56  15   49   10
  4    59    5   62    1    58   8    63  
 60    3    61   6    57    2   64    7
 29   38  28   35   32   39  25   34
 37   30   36  27   40   31  33   26
 37   60  23   10   39   58  21   12  
 24    9    38  59   22   11  40   57
 42   55   28   5    44  53   26    7
 27    6   41   56   25    8    43  54
 46   51   32   1    48   49  30    3 
 31    2   45   52   29   4    47   50    
 33   64  19   14   35   62  17   16
 20   13   34  63   18  15   36   61
Figure 3.4: Pandiagonal Franklin squares constructed by Ray Hagstorm [36].
Let F8(s) denote the number of 8 × 8 Franklin squares with magic sum s. We
used the program CoCoA to compute the Hilbert-Poincare´ series
∑∞
s=0 F8(s)t
s and
obtained
∑∞
s=0 F8(s)t
s =
{(t36 − t34 + 28 t32 + 33 t30 + 233 t28 + 390 t26 + 947 t24 + 1327 t22 + 1991 t20
+1878 t18 + 1991 t16 + 1327 t14 + 947 t12 + 390 t10 + 233 t8 + 33 t6 + 28 t4
−t2 + 1)}/{(t2 − 1)7(t6 − 1)3(t2 + 1)6}
= 1 + 34 t4 + 64 t6 + 483 t8 + 1152 t10 + 4228 t12 + 9792 t14 + 25957 t16 + · · ·
We recover the Hilbert function F8(s) from the Hilbert-Poincare´ series by interpo-
lation (see Section 1.2). The formulas for the number of 8× 8 pandiagonal Franklin
squares in Theorem 1.4.4 are derived similarly.
Natural 8× 8 Franklin squares always have magic sum 260. From Theorem 1.4.3
we find that F8(260) is 228,881,701,845,346. This number is an upper bound for the
number of natural 8× 8 Franklin squares. The actual number of such squares is still
an open question.
3.2 A few aspects of 16× 16 Franklin squares.
Finding the minimal Hilbert basis for the cone of 16× 16 Franklin squares is compu-
tationally challenging and remains an unresolved problem. However, we can provide
a partial Hilbert basis that enables us to construct Benjamin Franklin’s square F3, as
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well as the square N4. The following lemma proves that every 8× 8 Franklin square
corresponds to a 16× 16 Franklin square.
Lemma 3.2.1. Let M be an 8 × 8 Franklin square. Then the square T constructed
using M as blocks (as in Figure 3.5) is a 16× 16 Franklin square.
M M
MM
T = 
Figure 3.5: Constructing a 16× 16 Franklin square T using an 8× 8 Franklin square M.
Proof. Let the magic sum of M be s. The half-columns and half-rows of T add up to
s since they are the columns and rows of M, respectively. Also the columns and rows
of T add to 2s. The bent diagonals of T sum to 2s (see Figure 3.6 for an explanation).
Since the 2× 2 subsquares of M add to s/2, we infer that the 2× 2 subsquares of T
add to s/2. Thus T is a 16× 16 Franklin square with magic sum 2s. 
 A
 B
C
 D
E
F
G
H
 d
e
f
g
h
c
b
a A
B
C
D
e
 f
g
h
a
b
c
d
E
F
G
H
Since bend diagonal sum = magic sum, we get
Therefore 
A+B+C+D+E+F+G+H +
 
TM
A+B+C+D+E+F+G+H = magic sum,
a+b+c+d+e+f+g+h = magic sum.
a+b+c+d+e+f+g+h = twice the magic sum.
Figure 3.6: Bent diagonals of T add to twice the magic sum of M.
Consider the set B of 16×16 Franklin squares obtained by applying the symmetry
operations listed in Theorem 1.4.1 to the squares constructed by applying Lemma
3.2.1 to the ninety-eight elements of the minimal Hilbert basis of 8 × 8 Franklin
squares (for example, S1 in Figure 3.7 is constructed from the 8× 8 Franklin square
T1 in Figure 3.1) and the 16× 16 Franklin squares S2 and S3 in Figure 3.7. Observe
that one-fourth the magic sum of a 16 × 16 Franklin square is always an integer
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because its 2× 2 subsquares add to this number. This implies that the squares in B
are irreducible, for they have magic sums 8 or 12 (it is easy to verify that there are
no 16× 16 Franklin squares of magic sum 4). Therefore, B is a subset of the minimal
Hilbert basis for the cone of 16×16 Franklin squares. Thus, B forms a partial Hilbert
basis.
1      0     1    0     1     0     1    0     1    0     1     0    1    0      1    0
0      1    0     1     0     1     0    1     0    1     0     1    0     1    0     1
1      0     1    0     1     0     1    0     1    0     1     0    1    0      1    0
0      1    0     1     0     1     0    1     0    1     0     1    0     1    0     1
1      0     1    0     1     0     1    0     1    0     1     0    1    0      1    0
0      1    0     1     0     1     0    1     0    1     0     1    0     1    0     1
1      0     1    0     1     0     1    0     1    0     1     0    1    0      1    0
0      1    0     1     0     1     0    1     0    1     0     1    0     1    0     1
S1 S2 S3
1      0     1    0     1     0     1    0     1    0     1     0    1    0      1    0
1      0     1    0     1     0     1    0     1    0     1     0    1    0      1    0
1      0     1    0     1     0     1    0     1    0     1     0    1    0      1    0
1      0     1    0     1     0     1    0     1    0     1     0    1    0      1    0
0      1    0     1     0     1     0    1     0    1     0     1    0     1    0     1
0      1    0     1     0     1     0    1     0    1     0     1    0     1    0     1
0      1    0     1     0     1     0    1     0    1     0     1    0     1    0     1
0      1    0     1     0     1     0    1     0    1     0     1    0     1    0     1
1      0     1    0     1     0     1    0     1    0     1     0    1    0      1    0
1      0     1    0     1     0     1    0     1    0     1     0    1    0      1    0
1      0     1    0     1     0     1    0     1    0     1     0    1    0      1    0
1      0     1    0     1     0     1    0     1    0     1     0    1    0      1    0
0      1    0     1     0     1     0    1     0    1     0     1    0     1    0     1
0      1    0     1     0     1     0    1     0    1     0     1    0     1    0     1
0      1    0     1     0     1     0    1     0    1     0     1    0     1    0     1
0      1    0     1     0     1     0    1     0    1     0     1    0     1    0     1
0      1    0     1     0     1     0    1     0    1     0     1    0     1    0     1
0      1    0     1     0     1     0    1     0    1     0     1    0     1    0     1
1      0     1    0     1     0     1    0     1    0     1     0    1    0      1    0
1      0     1    0     1     0     1    0     1    0     1     0    1    0      1    0
0      1    0     1     0     1     0    1     0    1     0     1    0     1    0     1
0      1    0     1     0     1     0    1     0    1     0     1    0     1    0     1
1      0     1    0     1     0     1    0     1    0     1     0    1    0      1    0
1      0     1    0     1     0     1    0     1    0     1     0    1    0      1    0
0      1    0     1     0     1     0    1     0    1     0     1    0     1    0     1
1      0     1    0     1     0     1    0     1    0     1     0    1    0      1    0
0      1    0     1     0     1     0    1     0    1     0     1    0     1    0     1
1      0     1    0     1     0     1    0     1    0     1     0    1    0      1    0
0      1    0     1     0     1     0    1     0    1     0     1    0     1    0     1
1      0     1    0     1     0     1    0     1    0     1     0    1    0      1    0
0      1    0     1     0     1     0    1     0    1     0     1    0     1    0     1
1      0     1    0     1     0     1    0     1    0     1     0    1    0      1    0
0      1    0     1     0     1     0    1     0    1     0     1    0     1    0     1
1      0     1    0     1     0     1    0     1    0     1     0    1    0      1    0
0      1    0     1     0     1     0    1     0    1     0     1    0     1    0     1
1      0     1    0     1     0     1    0     1    0     1     0    1    0      1    0
0      1    0     1     0     1     0    1     0    1     0     1    0     1    0     1
1      0     1    0     1     0     1    0     1    0     1     0    1    0      1    0
0      1    0     1     0     1     0    1     0    1     0     1    0     1    0     1
1      0     1    0     1     0     1    0     1    0     1     0    1    0      1    0
Figure 3.7: Elements of a partial Hilbert basis of 16× 16 Franklin squares.
We obtain F3 and N4 as follows:
F3 = g1 + 17 · g2 + 32 · g3 + g4 + 64 · g5 + 128 · g6 + 2 · g7 + 2 · g8 + 7 · g9
+g10 + 2 · g11;
N4 = g1 + 17 · g2 + 64 · g3 + g4 + 32 · g5 + 128 · g6 + 2 · g7 + 2 · g8 + 7 · g9
+g10 + 2 · g11.
Since every 8 × 8 Franklin square corresponds to a 16 × 16 Franklin square by
Lemma 3.2.1, the formulas for the number of 8×8 Franklin squares of magic sum s in
Theorem 1.4.3 also yields a lower bound for the number of 16× 16 Franklin squares
of magic sum 2s.
3.3 Symmetries of Franklin Squares.
In this section we prove Theorem 1.4.2, which asserts that the new Franklin squares
N1, N2, N3, and N4 are not derived from Benjamin Franklin’s squares F1, F2, or F3
by symmetry operations. We first prove Theorem 1.4.1.
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Rotation, reflection, and taking the transpose are plainly symmetry operations on
Franklin squares. The proof of Theorem 1.4.1 follows from Lemmas 3.3.1, 3.3.2, 3.3.3,
and 3.3.4.
Let Sn denote the group of n× n permutation matrices acting on n× n matrices.
As earlier, let (ri, rj) denote the operation of exchanging rows i and j of a square
matrix, and let (ci, cj) denote the analogous operation on columns.
Lemma 3.3.1. Let G be the subgroup of S8 generated by
{(c1, c3), (c5, c7), (c2, c4), (c6, c8), (r1, r3), (r5, r7), (r2, r4), (r6, r8)},
and let H be the subgroup of S16 generated by
{(c1, c3), (c2, c4), (c3, c5), (c4, c6), (c5, c7)(c6, c8), (c9, c11), (c10, c12),
(c11, c13), (c12, c14), (c13, c15)(c14, c16), (r1, r3), (r2, r4), (r3, r5), (r4, r6),
(r5, r7)(r6, r8), (r9, r11), (r10, r12), (r11, r13), (r12, r14), (r13, r15), (r14, r16)}.
The row and column permutations from the group G map 8 × 8 Franklin squares to
8×8 Franklin squares, while the row and column permutations from the group H map
16× 16 Franklin squares to 16× 16 Franklin squares.
Proof. Clearly exchanging rows or columns of a Franklin square preserves row and
column sums. Half-row and half-column sums are preserved because the permutations
of rows and columns included here operate in some half of a Franklin square. That
2 × 2 subsquare sums are preserved follows from the fact that every alternate pair
of entries in a pair of columns or rows add to the same sum (see Figure 3.8 for
an explanation). For any 3 × 3 subsquare of a Franklin square, the two sums of
diagonally opposite elements are equal (see Figure 3.8 for details). This implies that,
if we permute alternate rows or alternate columns then the new entries preserve bent
diagonal sums. Observe that for the preservation of bent diagonal sums, it is critical
that the alternate row and column permutations be restricted to act in one half of a
Franklin square (see Figure 1.21 for examples). 
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 a    b     c
d    e    f
g     h    i Same  sum 
Same  sum 
a  gets replaced by c, and  i gets replaced by  g
we have  a+b+d+e  =  d+e+g+h.
Therefore a+b = g+h.
Because  of the 2x2  subsquare sum property, 
in the bent diagonal.
Similarly,  we get   b+c  =  h+i.
So, we get a+b+h+i = b+c+g+h.
Therefore  a+i = c+g.
When  we interchange these two  alternate columns
Similarly, a+d = c+f.
Figure 3.8: Properties of Franklin squares.
Lemma 3.3.2. Let S be the subgroup of S16 generated by the set
{(r1, r5), (r2, r6), (r3, r7), (r4, r8), (r9, r13), (r10, r14), (r11, r15), (r12, r16),
(c1, c5), (c2, c6), (c3, c7), (c4, c8), (c9, c13), (c10, c14), (c11, c15), (c12, c16)}.
The row and column permutations from the subgroup S map 16×16 Franklin squares
to 16× 16 Franklin squares.
Proof. Half-column and half-row sums are preserved because the specified row or
column exchanges only affect some half of the 16 × 16 Franklin square. Because
of the 2 × 2 subsquare sum property, we see that every 4 × 4 subsquare adds to
the common magic sum. Hence the two sums of diagonally opposite elements in a
5× 5 subsquare are equal (see Figure 3.9 for an explanation). This implies that the
bent diagonal sums are preserved, again because they operate in only one-half of a
Franklin square. It is easy to verify that all other sums are preserved under the action
of elements of S. 
a    b     c    d    e
f      g    h     i     j
p      q     r     s     t
k      l     m    n    o
u      v    w    x    y
and  b+c+d+e  = v+w+x+y.
Therefore  a+y = u+e.
we have  a+b+c+d = u+v+w+x
Because of the 4x4 subsquare  property,
Figure 3.9: Properties of 16× 16 Franklin squares.
Observe that the groups G, H , and S are commutative, for each nonidentity ele-
ment in each of these groups has order 2. Therefore the order of G is 28, the order of
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H is 224, and the order of S is 216.
Lemma 3.3.3. The operation of interchanging the first n/2 columns (respectively,
rows) and the last n/2 columns (respectively, rows) of an n× n Franklin square is a
symmetry operation.
Proof. These operations preserve half-row and half-column sums. The row sums and
column sums do not change. Bent diagonal and 2× 2 subsquare sums are preserved
because of continuity (see Figure 3.10 for examples). 
44
77       84      109    116    141    148    173    180    205    212    237    244     13      20     45      52
179     174    147    142    115    110     83     78      51      46       19     14      243    238    211    206  
 79      82      111    114    143    146    175    178    207    210    239   242     15      18      47      50  
177     176    145    144    113    112     81     80       49      48     17      16      241    240    209   208
 68       93     100    125    132    157    164    189    196    221    228    253     4       29       36      61
190     163    158    131    126    99      94      67      62      35      30       3       254    227    222    195
 66      95      98      127    130    159    162    191    194    223    226    255     2        31     34      63  
192     161    160    129    128    97      96      65      64      33      32       1       256    225    224   193
 72       89     104   121     136    153    168    185    200    217    232    249     8       25      40      57
186     167    154    135    122    103     90     71      58      39      26       7      250     231    218    199
 70      91      102    123    134   155     166    187    198    219    230    251     6       27      38      59
188     165    156    133    124    101    92      69      60      37      28       5       252    229    220   197
73       88      105   120     137   152     169    184    201    216    233    248     9       24      41      56
183     170    151    138    119    106    87      74       55     42      23       10     247    234    215    202 
75     86      107    118    139    150    171    182     203   214    235    246     11      22      43      54
181     172    149    140    117    108    85      76      53      44      21      12      245    236    213   204
16    1   64   49   48  33   32   17
55   58   7    10   23  26   39   42
9      8   57   56   41  40   25   24
50   63   2    15   18  31   34   47   
52   61   4    13   20  29   36   45
14    3   62   51   46  35   30   19
53   60    5   12   21  28   37
11    6   59   54   43  38   27   22
To get this square from F3
 interchange  the first
eight  rows with the
last eight rows
and then interchange  
the first eight columns
with  the 
last eight columns.
 interchange  the first
four rows with the
last four rows.
To get  this square from F1
Figure 3.10: Constructing Franklin squares by simultaneous row (or column) exchanges of Franklin
squares described in Lemma 3.3.3.
Lemma 3.3.4. Simultaneously interchanging all the adjacent columns (respectively,
rows) i and i + 1 (i = 1, 3, 5, . . . , n − 1) of an n × n Franklin square is a symmetry
operation.
Proof. It is clear that row, column, half-row, and half-column sums are preserved
by these operations. Moreover 2 × 2 subsquare sums are preserved because every
alternate pair of entries in a pair of columns or rows add to the same sum (see Figure
3.8). Bent diagonal sums are preserved because of the 2× 2 subsquare sum property.
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See Figure 3.11 for an explanation (the explanation for bent diagonal sums of 16×16
Franklin squares is similar). 
A a
b     B
C c
Dd
e     E
g     G
F     f
H    h
Therefore 
A + B + C + D + E + F + G + H + 
From  the  2 x 2  subsquare sum property we get:
A + B + C + D + E + F + G + H = magic sum.
a + b  + c + d + e + f + g + h  =  twice magic sum.  
a + b + c + d + e + f + g + h  =  magic sum.
Figure 3.11: Properties of 8× 8 Franklin squares.
Are the symmetry operations given in Theorem 1.4.1 all the symmetry operations
of a Franklin square? We do not know the answer to this question, but the symmetries
described in this section enable us to interchange any two rows or any two columns
within any half of a Franklin square and get a Franklin square. Note that certain row
or column exchanges are not symmetry operations unless they are accompanied by
other simultaneous row or column exchanges. We now show that N1, N2, N3, and
N4 are not symmetric transformations of F1, F2, or F3.
Lemma 3.3.5. The squares F1 and F2 can be transformed by means of symmetry
operations neither to each other nor to any of the nonisomorphic squares N1, N2, or
N3.
Proof. By definition, symmetry operations map a Franklin square to another Franklin
square. We can permute the entries of the Franklin square F2 to get F1, N1, N2,
and N3 (see Figure 3.12). The permutation that maps F2 to N2 is not, however, a
symmetry operation: F1 does not transform to a Franklin square under this permu-
tation since bent diagonal sums are not preserved. The other permutations of F2 in
Figure 3.12 likewise fail to be symmetries. Again, F1 does not map to a Franklin
square under these permutations for half-column sums are not preserved. Thus F2
cannot be transformed to F1, N1, N2, or N3 using symmetry operations. Similarly,
the permutations of the entries of F1 that map it to F2, N1, N2, and N3, respec-
tively, are not symmetry operations because F2 is not mapped to a Franklin square
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under any of these permutations (in these instances half-row sums are not preserved).
The permutations that map the square N1 to N2 and N3, and the permutations that
map N2 to N1 and N3 are not symmetry operations because F1 is not mapped to a
Franklin square under these permutations (half-column sums of F1 are not preserved
for all these permutations). Similarly, the permutations that map N3 to N1 and N2
are not symmetry operations because F2 is not mapped to a Franklin square under
these operations. Therefore, the squares N1, N2, and N3 are not isomorphic to each
other. 
N1
e3   e4   e1  e2  e7   e8   e5   e6
d3   d4  d1   d2   d7   d8  d5   d6
f1    f2   f3   f4   f5    f6   f7   f8
g1   g2   g3  g4   g5   g6  g7   g8
a3   a4   a1  a2   a7   a8  a5   a6
h1   h2   h3  h4   e8   e7  e6   e5
a1  a2   a3   a4   d8   d7  d6   d5   
b1   b2   b3  b4   c8   c7  c6   c5 
c1   c2  c3   c4   b8   b7  b6   b5  
d1   d2  d3   d4   a8   a7  a6   a5  
e1   e2  e3   e4   h8   h7  h6   h5  
f1    f2   f3   f4    g8  g7   g6   g5
g1   g2   g3  g4   f8   f7    f6   f5
d5   h4  e4   a5   h5  d4   a4  e5
d6   h3  e3   a6   h6  d3   a3   e6   
b4   f5   g5   c4   f4   b5   c5  g4
b3   f6   g6   c3   f3   b6  c6   g3
a2   e7   h7  d2   e2  a7   d7   h2 
a1   e8   h8  d1   e1   a8  d8   h1  
c7   g2   f2   b7   g7  c2   b2   f7
c8   g1   f1   b8   g8   c1  b1   f8
F1
g4   h4  e4   f4    c4  d4   a4  b4
g3   h3  e3   f3    c3  d3   a3  b3
e5   f5   g5   h5   a5  b5   c5   d5
e6   f6   g6   h6   a6  b6   c6   d6
f7   e7   h7   g7   b7  a7   d7  c7 e1   e2   e3   e4  e5  e6   e7   e8  
f1    f2   f3   f4   f5    f6   f7   f8f8   e8   h8   g8   b8  a8   d8   c8
g1   g2   g3  g4   g5   g6  g7   g8h2   g2   f2   e2  d2   c2   b2   a2
h1   h2   h3   h4  h5  h6   h7   h8h1   g1   f1   e1   d1  c1   b1   a1
F2
N3N2
d1  d2   d3   d4  d5   d6  d7   d8
c1   c2   c3  c4   c5  c6   c7   c8 c1   c2  c3   c4  c5   c6   c7   c8
b1   b2  b3   b4   b5  b6   b7   b8
h3   h4   h1  h2   h7  h8   h5   h6a1   a2  a3   a4   a5  a6   a7   a8
b1   b2   b3  b4   b5  b6   b7   b8 
Figure 3.12: The abstract permutation of F2 that gives F1, N1, N2, and N3.
Lemma 3.3.6. The square F3 cannot be transformed to N4 using symmetry opera-
tions.
Proof. Permuting the entries of F3 to get N4 is achieved by simultaneously inter-
changing columns 1 and 15, columns 2 and 16, columns 7 and 9, and columns 8 and
10 of F3. This permutation is not a symmetry operation. To see this, note that
the square A obtained by transposing F3 is a Franklin square (Theorem 1.4.1). But
(c1, c15)(c2, c16)(c7, c9)(c8, c10)·A is not a Franklin square, since bent diagonal sums
are not preserved. 
Lemmas 3.3.5 and 3.3.6, in tandem, establish Theorem 1.4.2.
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Chapter 4
Symmetric Magic Squares and the
Magic Graphs Connection
What immortal hand or eye
Dare frame thy fearful symmetry?
– William Blake.
4.1 Hilbert bases of polyhedral cones of magic labelings.
In this section we derive some results about Hilbert bases of cones of magic labelings
of graphs and also prove Proposition 1.5.3.
Lemma 4.1.1. Let G be a graph with n vertices. A labeling L of G with magic sum
s can be lifted to a magic labeling L′ of Γn with magic sum s.
Proof. Since G is a subgraph of Γn, every labeling L of G can be lifted to a labeling
L′ of Γn, where
L′(eij) =


L(eij) if eij is also an edge of G,
0 otherwise.
Since the edges with nonzero labels are the same for both L and L′, it follows that
the magic sums are also the same. 
Lemma 4.1.2. Let G be a graph with n vertices. The minimal Hilbert basis of CG
can be lifted to a subset of the minimal Hilbert basis of CΓn.
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Proof. If L is an irreducible magic labeling of G, then clearly it lifts to an irreducible
magic labeling L′ of Γn. Since the minimal Hilbert basis is the set of all irreducible
magic labelings, we get that the minimal Hilbert basis of CG corresponds to a subset
of the minimal Hilbert basis of CΓn . 
For example, the magic labelings O1 and O2 of the octahedral graph in Figure 4.4
correspond to the magic labelings a1 and a2, respectively, of Γ6 (see Figure 4.11).
Similarly, we can prove:
Lemma 4.1.3. For a digraph D with n vertices, a magic labeling L with magic sum
s can be lifted to a magic labeling L′ of Πn with the same magic sum s. The minimal
Hilbert basis of CD can be lifted to a subset of the minimal Hilbert basis of CΠn.
Lemma 4.1.4. Let D be a digraph with n vertices. All the elements of the minimal
Hilbert basis of CD have magic sum 1.
Proof. It is well-known that the minimal Hilbert basis of semi-magic squares are
the permutation matrices (see [51]) and therefore have magic sum 1. The one-to-one
correspondence between magic labelings of Πn and semi-magic squares implies that
the minimal Hilbert basis elements of CΠn have magic sum 1. It follows by Lemma
4.1.3 that all the elements of the minimal Hilbert basis of CD have magic sum 1. 
We now present the proof of the fact that perfect matchings of bipartite graphs
correspond to the elements of the minimal Hilbert basis of its corresponding digraph.
Proof of Proposition 1.5.3.
Every element of the minimal Hilbert basis of CBD corresponds to a perfect match-
ing of B by Lemma 4.1.4. Moreover, all the magic labelings of BD of magic sum 1
belong to the minimal Hilbert basis of CBD because they are irreducible. Since per-
fect matchings of B are in one-to-one correspondence with magic labelings of BD of
magic sum 1, we derive that perfect matchings of B are in one-to-one correspondence
with the elements of the minimal Hilbert basis of CBD . It follows that HBD(1) is the
number of perfect matchings of B. 
For example, consider the Octahedral graph with the given orientation DO in
Figure 1.27. The minimal Hilbert basis of DO is given in Figure 4.1. The perfect
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matchings of the bipartite graph GDO corresponding to the minimal Hilbert basis
elements of CDO is given in Figure 4.2. We derive HDO(r) = r+ 1 and thereby verify
that the number of perfect matchings of GDO is indeed 2.
5
1 2 1 2
5
4
6
3
4
6
3
Edge Label
1
0
Figure 4.1: The minimal Hilbert basis of the cone of magic labelings of DO.
1 1
2 2
3 3
4 4
5
6
4
3
2
5
6
5
3
1
2
4
5
6 6
1
Edge Label
1
0
Figure 4.2: Perfect matchings of GDO corresponding to the minimal Hilbert basis elements of DO
(see Figure 4.1).
4.2 Counting isomorphic simple labelings and Invariant rings.
Let Sn denote the group of permutations that acts on the vertex set {v1, v2, . . . , vn}
of G. Let eij denote an edge between the vertices vi and vj. The action of Sn on the
vertices of G translates to an action on the labels of the edges of G by
σ(L(eij)) = L(eσ(i)σ(j)) where σ ∈ Sn.
Two labelings L and L′ of G are isomorphic if there exists a permutation σ in Sn
such that L′(eij) = L(eσ(i)σ(j)), i.e. σ(L) = L
′. A set S = {g1, g2, . . . , gr} is said to
generate the minimal Hilbert basis of the cone of magic labelings of G if every element
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4
3 2 3 2
4
111
4
3 2
T1 T2 T3
1
0
Edge Label
Figure 4.3: The minimal Hilbert basis of magic labelings of the tetrahedral Graph.
of the minimal Hilbert basis is isomorphic to some gi in S. For example, T1 generates
the minimal Hilbert basis of the cone of magic labelings of the tetrahedral graph (see
Figure 4.3). Observe that we get T2 by permuting the vertices v2 and v4 of T1, and
T3 by permuting the vertices v3 and v4 of T1.
Proposition 4.2.1. Let L be a magic labeling in the minimal Hilbert basis of the
cone of magic labelings of a graph (or a digraph), then all the labelings isomorphic to
L also belong to the minimal Hilbert basis.
Proof. Let L′ be a labeling isomorphic to L and σ in Sn be such that σ(L) = L
′.
Suppose L′ does not belong to the Hilbert basis. Then L′ is reducible and can be
written as sum of two labelings: L′ = L1 + L2. But, σ
−1(L′) = L. Therefore,
σ−1(L1)+σ
−1(L2) = L. This is not possible because L is irreducible, since it belongs
to the minimal Hilbert basis. Therefore, we conclude that L′ must also belong to the
Hilbert basis. 
A labeling of G is called a simple labeling if the labels are 0 or 1. Invariant theory
[59] provides an efficient algebraic method of counting isomorphic simple labelings of
a graph G. Let L be a simple labeling of G. Let XL denote the monomial
XL =
∏
i,j=1,...,n
x
L(eij )
ij .
Consider the polynomial
(
XL
)⊛
=
∑
σ∈Sn
Xσ(L), where Xσ(L) =
∏
i,j=1,...,n
x
L(eσ(i)σ(j))
ij .
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Observe that
(
XL
)⊛
is an invariant polynomial under the action of Sn on the
indices of the variables xij . Let k be any field. The set of polynomials invariant in
the polynomial ring k[xij ] under the action of the group Sn is called the invariant
ring of Sn and is denoted by k[xij ]
Sn. See [59] for an introduction to invariant rings.
Consider the simple labeling LG of Γn associated to G:
LG(eij) =


1 if eij is an edge of G,
0 otherwise.
Then the polynomial
(
XL
)⊛
evaluated at LG counts the number of labelings of G
that are isomorphic to L.
5
1 2 1 2
5
O1 O2
4
6
3
4
6
3
Edge Label
1
0
[8] [4]
Figure 4.4: Generators of the minimal Hilbert basis of magic labelings of the Octahedral Graph.
For example, consider the Octahedral graph O with the labeling O1 in Figure 4.4.
Then,
(
XO1
)⊛
= x14x23x56 + x16x23x45 + x13x26x45 + x12x36x45 + x15x23x46 + x13x25x46+
x16x25x34 + x15x26x34 + x12x34x56 + x12x35x46 + x13x24x56 + x16x24x35+
x14x26x35 + x15x24x36 + x14x25x36.
Substituting x12 = x13 = x14 = x15 = x23 = x24 = x26 = x35 = x36 = xx45 = x46 =
x56 = 1 and x11 = x22 = x33 = x44 = x55 = x66 = x16 = x25 = x34 = 0 in
(
XO1
)⊛
, we
get that (
XO1
)⊛
(LO) = 8.
Therefore, there are 8 magic labelings in the S6 orbit of the magic labeling O1 of
the octahedral graph. Similarly, there are four magic labelings in the orbit of O2.
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The generators of the Hilbert basis of the Octahedral graph are given in Figure 4.4.
The numbers in square brackets in the figures indicate the number of elements in the
orbit class of each generator throughout the article.
For digraphs, we assign a variable xij to every directed edge eij , and use the
corresponding invariant ring to count isomorphic simple labelings. See [61] for more
aspects of labeled graph isomorphisms and invariant rings.
Since all the elements of the minimal Hilbert basis of CD, where D is a digraph,
are simple labelings, we can use invariant theory effectively. Since the number of
elements in the minimal Hilbert basis of semi-magic squares (and hence CΠn) is n!
(see [51]), we can list all the generators of the minimal Hilbert basis of CΠn. The
generators of the Hilbert basis of CΠ6 are given in Figure 4.5.
5
26
3
26
35
2
35
6 26
3
2
35
26
35 5
262
35
6
2
35
1
44
1
1
4 4
1 1
4
1
4
4
1 1
4 4
1 1
4
5
1
4
3
2
3
5
0
1
Edge Label
=
=
S1
[120][1]
[15] [40] [45]
[90]
[15] [90] [120]
[144]
[40]
35
2 6 6
6
s9 s10 s11
s5 s6 s7 s8
s9s3s2
Figure 4.5: Generators of the minimal Hilbert basis of 6× 6 semi-magic squares.
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Algorithm 4.2.1. Computing minimal Hilbert basis of a finite digraph D with n
vertices.
Input: A digraph D with n vertices and the set of n× n permutation matrices.
Output: The minimal Hilbert basis of the finite digraph D.
Step 0. List a set of generators of the minimal Hilbert basis of CΠn.
Step 1. Choose all the elements hi among the generators of the minimal Hilbert
basis of CΠn which have the edges not in D labeled 0. Delete the edges in hi that are
not in D to get a magic labeling gi of D.
Step 2. gi and the magic labelings isomorphic to gi form the minimal Hilbert basis
of the cone of magic labelings of D.
For example, consider the digraph D that have all the edges of Π6 except the
loops. Then the minimal Hilbert basis of D are the 265 labelings corresponding to
the labelings s1, s2, s7, and s11 in Figure 4.5 and their isomorphic magic labelings.
4.3 Polytopes of magic labelings.
The proofs of Theorems 1.5.4, 1.5.5, and 1.5.6, and Corollary 1.5.4.1 are presented in
this section.
Let G be a positive graph. An element β in the semigroup SCG is said to be
completely fundamental, if for any positive integer n and α, α′ ∈ SCG , nβ = α + α
′
implies α = iβ and α′ = (n − i)β, for some positive integer i, such that 0 ≤ i ≤ n
(see [54]).
Lemma 4.3.1. PG is a rational polytope.
Proof. Proposition 4.6.10 of Chapter 4 in [54] states that the set of extreme rays
of a cone and the set of completely fundamental solutions are identical. Proposition
2.7 in [55] states that every completely fundamental magic labeling of a graph G has
magic sum 1 or 2. Thus, the extreme rays of the cone of magic labelings of a graph
G are irreducible 2-matchings of G. We get a vertex of PG by dividing the entries of
a extreme ray by its magic sum. Thus, PG is a rational polytope. 
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Lemma 4.3.2. The dimension of PG is q − n+ b, where q is the number of edges of
G, n is the number of vertices, and b is the number of connected components that are
bipartite.
Proof. Ehrhart’s theorem states that the degree of HG(r) is the dimension of PG [12].
The degree of HG(r) is q − n + b by Theorem 1.5.2. Therefore, the dimension of PG
is q − n+ b. 
Lemma 4.3.3. The d-dimensional faces of PG are the d-dimensional polytopes of
magic labelings of positive subgraphs of G with n vertices and at most n− b+d edges.
Proof. An edge e labeled with a zero in a magic labeling L of G does not contribute
to the magic sum, therefore, we can consider L as a magic labeling of a subgraph
of G with the edge e deleted. Since a face of PG is the set of magic labelings of G
where some edges are always labeled zero, it follows that the face is also the set of
all the magic labelings of a subgraph of G with these edges deleted. Similarly, every
magic labeling of a subgraph H with n vertices corresponds to a magic labeling of
G, where the missing edges of G in H are labeled with 0. Now, let H be a subgraph
such that the edges er1, . . . , erm are labeled zero for every magic labeling of H . Then
the face defined by H is same as the face defined by the positive graph we get from
H after deleting the edges er1, . . . , erm. Therefore, the faces of PG are polytopes of
magic labelings of positive subgraphs.
By Lemma 4.3.2, the dimension of PG is q−n+b. Therefore, to get a d-dimensional
polytope, we need to label at least q − n + b − d of G edges always 0. This implies
that the d-dimensional face is the set of magic labelings of a positive subgraph of G
with n vertices and at most n− b+ d edges. 
The proof of Theorem 1.5.4 follows from Lemmas 4.3.1, 4.3.2, and 4.3.3. We can
now prove Corollary 1.5.4.1.
Proof of Corollary 1.5.4.1.
It is clear from the one-to-one correspondence between magic labelings of Γn and
symmetric magic squares that PΓn has the following description:
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PΓn = {L = (L(eij) ∈ R
n(n+1)
2 ;L(eij) ≥ 0; 1 ≤ i, j ≤ n, i ≤ j,∑i
j=1L(eji) +
∑n
j=i+1L(eij) = 1 for i = 1, . . . , n}.
Since the graph Γn has
n(n+1)
2
edges and n vertices, and every graph is a subgraph
of Γn, it follows from Theorem 1.5.4 that the dimension of PΓn is
n(n−1)
2
; the d-
dimensional faces of PΓn are d-dimensional polytopes of magic labelings of positive
graphs with n vertices and at most n+ d edges.
We can partition the vertices of Γ2n into two equal sets A and B in
(
2n−1
n
)
ways:
Fix the vertex v1 to be in the set A, then we can choose the n vertices for the set B
in
(
2n−1
n
)
ways, and the remaining n− 1 vertices will belong to the set A. By adding
the required edges, we get a complete bipartite graph for every such partition of the
vertices of Γ2n. Thus, the number of subgraphs of Γ2n that are isomorphic to Kn,n is(
2n−1
n
)
. Therefore, there are
(
2n−1
n
)
faces of PΓ2n that are Birkhoff polytopes because
every isomorphic copy of Kn,n contributes to a face of PΓ2n . 
We now prove our results about polytopes of magic digraphs.
Proof of Theorem 1.5.5. By Lemma 4.1.4, all the elements of the Hilbert basis of CD
have magic sum 1. Since the extreme rays are a subset of the Hilbert basis elements,
it follows that the vertices of PD are integral. Since PD = PGD , it follows by Theorem
1.5.4 that the dimension of PD is q− 2n+ b; the d-dimensional faces of PD are the d-
dimensional polytopes of magic labelings of positive subdigraphs of D with n vertices
and at most 2n− b+ d edges. 
We derive our results about the faces of the Birkhoff polytope as a consequence.
Proof of Theorem 1.5.6. The one-to-one correspondence between semi-magic squares
and magic labelings of Πn gives us that PΠn = Bn. Since every digraph with n vertices
is a subdigraph of Πn, by Theorem 1.5.5, it follows that its d-dimensional faces are
d-dimensional polytopes of magic labelings of positive digraphs with n vertices and
at most 2n − 1 + d edges. Since the vertex set of a face of Bn is a subset of the
vertex set of Bn it follows that the vertices of PD, where D is a positive digraph, are
permutation matrices. 
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Our results enable us to reprove some known facts about the Birkhoff polytope as
well. For example, Theorem 1.5.5 gives us that the dimension of Bn is (n− 1)
2. The
leading coefficient of the Ehrhart polynomial of Bn is the volume of Bn. This number
has been computed for n = 1, 2, . . . , 9 (see [11] and [23]).
4.4 Computational results
We will now list our computational results. The numbers in square brackets in the
figures represent the number of elements in the orbit class of each generator.
4.4.1 Symmetric magic squares.
The generators of the minimal Hilbert basis of CΓn for n = 1, 2, 3, 4, 5, and 6 are given
in Figures 4.6, 4.7, 4.8, 4.9, 4.10, and 4.11, respectively. It is interesting that all the
elements of the minimal Hilbert basis of CΓn for n = 1, . . . , 6 are 2-matchings. The
minimal Hilbert basis elements are not, in general, 2-matchings for all n (see Figure
4.12 for examples of irreducible magic labelings of magic sum 3). In fact, it follows
from the results of chapter 11 in [41], that there exists a graph with an irreducible
magic labeling of magic sum r if and only if r is 2 or r is odd. By Proposition 4.1.2,
this implies, that there is a minimal Hilbert basis element of magic sum r of CΓn, for
some n, if and only if, r is 2 or r is odd. The program 4ti2 was also able to compute
the minimal Hilbert bases of CΓ7 and CΓ8 .
Recall that the number of n × n symmetric magic squares is the same as HΓn(r)
(the generating functions for HΓn(r) for n up to 5 are given in [56]). The volume of
PΓn is the leading coefficient of HΓn(r).
Edge Label
11
[1]
Figure 4.6: The minimal Hilbert basis of 1× 1 symmetric magic squares.
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1
 0
Edge Label
1 2 1 2
[1] [1]
Figure 4.7: Generators of the minimal Hilbert basis of 2× 2 symmetric magic squares.
Edge Label
1
01
2 32 3
1 1
2 3
[3] [1] [1]
Figure 4.8: Generators of the minimal Hilbert basis of 3× 3 symmetric magic squares.
HΓ1(r) = 1 for all r ≥ 0.
HΓ2(r) = r + 1 for all r ≥ 0.
HΓ3(r) =


1
4
r3 + 9
8
r2 + 7
4
r + 1 if 2 divides r,
1
4
r3 + 9
8
r2 + 7
4
r + 7
8
otherwise.
HΓ4(r) =


1
72
r6 + 1
6
r5 + 119
144
r4 + 13
6
r3 + 29
9
r2 + 8
3
r + 1 if 2 divides r,
1
72
r6 + 1
6
r5 + 119
144
r4 + 13
6
r3 + 29
9
r2 + 8
3
r + 15
16
otherwise.
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1 2
34
1 1 12 2 2
4 4 43 3 3
1
0
Edge Label
[1] [3] [6] [4]
Figure 4.9: Generators of the minimal Hilbert basis of 4× 4 symmetric magic squares.
1 2
35
4
21 1 2
4 4
1 12 2 2
3 3
4 4
5 5
1 2
5
35
35335
1
Edge Label
0
1
[12] [15] [10] [10]
[10] [10] [1]
4
4
Figure 4.10: Generators of the minimal Hilbert basis of 5× 5 symmetric magic squares.
HΓ5(r) =


365
3096576
r10 + 9125
3096576
r9 + 22553
688128
r8 + 55085
258048
r7 + 11083
12288
r6 + 7945
3072
r5 + 1978913
387072
r4
+335065
48384
r3 + 50329
8064
r2 + 1177
336
r + 1
if 2 divides r,
365
3096576
r10 + 9125
3096576
r9 + 22553
688128
r8 + 55085
258048
r7 + 11083
12288
r6 + 63545
24576
r5 + 15807679
3096576
r4
+5329855
774144
r3 + 6327137
1032192
r2 + 1139917
344064
r + 27213
32768
otherwise.
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5
2
1
6
4
3
1
26
35
4
1
2
3
4
5
6
1
26
35
4
1
2
3
4
5
6
1
26
3
4
5 5 3
4
1
262
3
4
5
6
Edge Label
0
1
  2
[45]
[60][1]
[15] [10]
[60]
[15] [60]
[72]
[20]
a9 a10
a5 a6 a7
a1 a2 a3 a4
a8
26
5
6
5
2
33
4 4
11
Figure 4.11: Generators of the minimal Hilbert basis of 6× 6 symmetric magic squares.
4.4.2 Pandiagonal symmetric magic squares.
Pandiagonal symmetric magic squares are symmetric magic squares such that all the
pandiagonals also add to the magic sum (see Figure 1.4). The generators of the
Hilbert basis of n × n pandiagonal symmetric magic squares for n = 3, 4, and 5
are given in Figures 4.13, 4.14, and 4.15, respectively. The Hilbert basis of 6 × 6
pandiagonal symmetric magic squares contain 4927 elements and can be computed
using the program 4ti2.
Let Pn(r) denote the number of n× n pandiagonal symmetric magic squares with
magic sum r. We derive:
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Edge Label
2
1
3
0
3
2
5
1
8
7
6 4
1
2
3
45
6
7
Figure 4.12: Minimal Hilbert basis elements of CΓ7 and CΓ8 of magic sum 3.
2 3
1
Edge Label
1
[1]
Figure 4.13: Generators of the minimal Hilbert basis of 3×3 pandiagonal symmetric magic squares.
P3(r) =


1 if 3 divides r,
0 otherwise.
P4(r) =


1
8
r2 + 1
2
r + 1 if 4 divides r,
0 otherwise.
P5(r) =


1
384
t4 + 5
96
t3 + 35
96
t2 + 25
24
t+ 1 if 2 divides r,
1
384
t4 − 5
192
t2 + 3
128
otherwise.
4.4.3 Magic labelings of Complete Graphs.
The minimal Hilbert basis of the cone of magic labelings of the complete graph Kn
corresponds to the set of elements of the minimal Hilbert basis of CΠn for which
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1 2
34
1 2
4 3
[1]
Edge Label
0
1
2
[4]
Figure 4.14: Generators of the minimal Hilbert basis of 4×4 pandiagonal symmetric magic squares.
1 2
35
4
21
4
35
[5][1]
Edge Label
0
1
2
Figure 4.15: Generators of the minimal Hilbert basis of 5×5 pandiagonal symmetric magic squares.
all the loops are labeled with a 0. PKn is an
n(n−3)
2
dimensional polytope with the
description:
PKn = {X ∈ PΓn |xii = 0, i = 1, . . . , n}.
HK1(r) = 0
HK2(r) = 1
HK3(r) =


1 if 2 divides r,
0 otherwise.
HK4(r) =
1
2
r2 +
3
2
r + 1.
HK5(r) =


5
256
r5 + 25
128
r4 + 155
192
r3 + 55
32
r2 + 47
24
r + 1 if 2 divides r,
0 otherwise.
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HK6(r) =


19
120960
r9 + 19
5376
r8 + 143
4032
r7 + 5
24
r6 + 4567
5760
r5 + 785
384
r4 + 10919
3024
r3
+955
224
r2 + 857
280
r + 1
if 2 divides r,
19
120960
r9 + 19
5376
r8 + 143
4032
r7 + 5
24
r6 + 4567
5760
r5 + 785
384
r4 + 10919
3024
r3
+955
224
r2 + 857
280
r + 251
256
otherwise.
See [58] for more aspects of magic labelings of complete graphs Kn.
4.4.4 Magic labelings of the Petersen graph.
The generators of the Hilbert basis are given in Figure 4.16 (numbers in square
brackets are the number of elements in the orbit of the generators).
1
2
34
5
1
6
9 8
710
6
10
5 2
9 8
34
P2P1
7
Edge
1
0
Label
[6][6]
Figure 4.16: Generators of the minimal Hilbert basis of magic labelings of the Petersen Graph.
Let HPetersen(r) denote the number of magic labelings of the Petersen graph with
magic sum r. The generating function F (t) for the Petersen graph (F(t) is also derived
in [56]) is:
F (t) =
t4 + t3 + 6 t2 + t+ 1
(1− t)6 (1 + t)
= 1+6t+27t2+87t3+228t4+513t5+1034t6+1914t7+. . .
Therefore, we get
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HPetersen(r) =


1
24
r5 + 5
16
r4 + 25
24
r3 + 15
8
r2 + 23
12
r + 1 if 2 divides r,
1
24
r5 + 5
16
r4 + 25
24
r3 + 15
8
r2 + 23
12
r + 13
16
otherwise.
4.4.5 Magic labelings of the Platonic graphs.
Magic labelings of the Tetrahedral Graph.
The minimal Hilbert basis of the cone of magic labelings of the tetrahedral graph is
given in Figure 4.3. Since all the elements of the minimal Hilbert basis have magic
sum 1, it follows that the vertices of the polytope of magic labelings of the tetrahedral
graph are integral points. Therefore, we get that Htetrahedral(r) is a polynomial, where
Htetrahedral(r) denotes the number of magic labelings of the Tetrahedral graph. We
derive an explicit formula.
Htetrahedral(r) =
1
2
r2 +
3
2
r + 1.
Theorem 1.5.3 states that if a graph G is bipartite then HG(r) is a polynomial.
Thus, the tetrahedral graph is an example that proves that HG(r) being a polynomial
does not imply that G is bipartite.
Magic labelings of the Cubical graph.
The minimal Hilbert basis of the cone of the magic labelings of the cubical graph is
the set consisting of C1 in Figure 4.17 and the eight magic labelings isomorphic to
C1.
6
1 2
3
5
78
C1
Edge label
0
1
[9]
Figure 4.17: Generator of the minimal Hilbert basis of magic labelings of the Cubical Graph.
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Let Hcube(r) denote the number of magic labelings of the Cubical graph of magic
sum r. Observe that the cubical graph is bipartite, therefore Theorem 1.5.3 applies,
and Hcube(r) is a polynomial. Hcube(r) is also derived in [55].
Hcube(r) =
1
15
r5 +
1
2
r4 +
5
3
r3 + 3r2 +
83
30
r + 1
The magic labelings of the Octahedral graph.
There are 12 elements in the minimal Hilbert basis of the cone of magic labelings
of the Octahedral graph: the 8 magic labelings in the S6 orbit of the magic labeling
O1, and the four magic labelings in the orbit of O2 (see Figure 4.4). Let Hoctahedral
denote the number of magic labelings of the Octahedral graph of magic sum r. The
generating function of Hoctahedral(r) is given in [55].
Hoctahedral(r) =


1
120
r6 + 1
10
r5 + 25
48
r4 + 3
2
r3 + 38
15
r2 + 12
5
r + 1 if 2 divides r,
1
120
r6 + 1
10
r5 + 25
48
r4 + 3
2
r3 + 38
15
r2 + 12
5
r + 15
16
otherwise.
The magic labelings of the Dodecahedral graph.
The generators of the minimal Hilbert basis of the Dodecahedral graph are given in
Figure 4.18.
1 2
4
6
7
8
9
10
11
12
131415
16
18
19
20
17
35
1 2
3
4
5
6
8
10
12
15
18
16 20
1917
7 11
13
14
9
2
4
5 3
1
6
7
8
9
10
11
12
13
14
15
16
17 19
20
18
D1
D3D2
[36] [7] [11]
Edge Label
2
1
0
Figure 4.18: Generators of the minimal Hilbert basis of magic labelings of the dodecahedral Graph.
Let Hdodecahedral(r) denote the number of magic labelings of the Dodecahedral
graph with magic sum r. We derive:
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Hdodecahedral(r) =


47
40320
r10 + 47
2688
r9 + 225
1792
r8 + 9
16
r7 + 3361
1920
r6 + 255
64
r5 + 27625
4032
r4
+1513
168
r3 + 4691
560
r2 + 9
2
r + 1
if 2 divides r,
47
40320
r10 + 47
2688
r9 + 225
1792
r8 + 9
16
r7 + 3361
1920
r6 + 255
64
r5 + 27625
4032
r4
+1513
168
r3 + 4691
560
r2 + 567
128
r + 229
256
otherwise.
The magic labelings of the Icosahedral graph.
There are 4195 elements in the minimal Hilbert basis of the cone of magic labelings
of the Icosahedral graph which can be computed using 4ti2. It is interesting that
unlike the other platonic graphs, all the minimal Hilbert basis elements are not two-
matchings (see Figure 4.19). The formula for the number of magic labelings of the
Icosahedral graph remains unresolved.
1
8
9
12
5
7
11
1
23
6 8
9
12
4
5 7
10
11
10
3 2
4
6
Edge Label
2
1
0
Figure 4.19: Icosahedral graph : minimal Hilbert basis elements of magic sum 3.
Appendix A
A.1 Proof of the minimal Hilbert basis Theorem.
The cone generated by a set X of vectors is the smallest cone containing X and is
denoted by cone X; so
cone X = {λ1x1 + ....+ λkxk|k ≥ 0; x1, . . . , xk ∈ X;λ1, . . . , λk ≥ 0}.
Proof of Theorem 1.2.1.
Let C be a rational polyhedral cone, generated by b1, b2, ..., bk. Without loss of
generality b1, b2, ..., bk are integral vectors. Let a1, a2, ..., at be all the integral vectors
in the polytope P:
P = {λ1b1 + .... + λkbk|0 ≤ λi ≤ 1 (i = 1, .., k)}
Then a1, a2, ..., at generate C as b1, b2, ..., bk occur among a1, a2, ..., at and as P is
contained in C. We will now show that a1, a2, ..., at also form a Hilbert basis. Let b
be an integral vector in C. Then there are µ1, µ2, ..., µk ≥ 0 such that
b = µ1b1 + µ2b2 + · · ·+ µkbk. (A.1)
Then
b = ⌊µ1⌋b1+⌊µ2⌋b2+ · · ·+⌊µk⌋bk+(µ1−⌊µ1⌋)b1+(µ2−⌊µ2⌋)b2+ · · ·+(µk−⌊µk⌋)bk.
Now the vector
b− ⌊µ1⌋b1 − · · · − ⌊µk⌋bk = (µ1 − ⌊µ1⌋)b1 + · · ·+ (µk − ⌊µk⌋)bk (A.2)
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occurs among a1, a2, ..., at as the left side of the Equation A.2 is clearly integral
and the right side belong to P. Since also b1, b2, ..., bk occur among a1, a2, ..., at, it
follows that A.1 decomposes b as a nonnegative integral combination of a1, a2, ..., at.
So a1, a2, ..., at form a Hilbert basis.
Next suppose C is pointed. Consider H the set of all irreducible integral vectors.
Then it is clear that any Hilbert basis must contain H . So H is finite because it is
contained in P. To see that H itself is a Hilbert basis generating C, let b be a vector
such that bx > 0 if x ∈ C\{0} (b exists because C is pointed). Suppose not every
integral vector in C is a nonnegative integral combination of vectors in H . Let c be
such a vector, with bc as small as possible (this exists, as c must be in the set P). As
c is not in H , c = c1 + c2 for certain nonzero integral vectors c1 and c2 in C. Then
bc1 < bc and bc2 < bc. Therefore c1 and c2 are nonnegative integral combinations of
vectors in H , and therefore c is also. 
A.2 Proof of the Hilbert-Serre Theorem.
Let C be a class of A-modules and let H be a function on C with values in Z. The
function H is called additive if for each short exact sequence
0→M ′
f
→M
g
→ M ′′ → 0
in which all the terms belong to C, we have
H(M ′)−H(M) +H(M ′′) = 0.
Proposition A.2.1 (proposition 2.11, [8]). Let 0→M0 →M1 → · · · →Mn → 0
be an exact sequence of A-modules in which all the modules Mi and the kernels of all
the homomorphisms belong to C. Then for any additive function H on C we have
n∑
i=0
(−1)iH(Mi) = 0.
Proof. The proof follows because every exact sequence can be split into short exact
sequences (see [8], Chapter 2). 
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For any A-module homomorphism φ of M into N , we have an an exact sequence,
0→ker(φ)→M
φ
→ N→coker(φ)→0,
where ker(φ)→M is the inclusion map and N→coker(φ) = N/im(φ) is the natural
homomorphism onto the quotient module [29].
Theorem A.2.1 (Theorem 11.1 [8],(Hilbert,Serre)). Let A =
⊕∞
n=0An be a
graded Noetherian ring. Let A be generated as a A0-algebra by say x1, x2, ..., xs, which
are homogeneous of degrees k1, k2, .., ks (all > 0). Let H be an additive function on
the class of all finitely-generated A0-modules. Let M be a finitely generated A-module.
Then the Hilbert-Poincare´ series ofM , HM(t) =
∑∞
n=0H(Mn)t
n is a rational function
in t of the form p(t)/Πsi=1(1− t
ki), where p(t) ∈ Z[t].
Proof. Let M =
⊕
Mn, where Mn are the graded components of M , then Mn is
finitely generated as a A0-module. The proof of the theorem is by induction on s, the
number of generators of A over A0. Start with s = 0; this means that An = 0 for all
n > 0, so that A = A0, and M is a finitely-generated A0 module, hence Mn = 0 for
all large n. Thus HM(t) is a polynomial in this case.
Now suppose s > 0 and the theorem true for s − 1. Multiplication by xs is an
A-module homomorphism of Mn into Mn+ks , hence it gives an exact sequence, say
0→Kn→Mn
xs→Mn+ks→Ln+ks→0. (A.3)
K =
⊕
nKn, L =
⊕
n Ln are both finitely generated A-modules and both are
annihilated by xs, hence they are A0[x1, . . . , xs−1]-modules. Applying H to A.3 we
have
H(Kn)−H(Mn) +H(Mn+ks)−H(Ln+ks) = 0;
multiplying by tn+ks and summing with respect to n we get
(1− tks)H(M, t) = H(L, t)− tksH(K, t) + g(t),
where g(t) is a polynomial. Applying the inductive hypothesis the result now
follows. 
Appendix B
In this chapter, we provide some basic algorithms to compute Hilbert bases, Hilbert-
Poincare´ series, and toric ideals. A knowledge of Gro¨bner bases is assumed. An
excellent introduction to Gro¨bner bases is given in [25]. Many available computer
algebra packages (for example Maple and CocoA) can compute Gro¨bner bases.
B.1 Algorithms to compute Hilbert bases.
We describe Algorithm 1.4.5 in [59] to compute the Hilbert basis of a cone CA = {x :
Ax = 0,x ≥ 0}.
Let A be an m × n matrix. We introduce 2n + m variables t1, t2, ..tm, x1, .., xn,
y1, y2, .., yn and fix any elimination monomial order such that
{t1, t2, ..tm} > {x1, .., xn} > {y1, y2, .., yn}.
Let IA denote the kernel of the map
C[x1, . . . , xn, y1, . . . , yn]→ C[t1, . . . , tm, t
−1
1 , . . . , t
−1
m , y1, . . . , yn],
x1 → y1
m∏
j=1
t
a1j
j , . . . , xn → yn
m∏
j=1
t
anj
j , y1 → y1, . . . , yn → yn.
We can compute a Hilbert basis of CA as follows.
Algorithm B.1.1 (Algorithm 1.4.5, [59]).
1. Compute the reduced Gro¨bner basis G with respect to < for the ideal IA.
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2. The Hilbert basis of CA consists of all vectors β such that x
β−yβ appears in G.
For example, let
A =

 1 −1
−2 2


To handle computations with negative exponents we introduce a new variable t
and consider the lexicographic ordering
t > t1 > t2 > x1 > x2 > y1 > y2.
We compute the Gro¨bner basis of IA = (x1 − y1t
3
1t
2, x2 − y2t
3
2t, t1t2t − 1) with
respect to the above ordering and get:
IA = (x1x2 − y1y2, t1y1 − t
2
2x1, t1x2 − t
2
2y2, t
3
2ty2 − x2, t
3
2tx1 − y1, t1t2t− 1)
Therefore, the Hilbert basis is {(1, 1)}.
See [59] for more details about this algorithm. See [38] for more effective algorithms
to compute the Hilbert basis.
B.2 Algorithms to compute toric ideals.
Computing toric ideals is the biggest challenge we face in applying the methods we
developed in this thesis. Many algorithms to compute toric ideals exist and we present
a few of them here.
Let A = {a1, a2, ..., an} be a subset of Z
d. Consider the map
pi : k[x] 7→ k[t±1] (B.1)
xi 7→ t
ai (B.2)
Recall that the kernel of pi is the toric ideal of A and we denote it by IA. The
most basic method to compute IA would be the elimination method. Though this
method is computationally expensive and not recommended, it serves as a starting
point. Note that every vector u ∈ Zn can be written uniquely as u = u+ − u− where
u+ and u− are non-negative and have disjoint support.
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Algorithm B.2.1. [Algorithm 4.5, [60]].
1. Introduce n + d+ 1 variables t0, t1, .., td, x1, x2, ..., xn.
2. Consider any elimination order with {ti; i = 0, . . . , d} > {xj; j = 1, . . . , n}.
Compute the reduced Gro¨bner basis G for the ideal
(t0t1t2...td − 1, x1t
a1− − ta1+, ...., xnt
an− − tan+).
3. G∩k[x] is the reduced Gro¨bner basis for IA with respect to the chosen elimination
order.
If the lattice points ai have only non-negative coordinates, the variable t0 is un-
necessary and we can use the ideal (xi − t
ai : i = 1, . . . , n) in the second step of the
Algorithm B.2.1.
To reduce the number of variables involved in the Gro¨bner basis computations, it
is better to use an algorithm that operates entirely in k[x1, . . . , xn]. We now present
such an algorithm for homogeneous ideals. Observe that all the toric ideals we face
in our computations in this thesis are homogeneous.
Recall that the saturation of an ideal J denoted by (J : f∞) is defined to be
(J : f∞) = {g ∈ k[x] : f rg ∈ J for some r ∈ N}.
Let ker(A) ∈ Zn denote the integer kernel of the d×n matrix with column vectors
ai. With any subset C of the lattice ker(A) we associate a subideal of IA:
JC := (X
u+ −Xu
−
: u ∈ C).
We now describe another algorithm to compute the toric ideal IA.
Algorithm B.2.2. [Algorithm 12.3 [60]].
1. Find any lattice basis L for ker(A).
2. Let JL := (X
u+ −Xu
−
: u ∈ L).
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3. Compute a Gro¨bner basis of (JL : (x1x2 · · ·xn)
∞) which is also a Gro¨bner basis
of the toric ideal IA.
From the computational point of view, computing (JL : (x1x2 · · ·xn)
∞) is the most
demanding step. The algorithms implemented in CoCoA try to make this step efficient
[14]. For example, one way to compute (JL : (x1x2 · · ·xn)
∞), would be to eliminate
t from the ideal H := JL + (tx1x2 · · ·xn − 1) but this destroys the homogeneity
of the ideal. It is well-known that computing with homogeneous ideals have many
advantages. Therefore, it is better to introduce a variable u whose degree is the sum
of the degrees of the variables xi, i = 1, . . . , n. We then compute the Gro¨bner basis of
the ideal H := JL+ (x1x2 · · ·xn− u) . Then a Gro¨bner basis for (JL : (x1x2 · · ·xn)
∞)
is obtained by simply substituting u = x1x2 · · ·xn in the Gro¨bner basis of H .
Another trick to improve the efficiency of the computation of saturation ideals is
to use the fact
(JL : (x1x2 · · ·xn)
∞) = ((. . . ((JL : x
∞
1 ) : x
∞
2 ) . . . ) : x
∞
n ).
Therefore we can compute the saturations sequentially one variable at a time.
See [15] for other tricks. We refer the reader to [60] for details and proofs of the
concepts needed to develop these algorithms and other algorithms. We now illustrate
Algorithm B.2.2 by applying it to an example.
Let A = {(1, 1), (2, 2), (3, 3)}. Consider the matrix whose columns are the vectors
of A 
 1 2 3
1 2 3

 .
Then kerA = {[−2, 1, 0], [−3, 0, 1]}. A lattice basis of kerA can be computed
using the software Maple, and we get a basis is
{[−1,−1, 1], [−2, 1, 0]}.
Therefore JL = (x3 − x1x2, x2 − x
2
1) and
(JL : (x1x2x3)
∞) = (x3 − x1x2, x2 − x
2
1, x
2
2 − x1x3)
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which is also IA.
Note that many available computer algebra packages including CoCoA can com-
pute saturation of ideals.
B.3 Algorithms to compute Hilbert Poincare´ series.
In this section, we will describe a pivot-based algorithm to compute the Hilbert
Poincare´ series [15]. Variations of this algorithm is implemented in CoCoA. Let k
be a field and R := k[x1, x2, ..., xr] be a graded Noetherian ring. let x1, x2, ..., xr
be homogeneous of degrees k1, k2, .., kr (all > 0). Let M be a finitely generated R-
module. Let H be an additive function on the class of R-modules with values in Z.
Then by the Hilbert-Serre theorem, we have
HM(t) =
p(t)
Πri=1(1− t
degxi)
.
where p(t) ∈ Z[t].
Let I be an ideal of R, we will denote
HR/I(t) =
< I >
Πri=1(1− t
degxi)
.
Observe that we only need to calculate the numerator < I > since the denominator
is already known.
Let y be a monomial of degree (d1, ..., dr) called the pivot. The degree of the pivot
is d =
∑r
i=1 di. Recall the definition of ideal quotients (J : f) [60]
(J : f) = {g ∈ k[x] : fg ∈ J}.
Consider the following short exact sequence on graded R-modules.
0→ R/(I : y)
y
→ R/I → R/(I, y)→ 0
which yields (since H is additive)
HR/I(t) = HR/(I,y)(t) + t
d(HR/(I:y))(t).
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This implies
< I >=< I, y > +td < I : y > . (B.3)
When I is a homogeneous ideal,
HR/I(t) = HR/in(I)(t),
where in(I) denotes the ideal of initial terms of I [25].
The pivot y is usually chosen to be a monomial that divides a generator of I so
that the total degrees of (I, y) and (I : y) are lower than the total degree of I. The
computation proceeds inductively.
We illustrate this algorithm with an example. Let R = k[x1, x2, . . . , xn] be the
polynomial ring. Let R =
⊕
d∈NRd where each Rd is minimally generated as a k-
vector by all the
(
n+d−1
d
)
monomials of degree d. Therefore,
HR/(0)(t) = HR(t) =
∞∑
d=0
dimRdt
d =
∞∑
d=0
(
n + d− 1
d
)
td = 1/(1− t)n.
Therefore we get < 0 >= 1. We will use this information to compute HR/(I)(t),
where I = (x1, x2, . . . , xn).
Let J = (x2, . . . , xn). Then, (J : x1) = J . Therefore by Equation B.3, we get
< (J, x1) >= (1− t
degx1) < J > .
That is,
< x1, x2, . . . , xn >= (1− t
degx1) < x2, . . . , xn > .
Now, choosing the pivot x2, x3, . . . , xn subsequently we get
< x1, x2, . . . , xn >=
∏
i=1,...,n
(1− tdegxi) < 0 > .
Now since < 0 >= 1, we get < x1, x2, . . . , xn >=
∏
i=1,...,n(1− t
degxi).
Therefore HR/(x1,x2,...,xn)(t) = 1.
See [15] for the effects of choosing different pivots in the algorithm and also for
other algorithms. LattE uses a different algorithm from the CoCoA algorithms [27].
Appendix C
And no grown-up will ever understand that this is a matter of so much importance! – Antoine
de Saint-Exupe´ry.
C.1 Constructing natural magic squares.
1
2
3
5
6
7
8
13
14
15
16
17
18
19 25
4 10
9
11
12
20
21
22
23
24
3     16   9    22   15
 8    21   142
1
6
20
25
24
7           13         19
3     16   9    22   15
11   4    17   10  23
4 10
5
12 18
11 17 23
 8    21   14
7           13         19
12    5    18
2
1
6
20
25
24
11   4    17   10  23
12    5    18   6 24
257            13    1   19
 8    21   14   2 20
3     16   9    22   15
11   4    17   10  23
24  12    5    18    6
7    25    13   1    19
20    8    21  14   2
3     16   9    22   15
Step 1 Step 2 Step  3
Step  4 Step  5
Figure C.1: Constructing natural magic squares with an odd number of cells [7].
When the entries of an n × n magic square are 1, 2, 3, ..., n2, the magic square
is called a pure magic square or a natural magic square. Methods for constructing
natural magic squares are known for every order. One of my favorite methods of
constructing a natural magic square with an odd number of cells is as follows: the
numbers 1 to n2 are written consecutively in diagonal columns as shown in Figure
C.1. The numbers which are outside the center square are then transferred to the
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empty cells on the opposite sides of the latter without changing their order to get a
magic square. This method is said to have been originated by Bachet de Mez´iriac
(see [7]).
A pair of numbers in the set {1, 2, ..., n2} which add to n2+1 is called complemen-
tary. A method for constructing magic squares with an even number of cells using
complementary pairs of numbers is as follows: write the number 1 . . . n2 consecutively
across rows. All entries except the numbers in the two main diagonals are then re-
placed by their complements to get a magic square (see Figure C.2). See [7] for details
of these methods and other methods of constructing natural magic squares. For more
recent developments in the construction of natural magic squares, see [13].
4
10 11
2           31
5 6 7 8
9 12
14          15 1613
1 4
6 7
10 11
15         14
 12                                   9
 8 5
3             213 16
Figure C.2: Constructing magic squares with an even number of cells [7].
C.2 Other magic figures.
A composite magic square is a magic square composed of a series of small magic
squares and an example is given in Table C.1. A concentric magic square is a magic
square that remains a magic square with borders removed. An example of a modifi-
cation of a concentric magic square devised by Frierson is shown in figure C.4.
A set of n magic circles is a numbering of the intersections of the n circles such
that the sum over all intersections is the same constant for all circles. Consider the
example of a die. It is commonly known that the opposite faces of a die contain
complementary numbers that always add up to 7. Consequently any band of four
numbers encircling a die gives a summation of 14 (see Figure C.5 A). These bands
form magic circles (see Figures C.5 B or C.5 C). A magic sphere is a sphere that
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71 64 69 8 1 6 53 46 51
66 68 70 3 5 7 48 50 52
67 72 65 4 9 2 49 54 47
26 19 24 44 37 42 62 55 60
21 23 25 39 41 43 57 59 61
22 27 20 40 45 38 58 63 56
35 28 33 80 73 78 17 10 15
30 32 34 75 77 79 12 14 16
31 36 29 76 81 74 13 18 11
Table C.1: A composite magic square [7].
28 21 26
23 25 27
24 29 22
35          13          14          32         31 
34
17
20
19         37        36         18          15
16
33
30
46         1           2            3           42         41        40
45
44
7
11
12
10        49          48         47           8           9           4
5
6
43
39
38
sum of the 5x5 square is 125
sum of the 7x7 square is  175
sum of the 3x3 square is 75
Figure C.3: A concentric magic square [7].
contains magic circles. The sphere in Figure C.5 A is a magic sphere.
A magic triangle is composed of three magic squares A, B, and C such that the
square of any cell in C is equal to the sum of the squares of the corresponding cells in
A and B. In other words the corresponding entries of the magic squares always form
a Pythagorean triple (c2 = a2 + b2). C is called the hypotenuse, and A and B are
called the legs of the magic triangle. An example is given in Figure C.6.
A magic star is a numbering of the intersections of a set of lines that form a star
such that the sum over every intersection is the same for each line (see Figure C.7 for
an example).
A magic carpet is a magic square in which a limited range of digits is used several
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71            1         51          32         50         2           80          3           79
21           41        61         56          26         13         69          25         57
 31          81         11         20          62         65         17          63         19
34           40         60          43         28         64          18         55          27
48           42          22         54        39          75           7          10         72
 33          53          15        68          16          44        58          77          5
49          29         67         14          66         24         38         59           23
 76            4          70         73          8           37         36         30         35
 6             78         12         9           74          45        46           47        52
sum of the 3x3  square is 123
sum of the 5x5 square is 205
sum of the 7x7 square is  287
sum of the 9x9 square is 369
Figure C.4: Variation of the concentric magic square [7].
1
6
3
4
2
5
1
6
5
2
3
4
1
6
52 4 3
A
B
C
Figure C.5: Magic circles and magic sphere of dice [7].
times.
A magic rectangle is an m × n matrix such that all its rows add to a prescribed
common sum, and all its columns add to the another prescribed sum. Therefore, a
magic rectangle has two magic sums: A magic column sum and a magic row sum.
Figure C.8 shows embeddings of magic squares in magic rectangles and vice versa
and such patterns are called ornate magic squares ([7]).
See [7] for more examples of magic figures. Needless to say, we sure can construct
and enumerate most of these magic figures with our methods.
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24
3
18
9
15
21
12
27
6 32
4
24
12
20
28
16
36
8
 40                         5                       30
15                       25                      35
20 45                      10
C
A B
Figure C.6: A Magic Triangle.
19
166 917
8
10
1315
7
Figure C.7: A Magic Star.
0 0 1 1
1 1 0 0
0 0 1 1
1 1 0 0
Table C.2: A magic carpet.
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0 0 1 1 0 0 1 1
1 1 0 0 1 1 0 0
0 0 1 1 0 0 1 1
1 1 0 0 1 1 0 0
0 0 1 1 0 0 1 1
1 1 0 0 1 1 0 0
0 0 1 1 0 0 1 1
1 1 0 0 1 1 0 0
Table C.3: A magic carpet made from the magic carpet in Table C.2.
25           1           23          6          10
12          14          3           20        16
 2           24         13          8          18
11           7          21          9           17
15          19          5          22           4
  2             7         15           6            5           13        12            4          8          11          10           3          9           14          1
 7            15          2            5           13         6             4            8         12         10          13        11          14           1            9
15          2            7          13           6           5           8           12          4           3           11         10          1            9          14
Figure C.8: Ornate magic squares [7].
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