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(1) $\{\begin{array}{l}\partial_{t}u(t,x)+\partial_{x}\{a(t,x,H(x\cdot.u(t)))\cdot u\}=\frac{1}{2}\partial_{x}\partial_{x}\{(b(t,x,H(x\cdot.u(t))))^{2}\cdot u\}u(0,x)=f(x)\end{array}$
$a(t,x, y),$ $b(t,x,y)((t,x,y)\in[0,T|\cross R^{1}\cross R^{1}),$ $f(x)$ $H(x)$
, $f(x)$
. ,
(2) $f(x)\geq 0$ , $\int_{-}^{\infty_{\infty}}f(x)dx=1$ .
(1)
(It\^o ) . ( (3)
$t,$ $x$ ) , , (1)
.)
(3) $\{\begin{array}{l}dX_{t}(\omega)=a(t,X_{t},H(X_{t}.u(t)))dt+b(t,X_{t},H(X_{t}.u(t)))dW_{t}X_{0}(\omega)=\xi(\omega)(\xi\sim f(x)dx)u(t,x)dx=P\{X_{t}\in[x,x+dx)\}\end{array}$


















$(1_{st})$ $\triangle=\{t_{k}=k\cdot h(h=T/N),k=0,1, \cdots, N\}$
(3) .
$(2_{nd})$ $\overline{X}_{0}=\xi(\omega)$ .





, $X_{t}$ u( x)




$f_{flJ}$ $Mu(t_{k}, dx)=\frac{1}{N_{0}}$ {Nr.of Samples $X_{k}^{i}\in[x,$ $x+dx),$ $(1\leq i\leq N_{0})$ }
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. $N_{0}arrow\infty$
$Mu(t_{k}, \cdot)arrow u(t_{k}, \cdot)$ $u(t_{k}, x)$
.
1 .
(4) $H(x;Mu(t))(=u(t,$ $x)$ ) $= \int_{-}^{\infty_{\infty}}H(x-y)Mu(t,$ $dy)$ .
, $H(x)$ .
, $N_{0}arrow\infty$ (3)(















(A,1) $a(t, x, u),$ $b(t, x, u)((t, x, u)\in[0, T]\cross R^{1}\cross R^{1})$ are uniformly (in t)
Lipschitz continuous in $(x, u)$
(A,2) $\exists C>0$ , $|a(t, x, y)|+|b(t, x, y)|\leq C(1+|x|+|y|)\forall(t, x, y)$ .
1 , Kernel .
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(A,3) $H(x)(x\in R^{1})$ .
(A,4) $\exists p\geq 1$ such that $E|\xi|^{2p}<+\infty$ .
(A,5) $a(t, x,u),$ $b(t,x, u)$ $t$ \alpha -H\"older, ;
$\exists C>0$ such that
$|a(t, x, u)-a(s, x, u)|+|b(t, x, u)-b(s, x, u)|\leq C|t-s|^{\alpha}$ .











, $(A,1)-(A,3)$ $\tilde{a}(\cdot),$ $\tilde{b}(\cdot)$
.
$(A, 1)’\exists C>0$ such that $|\tilde{a}(t, x)-\tilde{a}(t, y)|+|\tilde{b}(t, x)-\tilde{b}(t, y)|\leq C|x-y|$ .
$(A, 2)’\exists C>0$ such that $|\tilde{a}(t, x)|^{2}+|\tilde{b}(t, x)|^{2}\leq C(1+|x|^{2})$ .
(cf.[l])
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. Q.E. $D$ .
$(i.e.(3)arrow$ (5)$)$
( Kanagawa[2] )
Proposition 2 $\forall\epsilon>p$ ;
$E[ \max_{0\leq k\leq N-1}\sup_{t_{k}\leq t\leq t_{k+1}}|X_{t}-X_{t_{k}}|^{2p}]\leq h^{p}(\log\frac{1}{h})^{\epsilon}$, $(t_{k}=k .h, h=T/N)$
2.2. Euler-Maruyama . (3) .
(6) $\{Y_{t}(\omega)Y_{k_{h}^{h}+1}^{0_{h}}(\omega)Y(\omega)===\xi(\omega)Y_{k}k_{h^{+b(t,Y_{k^{h}},H(Y_{k^{h}}^{h_{k+1}}\cdot.M\overline{u}(t_{k})))}}^{h}(\omega)+a(t_{k},Y_{k^{h}},H_{k}(Y_{k}^{h}.\cdot M\overline{u}(t_{k}))_{[})_{t_{k},t)}Y(\omega)+\frac{t-t_{k}}{h}\cdot\triangle Y^{h},f^{k}ort\in$ . $\triangle_{k}W$
, $\triangle_{k}W=W(t_{k+1})-W(t_{k}),$ $\triangle_{k}Y^{h}=Y_{k+1}^{h}-Y_{k^{h}}$ $Mu(t)$
$Y_{t}^{h}(\omega)$ temporal distribution $\overline{u}(t, \cdot)$ $N_{0}$





. , Scheme Monte-Carlo Esti-
mator $M\overline{u}(t_{k}, \cdot)$






(H), $M\overline{u}(t_{k})=\overline{u}(t_{k},dx)+\epsilon_{h}(t_{k}, dx)$ ) $\epsilon_{h}(\cdot)$
random measure ;
$E( \int|\epsilon_{h}(t, dx)|)^{2p}<Ch^{2p\eta}$ , for some $\eta>0$ .
( ) (H)




, $\overline{c}(t,x)=c(t,x, H(x;M\overline{u}(t_{k})))$ $(c(\cdot)=a(\cdot),b(\cdot))$ .
Z. $h(\omega)$ Proposition 1
( , Ogawa[5] ).
Proposition 3.
(7); $E \{\sup_{0\leq t\leq T}|X_{t}-Z_{t}|^{2p}\}\leq Ch^{\gamma}$ , $\gamma=p\cdot(2\alpha\wedge 1\wedge 2\eta)$ .
Proposition 2 .
Theorem.
$\forall\epsilon>p$ $E( \sup_{0\leq t\leq T}|X_{t}-Y_{t}^{h}|^{2p})\leq Ch^{\gamma}\cdot(\log\frac{1}{h})^{\epsilon}$.
( ) $Y_{k}^{h}=Z_{k}^{h},$ $(\forall k)$ ,
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Proposition 2, 3
$E( \sup_{0\leq t\leq T}|X_{t}-Y_{t}^{h}|^{2p})$
$\leq CE[\max_{\leq 0k\leq N-1}\sup_{t_{k}\leq t\leq t_{k+1}}|X_{t}-X_{t}.|^{2p}+\max_{0\leq k\leq N-1}\{|X_{t_{k}}-Y_{k}^{h}|^{2p}+|Y_{k+1}^{h}-Y_{k}^{h}|^{2p}\}]$
$\leq C\{E(\max_{k}\sup_{t_{k}\leq t\leq t_{k+1}}|X_{t}-X_{t_{k}}|^{2p}) \dagger E(\max_{k}|X_{t_{k}}-Y_{k}^{h}|^{2p})\}$
$\leq C\{h^{\gamma}(\log\frac{1}{h})^{\epsilon}+h^{\gamma}\}\leq Ch^{\gamma}(\log\frac{1}{h})^{\epsilon}$ Q.E.D.
, , Monte-Carlo
estimator MZ ( $\eta$ )
. , Estimator
( ) \eta $=1/2$
, $a(t, x, u),$ $b(t,x, u)$ $t$
; $E \{\sup_{t}|X_{t}-Y_{t}^{h}|^{2p}\}\leq C$ . $h^{p}$ .
SDE (i.e. ) Euler
. , $\eta\leq 1/2$
.
.
Corollary. $\gamma>1$ , (A,4) $p(>1)$
, $\lim_{harrow 0}\sup_{t}|X_{t}-Y_{t}^{h}|=0$ , (P-a. $s.$ )
.
( ) , $\gamma>1$
$\sum_{N}(\log N)^{\epsilon}/N^{\gamma}$
,
$\sum_{N}\sup_{0\leq t\leq T}|X_{t}-Y_{t}^{h}|^{2p}<+\infty$ , (P-a. $s.$ ) , .
3, . { $Y_{k}^{h}$ ($k=0,1.\cdots$ , NO)}
.
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step $0$ Set $h:=T/N,$ $t_{k}$ $:=kh,$ $\triangle_{k}W$ $:=W(t_{k+1})-W(t_{k})$
step 1 Generate sufficiently many random numbers $\{\xi(\omega^{i});1\leq i\leq$
$N_{0}\}$ , each of which follows the same law $f(x)dx$ .
step 2 Set $Y_{0^{h}}(\omega^{i}):=\xi(\omega^{i}),$ $H(x; M\overline{u}(0)):=\int H(x-y)f(y)dy$
$\overline{c}(0, x)$ $:=c(O, x, H(x;\overline{u}(0))),$ $(c=a, b)$
step 3 Compute $Y_{k^{h}}(\omega^{i}),$ $(k\geq 1)$ by the formula
$Y_{k}^{h}=\overline{a}(t_{k-1}, Y_{k-1}^{h})h+\overline{b}(t_{k-1}, Y_{k-1}^{h})\Delta_{k-1}W+Y_{k-1}^{h}$ .
step 4 Compute Function, $H(x;M\overline{u}(t_{k}))$ $:= \sum_{i=1}^{N_{0}}H(x-Y_{k}^{h}(\omega^{i}))/N_{0}$
step 5 Compute Function, $\overline{c}(t_{k}, x)$ $:=c(t_{k}, x, H(x;M\overline{u}(t_{k})))$
step 6 Set $k=k+1$
step 7 Return to step 3 while $k\leq N$ .
, $u(t,x)$
?
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