W
e live in a world where the accelerated extinctions of species and changes in biodiversity are no longer disputed issues. Much effort has gone into quantifying biodiversity loss rates for particular animal and plant groups (1). Less clear, however, is the impact of such losses on ecosystems, especially when many different kinds of species of plants and animals are lost simultaneously (2). Yet policy-makers urgently need guidance on the effects of multispecies losses if they are to plan for and advise on the societal consequences of biodiversity changes. The ecological research community has been highly active in attempting to provide such guidance (3, 4) , but many challenges remain. Foremost among these is that most real extinction events are nonrandom with respect to species identity-some species are more likely to go extinct than others-whereas research studies often assume that extinctions are random. Two papers in this issue, by Solan et al. on page 1177 (5) and Zavaleta and Hulvey on page 1175 (6) , reporting on work in two very different types of ecosystem, reveal that the impact of nonrandom species extinctions on ecosystems is markedly different from that predicted by scenarios where extinctions are random. These studies bring us a step nearer to understanding the impact of nonrandom species losses on ecosystems and should help to provide policy-makers with a firmer basis for decision-making.
The two studies examine very different habitats (marine versus terrestrial), each with different kinds of organisms (sea-bed invertebrates versus grassland plants), different ecosystem processes (sediment biogeochemistry versus resistance to invasion by exotic species), and different types of experimental approaches (data analysis and modeling versus controlled experimentation). So it is all the more interesting, for scientists and policy-makers alike, that both papers arrive at the same conclusion: Nonrandom extinction events have impacts on ecosystems that are quite different from those predicted by scenarios that assume species extinctions occur at random.
Solan et al. (5) combine into an elegant model an extremely well-documented data set of invertebrate communities in marine sediments off the coast of Galway, Ireland (7). This fusion, facilitated by the BIO-MERGE initiative (8), enables the authors to predict what will happen to the cumulative effects of the small-scale sediment disturbances (bioturbation) caused by the movement, feeding, and respiration activities of all 139 species of clams, worms, sea urchins, brittle stars, and shrimps present in this system if species are lost through impacts such as overfishing, habitat destruction, and pollution. They scored each species for its body size, mobility, and mode of sediment mixing to calculate an index of bioturbation potential for different species combinations and for different degrees of species richness. In their model, either extinction scenarios could be random or losses could be ordered with respect to the sensitivity of species to environmental stress, body size, and abundance, traits that in turn reflect different kinds of impact (see the figure) .
Not surprisingly, both types of scenario reduced sediment bioturbation, but the order in which species disappeared had a greater overall impact on the ecosystem. One particular species of brittlestar (a relative of the starfish) was clearly a keystone species. Due to its high abundance, large body size, and high mobility, the loss of this brittlestar species affected bioturbation disproportionately. When this species disappeared, the ecosystem changed dramatically. In contrast, the loss of other species that were small or rare had only minor effects on the ecosystem. Thus, rare or small-bodied species are unable to compensate for declines in ecosystem processes when larger, more abundant species are lost, contrary to earlier suggestions. Clearly, the effects of biodiversity loss on ecosystem integrity will depend largely on the order in which species are lost, which in turn is determined by the susceptibilities of ecosystems to different types of stresses (overfishing, habitat fragmentation, and pollution).
In contrast to the modeling strategy used by Solan et Extinctions are rarely random in the real world. In the food web shown, the loss of biodiversity has a different impact depending on the trophic level, because the traits of these species that make them vulnerable to different impacts covary both between and within trophic levels. Thus, the body size (represented by the size of the circles) of top carnivore species tends to be larger than that of species at lower trophic levels (predators are usually larger than their prey). Similarly, there is a range of body sizes (and other traits) within each trophic level, and there are also more species represented at lower trophic levels. Traits such as body size and its covariates such as home range and tolerance to stress, together with differences in species richness between trophic levels, will determine the impact on ecosystems of different biodiversity loss scenarios. For instance, top predators with their large body size, low abundance, and large home range requirements are particularly vulnerable to habitat fragmentation/destruction, but may be less susceptible to contaminant stress, which affects smaller species disproportionately. In contrast, because of the higher species richness at lower trophic levels, there is more "insurance" against the effects of species losses, and these species may also have a greater capacity for adaptive change due to their shorter life-spans and faster turnover rates. With respect to species traits, extinction is unlikely to occur randomly (5, 6).
(6) adopted a highly controlled experimental approach. They used a relatively simple (21 species) assemblage of California grassland plants, which they arranged in treatment plots to provide a range of species richness. Half of the plots were challenged by an exotic invader, the yellow star thistle, to assess the resistance of the different communities to invasion (an ecosystem characteristic). Their experimental design constitutes a major advance over previous experiments on grassland systems in that the species richness treatments that they assembled represent plant communities at different stages of biodiversity loss and reflect nonrandom extinctions. The authors achieved this by applying nested subset analysis to a 4-year data set of spatial variation in plant communities in order to reveal those changes in richness that occur in a consistent, nested order. These changes were then reflected in the setup of the experimental plots.
The results were dramatic: Resistance to invasion by the thistle was tightly correlated with the species richness of the invaded community. These findings are completely at odds with the results of similar experiments in which species richness treatments were assembled randomly. The authors conclude that the consequences of species loss may be greater than that predicted on the basis of studies in which extinctions are assumed to occur randomly.
Both the Solan et al. and Zavaleta and Hulvey studies were motivated by the need to inject greater realism into analyses of how biodiversity affects ecosystems. Many of the high-profile studies in this area are concerned with the measurement of a response variable (ecosystem process) under conditions of different numbers of species assembled randomly and usually comprising a single trophic level. Although such research provides a bivariate plot of ecosystem integrity versus species richness, it is uncertain whether such relationships reflect what happens when species are lost from ecosystems. Controlled removal of species from species-rich assemblages to produce a lower level of richness would go a long way toward answering this question. Species removal, however, is fraught with practical obstacles and difficulties over interpretation of results, nothwithstanding the issue of random versus nonrandom extinctions.
These two studies illustrate how it is possible to use alternative approaches to tackle this aspect of the biodiversity-ecosystem dynamic more realistically, but much remains to be done. Zavaleta and Hulvey focus on a single trophic level (plants). Solan et al. concentrate on a community that comprises different trophic types, but this community does not capture the larger food web that includes fish and other consumers. Different ecological impacts will affect biodiversity differently at various trophic levels (see the figure) . The major challenge facing ecologists is to be able to advise policymakers about the effects of such combined losses on ecosystems throughout a food web. These two papers take us an important step nearer to achieving that goal.
P ERSPECTIVES

A
fter the unexpected discovery of high-temperature superconductors, it took almost a decade and a new class of experiments (1) to establish that their electronic nature was fundamentally different from that of conventional, low-temperature superconductors. Now, Nelson et al., on page 1151 of this issue, (2) have performed similar experiments on strontium ruthenate (Sr 2 RuO 4 ), a metallic superconductor that does not conform to either of the two types. In an experimental tour de force, the authors confirm that this ruthenate metal is the long-sought metallic analog of superfluid helium-3 ( 3 He).
In a superconductor, electron pairs move through the material without encountering any electrical resistance. The electrons move both as a pair and relative to each other. According to the original Bardeen-Cooper-Schrieffer theory (3), the pairing is caused by interactions between the electrons and the crystal lattice. The relative motion of the paired electrons can be described by an s-wave structure, corresponding to an angular momentum l = 0. Not long after this theory was developed, Kohn and Luttinger speculated that superconductors in which the electrons have finite angular momentum (l = 1 or higher) could also occur (4). It was unclear, however, how such an unconventional superconductor could be stabilized and how its unconventional nature could be proved.
Early efforts focused on the first question. It was proposed that pairing could arise from the exchange of spin or from fluctuations in the magnetization rather than from lattice vibrations. This idea received a boost when superfluidity was discovered in the early-1970s in liquid 3 He and was shown to be a pair condensate with p-wave symmetry (l = 1). Just like electrons, the 3 He isotope is a fermion (that is, no two 3 He atoms can occupy the same state at the same time). The 3 He condensate is called a superfluid rather than a superconductor simply because, in contrast to electrons, the helium atoms do not carry a charge.
However, the search for a metallic counterpart to superfluid 3 He remained fruitless at first. In the 1980s, superconductivity was observed in metals that did
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