Abstract-Metaheuristics, being tailored to each particular domain by experts, have been successfully applied to many computationally hard optimization problems. However, once implemented, their application to a new problem domain or a slight change in the problem description would often require additional expert intervention. There is a growing number of studies on reusable cross-domain search methodologies, such as selection hyper-heuristics, which are applicable to problem instances from various domains, requiring minimal expert intervention or even none. This paper introduces a new learning automata-based selection hyper-heuristic controlling a set of multiobjective metaheuristics. The approach operates above three well-known multiobjective evolutionary algorithms and mixes them, exploiting the strengths of each algorithm. The performance and behavior of two variants of the proposed selection hyper-heuristic, each utilizing a different initialization scheme are investigated across a range of unconstrained multiobjective mathematical benchmark functions from two different sets and the real-world problem of vehicle crashworthiness. The empirical results illustrate the effectiveness of our approach for cross-domain search, regardless of the initialization scheme, on those problems when compared to each individual multiobjective algorithm. Moreover, both variants perform significantly better than some previously proposed selection hyper-heuristics for multiobjective optimization, thus significantly enhancing the opportunities for improved multiobjective optimization.
I. INTRODUCTION
M ULTIOBJECTIVE optimization problems (MOPs) require simultaneous handling of various and often conflicting objectives during the search process. The solution methods designed for MOPs seek a set of "equivalent" solutions, each reflecting a tradeoff between different objectives.
There are distinct complexities associated with MOPs making the development of effective and efficient solution methods extremely challenging (e.g., very large search spaces, noise, uncertainty, etc.). Metaheuristics, in particular, multiobjective evolutionary algorithms (MOEAs) are the most commonly used search methods in the area of solving MOPs. One of the main advantages of MOEAs is that they are population-based techniques, capable of obtaining a set of tradeoff solutions with reasonable quality even in a single run [1] . Even though "optimality" cannot be guaranteed, empirical results indicate the success of MOEAs on a variety of problem domains, including planning and scheduling [2] , [3] , data mining [4] , and circuits and communications [5] . There are different types of MOEAs, each utilizing different algorithmic components during the search process and so perform differently. In the majority of the previous studies, individual MOEAs are designed and applied to a particular problem in hand. More on MOEAs and their applications to various multiobjective problems can be found in [6] .
On the other hand, there is a growing number of studies on selection hyper-heuristics which provide a general-purpose heuristic optimization framework for utilizing the strengths of multiple (meta)heuristics [7] . Selection hyper-heuristics control and mix low level (meta)heuristics, automatically deciding which one(s) to apply to the candidate solution(s) at each decision point of the iterative search process [8] . Raising the generality level of heuristic optimization methods is one of the main motivations behind the hyper-heuristic studies. The idea is, through automation of the heuristic search, to provide effective and reusable cross-domain search methodologies which are applicable to the problems with different characteristics from various domains without requiring much expert involvement.
Learning is key to develop an effective selection hyperheuristic with the adaptation capability. There are some recent studies looking into the interplay between data science techniques, particularly machine learning algorithms and selection hyper-heuristics leading to an improved overall performance. For example, Asta et al. [9] , [10] used tensor analysis as a machine learning approach to decide which low level heuristics to employ at different stages of the search process. In [11] , the feasibility and effectiveness of using reinforcement learning to improve the performance of metaheuristics and hyper-heuristics have been discussed in depth. Kheiri and Özcan [12] introduced an effective multistage hyper-heuristic for cross-domain search which first, reduces the low level heuristics to be used in the following stage based on a multiobjective learning strategy and then mixes them under a stochastic local search framework. More recently, computational intelligence techniques have been used as components of general purpose methods managing low level (meta)heuristics for overall performance improvement. For example, Zamli et al. [13] introduced a fuzzy inference selection-based hyper-heuristic which mixed and controlled four search operators, each derived from a different metaheuristic to solve a computationally hard problem of t-way test suite generation. However, the aforementioned studies all focus on single objective optimization. There have been some studies on combining the strengths of multiple MOEAs with the aim of providing a better overall performance for multiobjective optimization under a selection hyper-heuristic framework (e.g., [14] and [15] ). From this point onward, we will refer to such selection hyper-heuristics as multiobjective hyper-heuristics (MOHHs).
In this paper, we present a new learning automatabased selection hyper-heuristic framework with implementation of two variants, learning automata-based hyper-heuristic (HH-LA) and learning automata-based hyper-heuristic with a ranking scheme initialization (HH-RILA) for multiobjective optimization. Both selection hyper-heuristics mix and control a set of three well-known MOEAs: 1) nondominated sorting genetic algorithm (NSGA-II) [16] ; 2) strength Pareto evolutionary algorithm 2 (SPEA2) [17] ; and 3) indicator-based evolutionary algorithm (IBEA) [18] . The learning automaton acts as a guidance for choosing the appropriate MOEA at each decision point while solving a given problem. The proposed two variants of selection hyper-heuristics mainly differ in their initial set-up process. HH-LA employs all three low level MOEAs and gives an equal chance initially to each algorithm making a random start. HH-RILA applies a ranking scheme which eliminates the relatively poor performing MOEA(s) and uses the remaining MOEAs in the improvement process (Section III-A). The performance of the proposed hyper-heuristics are investigated against a variety of other multiobjective approaches across a range of multiobjective problems, including well-known benchmark functions and a real-world problem of vehicle crashworthiness. The empirical results indicate the effectiveness and generality of the proposed hyper-heuristics with novel components.
The rest of this paper is organized as follows. Section II introduces some essential concepts of MOPs, selection MOHHs as well as learning automata and provides background for vehicle crashworthiness. Section III presents the details of the proposed method which embeds three novel components. First, the learning automaton component designed for multiobjective optimization operates in a nontraditional way as explained in Section III-B. The second component, as described in Section III-C supports the development of a two-stage metaheuristic selection approach based on the information obtained from the learning process, enabling the use of two different metaheuristic selection methods at different stages. The third component as described in Section III-D adaptively decides when to switch to another MOEA depending on a tuned improvement threshold parameter. The parameter tuning and setting are included in Section IV, as well as the discussion and analysis of the experimental results. Section V concludes this paper and provides directions for future work.
II. BACKGROUND

A. Related Work on Multiobjective Selection Hyper-Heuristics
MOEAs and other multiobjective approaches aim to identify true Pareto fronts (PFs), i.e., equal quality optimal tradeoff solutions. If the true PFs are unknown, then MOEAs are used to generate "good" approximations [19] . The majority of the multiobjective approaches contain certain algorithmic components to achieve the following key goals [1] : 1) preserve nondominated solutions; 2) progress toward the true PFs; and 3) maintain a diverse set of solutions in the objective space.
WFG [20] and DTLZ [21] are two widely used test suites in the MOEA literature that provide benchmark functions with various characteristics. The comparison of different PFs obtained from different MOEAs is not trivial because multiple aspects should be considered, such as convergence (how close the final fronts to the true PFs are) and diversification (how dispersed the obtained fronts are) capabilities. There are a variety of performance indicators including the convergence indicators, such as hypervolume and + [19] . Hypervolume measures the size of objective space covered by the resultant front with respect to a reference point, while + is the minimum distance that a solution front needs to move in all dimensions to dominate the reference front. As for diversification, the most commonly used indicators include spread [16] and generalized spread [22] which extends spread to higher than two dimensions. Generalized spread is computed based on the mean Euclidean distance of any nearest pairs of neighbors in the nondominated solution set. The smaller the value, the better the spread of the resultant front. More analysis and review of various performance indicators for MOEAs can be found in [19] .
Designing, implementing, and maintaining a (meta)heuristic for a particular problem is a time-consuming process requiring a certain level of expertise in both problem domain and heuristic optimization. Once implemented, application of a metaheuristic to a new problem domain or even a slight change in the problem description would often require the intervention of an expert. This is basically due to the fact that metaheuristics are often customized for a particular problem domain (benchmark). On the other hand, hyper-heuristics have emerged as automated general-purpose cross-domain optimization methods with reusable components which can be applied to multiple problem domains/benchmarks with the least modification [7] . Dealing with multiple problem domains and problem instances means dealing with various scales of objective values, making it extremely difficult to compare the crossdomain performances of algorithms. Which method to use for performance comparison of hyper-heuristics across multiple problem domains (distributions/benchmarks) and how the performance comparison should be done are still open issues in the hyper-heuristic research. Currently, there are two commonly used metrics in the area: 1) formula 1 ranking [9] , [12] and 2) μ norm [23] , [24] . In this paper, we preferred the latter one (details are in Section IV-B) which is a more informative metric taking into account of the mean performance of algorithms using normalized performance indicator values over a given number of trials on the instances from multiple problem domains/benchmarks.
The focus of this paper is on selection hyper-heuristics which choose and apply from a set of low level (meta)heuristics at each decision point of the search [8] . A key component in a selection hyper-heuristic is the (meta)heuristic selection method which should be capable of adapting itself depending on the situation to choose the appropriate low level (meta)heuristic at each decision point. Hence, learning is a crucial component of (meta)heuristic selection methods. Additionally, move acceptance technique is another key component of selection hyper-heuristics [25] , [26] , which determines whether or not newly generated solution(s) should be accepted as the input solution(s) to the next step/stage. The majority of the previous studies on selection hyper-heuristics focus on optimization of single objective problems. Still, there are a few studies on multiobjective selection hyper-heuristics investigating either the use of selection hyper-heuristics controlling multiple operators or mixing multiple multiobjective metaheuristics.
Hitomi and Selva [27] presented a selection hyper-heuristic (HH-AP) using an online learning heuristic selection method based on adaptive pursuit [28] managing five domain-specific perturbation operators. HH-AP is utilized for solving a multiobjective design problem for an Earth observation satellite system. Vázquez-Rodriguez and Petrovic [29] proposed a hyper-heuristic which mixes four different indicators, each from a well-established MOEA, including NSGA-II, SPEA2, and two IBEA variants to rank individuals for mating. An indicator gets selected depending on the associated probability for each individual and four subpopulations are constructed. Mating occurs within each subpopulation using binary tournament selection and eventually, four offspring pools are formed constituting to the new population. The indicator probabilities are maintained during the search via mixture experiments based on a statistical model. Kumari and Srinivas [30] , [31] incorporated a roulette wheel-based heuristic selection mechanism [32] into their MOHH evolutionary algorithm to select low level mutation operators. Guizzo et al. [33] developed a hyper-heuristic based on two heuristic selection methods (choice function [14] and multiarmed bandit [34] ) for choosing from multiple mutation and crossover operators during the search for the multiobjective integration and test order problems [35] .
Some offline learning techniques have also been seen in recent MOHHs studies, e.g., genetic programming techniques in [36] - [40] , grammatical evolution in [41] and [42] , and topdown induction of decision trees in [43] .
On the other hand, there are a few studies on multiobjective search methods that make use of multiple MOEAs. Vrugt and Robinson [44] proposed a multialgorithm genetically adaptive multiobjective (AMALGAM) method performing cooperative search using various MOEAs. AMALGAM executes all MOEAs simultaneously, each with a separate subpopulation at each step, and a pool of offspring gets generated by each MOEA. Those offspring pools from MOEAs are merged to form the new population. Afterwards, fast nondominated sorting is applied to the union of the new and previous populations to choose the elite solutions surviving to the next generation. The size of the subpopulation for each MOEA gets updated adaptively based on the number of surviving solutions from each MOEA. The search continues until a set of termination criteria is satisfied. Maashi et al. [14] introduced a powerful online learning selection hyper-heuristic for multiobjective optimization, namely choice function-based MOHH (HH-CF) and managing NSGA-II, SPEA2, and MOGA [45] . The proposed choice function maintains an adaptively changing score for each low level MOEA during the search process based on two key components: 1) individual performance and 2) time elapsed since the last call of an MOEA. The former component uses four different indicators, including hypervolume, uniform distribution, ratio of nondominated individuals, and algorithm effort [46] . It is for exploitation, advocating the invocation of the most successful MOEA with the highest score repeatedly, while the other component is for exploration, giving a chance to the MOEAs which were used the least. The MOEA with the top score is always chosen and applied at each decision point. The results in [14] show that HH-CF outperforms not only the three underlying MOEAs which are executed individually, but also AMALGAM and a random hyper-heuristic on the majority cases of bi-objective WFG benchmark functions.
In this paper, we focus on online learning techniques as a part of selection MOHHs. It has already been observed that different MOEAs show strengths with respect to different metrics on different MOP domains [47] . The learning ability for detecting the best performing (meta)heuristic and/or identifying the synergetic (meta)heuristics [10] , [48] over time is crucial to design an effective selection hyper-heuristic. Hence, it is reasonable to incorporate different MOEAs within an online learning selection hyper-heuristic framework for improving the cross-domain performance of the overall approach which can benefit from adaptively switching between those MOEAs over time.
HH-CF [14] is one of the best performing online learning MOHHs, to the extent of our knowledge. Similar to HH-CF, the proposed hyper-heuristics can also perform exploration and exploitation. A major difference is that the online learning method is based on learning automata within our selection hyper-heuristics for multiobjective optimization. Additionally, there is an adaptive mechanism to ensure that the balance between the exploration and exploitation is maintained based on the information gathered by this machine learning technique during the search. A variant of learning automata was embedded into a single-objective hyperheuristic, i.e., AdapHH [48] which won the CHeSC competition 1 across six problem domains: 1) max-SAT; 2) bin packing; 3) personnel scheduling; 4) flow shop; 5) traveling salesman problem; and 6) vehicle routing problem. The importance of learning in selection hyper-heuristics and the success of AdapHH in solving single objective optimization problems motivated us to employ an online learning mechanism within our MOHHs for cross-domain search.
B. Learning Automata
Learning automata, introduced by Tsetlin [49] as a reinforcement learning method, has been used in a range of fields, including pattern classification [50] and signal processing [51] . A learning automaton performs an action and then classifies it as desirable or not based on a reinforcement signal (negative/penalty or positive/reward) from the environment [52] . The learning scheme then updates the reward or penalty on this action depending on the reinforcement signal. The set of actions processed by learning automata is problem dependent and varies from one application to another, for example, it could be choices of a parameter value in [50] , heuristics in [51] , or partitions in [53] .
More formally, a learning automaton is defined as a quadruple (A, β, p, and U), where A is the action set, β (equals to 0 or 1) represents the (penalty or reward) feedback or reinforcement signal obtained from the environment after taking the chosen action a i at a given time t, p is the (action) selection probability vector, where each entry indicates the probability of an action being selected, and U is the update scheme. The action set A is commonly considered to be a finite set, i.e., A = {a 1 , a 2 , . . . , a r }. Thus, the traditional model of a learning automaton is referred to finite action learning automaton [52] , which is denoted as LA in this paper. At a given time (t), the action selection method chooses an action (say, a i ) based on p. After the selected action a i is performed, p is updated by the scheme U as defined in (1) and (2) using the feedback β(t) received from the environment. The sum of all selection probabilities in p is always equal to 1.
If a i is the action chosen at time step t
For other actions a j = a i
The parameters λ (1) and λ (2) are the reward and penalty rates, respectively. When λ (1) = λ (2) , the model is referred as linear reward-penalty (L R−P ). In case of λ (2) = 0, it is referred to as linear reward-inaction (L R−I ). If λ (2) < λ (1) , it is called linear reward--penalty (L R− P ).
C. Vehicle Crashworthiness Problem
In the automotive industry, crashworthiness refers to the ability of a vehicle and its components to protect its occupants during an impact or crash [54] . The crashworthiness design of vehicles is of special importance, yet, highly demanding for high-quality and low-cost industrial products. The structural optimization of the vehicle design involves multiple criteria to be considered. Liao et al. [55] presented a multiobjective model for the vehicle design which minimizes three objectives: 1) weight (mass); 2) acceleration characteristics (A in ); and 3) toe-board intrusion (intrusion). More specifically, the weight of the vehicle is to be minimized for enabling economic mass production. An important goal of the vehicle design is to reduce any potential harm to occupant(s). When the front of a vehicle hits an object, it first begins to decelerate by the impact. The velocity decreases to zero when the vehicle comes to a halt. As the vehicle begins to bounce back, the velocity increases. This acceleration can cause head injuries to occupant(s) and be dangerous to other road users, because the vehicle is now moving in the opposite direction. To reduce the acceleration due to collision and possible head injuries to occupants caused by the worst scenario of the acceleration pulse [56] , minimizing an integration of collision acceleration between 0.05-0.07 s in the "full frontal crash" is set as the second objective. Another mechanical injury to occupants may come from the toe-board intrusion during the crash. It could hurt the knee trajectories of occupants and influence the steering of the vehicle. Therefore, minimizing the toeboard intrusion in the 40% offset frontal crash is chosen as the third objective. The decision variables are the thickness of five predefined reinforced points, say x 1 -x 5 , around the frontal structure of a vehicle. Each decision variable is between 1 and 3 mm. The vehicle crashworthiness problem (VCP) model is formulated as follows: + 0.1764x 2 4 (5) Intrusion = −0.0551 + 0.0181x 1 
Apart from the original problem instance requiring optimization of all the three objectives, we formed additional instances by considering pairs of objectives leading to four VCPs, including VC1: minimize {Mass, A in , Intrusion}, VC2: minimize {Mass, A in }, VC3: minimize {Mass, Intrusion}, and VC4: minimize {A in , Intrusion} for this paper.
III. METHODOLOGY
The proposed learning automata-based MOHH framework enabling control of multiple MOEAs operates as illustrated in Algorithm 1. First, given a set of MOEAs (H), the initialization process takes place to set up the relevant data structures (line 1). Our learning automaton requires the maintenance of a transition matrix (P) which describes the selection probabilities of metaheuristics transitioning from the previously h i ← SelectMetaheuristic(P, A); end end selected metaheuristics. At the end of initialization step, the transition matrix is set up and a subset or full set of MOEAs (A) is determined as the input of the following learning scheme, as well as the input heuristic (h i ) and population (Pop curr ) (see Section III-A).
The chosen MOEA (h i ) is applied (line 3) to the incumbent set of solutions (Pop curr ) to the problem instance dealt with for a fixed number of generations/iterations (g), producing a new set of solutions (Pop next ). The new population then replaces the current population (line 4). If the conditions of switching to another metaheuristic (line 5) are satisfied, the reinforcement learning scheme updates the transition matrix (line 6) based on the feedback received during the search. Afterwards, the selection mechanism makes use of the updated transition matrix (P) to decide which MOEA (h i ) to run in the next iteration. Then all those steps are repeated until the termination criteria are satisfied.
The framework consists of four key components: 1) initialization process; 2) reinforcement learning scheme; 3) metaheuristic (action) selection method; and 4) the method deciding when to switch to another metaheuristic. Two MOHHs, referred to as HH-LA and HH-RILA are designed under this framework in this paper. HH-LA and HH-RILA differ only in their initialization processes. The remaining components are the same. The following sections describe each component in detail.
A. Initialization
HH-LA utilizes all r MOEAs and the transition matrix P is initially created so that each MOEA has the same probability of being selected, i.e., 1/r. The initial population for HH-LA is generated randomly.
HH-RILA uses a more elaborate initialization process. We propose a ranking scheme to form a reduced subset of MOEAs, eliminating the ones with relatively poor performance. The ranking process begins with running each MOEA successively for a number of stages. The number of stages is set to the number of low level metaheuristics for giving each MOEA an equal chance to show its performance. Initial population is generated randomly. The resultant population obtained at the end of each stage is directly fed into the following stage for each MOEA. The hypervolume values for all resultant populations obtained at the end of each stage from each MOEA is computed based on the normalized objective values, i.e., (
) for the ith objective, where the extreme objective values for each dimension, i.e., f max i , f min i are updated using the maximum and minimum values found so-far by all MOEAs. This process enables performance comparison of all MOEAs with respect to hypervolume for all stages. Then we count the number of stages (frequencies), denoted as Frq best (h i ) (the higher, the better) that each MOEA becomes the best performing algorithm out of all stages. These counts are then used for ranking all MOEAs. If more than one MOEA has the same rank, ties are broken using the diversification indicator of generalized spread (the smaller, the better). Then MOEA(s) that rank worse than the median MOEA get excluded from the low level MOEA set. For example, if h 3 becomes the top ranking metaheuristic in all three stages, while h 1 and h 2 do not in any of the three stages, then Frq best (h 1 ), Frq best (h 2 ), and Frq best (h 3 ) are 0, 0, and 3, respectively. Consequently, the rank of each MOEA with respect to normalized hypervolume is 2, 2, and 1. Suppose h 1 has a smaller generalized spread value than h 2 , then final ranks of h 1 , h 2 , and h 3 are 2, 3, and 1, respectively. Eventually, h 2 gets excluded from the following stage of the learning process.
Then HH-RILA operates as HH-LA with a reduced subset of low level MOEAs for the remaining search process using the final population from the best ranking MOEA as input.
B. Reinforcement Learning Scheme
The reinforcement learning scheme sits at the core of the metaheuristic selection process. The system learns a mapping (or policy) from situations to actions through a trial-anderror process with the goal of maximizing the overall reward. To explore the possible cooperation among different action pairs, the learning scheme in this paper updates the transition probability (p (i,j) ) from a preceding action (a i ) to a given successor (a j ), depending on the performance after applying a j . The chosen heuristics logically form a chain of a heuristic sequence as the search progresses. Although there are previous studies [9] , [48] , [57] - [59] using some notion of transition probabilities to keep track of the performance of heuristics invoked successively, none of them employed the same reinforcement learning scheme as we proposed. More importantly, all the previously mentioned algorithms were tested on single objective optimization problems under a single pointbased search framework managing move operators rather than metaheuristics.
In the proposed learning scheme, an action (say h i ) corresponds to the selection of an MOEA, and the tth time step is analogous to the tth decision point when an MOEA is selected and applied to the tradeoff solutions in hand. The linear reward-penalty scheme is used to update the transition probability from h i to h j at time (t + 1), i.e., p (i,j) (t + 1). The update is performed as provided in (7) and (8) [52] . The value of β(t) is set to 1 for positive (or preferable) feedback, 0 otherwise.
If the successor metaheuristic h j of h i is selected
For the rest of the metaheuristics that are not chosen, indexed as l, where l = j
We use the "change in the hypervolume value" measured before and after selecting and applying an MOEA for rewarding/penalising during the learning process for two reasons. First, hypervolume is the only known unary Pareto compliant indicator [19] , [60] , i.e., if a PF P1 dominates P2, the indicator value of P1 should be better than that of P2. Second, theoretical studies show that maximizing the hypervolume indicator during the search is equivalent to optimizing the overall objective leading to an optimal approximation of the true PF [61] , [62] .
Due to the nonstationary nature of the search process, it is reasonable to give more weight to the recent rewards than the long-past ones. One of the common ways of doing this is to discount the past reward at a fixed ratio (α) [63] . The reward is denoted as Q (i,j) (k + 1), meaning the estimated action value of the transition pair (h i , h j ) occurring its (k + 1)th times at the tth decision point
where r (i,j)(k+1) is the current reward obtained by pair (h i , h j )
where v j (t) is the hypervolume obtained by executing the action h j at the current tth decision point and v i (t − 1) is the hypervolume obtained by action h i at the (t − 1)th decision point. α is commonly fixed as 0.1 [63] as in this paper. The hypervolume here is computed in the normalized objective space as described in Section III-A. Given the varying performance of each MOEA pair (h i , h j ) during the search, instead of fixing the reward and penalty rates of λ (i,j) , it is adaptively updated using the estimated action value of each transition pair (Q (i,j) ) at each decision point. The calculation of λ is used to update both reward and penalty rates as follows:
where m is fixed as small positive multipliers (e.g., 2) to amplify the effect of the estimated action value Q (i,j) (t) on the reward/penalty parameter. Due to the nature of the search space and amplifying multipliers, it is possible that the adaptive reward and penalty rates (λ (i,j) (t)) can get out of the [0, 1] range and so the transition probabilities. In such cases, the value of λ (i,j) (t) is reset to the closest extreme value (0 or 1) ensuring that it stays within the range.
C. Metaheuristic Selection Method
In reinforcement learning, in order to take an action (i.e., choosing a metaheuristic), a selection method is required. This method is normally based on a function of the selection probabilities (utility values) to select an action at a given certain point. Several selection methods are commonly used in the scientific literature, such as roulette wheel, or greedy [63] . Those methods differ when exploring new actions and exploiting the knowledge obtained from the previous actions. The roulette wheel selection method chooses an action with a probability proportional to its utility value. The advantage of this method is its straightforwardness and it does not introduce any extra parameters. However, it has less chance to exploit the best-so-far actions when compared to the other selection methods, in particular when the selection probabilities of actions are similar. The greedy selection method only chooses the action with the highest selection probability. As a drawback, this method could overlook the other potentially good performing actions which might give higher rewards in the later stages. Further details on different selection methods can be found in [63] . Each selection method has its strengths and weaknesses. To exploit the merits of both roulette and greedy selection methods, we propose a new selection method, named as -RouletteGreedy selection. The main idea is that the selection method first focuses on exploring different transition pairs by performing a certain number of trials to get a better view of the pairwise performances of metaheuristics at the early stage. Then, the selection method becomes more and more greedy exploiting the accumulated knowledge.
The proposed selection method works as follows. The exploration phase parameter τ is fixed to a value in [0, 1]. During the first τ n totalIter iterations, where n totalIter is the total number of iterations, roulette wheel selection is solely used to choose an action (say, h j ) out of all the possible successors of action h i based on the transition probability p (i,j) . Following this exploration phase, the probability of applying the greedy selection method is increased linearly by the formula τ +(1.0−τ )n iter /n totalIter , where n iter denotes the number of iterations has passed since the beginning of the algorithm. We randomly generate a value between 0 and 1. If that value is less than or equal to , the best action (with the highest transition probability from the previously selected action) is chosen to be performed at the next decision point. If the random value is greater than , the next action is selected by roulette wheel selection method.
D. Switching to Another Metaheuristic
In this paper, we propose a threshold method to stop the application of a selected MOEA (h i ) repeatedly, enabling the hyper-heuristic to switch to another MOEA, adaptively. A selected metaheuristic is applied as long as there is an improvement in the hypervolume as compared to the previous iteration above an expected level. Hence, application of the selected MOEA halts if the hypervolume improvement δ(v iter ) is less than a threshold value of v at a given iteration, or the maximum number of iterations (denoted as K) for applying a low level MOEA is exceeded. The hypervolume improvement (change) δ(v iter ) is computed as (v iter −v (iter−1) )/v (iter−1) , where v iter is the hypervolume of the tradeoff solutions obtained after the application of h i at the current iteration, and v (iter−1) is the hypervolume obtained from h i at the previous iteration.
IV. COMPUTATIONAL EXPERIMENTS
The proposed multiobjective selection hyper-heuristics, HH-LA and HH-RILA controlling three low level MOEAs {NSGA-II, SPEA2, and IBEA} are studied using a range of three-objective benchmark functions from the WFG [20] and DTLZ [21] test suites. The number of stages in the initialization for HH-RILA is set to 3. The performances of HH-LA and HH-RILA are not only compared to each individual low level MOEA, but also to random choice hyper-heuristic (HH-RC) serving as a reference approach utilizing no learning as well as the online learning hyper-heuristic of HH-CF [14] using the same set of low level MOEAs. The jMetal software platform [64] embedding implementations of the WFG and DTLZ problems and three low level MOEAs are used for the development of all the algorithms experimented within this paper.
A. Experimental Settings
Each experiment with an algorithm is repeated for 30 times on each problem instance. The WFG and DTLZ benchmark functions are all parameterized. Each WFG benchmark function has 20 distance and four position (total 24) parameters, while DTLZ1, DTLZ2-DTLZ6, and DTLZ7 have 7, 12, and 22 parameters, respectively. Those parameter values are fixed as in [20] for the WFG and [21] for the DTLZ problems.
It is commonly known that the performance of metaheuristics can be improved through parameter tuning, that is, detecting the best settings (configuration) for the algorithmic parameters [65] , [66] . Considering the large set of parameters and their values associated with the proposed hyper-heuristics and MOEAs used in this paper, it is not feasible to test all the combinations of settings considering the immense amount of required computational budget. Instead, parameters of HH-LA and HH-RILA are tuned based on the Taguchi experimental design [67] . Whereas, the recommended configurations and parameter settings are used for all the other algorithms, including MOEAs [16] , [17] , [68] , [69] and HH-CF [14] from the scientific literature. Simulated binary crossover and polynomial mutation [70] are used as the MOEA operators. The distribution parameters of the crossover and mutation operators are fixed as {η c = 20.0} and {η m = 20.0}, respectively. The crossover and mutation probabilities are set to {p c = 0.9} and {p m = 1/n p }, where n p is the number of parameters. Parents are selected using the binary tournament operator [71] . The maximum number of solution evaluations for each WFG and DTLZ problem is set to 50 000 and 100 000, respectively [68] .
This particular setting is always maintained for all algorithms tested in this paper for a fair performance comparison between them. The population and archive sizes are both fixed as 100 for MOEAs. The number of iterations for HH-CF and HH-RC is set to the recommended value of 25, and intensification parameter of HH-CF to 100 [14] . The number of generations for each iteration is fixed as g = 10 for HH-LA and HH-RILA.
For a fair comparison, the number of evaluations used for the initialization in HH-RILA are deducted from the total. As mentioned above, parameters of the proposed hyper-heuristics are tuned for an improved performance. The parameter tuning experiments and sensitivity analysis of each parameter for HH-LA and HH-RILA are provided in the following section.
B. Parameter Tuning of HH-LA and HH-RILA and Sensitivity Analysis
Our multiobjective selection hyper-heuristics contains four main parameters: 1) exploration phase τ ; 2) reward/penalty multiplier m; 3) maximum number of iterations K for applying a low level MOEA; and 4) hypervolume improvement threshold v . Five different values for each parameter are considered: τ ∈ {0.1, 0.3, 0.5, 0.7, 0.9}, m ∈ {1.0, 1.5, 2.0, 2.5, 3.0}, K {1, 2, 3, 4, 5}, and v ∈ {0.0, 0.0025, 0.005, 0.0075, 0.01}. Even with this sample of five settings for each of the four parameters, 625 parameter tuning experiments would have been required for testing all combinations of the parameter settings. In this paper, the Taguchi orthogonal arrays experimental design method [67] , [72] is used for parameter tuning. Sampling the configurations based on the orthogonal array, denoted as L 25 , reduces the number of parameter tuning experiments to 25 configurations for each algorithm, which are tested on the benchmark functions.
The measurement used during the tuning experiments is μ norm . The original μ norm is defined for the minimization problems. Since we are maximizing hypervolume, we slightly modify the formulation of μ norm as follows. Let S (x,n) be the set of hypervolume (30 hypervolume values in our case resulting from 30 trials) obtained by an algorithm x, where x ∈ X on a problem n, where n ∈ N; X and N are the sets of algorithms and problems, respectively. Let S min n = MIN ∀s∈S (x,n) ,∀x∈X be the minimum and S max n = MAX ∀s∈S (x,n) ,∀x∈X be the maximum hypervolume obtained by all the algorithms on a problem n. The normalized hypervolume of an algorithm x on a problem n is computed as f norm n) ) serves as the measurement for the tuning experiments. The lower the μ norm (x) value, the better the performance of the algorithm x.
The main effects plots in Fig. 1 indicate the mean effect of each parameter setting on the performances of HH-LA and HH-RILA. The parameter setting that achieves the lowest mean μ norm averaged across all trials using that setting regardless of the remaining parameter settings would be the best value for that parameter. Thus, the best configuration for HH-LA is {τ = 0.5, m = 2.5, K = 3, v = 0.0075}, and for HH-RILA is {τ = 0.9, m = 3.0, K = 3, v = 0.0075}. Both settings are used in this paper for the rest of the experiments. Analysis of variance (ANOVA) [73] test is performed to observe how sensitive the performance of proposed hyperheuristics to the parametric settings is by looking into the significance and contribution (in percentage) of each parameter. Table I shows that exploration phase parameter τ has the most significant influence on the performance of both HH-LA and HH-RILA at a significance level of 5% (i.e., p-value < 0.05). The parameter τ has the highest percentage contribution of 43.93% and 53.61% to the performance of HH-LA and HH-RILA, respectively. The reward/penalty multiplier m also significantly contribute to the performance of HH-LA with the second largest percentage contribution of 25.75%, while this parameter has almost no contribution (3.16%) to the performance of HH-RILA. The remaining two parameters are not significantly influential on the performance of either proposed hyper-heuristics.
C. Experimental Results on WFG and DTLZ
In this section, we use hypervolume as the main performance indicator. One-tailed Wilcoxon rank-sum test (also known as Mann-Whitney U test) is applied based on the raw hypervolume values obtained from 30 trials of each algorithm to test if there is a statistically significant performance difference between a pair of algorithms. The significance level is set to 5%. The reference (or nadir) point (denoted as r) for the WFG and DTLZ benchmark problems are chosen as follows. For each WFG problem, the reference point is set as r i = 2i + 1, where i = 1, 2, . . . , k is the index of the objective and k is the total objective number. Thus, for each WFG problem, the reference point is (3, 5, 7) . The reference point for DTLZ problems is set as r i = 0.5 for DTLZ1, r i = 1.0 for DTLZ2-DTLZ6, and r i = 1.0 if i < k, otherwise, r k = 2k for DTLZ7.
The convergence indicator + is utilized as an additional performance comparison indicator. We notice that in some cases, the performance differences between algorithms are not distinguishable if the raw values are plotted directly. Here only for the visualization purposes, we map the raw hypervolume/ + value into the range of [0, 1] via normalization using the extreme (minimum and maximum) values collected from all algorithms over 30 trials on each instance, then the mean hypervolume and + values are plotted in Fig. 2 . Higher the hypervolume or lower the + value means a better performance. Fig. 2 shows that IBEA performs the best on WFG benchmark with respect to both hypervolume and + in the overall. HH-RILA and HH-LA follow the performance of IBEA closely. NSGA-II clearly performs the worst on WFG. The performance of IBEA gets much poorer and becomes overall the worst approach for the DTLZ benchmark functions with respect to both metrics. SPEA2 performs the best on over half of DTLZ benchmark. HH-RILA and HH-LA always achieve the second best performance on most DTLZ benchmark or even the best on DTLZ7. In addition, the hypervolume-based performance ranking of all algorithms on each benchmark problem is almost fully consistent with the +-based ranking except for WFG1. On WFG1, IBEA achieves the best rank with respect to hypervolume; however, IBEA performs slightly worse than SPEA2 on WFG1 with respect to the + indicator. This inconsistency, also discussed in [60] , is possibly due to the different working principles of both indicators.
One-tailed Wilcoxon rank-sum test at 5% significance level is conducted on the performance of each pair of algorithms with respect to hypervolume. The statistical test results are summarized in Table II and we have the following observations.
In the overall, both of our MOHHs deliver a better performance than any of the individual MOEAs run on its own on the WFG and DTLZ benchmarks. The statistical test results show that HH-LA and HH-RILA outperform NSGA-II on all nine WFG benchmark functions while three out of seven DTLZ problems, including DTLZ1, DTLZ2, and DTLZ5. HH-RILA additionally performs significantly better than NSGA-II on DTLZ6 and DTLZ7. HH-LA and HH-RILA perform significantly better than SPEA2 on the same eight out of nine WFG benchmark functions including WFG1 and WFG3-WFG9. HH-RILA additionally outperforms SPEA2 on DTLZ2 and DTLZ7. Although IBEA delivers a good overall performance on the WFG benchmark, both our algorithms still manage to outperform IBEA on five out of seven DTLZ problems including DTLZ1, DTLZ3, and DTLZ5-DTLZ7. TO HYPERVOLUME. "W" AND "D" ARE SHORT FOR "WFG" AND "DTLZ," RESPECTIVELY. ">" MEANS THE SIGNIFICANTLY BETTER THAN, "<" SIGNIFICANTLY WORSE THAN, AND "∼" NO SIGNIFICANT DIFFERENCE HH-RILA also performs significantly better than IBEA on WFG2. Both HH-LA and HH-RILA outperform HH-CF and HH-RC. Specifically, both of our hyper-heuristics perform significantly better than HH-CF on 11 benchmark functions out of total 16, including the same eight WFG benchmark functions (WFG1 and WFG3-WFG9) and three DTLZ benchmark functions (DTLZ1-DTLZ3 for HH-LA, while DTLZ1, DTLZ2, and DTLZ6 for HH-RILA). The performance difference between each of the proposed hyper-heuristics and HH-RC is statistically significant with respect to hypervolume on ten out of 16 problems which include the same seven WFG benchmark functions (WFG3-WFG9) and three slightly different DTLZ problems: HH-LA outperforms HH-RC on DTLZ1, DTLZ2, and DTLZ5, while DTLZ1, DTLZ2, and DTLZ7 for HH-RILA. HH-CF only outperforms HH-RC on DTLZ7, while they perform similarly on eight out of 16 problems (WFG2, WFG9, and DTLZ1-DTLZ6). HH-CF delivers a significantly worse performance than HH-RC on the rest of the seven problems (WFG1 and WFG3-WFG8). As for the performance comparison between HH-LA and HH-RILA, HH-LA is slightly better than HH-RILA in the overall on the WFG problems. This performance difference is statistically significant on four WFG problems including WFG1, WFG3, WFG6, and WFG8, while HH-RILA performs significantly better than HH-LA on three WFG problems: WFG2, WFG4, and WFG7. However, considering DTLZ benchmark, HH-RILA performs slightly better than HH-LA in the overall. This performance difference is statistically significant on DTLZ1 and DTLZ6, while HH-LA only outperforms HH-RILA on DTLZ5.
D. Analysis of Hyper-Heuristics on WFG and DTLZ
1) Utilization of Low Level Metaheuristics:
The "utilization rate" of a low level metaheuristic is the number of invocations of this metaheuristic divided by the total number of metaheuristic selection decision points in a given trial. The mean utilization rates of the three MOEAs, i.e., NSGA-II, SPEA2, and IBEA averaged over 30 trials on the WFG and DTLZ benchmark functions produced by HH-LA, HH-RILA, and HH-CF [14] are illustrated in Fig. 3 . Fig. 3 shows the differences in learning characteristics of these three online learning MOHHs. First, HH-LA and HH-RILA provide a bias toward using the best performing MOEA with respect to hypervolume. Specifically, both HH-LA and HH-RILA choose IBEA and SPEA2 more frequently while solving the WFG and DTLZ problems, respectively. This is not surprising, considering that hypervolume serves as the main guidance in the learning mechanisms of our hyper-heuristics. Second, in certain cases, such as WFG4-WFG8 and DTLZ6, HH-RILA almost exclude NSGA-II which is the worst performed MOEA on those problems. Interestingly, HH-CF generates a similar utilization rate for low level MOEAs across different problem sets. On average, HH-CF uses NSGA-II, SPEA2, and IBEA for 40%, 40%, and 20% of all the decision points, respectively, on the WFG benchmark. Similarly, HH-CF uses NSGA-II, SPEA2, and IBEA for 34%, 38%, and 28%, respectively, on the DTLZ benchmark. This might indicate that the adaptation mechanism in HH-CF has some issues controlling these Fig. 4 . Averaged transition probability matrices (over 30 trials) produced by HH-LA (left column) and HH-RILA (right column) while solving WFG7 and DTLZ3. The lighter the color, the higher the transition probability.
three low level metaheuristics properly on different problem instances.
2) Analysis of the Transition Probabilities:
The proposed hyper-heuristics embed a learning mechanism which maintains the transition probabilities between any pair of MOEAs. Fig. 4 provides the final transition probability matrices obtained by HH-LA and HH-RILA averaged over 30 trials for the sample cases of WFG7 and DTLZ3. Fig. 4 illustrates that both HH-LA and HH-RILA yield higher probability entries preferring transitions to IBEA than to other MOEAs for WFG7. This is consistent with the performance assessment of each individual MOEA (Fig. 2) , which shows that IBEA performs the best on WFG7. Moreover, HH-RILA excludes the worst performing MOEA, i.e., NSGA-II after the initialization stage for solving WFG7. This is likely the reason why HH-RILA performs significantly better than HH-LA on WFG7.
DTLZ3 is an interesting case. IBEA delivers a better performance in the early stages, but stagnates and even deteriorates later during the search process. Due to the misleading performance of IBEA in the early stage, HH-RILA rewards IBEA more than the other MOEAs, while excluding the ones with potentially good performance, such as SPEA2. Consequently, HH-RILA ends up performing significantly worse than HH-LA on DTLZ3.
In summary, the proposed learning mechanism is capable of adaptively updating the transition probabilities between pairs of MOEAs giving bias toward the right algorithms (with good performance) during the search process in an online manner. Moreover, the ranking initialization scheme is, in some cases, capable of improving the overall performance significantly by detecting and excluding potentially poor performing MOEA(s) in the early stages of the search.
3) Analysis of Approximate Pareto Fronts: So far, IBEA is a strong competitor of HH-LA and HH-RILA with respect to hypervolume. To get more insights on the distribution of solutions from IBEA and the proposed hyper-heuristics, PFs obtained from HH-RILA and IBEA for WFG7 and DTLZ3 are illustrated in Fig. 5 . HH-LA produces PFs very similar to HH-RILA on almost all problems, and so we focus on HH-RILA here. Fig. 5 demonstrates that IBEA is prone to be trapped at a local optimum. IBEA produces uneven solution distribution for WFG7, leaving clear gaps between the boundary and inner regions, whereas HH-RILA reaches a better solution distribution for this problem.
IBEA performs poorly on DTLZ3. All the solutions are clustered around the "corner" points which suggests that the performance of IBEA degrades during the search process. This interesting behavior of IBEA has also been observed previously by Tušar and Filipic [69, Fig. 7] and Li et al. [74] . More importantly, solutions from HH-RILA clearly spread much more evenly on the front than IBEA, possibly due to the utilization of multiple MOEAs.
4) Analysis of Search Dynamics:
To have a further understanding of the search progress induced by each low level MOEA at each trial under the proposed hyper-heuristics, we recorded which MOEA was chosen and applied at each iteration of 30 trials. Fig. 6 provides plots based on that data as a representative of the search dynamics for HH-LA and HH-RILA on WFG7 and DTLZ3. Each tick on the plot indicates the total number of trials that the relevant MOEA is selected and invoked by the indicated hyper-heuristic at a given iteration. For example, HH-LA calls NSGA-II, 11 times, SPEA2, 7 times, and IBEA, 12 times at the first iteration out of 30 trials when solving WFG7.
As observed from Fig. 6 , HH-LA slowly reduces the usage of poor performing MOEAs which are NSGA-II and SPEA2 for WFG7 during the exploration phase which corresponds to the first half of the search process (τ = 0.5). Then the best performing MOEA; i.e., IBEA is predominately used for the remaining iterations. Meanwhile, HH-RILA excludes NSGA-II after the initial ranking stage (first nine iterations). Following the exploration phase, HH-RILA prefers invoking IBEA more and more while SPEA2 less and less as the search progresses. This behavior is also reflected on the transition probability matrix (Fig. 4) . The transition probabilities from any MOEA to IBEA are higher than to the other MOEAs for both HH-LA and HH-RILA. Moreover, the transition probabilities to and from NSGA-II are all 0s for HH-RILA on WFG7.
On DTLZ3, HH-LA tends to prefer employing, first, NSGA-II and then SPEA2 more than IBEA after the exploration phase. Nevertheless, HH-RILA cannot detect the degrading performance of IBEA rapidly enough during the search, and this results in excluding SPEA2 or NSGA-II in some trials. Therefore, the performance of HH-RILA becomes worse than HH-LA with respect to hypervolume. This behavior is also consistent with the mean utilization rates as provided in Fig. 3 , which shows that HH-LA uses NSGA-II and SPAE2 more than HH-RILA does on DTLZ3.
E. Experimental Results for Vehicle Crashworthiness
HH-LA and HH-RILA are also tested on the real-world problem of VCP. The same experimental settings as in [14] are used for a fair performance comparison. The population size is fixed as 30 in these experiments. Each iteration consists of 50 generations. Each algorithm terminates whenever 75 000 solution evaluations are exceeded. The reference point for each VC instance is set to r i = z nadir i + 0.5(z nadir i − z ideal i ), where i is the index of an objective, z nadir i and z ideal i are the nadir (highest) and ideal (lowest) value of objective i, respectively. The performances of each algorithm with respect to hypervolume and + are provided in Table III . The results show that NSGA-II performs the best (with the highest hypervolume and lowest +) on VC1 and VC2, while HH-RILA performs the best on VC3 and VC4 based on both performance indicators when compared to the other algorithms including each MOEA used on its own. The proposed hyper-heuristic exploits the synergy between MOEAs with different performances leading to an improved overall performance. The one-tailed Wilcoxon rank-sum test comparing the performance difference of all pairs of multiobjective approaches are summarized in Table IV . The results suggest that both NSGA-II and SPEA2 perform significantly better than IBEA. HH-RILA outperforms HH-CF on two out of four VC problem instances (VC3 and VC4), and HH-RC on three out of four VC problem instances (VC2-VC4), and beats IBEA on all four VC problems. HH-LA performs similar as HH-CF, significantly better HH-RC on VC2, and also outperforms IBEA on all four VC problems. HH-RILA outperforms HH-LA on VC2-VC4.
F. Generality Analysis
Different approaches perform the best on different problems. The cross-domain search performance of algorithms indicating which algorithm is more general and the best across a range of problems is often of interest [7] . As mentioned before, μ norm is used in this paper to assess the generality level of an algorithm across different problems including the benchmark functions and VCPs.
The empirical results based on μ norm are presented in Table V . We also rank all the algorithms with respect to μ norm values. The lower μ norm value is, the better the rank of an algorithm. From Table V , we have the following observations. There is no single MOEA performing well across all three problem domains even though each uses the same perturbative operators. The performance of each individual MOEA varies vastly on different domains. IBEA, SPEA2, and NSGA-II deliver the best performance on WFG, DTLZ, and VC, respectively. Although HH-RILA is always the second best performing approach on each domain, it has the best cross-domain performance and so the most general approach among all algorithms tested in this paper with a mean μ norm of 0.2089 based on the results from all 20 problem instances. Moreover, HH-LA turns out to be the second best approach with a mean μ norm of 0.2571. The cross-domain performance of our selection hyper-heuristics are followed by IBEA, SPEA2, HH-RC, HH-CF, and NSGA-II in that order. If we consider only WFG and DTLZ benchmarks ignoring the VCP and compare the cross-domain performance of all algorithms, HH-RILA and HH-LA still rank the best and the second best based on the mean μ norm values averaged over all benchmark functions, yielding 0.2024 and 0.2154, respectively.
V. CONCLUSION
In this paper, we proposed two variants of a learning automata-based multiobjective selection hyper-heuristic: HH-LA and HH-RILA. The performance and generality of HH-LA and HH-RILA controlling three MOEAs are investigated on three multiobjective continuous optimization problem domains, including two sets of benchmark functions (WFG and DTLZ) and the real-world problem of vehicle crashworthiness. The experimental results show that the different MOEAs perform the best on different problem domains. However, HH-RILA and HH-LA perform the best and second best, respectively, across all test problem instances based on the μ norm indicator. In addition, both HH-LA and HH-RILA outperform a state-of-the-art online learning hyper-heuristic and a random choice hyper-heuristic. The results also suggest that the proposed hyper-heuristics are indeed capable of exploiting the strengths of the low level MOEAs delivering an improved performance via a learning automata in this paper. The proposed component for metaheuristic (action) selection, that is the -RouletteGreedy method adaptively balances exploration and exploitation of the use of MOEAs by combining the merits of two regular selection methods of roulette wheel and greedy selection.
In future work, both HH-LA and HH-RILA will be applied to other discrete and continuous real-world problems and their performance as well as the level of generality will be assessed. In single objective optimization, it has been observed that the performance of selection hyper-heuristics might vary depending on the set of low level heuristics [25] , hence another interesting research direction would be investigating the performance of the proposed hyper-heuristics using different sets of low level multiobjective metaheuristics. Moreover, there is a growing interest into many-objective (problems with more than three objectives) optimization and recent studies show that many-objective optimization requires different approaches from multiobjective metaheuristics [75] . The tests that we performed in this paper is somewhat at the boundary of multi and many-objective optimization considering that three objective problems are used in the experiments. Therefore, the low level metaheuristics used in the proposed multiobjective selection hyper-heuristic framework can be replaced by other state-of-the-art many-objective metaheuristics (such as NSGA-III [76] and AGE [68] ), and tested on a range of many-objective optimization problems. Although hypervolume is utilized in this paper as the main indicator for guiding the search and combining strengths of different MOEAs for multiobjective optimization, the proposed framework allows the use of different indicators. It would be worth investigating the behavior of the proposed selection hyper-heuristics when other convergence/performance indicators are used for guidance, such as the + indicator.
