Abstract. We determine upper asymptotic estimates of Kolmogorov and linear n-widths of unit balls in Sobolev and Besov norms in Lp-spaces on compact Riemannian manifolds. The proofs rely on estimates for the near-diagonal localization of the kernels of elliptic operators. We also summarize some of our previous results about approximations by eigenfunctions of elliptic operators on manifolds.
Introduction and the main results
Daryl Geller and I started to work on this paper during the Summer of 2010. Sadly, Daryl Geller passed away suddenly in January of 2011. I will always remember him as a good friend and a wonderful mathematician.
Approximation theory on compact manifolds is an old subject [36] , [37] , [35] , [38] , [24] - [27] , [16] , [17] . However it attracted considerable interest during last years [4] - [7] due to numerous applications of function theory on S 2 , S 3 , and SO(3) to seismology, weather prediction, astrophysics, texture analysis, signal analysis, computer vision, computerized tomography, neuroscience, and statistics [2] , [7] , [23] , [33] .
In the classical approximation theory of functions on Euclidean spaces the so called Kolmogorov width d n and linear width δ n are of primary importance. The width d n characterizes the best approximative possibilities by approximations by n-dimensional subspaces, the width δ n characterizes the best approximative possibilities of any n-dimensional linear method. The width d n was introduced by A.N. Kolmogorov in [19] and δ n was introduced by V.M. Tikhomirov in [39] .
The goal of the paper is of two fold. We determine asymptotic estimates of Kolmogorov and linear n-widths of unit balls in Sobolev and Besov norms in L p (M)-spaces on a compact Riemannian manifold M and we give a brief account of our previous results about approximations by eigenfunctions of elliptic operators on manifolds.
(1.1)
where Y 1 is a subspace of Y .
If γ ∈ R, we write S n (H, Y ) ≪ n γ to mean that one has the upper estimate S n (H, Y ) ≤ Cn γ for n > 0 where C is independent of n. Let L q = L q (M), 1 ≤ q ≤ ∞, be the regular Lebesgue space constructed with the Riemannian density. Let L be an elliptic smooth second-order differential operator L which is self-adjoint and positive definite in L 2 (M), such as the Laplace-Beltrami operator ∆. For such an operator all the powers L r , r > 0, are well defined on
If p = 1, ∞, this graph norm is independent of L, up to equivalence, by elliptic regularity theory on compact manifolds. If p = 1 or ∞ we will need to specify which operator L we are using; some of our results will apply for L general. In fact, for our results which apply to general M, we can use any L. Our objective is to obtain asymptotic estimates of
It is important to remember that in all our considerations the inequality
with s = dim M will be satisfied. Thus, by the Sobolev embedding theorem the set B r p (M) is a subset of L q (M). Moreover, since M is compact by the RellichKondrashov theorem the embedding of B r p (M) into L q (M) will be compact. We set s = dim M. Let as usual p ′ = p p−1 . Our main result is the following theorem.. Theorem 1.1. (Upper estimate) For any compact Riemannian manifold, any L, and for any 1 ≤ p, q ≤ ∞, r > 0, if S n is either of d n or δ n then the following holds
q ) + , which we call the basic exponent, is negative.
Our results generalize some of the known estimates for the particular case in which M is a compact symmetric space of rank one; these estimates were obtained in papers [5] and [4] . They, in turn generalized and extended results from [3] , [15] , [18] , [22] , [16] and [17] .
Our main Theorems could be carried over to Besov spaces on manifolds using general results about interpolation of compact operators.
Our main Theorems along with some general results in [40] imply similar results in which balls in Sobolev spaces B The proofs of all the main results heavily exploit our estimates for the neardiagonal localization of the kernels of elliptic operators on compact manifolds (see [12] and section 2 below for the general case and [8] - [11] for the case of LaplaceBeltrami operator).
In last section we consider compact homogeneous manifolds and the corresponding Casimir operator L (see section 5 for definitions). For this situation we review our results about approximations by bandlimited functions. Although we show in Theorem 5.2 that the span of the eigenfunctions of our operator L is the same as the span of all polynomials when one equivariantly embeds the manifold, the relation between eigenvalues and degrees of polynomials is unknown (at least in the general case). However, it is easy to verify that for compact two-point homogeneous manifolds, the span of those eigenfunctions whose eigenvalues are not greater than a value ℓ 2 , ℓ ∈ N, is the same as the span of all polynomials of degree at most ℓ. Thus, on compact two-point homogeneous manifolds, our Theorem 5.4 about approximations by bandlimited functions can be reformulated in terms of approximations by polynomials.
Kernels elliptic operators on compact Riemannian manifolds
Let (M, g) be a smooth, connected, compact Riemannian manifold without boundary with Riemannian measure µ. We write dx instead of dµ(x). For x, y ∈ M, let d(x, y) denote the geodesic distance from x to y. We will frequently need the fact that if M > s, x ∈ M and t > 0, then
with C independent of x or t. Let L be a smooth, positive, second order elliptic differential operator on M,
In the proof of Theorems 1.1 we will take L to be the Laplace-Beltrami operator of the metric g. We will use the same notation L for the closure of
In the case p = 2 this closure is a self-adjoint positive definite operator on the space L 2 (M). The spectrum of this operator, say 0 = λ 0 < λ 1 ≤ λ 2 ≤ ..., is discrete and approaches infinity. Let u 0 , u 1 , u 2 , ... be a corresponding complete system of real-valued orthonormal eigenfunctions, and let E ω (L), ω > 0, be the span of all eigenfunctions of L, whose corresponding eigenvalues are not greater than ω. Since the operator L is of order two, the dimension N ω of the space E ω (L) is given asymptotically by Weyl's formula, which says, in sharp form: For some c > 0,
where s = dimM. Since N λ l = l+1, we conclude that, for some constants c 1 , c 2 > 0,
and L m is an elliptic differential operator of degree 2m, Sobolev's lemma, combined with the last fact, implies that for any integer
Suppose F ∈ S(R + ), the space of restrictions to the nonnegative real axis of Schwartz functions on R. Using the spectral theorem, one can define the bounded operator
where
as one sees easily by checking the case F = u m . Using (2.6), (2.2), (2.3) and (2.4), one easily checks that
to itself continuously, and may thus be extended to be a map on distributions. In particular we may apply
The following Theorem about K t was proved in [12] for general elliptic second order differential self-adoint positive operators.
Theorem 2.1. Assume F ∈ S(R + ) (the space of restrictions to the nonnegative real axis of Schwartz functions on R). For t > 0, let K t (x, y) be the kernel of F (t 2 L). Then:
(1) If F (0) = 0, then for every pair of C ∞ differential operators X (in x) and Y (in y) on M, and for every integer N ≥ 0, there exists C N,X,Y such that for deg X = j and deg Y = k the following estimate holds
for all t > 0 and all x, y ∈ M. (2) For general F ∈ S(R + ) the estimate (2.7) at least holds for 0 < t ≤ 1.
In this article, we will use the following corollaries of the above result.
F is general, but we only consider 0 < t ≤ 1.
Then for some C > 0,
for all t and all x, y ∈ M.
Proof This is immediate from Theorem 2.1, with X = Y = I, if one considers the two cases N = 0 and N = s + 1.
Corollary 2.2. Consider 1 ≤ α ≤ ∞, with conjugate index α ′ . In the situation of Theorem 2.1, there is a constant C > 0 such that
and (2.10)
Proof We need only prove (2.9), since K t (y, x) = K t (x, y). If α < ∞, (2.9) follows from Corollary 2.1, which tells us that
with C independent of x or t, by (2.1).
If α = ∞, the left side of (2.9) is as usual to be interpreted as the L ∞ norm of h t,x (y) = K t (x, y). But in this case the conclusion is immediate from Corollary 2.1.
This completes the proof.
We will use Corollary 2.2 in conjunction with the following fact. We consider operators of the form f → Kf where
where the integral is over M, and where we are using Riemannian measure. In all applications, K will be continuous on M × M, and F will be in L 1 (M), so that Kf will be a bounded continuous function. The following generalization of Young's inequality holds:
Lemma 2.2. Suppose 1 ≤ p, α ≤ ∞, and that (1/q) + 1 = (1/p) + (1/α). Suppose that c > 0, and that
and
Proof. Let β = q/α ≥ 1, so that β ′ = p ′ /α. For any x, we have 
so that φ is supported in [1, 16] . For j ≥ 1, we set
We also set φ 0 = η, so that ∞ j=0 φ j ≡ 1. We claim: Lemma 3.1. (a) If r > 0, and 1 ≤ p ≤ q ≤ ∞, then there is a C > 0 such that 
Proof (a) Define, for x > 0,
so that ψ is supported in [1, 16] . For j ≥ 1, we set
Accordingly, if f is a distribution on M, for j ≥ 1, 
For (b), we note that by (a),
. It converges to the identity on smooth functions, hence in the sense of distributions. Hence we must have
). This completes the proof.
Proof of Theorem 1.1 Since in general d n ≤ δ n , it suffices to prove the upper estimate for
Since the upper estimate is the same for all q with q ≤ p, we may as well assume then that q = p. In short, we may assume q ≥ p.
Let η be the same as above and set η m (x) = η(x/4 m−1 ) for m ∈ N. Then
. By Weyl's theorem (2.2), there is a positive integer c such that the dimension of E 4 m (L) is at most c2 ms for every m. We see then by Lemma 3.1 that
where all norms are taken in B(W r p (M), L q (M)). This proves the basic upper estimate for n ∈ A := {c2 ms : m ≥ 1}. For any n ≥ c2 s we may find m ∈ A with m ≤ n ≤ 2 s m, and surely δ n ≤ δ m . This gives the basic upper estimate for all n, and completes the proof.
Widths of balls in Besov spaces
The following definitions of Sobolev and Besov spaces are well known [38] , [41] . Let (U i , χ i ) be a finite atlas on M with charts χ i mapping W i into the unit ball on R n , and suppose {ζ i } is a partition of unity subordinate to the U i . The Sobolev space W r p (M), 1 ≤ p ≤ ∞ and r is natural can be defined as a space of all distributions f on M such that
The Besov space B α p,t (M) can be defined as a space of distributions f on M for which
where α > 0, 1 ≤ p < ∞, and 0 < t < ∞ and B α p,t (R n ) is the regular Besov space. This definition does not depend on the choice of charts or partition of unity ( [41] ).
An important property of Besov spaces B α p,t (M), α > 0, 1 ≤ p < ∞, 1 ≤ t ≤ ∞, is that they can be described using Peetre's interpolation K-functor [1] , [20] , [42] . Namely,
where r can be any natural such that 0 < α < r, 1 ≤ t < ∞, or 0 ≤ α ≤ r, t = ∞. 
5. Approximation theory on compact homogeneous manifolds 5.1. Compact homogeneous manifolds. The most complete results will be obtained for compact homogeneous manifolds. A homogeneous compact manifold M is a C ∞ -compact manifold on which a compact Lie group G acts transitively. In this case M is necessary of the form G/K, where K is a closed subgroup of G. The notation L 2 (M ), is used for the usual Hilbert spaces, with invariant measure dx on M .
The Lie algebra g of a compact Lie group G is then a direct sum g = a + [g, g], where a is the center of g, and [g, g] is a semi-simple algebra. Let Q be a positivedefinite quadratic form on g which, on [g, g] , is opposite to the Killing form. Let X 1 , ..., X d be a basis of g, which is orthonormal with respect to Q. Since the form Q is Ad(G)-invariant, the operator
= dim G is a bi-invariant operator on G, which is known as the Casimir operator. This implies in particular that the corresponding operator on L 2 (M ), 
Bernstein spaces on compact homogeneous manifolds. Returning to the compact homogeneous manifold
be the same set of operators as in (5.2). Let us define the Bernstein space
As before, the notation E ω (L), ω ≥ 0, will be used for a span of eigenvectors of L with eigenvalues ≤ ω. For these spaces the next two theorems hold (see [27] , [31] ):
Theorem 5.1. The following properties hold:
(
Every compact Lie group can be considered to be a closed subgroup of the orthogonal group O(R N ) of some Euclidean space R N . It means that we can identify M = G/K with the orbit of a unit vector v ∈ R N under the action of a subgroup of the orthogonal group O(R N ) in some R N . In this case K will be the stationary group of v. Such an embedding of M into R N is called equivariant. We choose an orthonormal basis in R N for which the first vector is the vector v: e 1 = v, e 2 , ..., e N . Let P r (M) be the space of restrictions to M of all polynomials in R N of degree r. This space is closed in the norm of L p (M), 1 ≤ p ≤ ∞, which is constructed with respect to the G-invariant normalized measure on M [27] , [31] . , 1 ≤ p, t < ∞, with the usual modifications for t = ∞. The following theorem is a rather particular case of general results that can be found in [24] , [25] . For 1 ≤ p ≤ ∞ we define a measure of the best approximation by functions in E ω (L) as E(f, ω, p) = inf
The following theorem was proved in [26] , [32] , [12] . 
