In this work, we show by means of the technique inspired by the Banach-Steinhaus Thm., that typically the Fourier transform of an integrable signal decays arbitrarily slowly toward the infinity, and has an arbitrary weak worst continuity/smoothness behaviour. However, the corresponding characterization can only be given weakly by means of the limit superior. Those statements gives therefore a tightening of the famous Riemann-Lebesgue's Lemma. Furthermore, we give a construction of functions, whose Fourier transform decays slowly than an arbitrary given decay rate. Inspired by that, we are also able to give an alternative proof of the strong divergence of the Shannon sampling series [1] for signals in the Paley-Wiener space PW 1 ωg , band-limited to an arbitrary ωg R . The corresponding construction of signals is stronger than the existent one given by Boche and Farell, and gives a new insight into the divergence phenomenon of the Shannon sampling series
INTRODUCTION
The Fourier series and Fourier transform (FT) is without doubt an important tool not only in the field of modern signal -and information processing, but also in other engineering sciences. For instance, they contribute greatly to the sampling theory [2] , time-frequency analysis [3] , and wavelet theory [4] , which constitute the foundations of today's digital world [5, 6, 7] . One of the important results concerning to the Fourier series and FT is the so called RiemannLebesgue's Lem. (RLL). Its version for the FT asserts that the FT of an integrable signal f L 1 pRq on the real line has a regular behaviour, in the sense that it is continuous, and vanishes at infinity, i.e.
it converges to 0 as |ω| Ñ V. Analogously, for the Fourier series, it says that the Fourier coefficients of a w.l.o.g. 2π-periodic functions, which are each integrable on w.l.o.g r¡π, πs, decay with increasing index toward 0. Thus, the RLL for FT might tempt someone to think optimistically, that time-limited signals, which is clearly integrable, are approximatively band-limited, since all of the frequencies sufficiently far away from the origin might be approaching zero fastly. Analogously, the RLL for Fourier series might tempt someone to think, that any given signal can be approximated very well by a few dominant Fourier coefficients of low indexes, because most of the Fourier given for instance in optimal control [8] .
As we shall see, the statements mentioned previously is in some sense weak, since it can only be given by means of the limit superior. So, it is natural to ask, whether at least one of those can be strengthened. Specifically, we ask ourselves: Does there exists for a function M specifying a certain decay rate, a function f L 1 pRq, for which tMp|ω|q| p f pωq|u ωR diverges strongly, i.e.
lim |ω|ÑV Mp|ω|q| p f pωq| V? This question will be answered in this work by means of a specific construction. The so-called Shannon's sampling series (SSS) [5] is probably one of the prominent example of an reconstruction process in the signal processing. Its significance is founded by the fact, that it ensures perfect reconstruction of band-limited square-integrable signals from its samples, taken by the best possible sufficiently high rate -the Nyquist rate. Since this initial result, many sampling theorems of different directions have been developed, aiming to broaden the signal classes, for which the SSS holds. Furthermore, the modes of convergence now constitutes an entire area of research. Some excellent overviews concerning to those aspects can be found in [9, 10, 11, 12, 13] . However, the convergence behaviour of the SSS for the broad signal class PW 1 ωg , i.e. the space of signals, which are band-limited to ωg ¡ 0 (see Sec. 2), is rather interesting. In [14] , it was shown that the SSS for PW 1 ωg converges locally, while in [15] , it was shown that the SSS for PW 
Notice that the latter is given only weakly by means of the limit su- 
i.e. that the SSS diverges strongly (globally). Excellent overviews concerning to the divergence phenomenon of the SSS and its importance for the field of signal processing can be found in [16] . Motivated by the result mentioned in the previous paragraph, we shall also give an alternative proof of the strong divergence of the SSS. Besides, it shall be obvious, that the corresponding construction found in this work is stronger than in [1] .
For sake of completeness, we also aim to specify the second statement of the RLL concerning to the continuity behaviour of the FT of an integrable signal. Particularly, it shall be shown, that typically the FT of an integrable signal possesses an arbitrary weak continuity/smoothness behaviour.
NOTATIONS AND BASIC NOTIONS
An operator denotes simply a linear mapping between vector spaces.
Let X 1 and X2 be normed spaces, and T : X1 Ñ X2. The norm of the operator T is given by:
An operator is said to be bounded, if its norm is finite. For operator is boundedness equivalent with continuity. The space of all bounded operators between X 1 and X2 is denoted by BpX1, X2q. We call an operator mapping from a vector space X to C, as functional on X . The space of functionals on X is denoted by X ¦ .
Let p r1, Vs, and X R. We denote the Lebesgue space of can be seen as the space of signals band-limit ωg. In most cases, we treat signals band-limited to π, since the results can easily be extended to any other band-limit by some simple rescaling. A detailed treatment of those basic functional analytic notions and Lebesgue spaces can be found in [17, 18] .
Let B be a Banach space. A set M B is said to be nowhere dense, if the inner of the closure of M is empty. One may visualize a nowhere dense set as a set "being perforated with holes" [19] . A set M B is said to be of 1. category, if it can be represented as a countable union of nowhere dense sets. The complement of a set of 1. category is defined as a residual set. Topologically, sets of 1. category can be seen as a small set, and visualized as a set "approximable" by sets "being perforated by holes". Accordingly, residual sets, each as a complementary set of a set of 1. category, can be seen as a large set. The Baire category Thm. ensures that this categorization of sets of a Banach spaces is non-trivial, by showing that the whole Banach space B is not "small" in this sense, or can even not be "approximated" by such sets, i.e. it can not be written as the union of sets of 1. category, and that the residual sets are dense in B, and closed under countable intersection. A property that holds for a residual subset of B is called a generic property. A generic property might not holds for all elements of B, but for "typical" elements of B. The so-called Banach-Steinhaus Thm. [20] For more detailed treatment of the Baire category Thm., and the Banach-Steinhaus Thm., we refer to standard textbooks such as [19, 17, 21, 18] 
THE DECAY BEHAVIOUR OF THE FT
Without doubt, the following Thm. is of fundamental significance in the signal processing: 
By means of the function sequence of functions fn, n N, given by fnptq n, for |t| ¤ 1{2n, and fnptq 0 else, one can show the non-trivial part of above statement, i.e. }Ψω} ¥ 1. Now, the statement (4) 
Sketch of proof:
For n N, consider the Fejèr kernel gn (see textbooks, e.g. [22, 23] ), whose FT is given by x gnpωq, for |ω| ¤ 2 n , and 0 else. It is well-known that ³ V ¡V gnptqdt 1, and therefore: }gn} L 1 pRq 1. Now, for each n N, define the function g ¦ n by g ¦ n : 2gn 1 ¡ gn. For n N, one can give the FT of g ¦ n ex- . For each steps k N, choose n k N sufficiently large enough, s.t. n k ¡ n k¡1 and Gp2
Gp2 n k¡1 q, where n0 0.
One can easily show by induction involving the fact that G vanishes at infinity, that the choice is possible. Further, define the function
n k¡1 qg ¦ n k , where f0 0. Observe by induction that by this procedure, we have a pointwise monotonically increasing sequence of real and non-negative functions t x f nu, which fulfills:
Now, notice that, dk N, f k can be written as f k °k l1 Gp2 n l qg ¦ n l . Correspondingly, one may easily obtain for k, k Remark 2: Similar to Rem. 1, Thm. 4 and Thm. 5 can appropriately be modified to handle functions on the frequency domain.
A NEW PROOF OF THE STRONG DIVERGENCE OF SHANNON'S SAMPLING SERIES (SSS)
In this section, we aim to give a construction of functions in PW
where ωg R , whose corresponding SSS diverges strongly. To be more specific, we want construct a universal function f L 1 pRq, such that for each ωg R , we can in turn construct another function f¦ by means of f , such that the SSS of the band-limited interpolation q f¦,ω g of the IFT of f¦, strongly diverges, i.e. (2) holds for q f¦,ω g . Notice that, as the adjective "strong" asserts, this sort of divergence, in comparison to the lim sup/weak divergence of SSS (see (1) ) abdicts the existence of a subsequence tN l u l , for which:
and hence the convergence of the series given in (6) to q f¦,ω g . For signal processing aspect, (2) abnegates the existence of an adaptive method, based on clever choice of such subsequence tN l u l , to reconstruct signals in PW 1 π by means of SSS. This construction is clearly stronger than the existent one given in [1] , because it is there given for each ωg R by an explicit construction.
To fulfill this task, first suppose that we have a function G : R 0 Ñ R fulfilling the conditions given in Thm. 4 (we shall soon discuss about the choice of such function), for which the following holds:
Thm. 4 for trigonometric functions and the relations (10) and (9), one may obtain:
By giving explicitly the value of sinpπtN q in above expression, noticing that q f is non-negative, and by (8), we have:
Collecting all the previous observations, and by assumption (7), it is not hard to see that (2) holds for q f¦,ω g , as desired. Of course, by (10), (2) holds also for f¦. Now, it remains to construct the function G, for which (7) holds. Notice that it is sufficient to require that dωg R , limNÑV G ppNπq{ωgq logpN 2q V. For instance, the function G given by Gptq 1, for t ¤ 10, and for t ¡ 10, Gptq logplogp10qq{ logplogptqq, fulfills above condition and hence (7).
ON THE SMOOTHNESS OF THE FT
The RLL (Thm. 2) asserts besides that the FT of an integrable function is continuous. The following Thm. gives the corresponding specification of this statement: Roughly, this means that typically the FT of an integrable function is arbitrarily weak continuous on typical points on the real line. The corresponding proof shall be given in the subsequence work.
DISCUSSION -OUTLOOK -RELATIONS TO PRIOR WORKS
In this work, we are able to show, by means of the technique inspired by the Banach-Steinhaus Thm., some tightening of the famous RLL, which constitutes one of the important foundation of signal processing: the FT of an integrable signal does typically not behave regularly, in the sense, that generically the FT of a integrable signal decays arbitrarily slowly toward 0 and has arbitrarily weak continuity behaviour, although the results are given weakly by means of limit superior. Up until now, it was uncertain, whether the RLL can be tightened, without giving further constraints to the considered signals (e.g. differentiability). Furthermore, the behaviour concerning to the decay of the FT given in this work holds also even for the more restrictive class L p pr¡ωg, ωgsq, ωg ¡ 0, and p r1, Vs of concentrated signals. All the results found in this work holds of course also for the IFT of integrable signals, as to give insight to the decay behaviour and continuity behaviour of i.a. band-limited signals. Also, we are able to give a construction of a signal, which strongly has an arbitrarily slow decay behaviour. However, as [25] might assert, the set of such signals is topologically small in L
