In the evaluation of transportation infrastructure projects, some nontradable goods such as time are usually key determinants of the result. However, obtaining monetary values for these goods is not always easy. For this purpose, this paper presents an approach that combines Bayesian posterior prediction and meta-analysis. This methodology will allow obtaining predictive distributions of the monetary values for this type of goods. Therefore, uncertainty is formally considered in the analysis. Moreover, the proposed method is easy to apply and inexpensive both in terms of time and money. Finally, an illustrative application to the value of travel time savings is also presented.
1.-Introduction
The Value of Travel Time refers to the cost of time spent on transport, including waiting as well as the actual travel. It includes costs to consumers of personal (unpaid) time spent on travel, and costs to businesses of paid employee time spent in travel. Travel time is one of the largest categories of transport costs.
Hence, time savings are often the greatest benefit of transport projects such as new and expanded roadways, and public transit improvements. The Value of Travel Time Savings -henceforth VTTS-refers to the benefits from reduced travel time. As previously stated, in most of the transportation projects travel time savings represent the most important source of social benefits. Therefore, VTTS is considered a key determinant of the evaluation results.
On the other hand, there are other important sources of user benefits that are based on non-tradable goods. The value of a statistical life -henceforth VSL-is the best example in this category. Public choices about safety in a democratic society require estimates of the willingness of people to trade off wealth for a reduction in the probability of death. Estimates of these trade-offs are used in evaluating environmental issues, public safety in travel, medical interventions and in many other areas. It has become common to call this trade-off the value of a statistical life (VSL). VSL is therefore a measure that is widely used for the evaluation of transportation infrastructure projects that, among other things, reduce the risk of fatal accidents. The literature on the estimation of VSL across the world is enormous, Viscusi and Aldy (2003) provide a good survey.
In order to estimate the VTTS (or the VSL) for a particular project, the most desirable option is to conduct a specific study among the potential users of the "project". The project-specific methodologies usually adopted can be classified as either revealed preference or stated preference. The main difference between these two types of methodologies is given by the fact that revealed preferences studies take into account the actual behavior of persons or firms while stated preferences studies try to investigate the preferences of economic actors among alternatives which are only hypothetical (see Zamparini and Reggiani (2007b) for more details on both approaches). However, all project-specific studies have a common characteristic: they are always very expensive both in terms of time and money. Therefore, in practice, the usual approach when evaluating a particular project is to determine the VTTS (or VSL) according to recommended values at a national level (see for example Nellthorp et al. (2001) ) or by simply imputing the values obtained in previous case-specific studies for similar projects. In any event, previous Cost Benefit Analysis (CBA) studies are always based on a single VTTS (or VSL) value. As a consequence, uncertainty is not taken into consideration. The imputed VTTS (or VSL) is considered as the true value without any doubt (i.e. all the calculations are carried out by assuming that this single value is unambiguously true). However, in reality, this imputed value is only an estimate, and uncertainty is inherent in any estimation procedure.
The main object of interest in the CBA is the Net Present Value (NPV) of a particular project under evaluation. Moreover, since the role of risk and uncertainty in the CBA is crucial (e.g. Layard and Glaister (1994) ), for instance different demand scenarios are always analyzed given the uncertainty associated with demand forecasting, practitioners usually consider the probability distribution of NPV's rather than a single value. Therefore, as pointed out by de Rus (2008) among others, the existence of uncertainty when imputing both VTTS and VSL should also be considered in the construction of the NPV's distribution.
Against this background, this paper proposes to use a meta-analytical approach that can be easily applied to any project under evaluation. The method is meta-analytical since it will review previous scientific studies. Meta-analysis represents an appropriate technique in order to study VTTS or VSL, given that it can summarize the results of very heterogeneous studies. Meta-analytical techniques have been previously considered in the literature, for example Zamparini and Reggiani (2007a) use a meta-analytical approach to study how different project characteristics affect the VTTS and Miller (2000) estimates the effect of project characteristics on the VSL. However, all previous meta-analytical studies on VTTS (or VSL) are based on frequentist approaches in which a single value can be predicted with some ad-hoc uncertainty measures. Given the use of Bayesian methods, the approach considered in this paper will allow to obtain the whole predictive distribution of the VTTS (or VSL) obtained in previous studies conditional on project-specific characteristics. By doing so, uncertainty is formally considered and can be easily incorporated to the NPV's distribution.
The remainder of the paper is organized as follows. Section 2 describes the approach. Firstly I explain Bayesian posterior prediction, then I briefly summarize the concept of meta-analysis and I introduce how to combine both methods. In Section 3 I present an example of how the methodology can work in practice. In particular, I show how we can obtain the distribution of VTTS for a particular project under evaluation. The final section concludes.
2.-Methodology
Since the approach I present in this paper is a combination of two different techniques, I will proceed to explain both concepts separately. Then, I will present how they are combined.
2.1.-Bayesian Posterior Prediction
Bayesian econometrics is the systematic use of a result from elementary probability, Bayes' theorem. Suppose we have a model given by 
where ( | ) p y θ is referred to as the posterior density, ( | ) p y θ is the likelihood function of the data given the parameters and ( ) p θ is the prior density of the parameters. In the present case, like in most econometrics, prediction is a major concern. That is, given the observed data, y , the econometrician may be interested in predicting some unobserved data y * . In our case, the observed data y will be the different estimates of the VTTS (or VSL) for projects of previous dies and their characteristics. The unobserved data stu y * that we want to predict will be the VTTS (or VSL) for new projects under evaluation.
The Bayesian reasoning argues that uncertainty about the unobserved men ele ts ( y * ) is summarized by a conditional probability statement. That is, prediction should be based on the posterior predictive density ( | ) p y y * . This marginal density can be obtained from the joint density of y * and θ through integration:
Moreover, by the law of total probablity:
So that the predictive distribution of interest becomes:
The predictions we would obtain by applying Bayesian ior prediction 
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Meta-analysis is defined results by using various statistical methods to retrieve, select, and combine results from previous separate but related studies. The basic purpose of meta-analysis is to provide the same methodological rigor to a literature review that we require from experimental research.
Among the advantages 2 For more details about the Bayesian methods presented here refer to Lancaster (2004) .
single empirical studies we can mention: (i) its ability to control for between-study variation; (ii) its higher statistical power than a single study included in the metaanalysis; (iii) it can include extra variables to explain variation; (iv) it imposes a discipline on the process of summing up research findings; (v) it is capable of finding relationships across studies that are obscured otherwise.
On the other hand, the steps required for conducting a meta-analytical lysis of different VTTS estimates in order t iscussion of the huge literature on meta-analysis is outside the scope of this pa
2.3.-Meta-Analytical Bayesian Posterior Prediction
allows to obtain the whole word prediction refers to the fact that we will obtain (or forecast) nonobserv study can be summarized as follows: (1) The focus of this paper is the meta-ana o find the main determinants of VTTS that allow us to make out-of-sample forecasts of VTTS (step 1). As mentioned in the introduction, the literature on VTTS is enormous, so that we will need to select the appropriate studies to be considered (step 2). Thus, once we have compiled and combined enough data of different VTTS studies (step 3), we will be able to carry out a meta-analysis using from previous analyses, we will be able to predict the VTTS (or VSL) for new projects under evaluation that had never been analyzed before. The method also uses Bayesian methods that will allow us to incorporate uncertainty from the very beginning in a more natural way than classical approaches. Finally, given the compilation of data from previous studies and the use of statistical techniques in order to combine this information, the approach is also called meta-analytical.
I next turn to formally introduce the methodology. We depart from a linear regres i sion model:
where refers to the previous studies for which we have data. 
The previous assumption implies that the likelihood is given by:
In many situations, ce the problem of choosing a prior when we fa distribution for the parameters of a model, we have very little (if any) prior information for such task. This is also the situation we are facing here, and therefore I propose to assume a noninformative (or diffuse) prior for the parameters. As the likelihood function in (5) belongs to the family of normalgamma distributions, I will elicit a diffuse prior for the parameters by assuming a normal-gamma distribution 3 with infinite variance. As the variance is a measure of uncertainty, by fixing it to infinity, we are assuming that we do not have any prior information. In particular, the normal-gamma prior can be written as follows: and ν characterize the posterior distribution and ar e given by: 
where ∼ is the vector of characteristics of the evaluation.
Therefore, by simply compiling some information about our project (the X * vector) and applying (7), we will easily obtain the predictive distribution for the monetary values of the non-tradable goods we are interested in. In the application we will see the kind of information that we will need depending on the availability 5 Note that in this case the parameters of the model are Thus, this result would imply that we assign some probability mass to negative values of the travel time savings. This is an awkward property of the method that can be easily solved by truncating the distribution.
From previous studies we know that the n some limits. For example it can not take a negative value in any case.
Therefore, for solving this problem, I propose to work with the truncated version of the predictive distribution in (7). The truncated distribution of a random variable x between two points a and b is defined by: 
where is the cumulative distribution function (cdf) of
ter f the predictive distribu .
5.-Evaluating Predictive Ability
he methodology proposed in this paper; G n the above, once we have obtained the parame s o ttion of interest, we will also need to compute its truncated version between the support points with some economic sense from previous studies, for instance, between the maximum and the minimum of all the values previously estimated.
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Prediction occupies a central position in t hence, evaluating predictive ability is a fundamental concern. Reviews of the forecast evaluation literature, such as Diebold and Lopez (1996) , reveal that most attention has been paid to evaluating point forecast. However there is an insightful evaluation method for density forecast. Based on the probability integral transform introduced by Rosenblatt (1952) , I propose here to evaluate our predictive distributions in practice by employing the approach proposed by Diebold et al.
(1998).
For a presentation of the method, let us start by considering the following ingred A sequence of observations generated by the functions ients:
1. 
given by (see Rosenblatt (1952) ):
p y ) coincides with the sequence of the functions that generated
, that is to say, if the predictive (or estimated) densities coincide with the real densities, then, the sequence of probability integral transforms must satisfy: (9) is satisfied, this implies that the density estimates are close enough only need to obtain the predictive density for an existen to the real densities, so that the estimation procedure (Bayesian posterior prediction in our case) provides predictive densities that produce reliable out-ofsample forecasts, that are the main objective of the approach outlined in this paper.
Therefore, in practice we t project by using the information in all the other projects and excluding its own information. This means that the matrix of data X that we will employ in the computation of the parameters of the posterior distribution given by (7) will have 1 N − rows instead of N , and ν will be equal to 1 N − . If we obtain in this way the N projects in our sample, we can then compute the sequence of N probability integral transforms and test the hypothesis in (9) by means of, for instance, a Kolmogorov-Smirnov test. 
3
We have data of 90 different stud
In particular we take the VTTS reported in each of the studies together with the characteristics of the study (country, year, trip purpose and mode). This data has been compiled by Zamparini and Reggiani (2007a) and more details about its compilation as well as some descriptive statistics can be found in the original source. 7 It is important to note that VTTS values are all measured as a percentage of the hourly wage in order to facilitate comparisons between all of the sampled studies.
In order to complete the dataset and base our analysis in a richer source of information, I have also collected country-level data on per capita GDP in constant prices (2000 USD) from Penn World Tables 6.2 . 8 Per capita GDP in a country will obviously affect the VTTS of that country. It is reasonable to think that in a rich country such as USA, the opportunity cost of its population is high and then monetary value of its inhabitants' time will be higher than in a poorer country like
Lesotho. Descriptive statistics of per capita GDP in thousands of 2000 USD collected for the 15 countries in the sample at the time the studies were conducted are shown in Table 1 . As expected, the pattern is the same as in Zamparini and Reggiani (2007a) . The lowest per capita GDP in the sample corresponds to a study carried out in the United Kingdom in 1959, while the highest per capita GDP refers to a study conducted in Norway in 1997.
All of the variables described above are considered as determinants of the VTTS for a given study. Moreover, all of this information seems to be easy to collect for a given project in a given country. 9 Therefore, given the approach, we only need to collect this information in order to obtain the predictive density distribution of the VTTS for a particular project under evaluation. Table 2 shows the main HSR project characteristics we need for estimating the VTTS predictive distribution according to the proposed method. In particular, project characteristics presented in Table 2 comprise the vector X * in (7), and 7 A brief summary of the employed variables can be found in Table 3 at the end of this paper. 8 I decided to use updated data on GDP per capita from PWT 6.2 at 2000 prices instead of the World Bank data used in Zamparini and Reggiani (2007a) at 1995 prices. 9 Note that these variables would comprise the vector X * in (7) Moreover, having estimated the whole posterior, we can also compute many different quantities of interest such as the probability of the VTTS being larger than the hourly wage rate, which is when the purpose of travel is bussiness and 73.5% 24.2% if the purpose is leisure.
3.3.-The VTTS Predictive Distribution
For additional insights, we can also have a look to the graph of the predictive distributions in Figure 1 and Figure 2 which makes it clear how the VTTS is distributed in the HSR between Madrid and Oviedo when the purpose of travel is bussiness or leisure respectively. This example makes clear the advantages of estimating the whole distribution with respect to estimating (or using) a single VTTS value.
On the other hand, this posterior predictive distribution is an ingredient of paramount importance in the CBA analysis of the Madrid-Asturias HSR line. In particular, it is only necessary to simulate the different scenarios in our CBA according to this distribution 12 for the VTTS in order to get the NPV's distribution of interest.
I now turn to evaluate the predictive ability of the method in this particular context. Firstly, I obtain the VTTS predictive distribution for all the 90 studies in the dataset using the information available in the remaining 89 studies. Then, I
compute the probability integral transform of all the 90 densities. In this way, I
have a sequence and I have to test whether this sequence is independent and identically distributed as a distribution. For this purpose, I employ a Kolmogorov-Smirnov test whose null hypothesis is that the sequence is independent and identically distributed as a distribution. The obtained pvalues are and repectively for the bussiness and the leisure cases, hence we cannot reject the null in any case. Therefore, given this result, we are able to conclude that the predictive ability of the method is satisfactory, at least in this particular application. This paper introduces a new methodology that allows assigning monetary values to non-tradable goods such as lives or time. Moreover, the method allows obtaining the whole probability distribution of the monetary values rather than a single number, which is an additional benefit of the proposed approach.
More concretely, the methodology is labeled as meta-analytical Bayesian posterior prediction because it combines Bayesian prediction and meta-analysis. I think the approach is appealing because it is very easy to apply, it requires little information, and it is inexpensive both in terms of time and money. Moreover, the predictive ability of the approach can be easily tested as shown in the paper.
In order to illustrate how the method works in practice, a case study is also presented in the paper. In the framework of the Strategic Plan for railway A. Appendix
A.1. Random Draws from a Truncated Density
Given a random variable x f ∼ , I next explain how to extract random draws in practice from its truncated density ( | < < ) f x a x b .
First of all, the truncated cumulative density function (cdf) of x is given by:
We know that the cdf of a random variable is always between 0 and 1 and is uniformly distributed. Therefore, we can generate the random draws from the truncated density as follows: 
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