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También  la  resolución de  los escáneres 3d  se  va  incrementando  y  se  generan mallas de miles de 
millones  de  triángulos.  Por  no  hablar  de  la  información  extraída  de  los  escáneres  médicos  y 




3d,  se  quiere  tener  acceso  a  toda  esta  información  desde  cualquier  lugar.  Las  plataformas  que 











































































La  lista de  los ejemplos se ha confeccionado a partir de  los ejemplos mostrados en  los artículos, así 
como de modelos específicos de simulación y modelos grandes hallados en la internet, realizando las 




























las  últimas  dos  décadas,  desde  el  algoritmo  de  agrupación  de  vértices  (  vertex  clustering)  de 
Rossignac and Borrell en 1993 [Rossignac1993], pasando por el algoritmo de contracción de aristas 
















llega  al  número  de  nodos  especificado  y  aún  quedan  vértices  por  procesar,  se  colapsan  los  sub‐
árboles con menos error, colapsando los vértices de las hojas a un único vértice usando la función de 




este  vértice  al  conjunto  de  planos  asociados  a  este  vértice  [Garland1997]  [Schaefer2003] 
[DeCoro2007]: 
ܧሺݒሻ ൌ 	 ෍ ሺ	݌்ݒሻଶ
௣	∈௣௟௔௡௢௦ሺ	௩ሻ
ൌ 	 ݒ் 	ቌ ෍ 	݌்݌
௣	∈௣௟௔௡௢௦ሺ	௩ሻ
ቍ ݒ ൌ 	ݒ்ܳ௩ݒ 
Inicialmente planos( v) se construyen a partir de  los triángulos adyacentes a v. Cuando se colapsan 
dos vértices ( a, b)  c, asignamos planos( c) = planos( a) ∪ planos( b). En [Garland1997] se explica 










ܳ௩ ൌ 	 ൦
ݍଵଵ ݍଵଶ ݍଵଷ ݍଵସݍଵଶ ݍଶଶ ݍଶଷ ݍଶସݍଵଷ ݍଶଷ ݍଷଷ ݍଷସݍଵସ ݍଶସ ݍଷସ ݍସସ
൪ 			݁݊ݐ݋݊ܿ݁ݏ				ݒ෤ ൌ 	 ቎









En el artículo, en vez de  invertir  la matriz,  se usa  la  factorización QR propuesta por Tao  Ju, Frank 
Losasso, Scott Schaefer y Joe Warren en [Ju2002], que se muestra numéricamente más estable para 
calcular ܧሺݒሻ. 
Para  generar  la malla  simplificada,  se  numeran  los  vértices de  las hojas del octree  y  se  escriben, 
después se procesan  los  triángulos de  la malla. Si  los  tres vértices del  triángulo caen en  tres hojas 
diferentes el triángulo se escribe en disco. Si dos o  los tres vértices del triángulo caen dentro de  la 
misma  hoja  del  octree,  el  triángulo  se  convierte  en  una  línea,  en  un  punto  o  sencillamente  se 
descarta. 
El algoritmo de Schaefer y Warren  tiene  la ventaja de simplificar mucho  la malla concentrando  los 








pipeline  gráfico,  propone  un  octree  probabilístico  para,  dado  un  criterio  de  error,  simplificar  al 
máximo allí donde se pueda y concentrar vértices en las zonas con más detalle. En el artículo explica 
tres algoritmos: un "vertex clustering" uniforme, otro "vertex clustering" pero usando una función de 
deformación  para  mantener  los  detalles  en  las  'zona  de  interés'  y  el  tercero  usa  un  octree 
probabilístico para concentrar vértices en las zonas con más detalles. 
Los tres algoritmos usan los siguientes recursos de la tarjeta gráfica: 

























El  segundo algoritmo  simplemente  incrusta  la  función de deformación  ( enfoque de  las  "zonas de 





los  inferiores,  como  en  el octree  the Chaefer  y Warren  [Schaefer2003]. Dado un nivel,  en  vez de 





 en  el  primer  paso:  el  acumular  las  cuádricas  en  cada  celda  se  transforma  en  guardar  la 






Al usar  funciones de hash, que pueden provocar  colisiones, cada celda no  sólo guarda  la cuádrica 

















La  siguiente  tabla  muestra  los  requerimientos  de  memoria  para  cada  subdivisión  del  grid  y  la 
ocupación real del grid con el modelo lucy de 14.027.872 puntos y 28.055.742 triángulos: 
Tamaño grid  Millones de celdas  MBytes  Celdas ocupadas  % ocupación 
643  0,262  18  5.437  2,074% 
1283  2,097  144  22.784  1,086% 
2563  16,777  1.152  90.776  0,541% 

































Tamaño grid  Celdas ocupadas  % ocupación  MBytes 
643  5.437  2,074%  0,373 
1283  22.784  1,086%  1,564 
2563  90.776  0,541%  6,233 
5123  351.329  0,262%  24,124 
1.0243  1.317.591  0,123%  90,472 
2.0483  4.555.555  0,053%  312,805 

















Para  guardar  sólo  las  celdas  ocupadas  de  un  grid  en  la  tabla ܪ ,  usa  una  función  hash 
multidimensional que es una combinación de otras dos  funciones hash  imperfectas y una  tabla de 
offsets: 
݄ሺ	݌ሻ ൌ ݄଴ሺ	݌ሻ ൅ 	Φሾ	݄ଵሺ	݌ሻሿ 
Según el artículo, usando como ݄଴ y ݄ଵ simples  funciones módulo y  siendo Φሾ	ሿ una  tabla pequeña 
de offsets, con valores que maximizan la coherencia de ݄, consiguen lo que llaman una función hash 
perfecta, que no  tiene  colisiones, pudiendo  llegar a  ser una  función hash perfecta mínima, donde 
además la tabla no tiene celdas vacías. 









que contendrá  los datos de  las celdas ocupadas del grid, será de ݉ଷ ൏ 1,01 ൉ ݊   . El  factor 1,01 es 
para tener un poco de espacio libre si  ݉	 ൐ 256, pues el offset es de sólo 8 bits.  
 





diferentes  de  la  tabla ܪ,  es  decir  que  si ݄଴ሺ	݌ଵሻ ൌ 	݄଴ሺ	݌ଶሻ y ݄ଵሺ	݌ଵሻ ൌ 	݄ଵሺ	݌ଶሻ entonces ݄ሺ	݌ଵሻ ൌ
݄ሺ	݌ଶሻ independientemente del valor de Φሾ	݄ଵሺ	݌ଵሻ	ሿ y no será un hash perfecto si 	݌ଵ! ൌ 	݌ଶ . Para 






mayor  número  de  colisiones,  así  que  Lefebvre,  siguiendo  esta  heurística,  asigna  offsets 
prioritariamente (greedily) a las celdas con más colisiones, usando 'bucket sort'. Para cada entrada ݍ 
se busca un valor de offset tal que ݄ଵିଵሺ	ݍሻ no colisione con ningún dato previamente asignado, es 
decir  que  toda  celda ݌ ocupada  del  grid  original  que  tengan  el  mismo  valor  para ݄ଵሺ	݌ሻ ൌ ݍ su 
entrada  en  la  tabla ܪൣ	݄଴ሺ	݌ሻ ൅ 	Φሾ	݄ଵሺ	݌ሻሿ൧ = ܪൣ	݄଴ሺ	݌ሻ ൅ 	Φሾ	ݍሿ൧ ൌ ݈ܾ݅ݎ݁.  También  recomienda 
comenzar usando un valor aleatorio para el offset, y si no se puede encontrar un offset válido, se 




























cuckoo  hashing)  [Pagh2001].  Hash  de  cuco  es  un  algoritmo  de  hashing  perfecto  de  'selección 
múltiple'  que  consigue  altas  tasas  de  ocupación  a  costa  de  un mayor  tiempo  de  construcción.  El 
artículo también explica cómo este algoritmo ha sido llevado a la tarjeta gráfica. 
 
En  el  algoritmo de  cuco  se usa un número pequeño ݀ ൒ 2 de  funciones hash  con  sus  respectivas 
݀	sub‐tablas. Cada bucket de la tabla hash guarda un único dato. Suponiendo un cuco hash de 2 sub‐
tablas,  un  elemento  mira  en  la  primera  tabla  si  su  posición  está  libre,  si  no  lo  está,  mira  en  la 





En el artículo, Alcántara usa 3  tablas hash, de  tamaño ݊ሺ	1 ൅ 	ߛሻ	/	3 con ߛ suficientemente grande, 
concretamente sus tablas son de 3 ∗ 192 ൌ 576 para guardar ݊ ൌ 512 elementos. 
 
El procedimiento explicado está muy orientado a CUDA, pero los pasos que se siguen son: 
 primero agrupar  los elementos en buckets de 512 elementos  como mucho, pero  con una 
media de ocupación de 409 elementos, 80 % de ocupación, para dejar espacio para el hash 
cuco, calculando la posición donde se guardarán; 
 después  las  parejas  (  clave,  valor)  se  guardan  en  un  único  búfer  en  las  posiciones 
anteriormente calculadas, donde cada bucket tendrá 576 posiciones ( 3 tablas cuco de 192 
elementos); 
 ahora, cada bucket  se procesa  independientemente usando  tres  funciones hash diferentes 








 finalmente  las  tablas  T1    de  todos  buckets  se  copian  consecutivamente  al  buffer  final, 





con  ܰݑ݉ܤݑܿ݇݁ݐݏ ൌ 	 ڿ݊/409ۀ .  Si  esta  falla,  entonces  usa  la  función  ݄ሺ݇ሻ ൌ ሾ	ሺ	ܿ଴ ൅ ܿଵ ൉
݇ሻ݉݋݀	1900813ሿ݉݋݀	ܰݑ݉ܤݑܿ݇݁ݐݏ,  con ܿ଴ y ܿଵ números  aleatorios.  Hay  que  hacer  notar  que 
tanto 409 como 1900813 son números primos. 
 
Las  funciones  de  hash  cuco  g1,  g2,  g3  se  construyen  de  esta  manera ݃௜ሺ݇ሻ ൌ ሾ	ሺ	ܿ௜଴ ൅ ܿ௜ଵ ൉
݇ሻ݉݋݀	1900813ሿ݉݋݀	192 . Las seis constantes   ܿ௜௝ se generan haciendo XOR de un único número 
aleatorio  con  diferentes  constantes  fijas.  Empíricamente  hacen  5,5  iteraciones  por  las  tres  tablas 
para  tener  todos  los elementos colocados. Sólo unos pocos buckets no han podido contener a  los 






































643  5.437  14  8.064  0,584  0,584 
1283  22.784  56  32.256  2,338  2,922 
2563  90.776  222  127.872  9,268  12,190 
5123  351.329  859  494.784  35,862  48,052 
1.0243  1.317.591  3.222  1.855.872  134,512  182,564 
2.0483  4.555.555  11.139  6.416.064  465,031  647,596 
4.0963  10.287.739  25.154  14.488.704  1.050,130  1.697,726 







En  el  momento  de  estudiar  el  artículo  de  Schaefer  "Adaptive  Vertex  Clustering  Using  Octrees", 
también  se  estudió  este  otro:  "Simplifying  Surfaces  with  Color  and  Texture  using  quadric  error 





el algoritmo de  simplificación  siguiendo el  criterio geométrico esté  listo,  sea  fácilmente adaptable 


















En éste apartado se dividirá en dos partes. En  la primera se detallarán  los  requerimientos de esta 



















formato PLY, Polygon  File  Format o  también  conocido como Stanford Triangle  Format. Éste es el 
formato que se ha escogido para  leer modelos con  la aplicación desarrollada. Los modelos que no 
estaban en este formato, se han convertido a PLY. Para  la  lectura y escritura en este formato se ha 
adaptado  la  librería  desarrollada  por  Greg  Turk  en  1998  en  Georgia  Institute  of  Technology 











 capa de presentación: que hará toda  la  interacción con el usuario y  la  lectura y escritura de 
los modelos 
















 clase  AppFrameWork:  se  encarga  de  crear  la  ventana  principal,  controlar  los  eventos  de 
teclado y de ratón, y de leer y escribir los modelos 









 clase  Scene:  se  encarga  de  montar  y  visualizar  la  escena,  con  sus  luces,  matrices  de 
proyección y visualización, tanto del objeto original como del objeto simplificado 
 clase Object: contiene las listas de coordenadas, triángulos y líneas que conforman el objeto 












































3. el  usuario  selecciona  la  opción  de  invertir  el  sentido  de  las  normales,  y  se  invierten  las 
normales del modelo; 
4. el usuario selecciona  la opción de  invertir el sentido de  los  triángulos, y éston  invierten su 
conectividad; 
5. el  usuario  escoge  el  nivel  de  simplificación  del  modelo,  se  le  pide  confirmación,  éste  se 



















































 Render  Texture:  texturas  donde  almacena  la  información  del  grid:  funciones  de  error 
cuádrica y vértices acumulados en la celda; 
 CPUfloat2, CPUfloat3  y CPUfloat4:  tipos de datos  similares a  los  float2,  float3  y  float4 del 
lenguaje CUDA, OpenCL, lenguajes de sombreado; 





Algoritmo 1: implementación simplificación uniforme básico 
entrada:  
 lst_points: lista de puntos de la malla original; 
 lst_triangs: lista de triángulos de la malla original; 
 bbox: caja contenedora del modelo original; 
 dim_x, dim_y, dim_z: dimensiones del grid usado para simplificar la malla; 
salida:  
 lst_points_out: lista de puntos de la malla simplificada; 
 lst_triangs_out: lista de triángulos de la malla simplificada; 
local: 
 acc_coords, quadric_A1, optimal_coords: RenderTexture2D< CPUfloat4>; 
 quadric_A2, quadric_B: RenderTexture2D< CPUfloat3>; 
 grid: DecimationGrid; // con la información del grid de soporte usado para simplificar 
begin:  
 grid.crear( bbox, dim_x, dim_y, dim_z);  






 CreateQuadricMap( acc_coords, quadric_A1, quadric_A2, quadric_B,  
     lst_puntos, lst_triangulos, grid); 
 FindOptimalPositions( optimal_coords,  
     acc_coords, quadric_A1, quadric_A2, quadric_B, grid); 





 a partir de un punto  calcular  en qué  celda  cae,  identificada por  si  cluster_id. A partir del 







celda del grid 3D  identificada por su cluster_id, con  lo que RenderTexture2D hace  la conversión del 
cluster_id a las coordenadas (s, t) de la textura. 
 
El  refinamiento del primer paso del algoritmo de DeCoro,  la creación del mapa de cuádricas  sería 
este: 
 
Algoritmo 1.1: creación del grid con las funciones de error cuádricas acumuladas en cada celda 
entrada:  
 lst_points: lista de puntos de la malla original; 
 lst_triangs: lista de triángulos de la malla original; 
 bbox: caja contenedora del modelo original;  
 grid: grid de soporte usado para simplificar la malla; 
 
salida:  
 acc_coords, quadric_A1, optimal_coords: RenderTexture2D< CPUfloat4>; 
 quadric_A2, quadric_B: RenderTexture2D< CPUfloat3>; 
begin: 
 for each triang in lst_triags do 
  calculate_plane_coeficients( triang, a, b, c, d);  
  for each node in triag do 
   Point p = lst_points[ node]; 
   int idx_p = grid.get_cluster_id( p);  
   // construir la qef 
   CPUfloat4 dataA0( a * a, a * b, a * c, b * b); 
   CPUfloat3 dataA1( b * c, c * c, d * d), dataB( a * d, b * d, c * d);  
   CPUfloat4 acc( p, 1.0); // acc = ( p.x, p.y, p.z, 1.0); 
   quadric_A1  add( idx_p, dataA0); 
   quadric_A2  add( idx_p, dataA1); 





   acc_coords  add( idx_p, acc); 
  end for 





Algoritmo 1.2: búsqueda de las posiciones óptimas 
entrada:  
 acc_coords, quadric_A1, optimal_coords: RenderTexture2D< CPUfloat4>; 
 quadric_A2, quadric_B: RenderTexture2D< CPUfloat3>; 
 grid: grid de soporte usado para simplificar la malla; 
salida:  
 optimal_coords: RenderTexture2D< CPUfloat4>; 
begin: 
 for each cluster_id in grid do 
  CPUfloat4 cur_point = acc_coords  get( cluster_id); 
  // la componente w contiene el número de puntos acumulados en la celda 
  if cur_point.w >= 1 then 
   CPUfloat4 optimal_position; // representante de la celda 
   CPUfloat4 dataA0 = quadric_A1  get( cluster_id); 
   CPUfloat3 dataA1 = quadric_A2  get( cluster_id); 
   CPUfloat3 dataB = quadric_B  get( cluster_id); 
   CPUMatrix quadric( dataA0.x, dataA0.y, dataA0.z, dataB.x,  
      dataA0.y, dataA0.w, dataA1.x, dataB.y,  
      dataA0.z, dataA1.x, dataA1.y, dataB.z,  
      0.0, 0.0, 0.0, 1.0); 
   if quadric.determninant() > SINGULAR_THRESHOLD then 
    CPUMatrix inv = quadric.get_inverse(); 
    optimal_position = inv * ( 0.0, 0.0, 0.0, 1.0);  
   else 
    // no se puede invertir,  
    // el representante es la media de los vértices acumulados 
    optimal_position = cur_point / cur_point.w;  
   end if 
   optimal_coords  set( cluster_id, optimal_position); 
  end if  
 end for 
end. 
 
En el  tercer paso, DeCoro  filtra  los  triángulos  colapsados, aquellos  cuyos vértices no  caen en  tres 




Algoritmo 1.3: simplificar la malla original 
entrada:  
 lst_points: lista de puntos de la malla original; 






 optimal_coords: RenderTexture2D< CPUfloat4>; 
 grid: grid de soporte usado para simplificar la malla; 
salida:  
 lst_points_out: lista de puntos de la malla simplificada; 
 lst_triangs_out: lista de triángulos de la malla simplificada; 
begin: 
 for each triangs in lst_triangs do 
  Point p1 = lst_points[ triang.v1()]; 
  Point p2 = lst_points[ triang.v2()]; 
  Point p3 = lst_points[ triang.v3()]; 
  int idx_p1 = grid.get_cluster_id( p1);  
  int idx_p2 = grid.get_cluster_id( p2);  
  int idx_p3 = grid.get_cluster_id( p3);  
  // si los vértices están en tres celdas diferentes, entonces guardamos el triángulo 
  if ( idx_p1 != idx_p2) && ( idx_p2 != idx_p3) && ( idx_p3 != idx_p1) then 
   // el algoritmo original de DeCoro pinta el triángulo 
   CPUfloat4 sim_p1 = optimal_coords  get( idx_p1); 
   CPUfloat4 sim_p2 = optimal_coords  get( idx_p2); 
   CPUfloat4 sim_p3 = optimal_coords  get( idx_p3);  
   int new_idx_p1 = lst_points_out  add( sim_p1);  
   int new_idx_p2 = lst_points_out  add( sim_p2); 
   int new_idx_p3 = lst_points_out  add( sim_p3); 
   lst_triangs_out  add( new_idx_p1, new_idx_p2, new_idx_p3); 
  end if  












las  líneas  provenientes  de  triángulos  colapsados  de  las  líneas  provenientes  de  los  triángulos  no 















Pero al probar más ejemplos,  incluso el más  sencillo de  la  tetera, aparecieron algunos problemas. 
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de  la  superficie  porque  sus  nodos  se  han  movido.  El  efecto  que  aparece  es  que  las  normales 
aparecen volteadas, cambiadas de sentido. Se ha añadido una corrección de normales para que en la 















 simplificación de  la malla: este es un poco más  complicado.  Se puede paralelizar el bucle 
externo de triángulos con #pragma omp parallel for pero para evitar que todos  los threads 
escriban  en  la misma  lista  de  triángulos  y  puntos,  se  usa  una  lista  para  cada  thread  que 
después del bucle se fusionan: 
 
Algoritmo 1.3omp: simplificar la malla original con OpenMP 
entrada:  
 lst_points: lista de puntos de la malla original; 
 lst_triangs: lista de triángulos de la malla original; 
 optimal_coords: RenderTexture2D< CPUfloat4>; 
 grid: grid de soporte usado para simplificar la malla; 
salida:  
 lst_points_out: lista de puntos de la malla simplificada; 
 lst_triangs_out: lista de triángulos de la malla simplificada; 
begin:  
 create_local_lists( local_points_out, local_triangs_out, omp_get_max_threads()); 
#pragma omp parallel 
 { 
 int mi_id = omp_get_thread_num(); 
#pragma omp for 
 for each triangs in lst_triangs do 
  Point p1 = lst_points[ triang.v1()]; 
  Point p2 = lst_points[ triang.v2()]; 
  Point p3 = lst_points[ triang.v3()]; 
  int idx_p1 = grid.get_cluster_id( p1);  
  int idx_p2 = grid.get_cluster_id( p2);  
  int idx_p3 = grid.get_cluster_id( p3);  
  // si los vértices están en tres celdas diferentes, entonces guardamos el triángulo 
  if ( idx_p1 != idx_p2) && ( idx_p2 != idx_p3) && ( idx_p3 != idx_p1) then 
   // el algoritmo original de DeCoro pinta el triángulo 
   CPUfloat4 sim_p1 = optimal_coords  get( idx_p1); 
   CPUfloat4 sim_p2 = optimal_coords  get( idx_p2); 
   CPUfloat4 sim_p3 = optimal_coords  get( idx_p3);  
   // local lists 
   int new_idx_p1 = local_points_out[ mi_id]  add( sim_p1); 
   int new_idx_p2 = local_points_out[ mi_id]  add( sim_p2); 
   int new_idx_p3 = local_points_out[ mi_id]  add( sim_p3); 
   local_triangs_out[ mi_id]  add( new_idx_p1, new_idx_p2, new_idx_p3); 
  end if  
 end for 
 } 
 lst_points_out = join_local_lists( local_points_out); 










  Single  4 cores  Speed‐up 
Inicialización  0,967  0,757  1,277 
P1: crear mapa QEF  3,703  0,972  3,810 
P2: buscar optimo  0,163  0,066  2,470 
P3: simplificar malla  3,520  2,437  1,444 




escalaban  eran  la  inicialización  de  las  tablas  y  la  de  la  simplificación  de malla. De  la  parte  de  la 
inicialización no se puede sacar más, pues está limitado por el ancho de banda de la memoria, pero la 
parte de  simplificación de malla parece que  el  factor  limitante  es  la ordenación  y  eliminación de 
triángulos y líneas repetidas. Quitando el cálculo de la líneas se puede observar que el tiempo mejora 
mucho: 
  Single  4 cores  Speed‐up 
Inicialización  0,807  0,757  1,066 
P1: crear mapa QEF  3,717  0,985  3,774 
P2: buscar optimo  0,160  0,067  2,388 
P3: simplificar malla  1,627  0,623  2,613 





hash. Este cambio  también modifica  la numeración de  los puntos únicos, pero es aceptable. Se ha 
seguido con el mecanismo de que cada thread tuviese su hash de trabajo que  luego se fusionan en 
una única tabla hash. 











Para  asegurar  que  un  único  thread  escriba  en  la  entrada  de  la  tabla  hash  correspondiente  se  ha 
usado un lock para cada entrada de la tabla.  
Estos son los tiempos conseguidos con los semáforos: 
  Single (noomp)  4 cores  Speed‐up 
Inicialización  0,844  0,762  1,108 
P1: crear mapa QEF  3,786  0,994  3,809 
P2: buscar optimo  0,167  0,061  2,738 
P3: simplificar malla  2,567  2,158  1,190 




Aunque el  speed‐up no es muy alto,  los  tiempos han mejorado  respecto a  la primera versión con 
hash de líneas y de triángulos. También hay que tener en cuenta que la versión serial es la versión del 













A  la evaluar  los  tiempos con y sin semáforos se ha visto que el  sobrecoste de  los  lock usando MS 
Visual C++ es muy alto.  








  Single (noomp)  4 cores  Speed‐up 
Inicialización  0,844  0,765  1,103 
P1: crear mapa QEF  3,786  1,891  2,002 
P2: buscar optimo  0,167  0,067  2,493 
P3: simplificar malla  2,567  1,639  1,566 








  Single (omp)  4 cores  Speed‐up 
Inicialización  0,438  0,368  1,190 
P1: crear mapa QEF  3,658  1,990  1,838 
P2: buscar optimo  0,137  0,100  1,37 
P3: simplificar malla  3,049  1,153  2,644 









Inicialización  0,844  0,775  0,738  1,050  1,144 
P1: crear mapa QEF  3,786  8,627  2,558  3,373  1,480 
P2: buscar optimo  0,167  0,156  0,063  2,476  2,651 
P3: simplificar malla  2,567  3,988  1,643  2,423  1,059 



















Inicialización  0,433  0,427  0,365  1,170  1,186 
P1: crear mapa QEF  3,141  6,031  1,656  3,642  1,897 
P2: buscar optimo  0,137  0,137  0,056  2,446  2,446 
P3: simplificar malla  3,247  3,258  1,191  2,719  2,726 
Total  7,364  9,832  3,269  3,008  2,128 
Tabla 11: tiempos al simplificar el modelo lucy con un grid de 2563 en la plataforma 1: QuadCore 
Q9550 + gcc 4.4.5, con la versión de locks para cada 16 celdas. 
  Single (noomp)  4 cores  Speed‐up  4 cores + HT  Speed‐up  
Inicialización  0,269  0,121  2,223  0,118  2,280 
P1: crear mapa QEF  3,027  1,128  2,684  0,972  3,114 
P2: buscar optimo  0,108  0,033  3,273  0,027  4,000 
P3: simplificar malla  3,230  1,066  3,030  1,042  3,100 
Total  6,550  2,350  2,787  2,158  3,035 
Tabla 12: tiempos al simplificar el modelo lucy con un grid de 2563 en la plataforma 2: intel i7 920 + 
gcc 4.4.3, con la versión de locks para cada 16 celdas. 
  Single‐omp  2 cores  Speed‐up  4 cores  Speed‐up   6 cores  Speed‐up 
Inicialización  0,624  0,495  1,261  0,39  1,600  0,335  1,863 
crear mapa QEF  7,883  3,993  1,974  2,029  3,885  1,531  5,149 
buscar optimo  0,183  0,098  1,867  0,067  2,731  0,071  2,577 
simplificar malla  4,059  2,34  1,735  1,475  2,752  1,354  2,998 










































































































































































































según esta distribución en un único buffer  según esta agrupación.  Seguidamente  se procesa  cada 
bucket, subdiviendo el bucket en tres tablas y buscando las correspondientes tres funciones de hash 
de  cuco.  Según  el  artículo  de  Alcántara,  para  que  el  hash  de  cuco  pueda  tener  éxito  hay  que 
proporcionar espacio  suficiente para asegurar el éxito de  la  creación del hash de  cuco. El artículo 
propone usar tres  tablas de 192 elementos, que suman 576 elementos por bucket. 576 elementos, 
de  los que como mucho se usarán 512, pero que  la media será de 409 elementos. Al  final  la tabla 
tendrá un sobrecoste del  576 / 409 = 40,83 % en memoria. 
 
En  la  implementación  realizada  se  ha  obviado  la  creación  de  este  buffer  único  y  se  trabaja 





Esta tabla hash es  la que se usa para acumular  la  información de  las funciones de error cuádricas y 



































Algoritmo 2: implementación simplificación uniforme con hash espacial 
entrada:  
 lst_points: lista de puntos de la malla original; 
 lst_triangs: lista de triángulos de la malla original; 
 bbox: caja contenedora del modelo original; 
 dim_x, dim_y, dim_z: dimensiones del grid usado para simplificar la malla; 
salida:  
 lst_points_out: lista de puntos de la malla simplificada; 
 lst_triangs_out: lista de triángulos de la malla simplificada; 
local: 
 ht_qef_pos: KeyValueHybridHash; 
 ht_cluster_ids: NodeHashTable; 
 grid: DecimationGrid; // con la información del grid de soporte usado para simplificar 
begin:  
 grid.crear( bbox, dim_x, dim_y, dim_z);  
 CreateHybridHashTable( ht_qef_pos, ht_cluster_ids, lst_puntos, grid); 
 CreateQuadricMap( ht_qef_pos, lst_puntos, lst_triangulos, grid); 
 FindOptimalPositions( ht_qef_pos, grid); 
 DecimateMesh( lst_points_out, lst_triangs_out, lst_points, lst_triangs,  




 calcular  el  número  de  entradas  de  la  tabla  hash  simplemente  haciendo ܰݑ݉ܤݑܿ݇݁ݐݏ ൌ
	ڿ݊ݑ݉ܥ݈݁݀ܽݏܱܿݑ݌ܽ݀ܽݏ/409ۀ; 
 repartir  los elementos en  la tabla hash con  la función	݉݋݀	ܰݑ݉ܤݑܿ݇݁ݐݏ y, si esta falla, se 
usa  ݄ሺ	݈ܿܽݒ݁ሻ ൌ ሾ	ሺ	ܿ଴ ൅ ܿଵ ൉ ݈ܿܽݒ݁ሻ	݉݋݀	1900813ሿ݉݋݀	ܰݑ݉ܤݑܿ݇݁ݐݏ .  Como  ܿ଴  y  ܿଵ  he 
usado dos primos, si ambos fallan, dos números aleatorios y si fallan se avisa al usuario; 
 cada  bucket  busca  el  número  aleatorio  para  construir  las  funciones  de  cuco  g1,  g2,  g3 
haciendo  XOR  con  seis  constantes  para  obtener  los  coeficientes ܿ௜௝  de  las  funciones  










Algoritmo 2.1: creación de la tabla hash híbrida: hash normal y de cuco en cada bucket 
entrada:  
 lst_points: lista de puntos de la malla original; 
 grid: grid de soporte usado para simplificar la malla; 
salida:  
 ht_qef_pos: KeyValueHybridHash; 
 ht_cluster_ids: NodeHashTable; 
begin: 
 for each p in lst_points do 
  long long int idx_p = grid.get_cluster_id( p);  
  ht_cluster_ids  add( idx_p);  
 end for 
 // numerates points and resunts number of unique cluster_ids 
 int num_occupied_cells = ht_cluster_ids  numerate(); 
 for each cluster_id in ht_cluster_ids do 
  // create a ( key, value) pair with empty value 
  KV_QefPos tmp( cluster_id, 0);  
  int num_items_in_bucket = ht_qef_pos  add( tmp);  
  if num_items_in_bucket > 512 then 
   ht_qef_pos  clear(); 
   ht_qef_pos  set_alternative_key( random_c0, random_c1, 1900813); 
   restart loop; 
  end if 
 end for 
 for each bucket in ht_qef_pos do 
  bucket  create_cuckoo(); 





Algoritmo 2.1.1: creación de las tablas de cuco hash dentro de cada bucket 
entrada:  
 bucket: los elementos del bucket, como mucho habrá 512, pero hay espacio para 576; 
salida:  
 bucket: los elementos del bucket repartidos en las tres sub-tablas de 192 elementos; 
begin:  
 int seed = 0; 
 int num_seeds_used = 0;  
 int num_iterations = 0; 
 bool all_stored = false; 
 do 
  num_iterations = 0;  
  seed = Ran.randomi(); // get a random seed 
  num_seeds_used++; 
  create_sub_tables( t1, t2, t3);  
  create_cuckoo_hashes( seed, g1, g2, g3);  
  lst_not_stored = bucket; // list of elements to be stored 






   // try to store all elements in the first subtable using g1 
   for each item in lst_not_stored do 
    int idx = cuckoo_g1( item.key); 
    t1[ idx] = item; // if there is already one, evict it 
   end for 
   actualize_not_stored_elements( lst_not_stored, t1); 
 
   // try to store all elements in the first subtable using g2 
   for each item in lst_not_stored do 
    int idx = cuckoo_g2( item.key); 
    t2[ idx] = item; // if there is already one, evict it 
   end for 
   actualize_not_stored_elements( lst_not_stored, t2); 
 
   // try to store all elements in the first subtable using g3 
   for each item in lst_not_stored do 
    int idx = cuckoo_g3( item.key); 
    t3[ idx] = item; // if there is already one, evict it 
   end for 
   actualize_not_stored_elements( lst_not_stored, t3);  
   num_iterations++; 
  while ( lst_not_stored != {}) && ( num_iterations < MAX_ITERATIONS); 
  all_stored = ( lst_not_stored == {}); 
 while ( !all_stored); 
end. 
 







Algoritmo 2.2: creación del grid con las funciones de error cuádricas acumuladas en cada celda 
entrada:  
 lst_points: lista de puntos de la malla original; 
 lst_triangs: lista de triángulos de la malla original; 
 ht_qef_pos: KeyValueHybridHash; 
 grid: grid de soporte usado para simplificar la malla; 
salida:  
 ht_qef_pos: KeyValueHybridHash, con las qef y los vértices acumulados; 
begin: 
 for each triang in lst_triags do 
  calculate_plane_coeficients( triang, a, b, c, d);  
  for each node in triag do 
   Point p = lst_points[ node]; 
   int idx_p = grid.get_cluster_id( p);  
   // construir la qef 
   CPUfloat4 dataA0( a * a, a * b, a * c, b * b); 





   CPUfloat4 acc( p, 1.0); // acc = ( p.x, p.y, p.z, 1.0); 
   // ( key, value) = ( cluster_id, QefInfo+AccumulatedCoords) 
   ht_qef_pos  add_value( idx_p, QefAccInfo( dataA0,  
         dataA1, dataB, acc); 
  end for 
 end for 
end. 
 




Algoritmo 2.3: búsqueda de las posiciones óptimas 
entrada:  
 ht_qef_pos: KeyValueHybridHash  
 grid: DecimationGrid; // con la información del grid de soporte usado para simplificar 
salida:  
 ht_qef_pos: KeyValueHybridHash con el representante óptimo calculado; 
begin: 
 for each bucket in ht_qef_pos do 
  for each item in bucket do 
  QefAccInfo data = item.value;  
  int cluster_id = item.key; 
  CPUfloat4 cur_point = data.acc_coords; 
  // la componente w contiene el número de puntos acumulados en la celda 
  if cur_point.w >= 1 then // algunos item están vacios por el cuco hash 
   CPUfloat4 optimal_position; // representante de la celda 
   CPUfloat4 dataA0 = data.quadric_A1; 
   CPUfloat3 dataA1 = data.quadric_A2; 
   CPUfloat3 dataB = data.quadric_B; 
   CPUMatrix quadric( dataA0.x, dataA0.y, dataA0.z, dataB.x,  
      dataA0.y, dataA0.w, dataA1.x, dataB.y,  
      dataA0.z, dataA1.x, dataA1.y, dataB.z,  
      0.0, 0.0, 0.0, 1.0); 
   if quadric.determninant() > SINGULAR_THRESHOLD then 
    CPUMatrix inv = quadric.get_inverse(); 
    optimal_position = inv * ( 0.0, 0.0, 0.0, 1.0);  
    if !grid.inside( cluster_id, optimal_position) then 
    // si no está dentro de la celda, congemos la media de los vértices 
     optimal_position = cur_point / cur_point.w;  
    end if 
   else 
    // no se puede invertir,  
    // el representante es la media de los vértices acumulados 
    optimal_position = cur_point / cur_point.w;  
   end if 
   // usar el acumulado para guardar la posición óptima  
   data.acc = optimal_position;  
   item.value = data; 
  end if  












Algoritmo 2.4: simplificar la malla original 
entrada:  
 lst_points: lista de puntos de la malla original; 
 lst_triangs: lista de triángulos de la malla original; 
 ht_qef_pos: KeyValueHybridHash; 
 ht_cluster_ids: NodeHashTable; 
 grid: grid de soporte usado para simplificar la malla; 
salida:  
 lst_points_out: lista de puntos de la malla simplificada; 
 lst_triangs_out: lista de triángulos de la malla simplificada; 
local:  
 ht_triangs: hash para obtener los triángulos únicos 
begin: 
 for each triang in lst_triangs do 
  Point p1 = lst_points[ triang.v1()]; 
  Point p2 = lst_points[ triang.v2()]; 
  Point p3 = lst_points[ triang.v3()]; 
  int idx_p1 = grid.get_cluster_id( p1);  
  int idx_p2 = grid.get_cluster_id( p2);  
  int idx_p3 = grid.get_cluster_id( p3);  
  // si los vértices están en tres celdas diferentes, entonces guardamos el triángulo 
  if ( idx_p1 != idx_p2) && ( idx_p2 != idx_p3) && ( idx_p3 != idx_p1) then 
   // guardamos el triangulo 
   // obtenemos los representantes de las celdas 
   Point sim_p1 = ht_qef_post  get_cuckoo( idx_p1)  value().opt_pos(); 
   Point sim_p2 = ht_qef_post  get_cuckoo( idx_p2)  value().opt_pos(); 
   Point sim_p3 = ht_qef_post  get_cuckoo( idx_p3)  value().opt_pos(); 
   // obtenemos el número del puntos ( los habíamos enumerado) 
   int new_idx_p1 = ht_cluster_ids  get( idx_p1)  get_num();  
   int new_idx_p2 = ht_cluster_ids  get( idx_p2)  get_num();  
   int new_idx_p3 = ht_cluster_ids  get( idx_p3)  get_num();  
   Triangle new_triang( new_idx_p1, new_idx_p2, new_idx_p3); 
   correct_normal( new_triang, triang); 
   ht_triangs  add( new_triang); 
  end if  
 end for 
 lst_points_out = ht_cluster_ids  get_all_nodes(); 















funciones de hash de cucko: ݃௜ሺ݇ሻ ൌ ሾ	ሺ	ܿ௜଴ ൅ ܿ௜ଵ ൉ ݇ሻ݉݋݀	1900813ሿ݉݋݀	192 . 
El tamaño de las subtablas era de 192 elementos y se ha observado que la mayor parte de las veces 
sólo  las entradas  impares se  llenaban. Esto parece  indicar que había algún acoplamiento entre este 
número par y los seis primos escogidos como constantes. 
Siguiendo  con  los  primos,  se  ha  cambiado  el  tamaño  de  las  subtablas  a  191,  otro  primo,  y  el 
algoritmo funciona perfectamente. 
 
Así  pues  los  buckets  del  algoritmo  se  llenan  hasta  512  elementos,  pero  tienen  3  *  191  =  573 
elementos de  tamaño, para dejar  espacio  libre  suficiente  y poder  crear  las  funciones  de  hash de 









nueva  semilla  para  las  funciones  de  cuco.  Con  los  ejemplos  seleccionados  para  este  proyecto  y 
probando con grids de diferentes resoluciones, 2563, 5123y 10243, la media de iteraciones es de 5,3 y 









































Tamaño grid  1 core  2 cores  4 cores 
16.3843  166,494  106,091  78,225 
8.1923  152,491  97,367  71,523 
4.0963  122,611  78,820  58,408 
2.0483  51,484  33,605  25,282 
1.0243  20,414  12,602  8,891 
5123  12,683  7,274  4,014 




Tamaño grid  1 core  2 cores  4 cores 
16.3843  1  1,569  2,128 
8.1923  1  1,566  2,132 
4.0963  1  1,556  2,099 
2.0483  1  1,532  2,036 
1.0243  1  1,620  2,296 
5123  1  1,744  3,160 































Tamaño grid  1 core  2 cores  4 cores  4 cores + HT  
16.3843  102,333  60,170  37,450  29,677 
8.1923  93,396  55,055  33,969  27,210 
4.0963  75,136  45,354  27,854  22,341 
2.0483  33,809  20,084  13,021  10,450 
1.0243  15,248  8,935  5,591  4,359 
5123  10,261  5,635  3,522  2,854 
2563  8,653  4,856  2,796  2,657 
Tabla 18: tiempos, en segundos, para simplificar el modelo de la estatua lucy 
usando diferentes tamaños de grid en la plataforma 2: i7‐920. 
Tamaño grid  1 core  2 cores  4 cores  4 cores + HT  
16.3843  1  1,701  2,733  3,448 
8.1923  1  1,696  2,749  3,432 
4.0963  1  1,657  2,697  3,363 
2.0483  1  1,683  2,596  3,235 
1.0243  1  1,707  2,727  3,498 
5123  1  1,821  2,913  3,595 






































 4. Resultados 
4.1. Imágenes 
La siguiente secuencia de imágenes muestra los diferentes niveles de simplificación del modelo lucy, 
con 14.027.872 puntos y 28.055.742 triángulos
plataforma 1: Intel QuadCore Q9550
 










































Tabla 20: tamaño de las mallas simplificadas y tiempo tomado para imsplificarlas usando el hash 
híbrido de Alcántara ( HashUC) y el grid lleno de DeCoro
 
PFC - Simplificación de mallas de triángulos
. Los tiempos mostrados han sido tomados en la 





modelo original Lucy y de 
detalles que se mostrarán cómo 






 Triángulos Líneas T HashUC (s)




 660 6 60,345
 2.800 4 22,921
 11.526 8 7,535
 46.569 12 4,386
 182.902 11 3,977
 705.207 17 5,008
 2.642.388 23 10,512
 9.128.466 6 30,673
 20.568.519 7 71,750





























PFC - Simplificación de mallas de triángulos
Resultados 
 
Nivel 12 de grid: 4096 x 4096 x 4096 celdas
 
 




























30,673 segundos con HashUC
 











 Nivel 10 de grid: 1024 x 1024 x 1024 celdas
 
Nivel 9 de grid: 512 x 512 x 512 celdas
 
 































 Visualización del 






7: Visualización del 







PFC - Simplificación de mallas de triángulos
Resultados 
 
Nivel 8 de grid: 256 x 256 x 256 celdas
 
 
















3,977 segundos con HashUC












4,386 segundos con HashUC
4,544 segundos con FullUC
 











 Nivel 6 de grid: 64 x 64 x 64 celdas
 
Nivel 5 de grid: 32 x 32 x 32 celdas
 
 













7,535 segundos con HashUC













22,921 segundos con HashUC





: Visualización del 







1: Visualización del 








PFC - Simplificación de mallas de triángulos
Resultados 
 
Nivel 4 de grid: 16 x 16 x 16 celdas 
 
 















60,345 segundos con HashUC
5,073 segundos con FullUC
 
 








59,356 segundos con HashUC
6,788 segundos con FullUC
 









 Nivel 2 de grid: 4 x 4 x 4 celdas
 
Nivel 1 de grid: 2 x 2 x 2 celdas
 
Nivel 0 de grid: 1 x 1 x 1 celda = 1 punto.













61,439 segundos con HashUC













62,134 segundos con HashUC






4: Visualización del 







5: Visualización del 







PFC - Simplificación de mallas de triángulos
Resultados 
 
En el ejemplo del plano de una ciudad se puede ver el acierto de recuperar los triángulos colapsados 
como líneas, que se muestran como líneas gruesas de color azul:
 
Figura 26: Imagen del modelo original de una ciudad con 6.107.478 
Figura 27: Nivel 7 de grid malla 
 
 
puntos y 15.601.856 triángulos





 Figura 28: Nivel 8 de grid malla con 44.276 puntos, 113.235 triángulos y 548 líneas
Figura 29: Nivel 9 del grid malla con 137.922 
Figura 30: Nivel 10 del grid malla con 386.344 puntos, 881.256 triángulos y 1.492 líneas
PFC - Simplificación de mallas de triángulos












PFC - Simplificación de mallas de triángulos
Resultados 
 
Figura 31: Nivel 11 del grid malla con 779.960 puntos, 1.682.503 triángulos y 1.760 líneas
Figura 32: Nivel 12 del grid malla con 1.289.987 puntos, 2.679.289 triángulos y 
Figura 33: Nivel 13 del grid malla con 
 







 Figura 34: Nivel 14 del grid malla con 2.575.495 puntos, 5.158.613 
 
 
En las próxima figura se puede apreciar la e






PFC - Simplificación de mallas de triángulos
triángulos y 739 líneas
volución del error según los diferentes niveles de 
 













































 Nivel 10: 1.024
3
 
Figura 35: Evolución de la distribución del error en los diferentes niveles 
nivel 1 arriba a la izquierda hasta el nivel 12, la imagen de abajo a la derecha.
 
Se puede observar que a partir del nivel 9 prácticamente toda la estatua es de color azul oscuro, con 
error prácticamente 0. Si se filtran 
observar que a partir del nivel 9, incluido éste, los errores se concentran en la base de la estatua. La 
base de la estatua es prácticamente un plano, con lo que la función de error cuártica no s
invertir y el representante de la celda es la media de los vértices.
 




 Nivel 12: 4.096
de refinamiento, desde el 




















 Nivel 8: 256
3
 Nivel 9: 512
3
 
Figura 36: Evolución de la distribución del error mostrando sólo los errores superiores a 10e-5. 
 
Si se acepta un error de 10e-5, sólo hace falta llegar al nivel 9 de profundidad del octree para 
simplificar el modelo lucy. 
 
4.2. Tiempos 
A continuación se muestra una tabla de tiempos en función de la resolución del grid usado para los 
modelos de 2 millones de triángulos o más: 
 
 Modelo pensatore neptune manuscript F1 car xyz_dragon 
 puntos 997.875 2.003.932 2.155.617 3.005.848 3.609.600 
 triángulos 1.995.746 4.007.872 4.305.818 6.011.696 7.219.045 
grid       
256
3
 puntos 248.940 66.242 45.319 83.739 89.828 
 triángulos 498.653 133.215 90.047 168.453 180.801 
 tiempo 1,108 0,851 0,672 1,288 1,254 
512
3
 puntos 752.382 244.733 179.746 331.411 344.137 
 triángulos 1.505.771 491.619 358.426 665.791 390.760 
 tiempo 3,206 1,686 1,107 2,465 2,270 
1.024
3
 puntos 933.498 782.595 698.818 689.029 1.218.777 
 triángulos 1.866.995 1.570.908 1.394.135 1.387.314 2.442.976 
 tiempo 4,400 4,497 3,364 4,512 6,422 
2.048
3
 puntos   2.149.448 1.061.731 3.283.354 
 triángulos   4.293.500 2.152.570 6.567.145 
 tiempo   13,110 8,825 20,637 
4.096
3
 puntos    1.726.342  
 triángulos    3.463.322  
 tiempo    11,243  
8.192
3
 puntos    2.508.245  
 triángulos    5.024.283  
 tiempo    17,465  
Tabla 21: coste en tiempo de las simplificaciones de diferentes modelos de menos de 10 millones de 
triángulos 
 
 Modelo Thai statuete ciudad 15M lucy Puget Sound 
 Puntos 4.999.996 6.107.478 14.027.872 16.785.409 
 triángulos 10.000.000 15.601.856 28.055.742 33.554.432 
grid      
256
3
 Puntos 118.555 44.276 90.780 91.547 
 triángulos 240.919 113.235 182.902 190.034 
 tiempo 1,680 3,011 3,977 4,984 
512
3
 Puntos 451.199 137.922 351.327 362.345 




 triángulos 907.865 332.334 705.207 735.245 
 tiempo 3,116 2,891 5,008 5,969 
1.024
3
 Puntos 1.496.860 386.344 1.317.615 1.422.113 
 triángulos 3.000.344 881.256 2.642.388 2.854.207 
 tiempo 8,128 4,129 10,046 11,311 
2.048
3
 Puntos 3.442.412 779.960 4.555.618 5.235.018 
 triángulos 6.887.683 1.682.503 9.128.466 10.467.345 
 tiempo 22,376 8,852 33,616 32,186 
4.096
3
 Puntos 4.877.974 1.289.987 10.287.708 16.778.871 
 triángulos 9.756.009 2.679.289 20.568.519 33.541.359 
 tiempo 29,518 9,028 71,750 105,611 
8.192
3
 puntos  1.881.515 12.179.672 no se ha 
 triángulos  3.822.405 24.356.752 podido crear 
 tiempo  12,423 88,987 hash de cuco 
16.384
3
 puntos  2.575.495 13.105.189 16.785.409 
 triángulos  5.158.613 26.209.546 33.554.432 
 tiempo  16,815 96,010 145,255 
Tabla 22: coste en tiempo de las simplificaciones de diferentes modelos de 10 millones o méas 
de triángulos 
 
Se puede observar que el coste temporal de simplificación depende en gran medida del tamaño de la 
malla simplificada, además de la malla original: para un tamaño de grid de 1.024
3
 la simplificación de 
la malla de 4 millones de triángulos de la estatua de neptuno a una de 1,6 millones ha tardado 4,5 
segundos, los mismos que se ha tardado en simplificar la malla de 6 millones de triángulos del 
ejemplo "f1 car" a unos 1,4 millones. Los 2 millones de triángulos de más de la malla original "se han 
compensado" con los cerca de doscientos mil triángulos de menos en la malla simplificada. 
 
También se ha desglosado los tiempos de simplificación para saber donde radicaba el coste del 
algoritmo y se ha visto que el tiempo se ha invertido en crear la tabla hash híbrida y en simplificar la 
malla, como se puede ver en esta tabla: 
 

















 / 90.780 0,452 2,842 0,020 1,062 4,436 
512
3
 / 351.327 0,944 2,822 0,060 1,762 5,680 
1.024
3
 / 1.317.615 3,149 2,967 0,132 4,184 10,512 
2.048
3
 / 4.555.618 11,344 4,473 0,361 14,295 30,673 
4.096
3
 / 10.287.708 27,980 7,062 0,792 35,496 71,750 
8.192
3
 / 12.179.672 34,402 8,105 0,912 45,038 88,987 
Tabla 23: Distribución del coste de tiempo, en segundos, según las diferentes partes del algoritmo 
y la resolución del grid. Han sido tomados al simplificar el modelo de la estatua lucy. 
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Se puede observar que buena parte del tiempo se consume para crear la tabla de hash híbrida y para 
simplificar la malla. 
Dentro de la creación del hash híbrido, la distribución de tiempos es la mostrada en la siguiente 
tabla: 
 




















 / 90.780 0,412 0,000 0,030 0,000 0,010 0,452 
512
3
 / 351.327 0,452 0,010 0,449 0,013 0,020 0,944 
1.024
3
 / 1.317.615 0,632 0,020 2,352 0,061 0,083 3,149 
2.048
3
 / 4.555.618 1,482 0,100 8,983 0,209 0,353 11,344 
4.096
3
 / 10.287.708 4,682 0,340 21,474 0,472 1,002 27,980 
8.192
3
 / 12.179.672 6,530 0,420 25,844 0,558 1,276 34,402 
Tabla 24: Distribución del coste de tiempo, en segundos, para crear la tabla de has híbrida. Han 
sido tomados al simplificar el modelo de la estatua lucy. 
 
Se puede apreciar que la mayor parte del tiempo de creación del hash híbrido lo toma el reparto de 
elementos en buckets de menos de 512 elementos.  Hay que recordar que este tiempo también 
incluye la inicialización de los elementos a 0, para que más tarde se pueda acumular las funciones de 
error cuádricas y los vértices dentro de la misma celda. 
Si se dibuja el tiempo en función del número de celdas ocupadas, se crea la siguiente gráfica: 
 
Figura 37: comparación entre el número de celdas ocupadas por el modelo lucy dependiendo del 
nivel de resolución del grid y el tiempo para crear el hash de cuco y simplificar la malla. 
 




Parece que el coste es lineal! 
También se ha comparado el rendimiento de la aplicación en tres plataformas: 
• plataforma 1: Intel Quad Core Q9550 en MS Windows 7 de 64 bits y Linux Ubuntu 8.04.4 LTS 
y gcc 4.4.5; 
• plataforma 2: Intel i7 920 en Linux Ubuntu 10.04.2 LTS y gcc 4.4.3; 
• plataforma 3: Intel Pentium Dual SU4100 MS Windows 7 y Linux Ubuntu 10.04.2 y gcc 4.4.3; 
El modelo escogido es la estatua thai de 10 millones de triángulos. El tamaño de las mallas 
simplificadas según el nivel de resolución del grid es éste: 
Tamaño 
grid 
Puntos Triángulos Líneas 
Original 4.999.996 10.000.000 0 
64
3
 6.957 14.865 27 
128
3
 29.365 60.822 28 
256
3
 118.555 240.919 60 
512
3
 451.199 907.865 76 
1.024
3
 1.496.860 3.000.344 63 
2.048
3
 3.442.412 6.887.683 3 
4.096
3
 4.877.974 9.756.009 0 
Tabla 25: tamaño de las mallas simplificadas de la estatua thai. 
 
  
Figura 38: estatua thai original a la izquierda y simplificada con el grid de 512
3
, aproximadamente un 
10 % del tamaño de la malla original. 
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CPU Intel Q9550 Intel Q9550 Intel i7-920 Intel SU4100 Intel SU4100 
Núcleos 4 4 4 + HT 2 2 
64
3
 2,397 2,230 1,683 5,699 4,827 
128
3
 1,643 1,366 1,360 5,892 4,480 
256
3
 1,721 1,333 1,224 6,916 5,161 
512
3
 3,114 2,457 1,629 10,795 7,991 
1.024
3
 8,263 6,843 3,502 23,343 17,242 
2.048
3
 19,417 16,404 7,206 48,719 38,616 
4.096
3
 28,938 24,731 10,437 72,457 57,960 
Tabla 26: Tiempos usando todos los núcleos de las tres plataformas. 












CPU Intel Q9550 Intel Q9550 Intel i7-920 Intel SU4100 Intel SU4100 
Núcleos 1 1 1 1 1 
64
3
 2,964 2,964 2,381 6,521 4,842 
128
3
 3,146 3,146 2,527 6,983 5,211 
256
3
 3,671 3,671 2,916 8,175 6,300 
512
3
 5,990 5,990 4,375 12,683 10,369 
1.024
3
 14,103 14,103 9,270 28,117 24,256 
2.048
3
 33,436 33,436 20,627 63,144 56,436 
4.096
3
 51,246 51,246 31,324 94,744 85,732 





También he analizado el coste en memoria del algoritmo. 
Antes de nada hay que advertir que el tamaño que se ha tomado para crear el hash de cluster_ids 
únicos es el número de puntos del modelo dividido por 60. Se había supuesto que el usuario 
normalmente desea simplificar el modelo a un 10 % de su tamaño original y en el hash de nodos, los 
buckets son de 6 elementos. Esta es una de las primera mejoras a realizar. 
 
La siguiente tabla muestra la memoria requerida para construir el hash híbrido y después para 
simplificar la malla. También se muestra los bytes por celda ocupada como comparación. 
 






















 / 90.780 34,52 398,77 13,76 158,93 48,28 557,70 
512
3
 / 351.327 56,82 169,60 53,10 158,49 109,93 328,09 
1.024
3
 / 1.317.615 147,31 117,23 199,32 158,62 346,63 275,85 
2.048
3
 / 4.555.618 478,25 110,08 685,69 157,83 1.163,94 267,91 
4.096
3
 / 10.287.708 1.063,35 108,38 1.557,67 158,77 2.621,02 267,15 
8.192
3
 / 12.179.672 1.256,45 108,17 1.820,20 156,71 3.076,65 264,88 
16.384
3
 / 13.105.189 1.350,95 108,09 1.995,28 159,65 3.346,23 267,74 
32768
3
 / 13.566.701 1.398,03 108,05 2.064,41 159,56 3.462,43 267,61 
Tabla 28: Coste en memoria del algoritmo de simplificación usando hash de cuco para el modelo 
lucy y diferentes resoluciones del modelo. 
 
Si se desglosan las diferentes partes se puede ver que aún hay espacio para mejorar el algoritmo. 
 Memoria creación hash de cuco 
Bytes / nodo Tamaño grid / 
celdas ocupadas 
Hash QEF ( de cuco) Hash nodos Total 
256
3
 / 90.780 7,77 26,76 34,52 398,77 
512
3
 / 351.327 30,05 26,77 56,82 169,60 
1.024
3
 / 1.317.615 112,73 34,58 147,31 117,23 
2.048
3
 / 4.555.618 389,72 88,54 478,25 110,08 
4.096
3
 / 10.287.708 880,05 183,30 1.063,35 108,38 
8.192
3
 / 12.179.672 1.041,90 214,55 1.256,45 108,17 
16.384
3
 / 13.105.189 1.121,07 229,88 1.350,95 108,09 
32768
3
 / 13.566.701 1.160,54 237,49 1.398,03 108,05 
Tabla 29: Desglose del consumo de memoria para la estructura de hash híbrido y la tabla has 
de cluster_ids únicos. 
 
  Memoria durante la simplificación del modelo 
Bytes / 













 / 90.780 5,55 4,72 2,79 0,69 48,28 158,93 
512
3
 / 351.327 21,41 18,25 10,76 2,68 109,93 158,49 
1.024
3
 / 1.317.615 80,35 68,60 40,32 10,05 346,63 158,62 
2.048
3
 / 4.555.618 277,01 234,63 139,29 34,76 1.163,94 157,83 
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 / 10.287.708 633,80 531,54 313,85 78,49 2.621,02 158,77 
8.192
3
 / 12.179.672 736,46 619,16 371,66 92,92 3.076,65 156,71 
16.384
3
 / 13.105.189 809,91 685,45 399,93 99,98 3.346,23 159,65 
32768
3
 / 13.566.701 836,43 710,45 414,02 103,51 3.462,43 159,56 
Tabla 30: Desglose del consumo de memoria durante la etapa de simplificación de la malla original. 
 
Podemos observar que en la etapa de creación de la tabla de hash de cuco híbrida, la tendencia es a 
ocupar unos 108 bytes de memoria por nodo. El alto consumo inicial parece ser debido a la mala 
elección del tamaño de la tabla de cluster_ids únicos como ya he comentado al principio de esta 
sección.  
También se puede obervar que para la simplificación del modelo, la memoria consumida es de unos 
159 bytes por nodo. 
En total, el consumo de memoria tiende a ser de unos 270 bytes por celda ocupada del grid de 
simplificación y no depende del tamaño del modelo original. 
 
4.4. Experimentación con el hash híbrido 
 
Como se ha comentado en el capítulo anterior, el algoritmo de hash propuesto por Alcántara 
propone primero repartir los elementos en buckets de 512 elementos como máximo pero con una 
ocupación media de 409 elementos por bucket. Su argumento era que necesitaba dejar espacio libre 
para poder tener éxito al crear las funciones de hash de cuco para cada bucket. Pero más adelante 
los buckets para las tablas de hash de cuco aumentaban de tamaño a 576 elementos, 573 en la 
implementación del proyecto. 
 
Se ha hecho un experimento para probar si se puede aumentar la capacidad media de estos buckets, 
pues ya disponen de espacio para crear las funciones de hash de cuco. 
 
Se ha ido aumentandola capacidad media de los buckets usando todos los primos que hay entre 409 
y 512 para diferentes resoluciones del grid de simplificación. 
 
La siguiente tabla muestra para cada modelo y tamaño de grid el primo más grande con el que se ha 
conseguido una creación exitosa de las funciones hash. Se ha considerado que el cálculo de las 
funciones hash falla después de 25 iteraciones para repartir los elementos y después de usar 25 
semillas diferentes, como se ha explicado en el capítulo anterior. 
 




 Grid de 256
3
 Grid de 512
3
 Grid de 1024
3
 
Modelo # celdas Primo # celdas Primo # celdas Primo 
bunny 35.727 467 35.931 467 35.944 457 
armadillo 109.385 467 171.324 449 172.912 449 
dragon 121.866 463 281.895 439 358.605 439 
happy 101.024 461 260.573 443 426.117 439 
cktest_240k 28.653 467 61.625 457 92.055 463 
Rotor16_500k 124.100 467 262.461 449 276.112 443 
Rotor16_1500k 137.603 467 485.310 463 755.724 421 
gear_583k 178.671 479 291.828 457 291.840 443 
maxilar 182.695 463 365.064 449 422.377 439 
colada_797k 35.530 467 77.160 457 153.691 443 
gargo 212.943 449 580.707 443 723.110 431 
pensatore 248.940 457 752.382 439 933.498 439 
xyzrgb_dragon 89.828 467 344.137 443 1.218.777 443 
neptune 66.242 479 244.733 461 782.595 439 
lucy 90.780 463 351.327 443 1.317.615 439 
singapur 25.398 487 50.404 463 85.450 463 
singapur 15M 44.276 461 137.922 467 386.344 457 
angel 58.665 467 148.422 457 228.842 443 
hand 68.361 463 215.081 443 277.314 433 
statuette thai 118.555 449 451.199 457 1.496.860 433 
manuscript 45.319 503 179.746 479 698.818 463 
Blade 225.496 449 573.143 439 766.650 439 
Plataforma 18.441 479 42.347 467 122.862 463 
plat. iso 142 11.554 479 30.329 467 80.367 463 
Telescope 88.336 463 115.526 449 144.000 449 
f1 bound 83.739 479 331.411 491 689.029 461 
Media  467,77  455,31  445,92 
Tabla 31: Pruebas con diferentes factores de ocupación para los buckets de las tablas de hash 
de cuco. Según tamaño de grid y para diferentes modelos se muestra el primo más grande, 
menor de 512 para el que se consiguió una creación con éxito de las funciones de hash de cuco. 
 
Habría que realizar más pruebas, o modificar el algoritmo para que, dependiendo del modelo, escoja 
el factor de ocupación. Pero en el caso de subir la ocupación media de 409 a 445, el espacio libre 
necesario se podría reducir del 40 % al 30 % y el factor de ocupación de la estructura pasaría del 71 % 

















 etapa  previa:  estudio  del  arte  y  preparación  de  la  aplicación  que  servirá  como marco  de 
ensayo; 




Etapas  Horas  Días  Semanas 
Establecer objetivos del proyecto  8  1  0,2 
Estudio del arte  80  10  2 
Preparación  68  8,5  1,7 
  selección de tecnología a usar  8  1  0,2 
  selección plataformas   4  0,5  0,1 
  preparación juego de pruebas  16  2  0,4 
  desarrollo marco de la aplicación  40  5  1 
Primera versión: clustering uniforme lleno de DeCoro [A.4]  296  37  7,4 
  versión serial  144  18  3,6 
    Implementación  80  10  2 
    pruebas y análisis de resultados  24  3  0,6 
    Correcciones  24  3  0,6 
    pruebas y análisis de resultados  16  2  0,4 
  versión paralela  40  5  1 
    Adaptación  16  2  0,4 
    pruebas y análisis de resultados  8  1  0,2 
    Correcciones  8  1  0,2 
    pruebas y análisis de resultados  8  1  0,2 
  versión tarjeta gráfica  112  14  2,8 
    Implementación  64  8  1,6 
    pruebas y análisis de resultados  16  2  0,4 
    Correcciones  16  2  0,4 
    pruebas y análisis de resultados  16  2  0,4 
Segunda versión: octree de DeCoro [A.4]  160  20  4 
  versión serial y paralela  80  10  2 
    implementación  40  5  1 
    pruebas y análisis de resultados  16  2  0,4 
    correcciones  16  2  0,4 
    pruebas y análisis de resultados  8  1  0,2 
  versión tarjeta gráfica  80  10  2 
    implementación  40  5  1 
    pruebas y análisis de resultados  16  2  0,4 






    pruebas y análisis de resultados  8  1  0,2 
Elaboración del informe del proyecto  40  5  1 
           










 postergar  la  implementación del octree del algoritmo de simplificación pero, en  todo caso, 
facilitar las herramientas para poderlo hacer fácilmente, 
 buscar  alguna  técnica  que me  permita  almacenar  todas  las  celdas  ocupadas  de  cualquier 






Etapas  Horas  Días  Semanas 
Establecer objetivos del proyecto  8  1  0,2 
Estudio del arte  80  10  2 
Preparación  84  10,5  2,1 
  selección de tecnología a usar  16  2  0,4 
  selección plataformas   4  0,5  0,1 
  preparación juego de pruebas  24  3  0,6 
  desarrollo marco de la aplicación  40  5  1 
Primera versión: clustering uniforme lleno de DeCoro  312  39  7,8 
  versión serial  144  18  3,6 
    implementación  80  10  2 
    pruebas y análisis de resultados  32  4  0,8 
    correcciones  32  4  0,8 
  versión paralela  88  11  2,2 
    adaptación  24  3  0,6 
    pruebas y análisis de resultados  32  4  0,8 
    correcciones  32  4  0,8 
  validación usando el juego de pruebas  80  10  2 
Estado del arte: hash espaciales  40  5  1 
Segunda versión: hash de cuco de Alcántara  184  23  4,6 
  versión serial y paralela  144  18  3,6 





    pruebas y análisis de resultados  24  3  0,6 
    correcciones  16  2  0,4 
    experimentos  24  3  0,6 
  validación usando el juego de pruebas  40  5  1 
Pruebas en las diferentes plataformas seleccionadas  40  5  1 
Elaboración del informe del proyecto  50  6,25  1,25 
           







































































 se han recuperado  los triángulos colapsados en  líneas que ayudan al reconocimiento visual 
del modelo; 

















 se  han  realizado  pruebas  de  capacidad media  de  los  buckets  y  parece  ser  que  se  puede 
aumentar dicha media; 










Debido  al  alto  coste  de  los  semáforos,  sobretodo  usando  en  compilador MS  VisualStudio,  y  a  la 
cantidad  de  información  que  acumula  cualquiera  de  las  celdas  del  grid  de  simplificación,  se  ha  
estudiar si es realmente necesario usarlos para asegurar una correcta acumulación de información en 




















Una  de  las  ventajas  del  enfoque  adoptado  de  DeCoro  es  que  permite  ampliar  el  algoritmo  de 
simplificación fácilmente: 
 incorporando atributos  ( resultados, colores, coordenadas de  textura) a  la simplificación ya 
sea como la propuesta por Garland en [A.6] o usando dos funciones de error cuádricas: una 
para la geometría y otra para los atributos y ponderarlas; 
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La  siguiente  lista muestra  los modelos  usados  para  validar  la  aplicación  gMeshSim  y  su  tamaño. 
Buena  parte  de  estos  modelos  se  han  obtenido  del  repositorio  de  Standford  University 
[Standford2011], de Aim@Shape [Aim2011], de Georgia  Institute of Technology [Gatech2011‐2], de 
prácticas  de  laboratorio,  de  modelos  de  simulaciones  realizados  en  CIMNE  o  han  sido  creados 
expresamente para esta aplicación, como el ejemplo del cilindro o del rotor. 








cktest_240k  118.762  242.688  
Rotor16_90k  44.836  89.668
Rotor16_500k  277.934  555.864 Teapot 







neptune  2.003.932  4.007.872  
lucy  14.027.872  28.055.742
ciudad  402.587  975.116
ciudad 15M  6.107.478  15.601.856 Bunny 
ps_height  16.785.409  33.554.432  









f1 bound  3.005.848  6.011.696 Armadillo 
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Tabla 32: Lista de modelos usados en el proyecto   
 
   
Dragon  Happy budha 
   
Cilindro, cilindro_5g.  CkTest_240k 
   
Rotor16_90k, Rotor16_500k, Rotor16_1500k  Gear_583k 
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Maxilar  Colada_797k digitalización de una pieza de 
fundición 
   
Gargoyle  Pensatore 
   
Xyzrgb dragon  803 neptune 
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Lucy  Ciudad, ciudad 15M 
   
Puget Sound digitalización regular de un terreno  Horse 
   
Angel  Hand 
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Statuette Thai  Manuscript 
   
Blade  Plataforma: malla anisotrópica 
   
Iso‐superficie de oleaje de la plataforma  Telescopio: malla anisotrópica 
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Figura 39: las imágenes de los modelos usados 
en este proyecto 
Coche f1: malla anisotrópica   
 
Además de estos modelos, ocasionalmente se ha probado el algoritmo con otros modelos pero no se 
han considerado suficientemente relevantes para incluirlos en este informe. 
 
