We study the problem of optimal control of solutions to an operator-differential equation, which is not solved with respect to the time derivative, together with a multipoint initial-final condition. In this case, one of the operators in the equation is multiplied by a scalar function of time. By the properties of the operators involved, the stationary equation has analytical resolving group. We construct a solution to the multipoint initialfinal problem for the nonstationary equation. We show that a unique optimal control of solutions to this problem exists.
Introduction
Suppose that X, Y, and U are Hilbert spaces, and then take bounded linear operators L ∈ L(X; Y) and B ∈ L(U; Y), assuming that the kernel of L is non-trivial. Take also a closed linear operator M ∈ Cl(X; Y) whose domain is dense in X.
Consider the Sobolev-type equation [1] [2] [3] [4] Lẋ(t) = a(t)M x(t) + f (t) + Bu(t)
with a control vector function u : [0, T ] → U, a vector function f : [0, T ] → Y of exterior force, and a scalar function a : [0, T ] → R + , to be specified later, characterizing the change in time of the parameters of (1) . The operators L and M generate the analytic resolving group for the homogeneous stationary equation (1) , which means that a(t) ≡ 1.
We consider an optimal control problem for (1) . Namely, we aim to find a pair (x,û) ∈ X × U ad with J(x,û) = inf (x,u)∈X×U ad J(x, u).
Here U ad is a closed convex set of admissible controls in the Hilbert space U of controls, all pairs (x, u) satisfy the multipoint initial-final problem [5] for (1) , and J(x, u) is a certain penalty functional in special form. Previously the authors studied the optimal control problem for solutions to nonstationary Sobolev-type equations (1) with the Showalter-Sidorov condition [6, 7] . In this paper we study the optimal control of solutions to the multipoint initial-final problem [5] , which is a generalized Showalter-Sidorov problem [8] for (1).
Relatively Spectrally Bounded Operators
Recall the standard notation of the theory of relatively p-bounded operators [3] . Starting with two Hilbert spaces X and Y, take a bounded linear operator L ∈ L(X; Y) with non-trivial kernel and a closed linear operator M ∈ Cl(X; Y) whose domain is dense in X. Consider the stationary equation
called a Sobolev-type equation [3] .
−1 are respectively called the resolvent, right resolvent, and left resolvent of M with respect to L (or briefly the L-resolvent, right L-resolvent, and left L-resolvent of M ). 
Put γ = {µ ∈ C : |µ| = r > r 0 }. The Riesz-type integrals
, which are of the form
Theorem 1 implies the existence of the operators
Strong Solutions of the Multipoint Problem
Take two Hilbert spaces X and
Define the operators P j ∈ L(X) and Q j ∈ L(Y) for j = j, n as
thanks to the relative spectral theorem [9] , and moreover, the results of [9] , and the
Consider the multipoint initial-final problem
for (3). Applying to (3) the projections I − Q and Q j for j = 0, n yields the equivalent system
where
, and x 1 j = P j x for j = 0, n. Put N 0 ≡ {0} ∪ N and construct the space
which is a Hilbert space with the inner product
Definition 5. A vector-valued function x ∈ H 1 (X) is called a strong solution to the multipoint initial-final problem (3), (5) whenever it satisfies (3) and the terms of P j (x(τ j ) − x j ) = 0 for j = 0, n almost everywhere. 
Lemma 3. Under the assumptions of Lemma 2, if condition (4) is fulfilled then for every vector x j ∈ X and every vector function f
Theorem 2. Given vectors x j ∈ X for j = 0, n and a vector function f : [0, τ ] → Y satisfying the assumptions of Lemmas 2 and 3, there exists a unique solution x ∈ H 1 (X):
Optimal Control of the Multipoint Problem
For a Hilbert space X consider the equation
with operators L ∈ L(X; Y), M ∈ Cl(X; Y), and B ∈ L(U; Y), a scalar function a : [0, τ ) → R + , as well as vector functions u : [0, τ ) → U and f : [0, τ ) → Y to be specified later. Take a Hilbert space Z and an operator C ∈ L(X; Z). Consider the penalty functional
where 0 ≤ k ≤ p + 1. The operators N q ∈ L(U) for q = 0, 1, . . . , p + 1 are self-adjoint and positive definite, while z d = z d (t, s) is an observation from some space of observations Z. Note that if x ∈ H 1 (X) then z ∈ H 1 (Z). By analogy with H p+1 (Y), define the space H p+1 (U), which is a Hilbert space because so is U. We distinguish a convex and closed subset H p+1 ad (U) of the space H p+1 (U), called the set of admissible controls.
ad (U) is called an optimal control of solutions to problem (5), (8) whenever
where the pairs (x(u), u) ∈ X × H p+1 ad (U) satisfy (5), (8) . By Theorem 2, a unique solution x ∈ H 1 (X) to problem (5), (8) exists for all vectors x j ∈ X for j = 0, n, vector functions f ∈ H p+1 (Y), u ∈ H p+1 (U) and a function a ∈ C p+1 ([0, T ); R + ) separated from zero:
by analogy with [6] . Here A(t) = t 0 a(ς)dς. We now fix x j ∈ X for j = 0, n and f ∈ H p+1 (Y) and consider (11) as a mapping D : u → x(u).
Lemma 4. Given Hilbert spaces X, Y, and U, take an (L, p)-bounded operator M , with p ∈ N 0 , a function a ∈ C p+1 (R + ; R + ) separated from zero, and fix vectors x j ∈ X for j = 0, n and f ∈ H p+1 (Y). Then the mapping D :
and (11) is the solution to (8) , this lemma holds by the properties of the operator group X t and the continuity of a(t) for t ∈ R + , by analogy with the proof of Theorem 2. Proof. Using the mapping D of Lemma 4, we see that the functional (9) becomes
where π(u, u) = C(x(t; u) − x(t; 0))
is a coercive continuous bilinear form on H p+1 (U), and
is a continuous linear form on H p+1 (U). Thus, the theorem is valid by analogy with [6] . Â ñòàòüå ðàññìàòðèâàåòñÿ îïòèìàëüíîå óïðàâëåíèå ðåøåíèÿìè íà÷àëüíî-êîíå÷íîé çàäà÷è äëÿ îïåðàòîðíî-äèôôåðåíöèàëüíîãî óðàâíåíèÿ, íåðàçðåøåííîãî îòíîñèòåëü-íî ïðîèçâîäíîé. Ïðè ýòîì â óðàâíåíèè îäèí èç îïåðàòîðîâ óìíîaeåí íà ñêàëÿðíóþ ôóíêöèþ ïåðåìåííîé t, è ñâîéñòâà îïåðàòîðîâ òàêîâû, ÷òî ñòàöèîíàðíîå óðàâíåíèå îáëàäàåò àíàëèòè÷åñêîé ðàçðåøàþùåé ãðóïïîé. Â ñòàòüå ñòðîèòñÿ ñèëüíîå ðåøåíèå íà÷àëüíî-êîíå÷íîé çàäà÷è äëÿ íåñòàöèîíàðíîãî óðàâíåíèÿ ñîáîëåâñêîãî òèïà â ñëó-÷àå îòíîñèòåëüíîé îãðàíè÷åííîñòè. Èñïîëüçóÿ ïîñòðîåííîå ðåøåíèå, äîêàçûâàåòñÿ ñó-ùåñòâîâàíèå åäèíñòâåííîãî îïòèìàëüíîãî óïðàâëåíèÿ ðåøåíèÿìè óêàçàííîé çàäà÷è. Ñòàòüÿ êðîìå ââåäåíèÿ è ñïèñêà ëèòåðàòóðû ñîäåðaeèò òðè ÷àñòè. Â ïåðâîé èç íèõ ïðèâîäÿòñÿ íåîáõîäèìûå ñâåäåíèÿ òåîðèè îòíîñèòåëüíî p-îãðàíè÷åííûõ îïåðàòîðîâ, âî âòîðîé ñòðîèòñÿ ñèëüíîå ðåøåíèå ìíîãîòî÷å÷íîé íà÷àëüíî-êîíå÷íîé çàäà÷è äëÿ íåñòàöèîíàðîíîãî óðàâíåíèÿ ñîáîëåâñêîãî òèïà. Íàêîíåö, â òðåòüåé ÷àñòè äîêàçûâà-åòñÿ ñóùåñòâîâàíèå è åäèíñòâåííîñòü îïòèìàëüíîãî óïðàâëåíèÿ ðåøåíèÿìè íà÷àëüíî-êîíå÷íîé çàäà÷è äëÿ íåñòàöèîíàðíîãî óðàâíåíèÿ ñîáîëåâñêîãî òèïà.
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