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1. Введение
1.1. Голономная и неголономная редукция:
исторический и критический обзор
1. В общем смысле под редукцией динамической системы, описываемой дифферен-
циальными уравнениями, понимают понижение порядка системы, позволяющее свести ис-
следования к меньшему числу уравнений [54]. Давно было замечено (ранние наблюдения
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восходят к Ньютону, Эйлеру, Лагранжу), что редукция системы возможна при наличии
у системы первых интегралов и симметрий. Исключение первых интегралов тривиально, по-
нижение порядка системы обыкновенных дифференциальных уравнений при помощи полей
симметрий было систематически рассмотрено в трудах Ли [41, 42], который, к сожалению,
фактически не касался механики [30]. Отметим, однако, что в лекциях Энгеля (соавтора
и соратника Ли) [27] в приложении к задаче трех тел изложены общие принципы теории
Ли, позволяющие понять общую схему редукции на вполне современном уровне.
Для гамильтоновых систем дифференциальных уравнений (вследствие наличия пуас-
соновой структуры, являющейся кососимметрическим тензорным инвариантом, удовлетво-
ряющим тождеству Якоби) редукция имеет свою специфику и наиболее развита. Дело
в том, что пуассонова структура сопоставляет всякому первому интегралу поле симметрий;
с другой стороны, всякой симметрии, действующей на конфигурационном пространстве,
соответствует первый интеграл, линейный по обобщенным импульсам. Эти утверждения
составляют содержание классической теоремы Нётер.
В локальной, но конструктивной форме процедура понижения порядка при помощи
линейных интегралов и соответствующих им циклических (игнорируемых) координат в об-
щей форме была предложена Раусом [48]. Выделить набор циклических координат зачастую
оказывается сложно, особенно в задачах с некоммутативным набором первых интегралов,
когда циклические координаты имеют скрытый характер. С целью преодоления подобных
сложностей были разработаны различные методы теории канонических преобразований,
позволяющие понизить порядок системы. Хорошим примером, иллюстрирующим специ-
фику этих методов редукции, является классическая задача трех тел (некоммутативность
набора интегралов для нее была отмечена еще Ли [40], который не занимался, однако, явной
редукцией; см. также работу Картана [24]). Различным способам редукции в этой задаче
(используются даже неголономные циклические переменные) посвящена обширная работа
П.В.Воронца [67] (известного, главным образом, по его общей форме уравнений движений
неголономной механики). Различные технические приемы в редукции для задачи трех тел
собраны также в книге Уиттекера [52], а с точки зрения теории канонических преобразова-
ний, позволяющих представить приведенные уравнения в наиболее симметричной форме,
такие приемы приведены в статье [50] (см. также работу Пуанкаре [75]).
Идеи использовать неканонические переменные при понижении порядка восходят к Ла-
гранжу (который, кстати, в своем классическом трактате [38] выполнил редукцию многих
известных задач механики). Он предложил в задаче трех тел использовать взаимные рас-
стояния и некоторые проекции скоростей (обсуждение см. в [67]). В дальнейшем его сооб-
ражения были развиты и переизложены на языке скобок Ли–Пуассона для общей задачи
n тел в работах [3, 13, 26]. В задаче о движении n-точечных вихрей по плоскости и сфе-
ре аналогичная система переменных была предложена в [39] (в случае плоскости) и в [21]
(в случае сферы), а современная интерпретация с точки зрения алгебр Ли содержится
в [12], где выполнена также редукция уравнений движения и их последующая канонизация
(симплектизация).
В рамках гамильтоновой динамики твердого тела основные схемы редукции, использу-
ющие, как правило, неканонические переменные, были выполнены еще Эйлером и Лагран-
жем [59]. Они связаны с исключением прецессий ψ и собственного вращения ϕ. Для ди-
намики твердого тела в нескольких силовых полях, обладающих неочевидной симметрией
на конфигурационном пространстве (соответствующей углу ϕ±ψ), редукция была предло-
жена в работе [61], что позволило заметить изоморфизм редуцированной системы с урав-
нениями, описывающими движение твердого тела в идеальной жидкости.
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В работах [2, 13] рассмотрена нестандартная редукция в задачах небесной механики
(и вообще в системах взаимодействующих частиц частные случаи, которых рассматрива-
лись еще Ньютоном и Якоби), сводящихся к однородным уравнениям ньютоновского типа
со степенью однородности α = −3. В приложении к этой работе приведена общая схема,
позволяющая интерпретировать эту редукцию с точки зрения теории Ли.
2. Отметим, что частным случаем редукции является интегрирование системы диффе-
ренциальных уравнений в квадратурах. В некотором смысле это случай полной редукции.
Основные методы интегрирования гамильтоновых систем восходят к Эйлеру, Якоби (метод
разделения переменных и последнего множителя) и Ли (интегрирование при помощи полей
симметрий). По интегрируемым системам имеется обширная современная литература, об-
суждающая, помимо классических подходов, метод L− A пары, бигамильтоновы системы
и много других более частных методов (см., например, [60]).
Другой общей теорией, тесно соприкасающейся с идеей редукции, является теория нор-
мальных форм в окрестности особых инвариантных многообразий системы (восходящая
к Пуанкаре, Дюлаку и Биркгофу) (см. [53]). Хорошо известным недостатком этой теории
(тем не менее позволяющей сделать некоторые выводы о динамике и устойчивости) яв-
ляется расходимость нормализующих преобразований. Эта расходимость, кстати говоря,
тесно связана с тем, что основные ингредиенты, необходимые для редукции, то есть первые
интегралы и поля симметрий для общей гамильтоновой системы, вообще не существуют.
Здесь мы, естественно, имеем в виду глобальные (или рассматриваемые вблизи особого ин-
вариантного многообразия) аналитические законы сохранения. Локально вблизи неособой
точки они заведомо существуют по теореме о выпрямлении. Современное обсуждение ди-
намических и геометрических эффектов, препятствующих существованию аналитических
интегралов и полей симметрий, содержится в замечательной книге В.В.Козлова [70].
В конкретных задачах редукции первые интегралы и симметрии продолжаются ана-
литически и заданы явно, однако во многих случаях редукция конструктивно невыполни-
ма. Практически невозможно в явном виде произвести редукцию, когда первые интегра-
лы нелинейны по импульсам. Аналогичная ситуация имеет место для явного интегрирова-
ния гамильтоновой системы при наличии полного набора нелинейных интегралов. Напри-
мер, в интересном случае Клебша достигнуть понижения порядка (в вещественной форме)
не удается, и этому препятствуют общие топологические эффекты, связанные со слоением
инвариантных многообразий, задаваемых первыми интегралами (см. [59]). Одна из возмож-
ностей, при которой интеграл является квадратичным по импульсам и редукция конструк-
тивно выполнима, указана в [13].
3.Общая точка зрения на редукцию для гамильтоновой системы, претендующая на гло-
бальный характер, была предложена Майером (1973) и Марсденом и Вейнстейном (1974),
которые ввели термин симплектическая редукция и в общей конструкции показали, что ре-
дуцированное многообразие, получаемое при совместном использовании полей симметрий
и первых интегралов, также является симплектическим. При этом в качестве симметрий
рассматривалось свободное и собственное действие некоторой группы Ли (отметим, что
в приложениях часто встречаются более общие ситуации). Несколько ранее (1970) вопрос
редукции частично рассматривался Смейлом [46], который ввел термин фактор-простран-
ство (его аналог — идентификационное пространство — имеется еще у Биркгофа [6]),
а также отображение момента, позволяющее единым образом охватить набор первых инте-
гралов. К сожалению, все эти работы, которые очень часто цитируются, повлекли за собой
множество формальных исследований по редукции, не привязанных к конкретным задачам.
К старым задачам небесной механики и динамики твердого тела они не добавили ничего
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существенного, а новые проблемы практически не рассматривались. Как уже указывалось,
общая схема редукции также присутствует у Энгеля [27]. Некоторые попытки применить
общие методы теории редукции Марсдена к конкретным системам (например, к динамике
частиц в пространстве постоянной кривизны), по-видимому, приводят к неверным резуль-
татам — по крайней мере, их невозможно верифицировать и указать явное преобразование
к редуцированным переменным [45].
В связи с этим укажем работы [20, 62], где для описания динамики точки в простран-
ствах постоянной кривизны использовалась более классическая (восходящая к Буру) и кон-
структивная схема редукции.
4. В неголономной механике для конкретных примеров понижение порядка системы
производилось еще в работах Рауса, Чаплыгина, Воронца, а также в некоторых других, од-
нако без особого теоретического обоснования. Само понятие неголономной редукции было
предложено в работе Койлера [36], где также содержатся некоторые общие соображения,
позволяющие понизить порядок неголономных уравнений движения с помощью симметрий
и первых интегралов. Принципиальной проблемой для неголономных систем является от-
сутствие пуассоновой структуры и, как следствие, неприменимость различных вариантов
теоремы Нётер. С этой точки зрения неголономные системы более близки к общей (как
правило, обратимой) системе дифференциальных уравнений (в случае однородных связей
обладающей интегралом энергии). Исследование условий, при которых система, описыва-
ющая движение тела, катящегося по поверхности без проскальзывания (требование, зада-
ющее неголономную связь), допускает различные тензорные инварианты, привело авторов
в работе [16] к общей концепции иерархии динамического поведения неголономных систем.
В дальнейшем эта концепция была развита для существенно более общих классов неголо-
номных систем.
До работы [36] вопросы редукции неголономных систем ставились разрозненно и в ос-
новном были связаны с аналогом для таких систем циклических координат (линейных ин-
тегралов). Наиболее ясные результаты содержатся в книге [73], но многие работы не имеет
смысла цитировать из-за запутанных соотношений, которые необходимо проверить для вы-
яснения какого-нибудь определяемого автором и не присущего системе свойства. Некоторые
из этих результатов обсуждаются в интересном обзоре [28], посвященном обобщению тео-
ремы Нётер в случае неголономных систем.
Спецификой неголономных систем с линейными связями (возникающими, например,
в теории качения) является наличие, с одной стороны, конфигурационного пространства,
а с другой — системы неголономных связей, задающих некоторое распределение в каса-
тельном расслоении. В зависимости от такого «вложения» возможны различные ситуации,
модифицирующие действия различных (как правило, естественных) симметрий, имеющих-
ся у свободной (без связей) системы.
По нашему мнению, наиболее важным и полезным результатом в этом направлении яв-
ляется теорема Козлова –Колесникова, ставшая естественным обобщением теоремы Нётер
для неголономных систем [72] (см. также [69]). Теорема подробно изложена в разделе 4.1,
где показано также, что в общем случае линейные первые интегралы не влекут за собой
существования полей симметрий, а связаны с некоторыми нётеровскими полями, действую-
щими на конфигурационном пространстве. В разделах 4.2 и 5.1 приведен ряд классических
примеров (задача Рауса о качении несимметричного шара, движение монеты) и обсужда-
ется вопрос об обращении теоремы Козлова –Колесникова. В разделе 4.3 рассматривается
вопрос о том, когда нётеровские поля порождают поля симметрий неголономной системы
и при этом возможна редукция по Раусу.
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Другим достоинством работы [36] является введение неабелевых систем Чаплыгина
и описание схемы редукции для них. В связи с этим отметим, что «абелев случай» был
рассмотрен самим Чаплыгиным, который не только исследовал ряд наиболее интересных
неголономных систем, допускающих такую схему, но и получил общую форму уравнений
движения, носящих теперь его имя [76]. В разделе 3.4 мы приводим более общую и естествен-
ную трактовку неабелевых систем Чаплыгина, указываем схему редукции и рассматриваем
ряд новых примеров.
5. К сожалению, работа Койлера [36] (изложенная на языке Марсдена и Вейнстей-
на и содержащая в себе обсуждения различных вопросов, не связанных непосредственно
с редукцией, — например, идеи Картана и Гамеля в неголономной механике) повлекла за
собой множество формалистических построений по общей неголономной редукции, которые
совершенно бесполезны для исследователей, занимающихся решением конкретных задач.
Неприменимость таких общих схем редукции при решении уже простейших задач отме-
чена в [32]. В связи с этим упомянем недавний обзор по истории неголономной механи-
ки [25]. Совершенно не соглашаясь с точкой зрения автора, пропагандирующего абстракт-
ные построения в противовес исследованию конкретных задач, отметим, что в [9] собраны
все наиболее значимые результаты «редукционистского» направления. Не останавливаясь
на совсем лингвистических упражнениях (ведущих к группоидам и алгеброидам и к про-
грамме Вейнстейна, но в качестве примеров рассматривающих качение однородного шара
или уравновешенного конька), обратимся к классике редукционистского жанра — к рабо-
там [9, 37].
В работе [37] делается попытка перенести гамильтонову точку зрения на неголономные
системы, введя некоторый новый объект — почти пуассонову структуру (хотя следовало бы
назвать такие структуры «псевдопуассоновы») с кососимметрическим тензором, не удовле-
творяющим тождеству Якоби (впервые такая запись уравнений приведена в [49]). Здесь
общая гамильтонова схема Марсдена и Вейнстейна перестает действовать, а использова-
ние общих критериев, когда такая схема применима, упирается в множество соотношений,
которые необходимо проверить и которые, к сожалению, не выполняются для конкретных
систем.
В работе [9] вводится уравнение неголономного момента (обобщающее отображение
момента), но несмотря на множество заявлений авторов, порой носящих рекламный харак-
тер, его полезность при решении конкретных задач не продемонстрирована (кстати, часть
из этих задач, имеющихся в работах [9, 37], разобрана и разрешена нами в разделах 6.1–6.4).
В [9] сделана также попытка систематизировать различные возможности «соотношения»
действия групп симметрий и связей, но кроме хорошо известных действий, реализующихся
в классических задачах, авторы вряд ли добавили что-нибудь новое по сравнению с Ча-
плыгиным (другие варианты в принципе не встречаются). Не касаясь здесь еще других
вопросов, которые разбираются в работах [9, 37] (это перестановочные соотношения, идеи
Картана, связность Эрисмана), остановимся подробнее на проблеме гамильтонизации.
6. В приложении C мы приведем кососимметрическую форму уравнений движений
неголономных систем с линейными однородными по скоростям связями. В отличие от из-
вестной формы, представленной в работе [49], она получена в квазикоординатах и представ-
ляет собой некоторую частную форму записи уравнения Гамеля [30]. Возникающий в такой
записи кососимметрический тензор удовлетворяет тождеству Якоби в том и только в том
случае, если связи являются голономными. Тем не менее (как замечено, видимо, впервые
в работе [32]), получающаяся после редукции система уравнений после некоторой замены
времени может стать гамильтоновой (пуассоновой). Такая конформная гамильтоновость
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приведенной системы присуща многим неголономным системам, возникающим в приложе-
ниях (конформная гамильтонизация шара Чаплыгина была указана нами в работе [58]).
В работе [58] (см. также [66]) используемое при нахождении конформного множите-
ля кососимметрическое представление отличается от формы, предложенной в [49], и вооб-
ще отметим, что кососимметрических представлений у неголономной системы может быть
несколько, они никак не могут быть использованы для (конформной) гамильтонизации
и бесполезны для динамического анализа. Поиск конформного гамильтонова представле-
ния является таким же искусством, как и поиск первых интегралов, полей симметрий.
Единственным общим методом здесь является обобщенная теория приводящего множителя
Чаплыгина (развитая для систем с двумя степенями свободы [10]). Некоторую альтернативу
представляет метод Хоймана [33]. Препятствия к гамильтонизации (локальный и полуло-
кальный) рассматриваются в работе [11].
Попытки разработать общую схему редукции, используя кососимметрическое представ-
ление, и связать ее с гамильтонизацией содержатся в работах [5, 29], хотя нам сложно о них
судить, поскольку в них не решено каких-либо существенно новых задач.
Отметим, что предложенный в этой работе подход позволяет получить несколько более
частный результат по различным классам LL-, LR-систем [66], хотя для такого сорта си-
стем проблема редукции носит алгебраический характер и решается в конкретных задачах
при помощи различных специальных подходов (например, вихревая теория интегрирования
и редукция для таких систем обсуждается В.В.Козловым [68]).
В данной работе мы не используем язык геометрической механики, который в на-
чальной стадии своего развития позволил придать геометрический инвариантный смысл
многим утверждениям аналитической механики, а затем начал самостоятельное развитие,
оторванное от конкретных приложений. Отметим, что уже выбор наиболее естественных
переменных для конкретной задачи часто помогает решить проблему редукции (напомним,
насколько плодотворными для механики оказались переменные, введенные еще Эйлером).
Будет очень печально, если в будущем реализуется абстрактная и лингвистическая про-
грамма развития неголономной механики, заявленная в [25].
1.2. Проблема редукции динамических систем
Пусть на многообразии M = {x = (x1, . . . , xn)}, где x1, . . . , xn — локальные координа-
ты, задана динамическая система
x˙ = v(x ). (1.1)
С практической точки зрения, редукция (понижение порядка) системы заключается
в выборе подходящих координат (Z1, . . . , Zm, Y1, . . . , Yn−m) на M, таких, что уравнения
движения (1.1) представляются в форме
Z˙i = Vi(Z), i = 1, . . . ,m,
Y˙α = Gα(Z,Y ), α = 1, . . . , n−m,
(1.2)
где Z = (Z1, . . . , Zm), Y = (Y1, . . . , Yn−m). Таким образом, отделяется подсистема меньшего
порядка, описывающая эволюцию переменных Z, которая и называется редуцированной
(приведенной) системой.
Первоначально (в работах Эйлера, Лагранжа, Якоби, Пуанкаре и др.) редукция ди-
намических систем выполнялась интуитивно: в качестве Z, как правило, использовались
некоторые «внутренние» переменные (например, проекции скорости на связанные с телом
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подвижные оси и т. п.). Начиная с работ Э.Нётер и С.Ли стало понятно, что возможность
редукции тесно связана с симметриями системы.
Важно иметь в виду, что с локальной точки зрения (в окрестности неособой точки си-
стемы) задача о существовании координат, удовлетворяющих (1.2), оказывается тривиаль-
ной вследствие теоремы о выпрямлении векторного поля. В связи с этим в проблеме редук-
ции и понижения порядка системы легко выделить три аспекта, которые можно рассмат-
ривать как по отдельности, так и в сочетании друг с другом:
– глобальный, то есть проблема понижения порядка на всем фазовом пространстве,
– полулокальный, то есть проблема редукции в окрестности инвариантных подмногооб-
разий системы (неподвижных точек, периодических траекторий и т. д.),
– конструктивный, то есть явное нахождение или предъявление алгоритма построения
координат (Z ,Y ) для заданной системы.
В данной работе мы сосредоточимся на проблеме глобальной конструктивной редукции
в динамических системах.
1.3. Геометрическая схема редукции
Для того чтобы конструктивно выполнять редукцию в конкретных динамических си-
стемах, полезно представлять себе общую геометрическую схему, стоящую за этим про-
цессом. Геометрическое содержание соотношений (1.2) можно сформулировать следующим
образом.
Предложение 1. В окрестности некоторой точки x0 ∈ M координаты (Z,Y ),
приводящие систему (1.1) к виду (1.2), существуют тогда и только тогда, когда на M
существует интегрируемое распределение S ⊂ TM, все подпространства которого име-
ют постоянную размерность в окрестности x0 : dimSx = n−m и которое удовлетворяет
условию
Lv (Sx) ⊂ Sx, (1.3)
где Lv — производная Ли вдоль поля v .
Другими словами, на M можно указать набор векторных полей u1(x ), . . . ,un−m(x ),
которые в окрестности x0 линейно-независимы (в каждой точке) и удовлетворяют соотно-
шениям
[uα,uβ ] =
∑
γ
cγαβ(x )uγ , [v ,uα] =
∑
β
bβα(x )uβ , (1.4)
где cγαβ(x ), b
β
α(x ) — некоторые функции наM. Поля uα(x ) мы будем называть обобщенными
полями симметрий, при этом переменные Z, задающие редуцированную систему, являются
их интегралами (см. рис. 1):
uα
(
Zi(x )
)
= 0, i = 1, . . . ,m, α = 1, . . . , n−m. (1.5)
Доказательство. Действительно, вследствие интегрируемости распределения S через каждую
точку x в окрестности x0 проходит подмногообразие (слой) Ox постоянной размерности dimOx =
= n −m, касающийся плоскостей Sx . Пусть Zi(x ) — функции на M, параметризующие слои Ox ,
тогда справедливы соотношения (1.5). Пользуясь уравнениями (1.4) и (1.5), получим
uα
(
v
(
Zi(x )
))
= [uα, v ]
(
Zi(x )
)− v (uα(Zi(x ))) = −∑
β
bβαuβ
(
Zi(x )
)
= 0.
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Рис. 1
Следовательно, Z˙i = v
(
Zi(x )
)
— также интеграл полей uα, который выражается через функ-
ции Zi(x ). Достраивая эти функции до системы координат в окрестности x0 с помощью функ-
ций Yα(x), получим представление (1.2). В обратную сторону доказательство очевидно: необходимо
положить uα = ∂
∂Yα
.
Таким образом, с геометрической точки зрения возможность редукции (понижения
порядка) обусловлена тем, что
фазовое пространство M расслоено на орбиты Ox (слои симметрийного распределе-
ния S) и поток системы (1.1) переводит одну орбиту в другую, так что система может
быть редуцирована на пространство орбит.
Такое слоение фазового пространства мы будем называть приводимым. Как уже от-
мечалось выше, нас интересует случай, когда такое слоение является глобальным и может
быть указано явно.
Замечание. В принципе, для того чтобы явно получить редуцированную систему, достаточно
найти лишь один интеграл Z1(x ) обобщенных полей симметрий, задающих базис распределения S:
uα(Z1(x )) = 0, α = 1, . . . , n−m.
Подействуем на Z1(x ) векторным полем исходной системы (1.1):
v(Z1(x )) = Z2(x ).
Получившаяся функция также является интегралом полей uα(x ):
uα(Z2) = uα(v(Z1)) = v(uα(Z1))−
∑
β
bβα(x )uβ(Z1) = 0.
Повторяя эту процедуру, получим редуцированную систему в виде
Z˙1 = Z2, . . . , Z˙m−1 = Zm, Z˙m = Vm(Z1, . . . , Zm).
Выделим важный частный случай, когда система, описывающая динамику на про-
странстве орбит, является тривиальной:
Z˙i = 0, i = 1, . . . ,m.
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Таким образом, Zi(x) — первые интегралы системы (1.1), и все слои являются инвариант-
ными подмногообразиями Mc = {x |Z1(x ) = c1, . . . , Zm(x ) = cm}. В этом случае редуциро-
ванной называют систему, описывающую динамику на поверхности Mc:
Y˙α = Gα(c,Y ),
где c = (c1 . . . cm) — константы первых интегралов, которые играют роль параметров. Дру-
гими словами, в данной ситуации редукция заключается в ограничении потока на уровень
первых интегралов.
Итак, в общем случае возможны два типа редукции системы:
– редукция потока на пространство слоев (орбит) приводимого слоения системы,
– ограничение векторного поля на уровень первых интегралов1.
1.4. Группы симметрий и поля симметрий
Рассмотрим теперь наиболее важный с точки зрения приложений частный случай, ко-
гда распределение S, соответствующие векторные поля uα(x ) и координаты Zi(x ), Yα(x )
могут быть явно построены достаточно естественным образом, — это системы с симмет-
рией. В этом случае на фазовом пространстве системы M действует группа G, сохраня-
ющая форму уравнений (1.1), которая называется группой симметрий системы; при этом
векторные поля соответствующей алгебры Ли g данной группы заведомо удовлетворяют
соотношениям
[uα, v ] = 0, [uα,uβ ] =
∑
cγαβuγ , (1.6)
где cγαβ — структурные константы алгебры Ли g. Мы видим, что эти соотношения — частный
случай уравнений (1.4). Поскольку действие группы G предполагается известным, то ее
орбиты Ox и функции Zi(x ), как правило, также можно конструктивно указать. Перепишем
первое из соотношений (1.6) в другой форме:
Lv (uα) = 0.
Следовательно, группа симметрий определяет естественные тензорные инварианты систе-
мы — поля симметрий. (Как хорошо известно, верно и обратное: всякий конечный набор
полей симметрий в фазовом пространстве задает действие некоторой группы симметрий.)
Таким образом, в данном случае поток системы коммутирует с действием группы и пе-
реводит орбиту этого действия в другую орбиту, так что система может быть редуцирована
на пространство орбит. Действие группы симметрий системы обладает важными (с точки
зрения редукции) свойствами.
Предложение 2. Пусть Ox — орбита действия группы симметрий системы (1.1),
проходящая через точку x . Тогда
1) если на орбите Ox нет неподвижных точек, то поток системы переводит ее в ор-
биту, диффеоморфную данной,
2) если на орбите Ox лежит неподвижная точка xc системы, то есть v(xc) = 0, то
вся эта орбита лежит в семействе неподвижных точек, примыкающем к xc.
1В приложениях также встречаются случаи, когда система обладает изолированным инвариант-
ным подмногообразием (достаточно большой размерности), при этом возможно ограничение потока
на это подмногообразие, в то время как вне его система нередуцируема.
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Доказательство. Первое свойство — это следствие стандартного дифференциально-геометри-
ческого факта, заключающегося в том, что фазовый поток системы задает диффеоморфизм в любой
окрестности неособой точки.
Для доказательства второго свойства выберем однопараметрическую подгруппу, такую, что
порождаемое ей поле симметрий в неподвижной точке отлично от нуля u(xc) = 0; если такую
подгруппу выбрать нельзя, то Oxc = xc. Зададим локальные координаты (x1, . . . , xn) в окрестно-
сти xc таким образом, что поле симметрий спрямляется так, что u = ∂
∂x1
, тогда векторное поле
системы v(x ) и система уравнений, определяющих неподвижную точку, не зависят от x1:
v1(x2, . . . , xn) = 0, . . . , vn(x2, . . . , xn) = 0.
Эта система имеет (как минимум) однопараметрическое семейство решений, принадлежащих орби-
те Ox0 . Повторяя это рассуждение для всех однопараметрических подгрупп, порождающих ненуле-
вое поле симметрий, приходим к свойству 2.
Отсюда следует, что на траектории редуцированной системы не могут лежать точ-
ки, отвечающие орбитам разного топологического типа и, в частности, разной размер-
ности; кроме того, если среди орбит группы симметрий имеются нульмерные, то есть
изолированные точки, то эти точки заведомо являются неподвижными точками сис-
темы.
Замечание. В некоторых ситуациях при наличии многопараметрической группы симмет-
рий G возникает необходимость выполнить редукцию только по некоторой подгруппе G1 ⊂ G (на-
пример, однопараметрической). Полезно иметь в виду, что в этом случае при естественном ограниче-
нии оставшихся (неиспользованных при редукции) полей симметрий на частично редуцированную
систему получившиеся векторные поля, как правило, не являются полями симметрий, а образуют
описанное выше симметрийное распределение (1.4).
Эти (нестрогие) наглядные рассуждения полезно иметь в виду при анализе систем
с симметриями, дополняя их в конкретных задачах дополнительными деталями и фор-
мальными доказательствами (по мере необходимости).
В заключение этого обсуждения подчеркнем также, что конструктивная редукция
во всех известных примерах обусловлена существованием простейших тензорных инва-
риантов: первых интегралов и (обобщенных) полей симметрий.
1.5. Конформные симметрии
Имеется еще одно естественное соображение, позволяющее в ряде случаев выполнить
редукцию, а именно: симметрийное распределение S у системы может существовать после
некоторой замены времени dt → λ−1(x ) dt, то есть в соотношениях (1.3)–(1.6) необходимо
также сделать замену
v(x ) → λ(x )v(x ),
где λ(x ) — скалярная функция. В этом случае говорят, что система (1.1) допускает кон-
формно-симметрийное распределение.
Замечание. Во многих случаях (хотя не всегда) существование множителя λ(x ) оказывается
тесно связано с существованием у системы инвариантной меры.
В книге [70] (см. с. 78–79) рассматривается ситуация, когда система (1.1) допускает
векторное поле u(x ), удовлетворяющее соотношению
[v ,u ] = μv + νu , μ, ν — const.
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Предположим, что функция λ(x ) удовлетворяет уравнению
u(λ(x )) = μλ(x ), (1.7)
тогда
[λv ,u ] = νλ(x )u ,
следовательно, u(x ) — обобщенное конформное поле симметрий. Пример редукции системы
с конформной симметрией рассмотрен в приложении D.
1.6. Особенности редукции неголономных систем
С точки зрения теории динамических систем, неголономные системы — это достаточно
общие системы дифференциальных уравнений, обладающие первым интегралом. Они вы-
деляются из множества произвольных систем лишь тем, что заданы на некотором подмно-
гообразии касательного расслоения конфигурационного пространства M ⊂ TN , которое
задается линейными по скоростям соотношениями — связями:
M =
{
(q , q˙ )
∣∣∣∑
i
aμi(q)q˙i = 0, μ = 1, . . . , k
}
.
Это приводит к естественному разделению переменных на позиционные — обобщенные ко-
ординаты q = (q1, . . . , qn) и скорости q˙ = (q˙1, . . . , q˙n). В частности, первые интегралы него-
лономных систем, встречающиеся в примерах, являются полиномами по скоростям.
Важно также иметь в виду, что система со связями характеризуется не только урав-
нениями связей, но еще и принципом освобождения от связей, то есть способом их замены
силами реакций. Этот принцип, вообще говоря, существенным образом определяется спосо-
бом реализации связей [54]. Неголономные системы возникают при использовании принципа
Даламбера –Лагранжа.
Голономные системы отличаются от неголономных наличием дополнительного тензор-
ного инварианта — пуассоновой структуры, то есть являются гамильтоновыми. Именно
этот тензорный инвариант (а не форма записи уравнений движения, которая зависит от вы-
бора переменных) выделяет гамильтоновы системы среди всех остальных. Отметим, что
имеются примеры гамильтоновых систем, в которых в фазовом пространстве невозможно
выделить «конфигурационную часть»: например, система точечных вихрей на плоскости
(см. [12]). Подробнее проблема гамильтонизации неголономных систем обсуждается в ра-
боте [11].
Как хорошо известно, вследствие теоремы Нётер в голономных потенциальных систе-
мах действие группы симметрий (в конфигурационном пространстве) приводит к существо-
ванию линейных2 первых интегралов. Оба типа редукции, описанные выше (ограничение
на уровень первых интегралов и редукция по полям симметрий), применяются одновремен-
но, а соответствующая процедура известна как редукция Рауса.
Замечание. Для произвольных гамильтоновых систем (если они не получены из лагранже-
вых) возможны случаи, когда (локально-гамильтоново) поле симметрий не приводит к существова-
нию глобального интеграла. Примером может служить задача о взаимодействии точечных вихрей
на цилиндре и торе [40], в этом случае редукция Рауса также неприменима.
2В случае натуральных механических систем.
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Для неголономных систем справедливо некоторое обобщение теоремы Нётер: линей-
ные интегралы порождаются не общими, а некоторыми частными симметриями, такими,
что сохраняют функцию Лагранжа, но не сохраняют связи. Следовательно, порождаемые
этими симметриями векторные поля в общем случае не являются полями симметрий, а со-
ответствующая редукция — это ограничение системы на уровень первых интегралов. Такие
частные симметрии ниже мы будем называть нётеровскими симметриями. Если нётеров-
ская симметрия оказывается общей симметрией, то редукция Рауса оказывается возможна
и в этом случае (см. подробнее раздел 5).
2. Общие теоретические принципы редукции и реконструкции
Как уже отмечалось выше, редукция обусловлена существованием двух видов тензор-
ных инвариантов: первых интегралов и (обобщенных) полей симметрий. В данном разделе
мы кратко опишем основные теоретические результаты, которые используются для кон-
структивной глобальной редукции при наличии этих инвариантов.
Будем предполагать, что рассматриваемая динамическая система определена на неко-
тором многообразии M = {x | x = (x1, . . . , xn)} при помощи векторного поля
x˙ = v(x ). (2.1)
Многообразие M называется фазовым пространством системы.
2.1. Редукция при наличии первых интегралов
Простейшими тензорными инвариантами системы, позволяющими выполнять редук-
цию, являются ее первые интегралы, то есть такие глобальные функции Fμ(x ), μ =
= 1, . . . , n−m, на M, которые удовлетворяют соотношению
F˙μ = v(Fμ(x )) =
n∑
j=1
∂Fμ
∂xj
vj(x ) = 0.
Редукция при этом сводится к ограничению системы на совместную m-мерную поверхность
уровня Mc = {x | F1(x ) = c1, . . . , Fn−m(x ) = cn−m}.
Возникающее при этом на многообразии Mc векторное поле
x˙
∣∣
Mc = vc(x ) (2.2)
зависит от констант интегралов как от параметров. В зависимости от параметров систе-
мы и констант первых интегралов c = (c1, . . . , cn−m) многообразия Mc имеют различный
топологический тип, от которого во многом зависят свойства векторного поля (2.2).
Для анализа перестроек интегральных многообразий Mc используется метод бифур-
кационных диаграмм и бифуркационных комплексов (см., например, [55]).
2.2. Редукция и реконструкция при наличии полей симметрий
Предположим теперь, что векторное поле (2.1) обладает набором полей симметрий
u1(x ), . . . ,ums(x ), то есть
[uα, v ] = 0, α = 1, . . . ,ms, (2.3)
где [· , · ] — скобка Ли (коммутатор) векторных полей.
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Из тождества Якоби следует, что коммутатор полей симметрий также является по-
лем симметрий, поэтому (без ограничения общности) можно считать, что поля симметрий
образуют алгебру Ли
[uα,uβ ] =
∑
γ
cγαβuγ , (2.4)
где cγαβ — некоторые константы. Всюду далее будем предполагать, что эта алгебра конеч-
номерная.
В каждой точке x ∈ M поля симметрий задают некоторое подпространство Sx каса-
тельного пространства TMx , размерность которого положим равной n−m. Совокупность
подпространств Sx образует распределение на M, которое, согласно теореме Фробениуса,
оказывается интегрируемым; следовательно, многообразие M расслаивается на подмного-
образия меньшей размерности. Соответствующее подмногообразие, проходящее через точ-
ку x0, обозначим Ox0 , его размерность равна размерности линейной оболочки векторов:
dimOx0 = dimSx0 = n−m.
Как известно, алгебра Ли (2.4) векторных полей отвечает некоторой группе Ли G,
действующей на M, причем исходная система инварианта относительно этого действия.
Подмногообразия Ox являются, очевидно, орбитами действия этой группы симметрий.
Орбиты максимальной размерности Ox называются регулярными, остальные — сингуляр-
ными.
Замечание. Если выбрать максимальный набор полей симметрий u1, . . . ,un−m, которые ли-
нейно-независимы в каждой регулярной точке (то есть в каждой точке u1, . . . ,un−m образуют ба-
зис Sx ), то имеют место соотношения
[uα,uβ] =
n−m∑
γ=1
cγαβ(x )uγ ,
где cγαβ(x ) — функции, а не константы. Из условия (2.3) следует, что все c
γ
αβ(x ) являются первыми
интегралами системы (2.1).
Редукция. С локальной точки зрения редукция системы (2.1) описывается следую-
щей теоремой.
Теорема 1 (С.Ли). В окрестности точки x0 ∈ M, через которую проходит мно-
гообразие Ox0 максимальной размерности dimOx0 = n − m, существуют координаты
Z1, . . . , Zm, Y1, . . . , Yn−m, такие, что
1) uα(Zi) = 0, α = 1, . . . ,ms, i = 1, . . . ,m,
2) Z˙i = v(Zi) = Vi(Z1, . . . , Zm).
Переменные Y1, . . . , Yn−m в литературе называют циклическими (или игнорируемыми).
Доказательство. Вследствие регулярности x0, в ее окрестности можно выбрать максимальный
набор линейно-независимых векторных полей u1, . . . ,un−m, образующих в каждой точке базис Sx .
Согласно теореме Фробениуса, распределение, задаваемое этими полями, интегрируемо так, что вся
окрестность x0 расслоена на подмногообразия Ox одинаковой размерности n−m. Выберем в этой
окрестности координаты x = (Z ,Y ) таким образом, что Z = Z1, . . . , Zm параметризуют слои Ox ,
а Y = Y1, . . . , Yn−m являются координатами на этих слоях. Тогда по построению uα(Zi) = 0.
Для доказательства второго утверждения достаточно показать, что функция Z˙i(x ) тоже пред-
ставляет собой интеграл полей симметрий. Это следует из цепочки равенств
uα(Z˙i) = uα
(
v(Zi)
)
= v
(
uα(Zi)
)
= v(0) = 0, α = 1, . . . ,ms. (2.5)
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Другими словами, набор (независимых) первых интегралов полей симметрий задает
координаты редуцированной системы.
Следует подчеркнуть, что хотя теорема 1 носит локальный характер, она не является
следствием теоремы о выпрямлении векторного поля (так, в частности, в рассматриваемой
окрестности могут содержаться особые точки системы). Кроме того, для конструктивной
редукции особенно важно то, что поля симметрий uα(x ) в примерах оказываются суще-
ственно проще векторного поля v(x ) исходной системы и их интегралы выражаются явно.
Отметим также, что общие результаты, касающиеся глобальной редукции, как правило,
невозможно использовать в примерах, поскольку возникающие при их формулировке усло-
вия редко встречаются на практике (только в простейших системах). Более продуктивным
является исследование глобальной картины редукции для конкретных систем: в большин-
стве случаев интегралы полей симметрий Z1, . . . , Zm оказываются глобально (а не локально)
определенными функциями на M.
Реконструкция и абсолютная динамика. Для систем, допускающих редукцию,
возникает естественная проблема: каким образом по решениям редуцированной системы
восстановить динамику полной системы. Эта процедура в литературе называется рекон-
струкцией (динамики); для краткости эволюцию полной системы мы будем называть аб-
солютной динамикой (в противовес динамике редуцированной системы).
Локально реконструкция также описана С.Ли.
Теорема 2 (С.Ли). Если алгебра Ли (2.4) полей симметрий u1, . . . ,un−m разрешима,
то в окрестности точки x0, через которую проходит регулярная орбита Ox0 , существу-
ют координаты Z1, . . . , Zm, Y1, . . . , Yn−m, такие, что исходная система (2.1) представля-
ется в виде
Z˙ = V (Z ), Z = (Z1, . . . , Zm), V = (V1, . . . , Vm),
Y˙1 = G1(Z ), Y˙2 = G2(Z , Y1), . . . , Y˙n−m = Gn−m(Z , Y1, . . . , Yn−m−1).
Здесь мы не будем приводить доказательство, отметим лишь, что в книге [70] при-
водится подробное доказательство частного случая этой теоремы — об интегрируемости
в квадратурах системы, допускающей (n − 1)-мерную разрешимую алгебру полей симмет-
рий. Метод доказательства, использованный в этой книге (см. гл. II, § 3), допускает есте-
ственное обобщение на данный случай. (См. также [43] и оригинальные работы С.Ли.)
Таким образом, для разрешимой алгебры полей симметрий решение полной системы
в принципе может быть получено в виде последовательных квадратур из решений редуци-
рованной системы. Единственной проблемой является нахождение соответствующих пере-
менных (Z ,Y ), однако в приложениях поля симметрий оказываются таковы, что указать
эти переменные оказывается возможным, хотя, как правило, подбор переменных требует
некоторого искусства.
Заметим, что даже в случае, когда редуцированная система оказывается интегриру-
емой, анализ динамики полной системы при помощи квадратур является сложной про-
блемой. Современное изложение аналитических вопросов, возникающих при исследовании
квадратур, содержится в работе В.В.Козлова [71]. В работе [14] на примере анализа пове-
дения точки контакта в задаче о качении шара Чаплыгина проиллюстрировано применение
различных (в том числе топологических) методов в проблеме реконструкции.
Замечание. Отметим работу [23], в которой исследуются свойства решений уравнения Матье
с квазипериодическим возмущением. Возникающие при этом динамические эффекты также могут
встретиться при реконструкции динамики.
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2.3. Пример: шар на поверхности вращения
Рис. 2
Для демонстрации рассмотрим систему, описывающую
качение без проскальзывания однородного шара по осесим-
метричной поверхности, такой, что центр шара движется
по параболоиду, уравнение которого в неподвижной системе
координат Ox1, x2, x3 имеет вид
x3 =
c
2
(x21 + x
2
2), (2.6)
где r = (x1, x2, x3) — координаты центра масс, а ось симмет-
рии вертикальна (см. рис. 2). В неподвижных осях уравне-
ния движения, описывающие эволюцию радиус-вектора цен-
тра масс r и угловой скорости ω, оказываются замкнутыми
и представляются в форме
r˙ = Rω × n , (m + me)ω˙ = m(ω,n)n˙ − μRn × e3, me =
I
R2
, e3 = (0, 0, 1), (2.7)
где R, m, I — радиус, масса и центральный момент инерции шара, μ — его вес в поле
тяжести, n — нормаль к поверхности (2.6):
n =
(
c
x1
k0
, c
x2
k0
,− 1
k0
)
, k0 =
√
1 + c2(x21 + x
2
2).
В системе (2.7) уравнение для x˙3 можно исключить, пользуясь соотношением (2.6); таким
образом, фазовое пространство системы (2.7) имеет вид R5 = {(x1, x2, ω1, ω2, ω3)}.
Очевидно, что эта система обладает полем симметрий, которое соответствует вращению
вокруг вертикали:
u = ω1
∂
∂ω2
− ω2
∂
∂ω1
+ x1
∂
∂x2
− x2
∂
∂x1
. (2.8)
Пользуясь теоремой 2, выберем новые координаты в фазовом пространстве системы:
Z1 = cRω3, Z2 = cR
(
c(ω1x1 + ω2x2)− ω3
)
, Z3 =
c2R(ω1x2 − ω2x1)√
1 + c2(x21 + x
2
2)
,
Z4 = c
2(x21 + x
2
2), Y1 = arctg
x1
x2
;
для таких координат выполнены соотношения
u(Zi) = 0, u(Y1) = 1, i = 1, . . . , 4.
Дифференцируя в силу системы (2.7), получим
Z˙1 = m
Z3Z2
1 + Z4
, Z˙2 = −Z3Z1, Z˙4 = 2Z3,
Z˙3 =
Z23
Z4(1 + Z4)
+
1
Z4
(
Z1 +
Z2
1 + Z4
)(
Z1 +
(
1−m Z4
1 + Z4
)
Z2
)
− μcR
2
m + me
Z4
1 + Z4
,
Y˙1 = −
√
1 + Z4
Z4
(
Z1 +
Z2
1 + Z4
)
,
(2.9)
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где m = m
m + me
. Первые четыре уравнения образуют редуцированную систему, а последнее
уравнение (для Y1) позволяет выполнить реконструкцию.
Как видно из (2.9), редуцированная система Z˙ = V (Z ) допускает конформную сим-
метрию. Действительно, справедливо соотношение[
1
Z3
V (Z ), ∂
∂Z3
]
= Φ(Z ) ∂
∂Z3
,
которое означает, что линейная оболочка вектора ∂
∂Z3
образует симметрийное распределе-
ние SZ . После замены времени Z3dt = dτ получим еще один раз редуцированную систему
в форме
dZ1
dτ
= m Z2
1 + Z4
,
dZ2
dτ
= −Z1, dZ4
dτ
= 2.
Ее решение может быть найдено в элементарных функциях (см. подробнее [19]).
3. Уравнения движения неголономных систем
Прежде всего напомним кратко некоторые формы уравнений движения неголономных
систем.
3.1. Неголономные связи и принцип Даламбера –Лагранжа
Состояние неголономной системы описывается обобщенными координатами
q = (q1, . . . , qn), задающими точку в конфигурационном пространстве N , и соответствую-
щими обобщенными скоростями q˙ = (q˙1, . . . , q˙n). В отличие от голономного случая, на них
налагаются связи
fμ(q , q˙ ) =
n∑
i=1
aμi(q)q˙i = 0, μ = 1, . . . , k, (3.1)
которые предполагаются неинтегрируемыми. Здесь и далее предполагаем, что все эти
уравнения линейно-независимы.
Замечание. Для неоднородных неголономных связей вида
∑
i
aμi(q)q˙i = bμ(q) используемый
ниже подход, основанный на применении квазискоростей, требует некоторой модификации (см., на-
пример, [18]), поэтому в данной работе системы с неоднородными связями не рассматриваются.
C геометрической точки зрения, связи (3.1) задают (2n − k)-мерное подмногообразие
M = {(q , v) |∑
i
aμi(q)vi = 0} в TN , которое и является пространством состояний (фазовым
пространством) неголономной системы.
Кроме того, на TN задана функция Лагранжа свободной системы L(q , q˙), то есть
вычисляемая без учета связей (3.1) функция, которая удовлетворяет условию невырожден-
ности det
∥∥∥∥ ∂L∂q˙i ∂q˙j
∥∥∥∥ = 0.
Как известно, в случае идеальных связей уравнения движения системы могут быть
получены из принципа Даламбера –Лагранжа, согласно которому для произвольных воз-
можных (то есть удовлетворяющих уравнениям связей) перемещений δq = (δq1, . . . , δqn)
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работа сил реакции равна нулю, откуда
n∑
i=1
[(
∂L
∂q˙i
)·
− ∂L
∂qi
−Qi
]
δqi = 0,
n∑
i=1
aμi(q)δqi = 0, (3.2)
где Q(q , q˙ ) = (Q1(q , q˙), . . . , Qn(q , q˙)) — обобщенные непотенциальные внешние силы, дей-
ствующие на систему.
Пользуясь методом неопределенных множителей, из (3.2) находим (см., например, [54])(
∂L
∂q˙i
)·
− ∂L
∂qi
= Qi(q , q˙ ) +
∑
μ
λμ
∂fμ
∂q˙i
, i = 1, . . . , n, (3.3)
где λμ — неопределенные множители (обобщенные реакции связей). Дифференцируя по вре-
мени связи (3.1), получим n + k уравнений, из которых определяются ускорения q¨1, . . . , q¨n
и множители λ1, . . . , λk как функции координат и скоростей. Тем самым мы получаем рас-
ширенную систему уравнений движения (в избыточных переменных) во всем касатель-
ном расслоении TN . При этом связи (3.1) по построению оказываются первыми инте-
гралами этой расширенной системы, то есть подмногообразия Mc = {fμ(q , q˙ ) = cμ, μ =
= 1, . . . , k} ⊂ TN являются инвариантными. Искомые уравнения движения неголономной
системы получаются в этом случае ограничением векторного поля на Mc при c = 0.
Во многих примерах вместо обощенных скоростей q˙ удобно пользоваться квазискоро-
стями ω = (ω1, . . . , ωn), которые выражаются линейно через q˙i:
q˙i =
n∑
s=1
Esi(q)ωs. (3.4)
При этом уравнения (3.3) и связи (3.1) переписываются в виде
d
dt
(
∂L˜
∂ωs
)
−Es(L˜) =
∑
r,p
cprs(q)ωr
∂L˜
∂ωp
+ Q˜s +
∑
μ
λ˜μ
∂f˜μ
∂ωs
,
f˜μ =
∑
s
(∑
i
aμiEsi
)
ωs = 0,
(3.5)
где L˜(q ,ω), Q˜s(q ,ω) =
∑
i
EsiQi — функция Лагранжа и обобщенные силы, выраженные
в квазискоростях с помощью соотношений (3.4), Es =
∑
i
Esi(q) ∂∂qi
— базис векторных
полей, отвечающих преобразованию (3.4), и cprs(q) — коэффициенты разложения их комму-
таторов:
[Er,Es] =
∑
p
cprs(q)Ep.
Вообще говоря, существует множество различных способов исключения неопределен-
ных множителей в уравнениях (3.3) либо (3.5), и каждому такому способу соответствует
своя форма уравнений неголономной механики (например, уравнения Воронца, Гамеля,
Маджи, Аппеля и т. д.). В приложениях и примерах, как правило, удобнее пользоваться
исходной формой (3.3) либо (3.5), а неопределенные множители исключать таким методом,
который наиболее оптимально согласуется со спецификой задачи. Здесь для примера мы
приведем одну общую форму уравнений движения в квазискоростях, позволяющую наибо-
лее естественным образом явно исключить неопределенные множители.
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3.2. Уравнения движения в естественной параметризации
Определим два набора векторных полей на конфигурационном пространстве N :
aμ(q) =
∑
i
aμi(q)
∂
∂qi
, μ = 1, . . . , k,
τ s(q) =
∑
i
τsi(q)
∂
∂qi
, s = 1, . . . , n− k,
(3.6)
где вектор τ s в каждой точке q ∈ N принадлежит подпространству Dq, задаваемому свя-
зями, то есть ∑
i
aμi(q)τsi(q) ≡ 0, (3.7)
а векторы aμ(q), соответственно, трансверсальны Dq.
Замечание. В качестве τ s(q) можно взять n−k произвольных линейно-независимых решений
уравнения
A(q)x = 0,
где A(q) = ‖aμi(q)‖.
В каждой касательной плоскости TN сделаем линейную замену обобщенных скоростей
вида
q˙i =
n−k∑
s=1
τsiωs +
k∑
μ=1
aμiwμ. (3.8)
Другими словами, набор величин (q1, . . . , qn, ω1, . . . , ωn−k, w1, . . . , wk) задает новые ло-
кальные координаты в TN ; величины ωs, wμ будем называть естественными квазискоро-
стями.
Поскольку величины wμ dt параметризуют перемещения в направлении, трансверсаль-
ном подпространству Dq, определяемому связями, а ωs dt — перемещения вдоль Dq, то
в новых переменных уравнения связей принимают вид
wμ = 0, μ = 1, . . . , k, (3.9)
при этом фазовое пространство системы параметризуется естественным образом:
M = {(q1, . . . , qn, ω1, . . . , ωn−k)}.
Для формального доказательства запишем∑
i
aμiq˙i =
∑
i,s
aμiτsiωs +
∑
i,ν
aμiaνiwν = 0.
Первое слагаемое вследствие уравнения (3.7) обращается в нуль, а (k× k)-матрица Γ =
∥∥∥∑
i
aμiaνi
∥∥∥
является матрицей Грамма векторов aμ и вследствие их линейной независимости невырожденна,
отсюда получим (3.9).
Обозначим функцию Лагранжа системы после замены переменных (3.8) следующим
образом:
L˜(q,ω,w) = L(q, q˙(q,ω,w)),
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где L(q, q˙) — первоначальная функция Лагранжа, а ω = (ω1, . . . , ωn−k), w = (w1, . . . , wk).
Дифференцируя ее, с учетом (3.8) получим соотношения
∂L˜
∂qi
= ∂L
∂qi
+
∑
s,j
∂L
∂q˙j
∂τsj
∂qi
ωs +
∑
μ,j
∂L
∂q˙j
∂aμj
∂qi
wμ,
∂L˜
∂ωs
=
∑
j
∂L
∂q˙j
τsj,
∂L˜
∂wμ
=
∑
j
∂L
∂q˙j
aμj .
Отсюда находим ((
∂L˜
∂ωs
)·
−
∑
i
τsi
∂L˜
∂qi
)∣∣∣∣∣
w=0
=
∑
i
τsi
((
∂L
∂q˙i
)·
− ∂L
∂qi
)
−
−
∑
i,j,r
∂L
∂q˙j
(
τsi
∂τrj
∂qi
− τri
∂τsj
∂qi
)
ωr + (τ s,Q)
∣∣
w=0
.
(3.10)
Для сокращения записи воспользуемся специальным обозначением для операции огра-
ничения произвольной функции на связи:
f(q,ω,w)
∣∣
w=0
= f∗(q,ω).
Для функции общего положения справедливы очевидные соотношения(
∂f
∂qi
)∗
=
∂f∗
∂qi
,
(
∂f
∂ωs
)∗
=
∂f∗
∂ωs
,
(
∂f
∂wμ
)∗
≡ ∂f
∗
∂wμ
≡ 0.
Используя уравнения (3.3) и соотношения (3.6), (3.7), уравнения (3.10) можно переписать
в форме (
∂L˜∗
∂ωs
)·
= τ s(L˜∗)−
∑
j,r
∂L
∂q˙j
[τ s, τ r]j ωr =
(
τ˜ s(L˜)
)∗
,
где [·, ·] — скобки Ли (коммутатор) векторных полей, τ˜ s — продолжение векторных полей
на TN (см. приложение А). Как мы видим, неопределенные множители автоматически
исключились из этих уравнений. Чтобы упростить правую часть, воспользуемся соотноше-
нием
[τ s, τ r] =
∑
t
ctsr(q)τ t +
∑
μ
cμsr(q)aμ, (3.11)
где второе слагаемое в случае неголономных связей не обращается в нуль. Окончательно,
с учетом ограничения уравнений (3.8) на связь и незначительных упрощений, получим
(см. также [64])
Предложение 3. Уравнения движения неголономной системы со связями (3.1)
и функцией Лагранжа L(q, q˙) в переменных q, ω не содержат явно неопределенных мно-
жителей и образуют замкнутую систему, которая представляется в форме(
∂L˜∗
∂ωs
)·
− τs(L˜∗) = −
∑
r,t
ctsr
∂L˜∗
∂ωt
ωr −
∑
μ,r
cμsr
(
∂L˜
∂wμ
)∗
ωr + (τ s,Q∗),
q˙i =
∑
s
τsiωs,
(3.12)
где L˜(q,ω,w) = L(q, q˙)
∣∣
q→(ω,w), а ( )
∗ обозначает ограничение на связь.
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Соотношения (3.12) задают уравнения Воронца –Гамеля [31] для специального выбора
квазискоростей. В случае голономных связей второе слагаемое в сумме (3.11) исчезает (так
как cμsr = 0), а уравнения (3.12) превращаются в известные уравнения Вольтерры–Пуанка-
ре [51] (которые являются частным случаем уравнений Гамеля).
Замечание. В ряде примеров квазискорости удобнее определять несколько иным способом:
ω˜s =
∑
i
τsiq˙i, w˜μ =
∑
i
aμiq˙i.
Связи задаются аналогичными (3.9) соотношениями:
w˜μ = 0.
3.3. Пример: сани Чаплыгина
Рис. 3
Пусть твердое тело опирается на плоскость дву-
мя (или более) абсолютно гладкими ножками и невесо-
мым колесиком с острой кромкой (диском или лезвием),
которое препятствует проскальзыванию точки контак-
та Q в перпендикулярном плоскости колесика направ-
лении. Выберем две системы координат — неподвиж-
нуюOxy и жестко связанную с телом O1x1y1, начало от-
счета которой O1 расположено на пересечении прямой,
проходящей через точку контакта колесика Q перпен-
дикулярно его плоскости, с прямой, проходящей через
центр масс C параллельно плоскости колесика (рис. 3);
a — расстояние от точки O1 до центра масс, b — рассто-
яние от точки O1 до точки контакта колесика. Конфигурационное пространство N в данном
случае совпадает с группой движений плоскости SE(2), для его параметризации выберем
декартовы координаты (x, y) начала подвижных осей O1 и их угол поворота ϕ, то есть
N = {q = (x, y, ϕ)}.
Уравнение связи в данных переменных представляется в форме
fc = −x˙ sinϕ + y˙ cosϕ. (3.13)
Функция Лагранжа свободной системы имеет, соответственно, вид
L =
1
2
m
(
x˙2 + y˙2
)
+
1
2
Iω2 + maω (−x˙ sinϕ + y˙ cosϕ)− U(x, y, ϕ), (3.14)
где m — масса тела, I — его момент инерции относительно точки O′, U(x, y, ϕ) — потенци-
альная энергия внешних сил.
Определим согласно положениям предыдущего раздела трансверсальное и касательное
к распределению связей векторные поля следующим образом:
a = − sinϕ ∂
∂x
+ cosϕ
∂
∂y
, τ 1 = cosϕ
∂
∂x
+ sinϕ
∂
∂y
, τ 2 =
∂
∂ϕ
,
так что
[τ 1, τ 2] = −a . (3.15)
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Квазискорости теперь определяются соотношением (3.8):
q˙ = V1τ 1 + ωτ 2 + V2a ; (3.16)
здесь величины (V1, V2) совпадают с проекциями скорости точки O1 на подвижные оси,
а ω = ϕ˙ — угловая скорость тела. Связь (3.13) перепишется в форме
V2 = 0.
Подставляя эти выражения в (3.12), получим уравнения движения системы в общей форме:(
∂L˜∗
∂V1
)·
− cosϕ∂L˜∗
∂x
− sinϕ∂L˜∗
∂y
=
(
∂L˜
∂V2
)∗
ω,
(
∂L˜∗
∂ω
)·
− ∂L˜∗
∂ϕ
= −
(
∂L˜
∂V2
)∗
V1,
x˙ = V1 cosϕ, y˙ = V1 sinϕ, ϕ˙ = ω.
Функция Лагранжа (3.14), выраженная в новых переменных, имеет вид
L˜ =
1
2
m
(
V 21 + V
2
2
)
+
1
2
Iω2 + maωV2 − U(x, y, ϕ).
Ограничивая на связь, находим
L˜∗ =
1
2
(
mV 21 + Iω
2
)− U(x, y, ϕ),
∂L˜∗
∂V1
= mV1,
∂L˜∗
∂ω
= Iω,
(
∂L˜
∂V2
)∗
= maω,
(3.17)
отсюда с учетом (3.15), (3.16) получим окончательно уравнения на M = {(x, y, ϕ, V1, ω)} ⊂
⊂ TN :
mV˙1 = maω2 − cosϕ∂U
∂x
− sinϕ∂U
∂y
, Iω˙ = −maωV1 − ∂U
∂ϕ
,
x˙ = V1 cosϕ, y˙ = V1 sinϕ, ϕ˙ = ω.
(3.18)
4. Симметрии и циклические переменные
Как мы видели выше, уравнения движения неголономных систем определяются лагран-
жианом и связями, поэтому желательно иметь такие критерии существования необходимых
для редукции тензорных инвариантов (полей симметрий и первых интегралов), которые
могут быть сформулированы в терминах только функции Лагранжа L(q , q˙ ) и уравнений
связей fμ(q , q˙ ) = 0 (без явной записи соответствующих уравнений движения).
4.1. Редукция при действии группы симметрий
Описание редукции неголономных систем начнем с наиболее распространенной в при-
ложениях (как в голономной, так и в неголономной динамике) ситуации, когда система
допускает некоторую группу симметрий G, которая естественным образом действует на кон-
фигурационном пространстве N . Как правило, в примерах преобразования симметрии обу-
словлены инвариантностью относительно выбора некоторой системы координат. При этом,
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поскольку векторное поле самой системы задано на фазовом пространстве M, которое яв-
ляется подмногообразием в TN , возникает необходимость в продолжении действия группы
и соответствующих векторных полей в касательное расслоение TN . Прежде чем сформу-
лировать соответствующие результаты, напомним кратко основные определения и обозна-
чения (подробнее см. приложение A).
Предположим, что на конфигурационном пространстве N действует однопараметри-
ческая группа преобразований
Tξ : N → N ,
где ξ — параметр. Соответствующее этому действию векторное поле обозначим
u(q) =
∑
i
ui(q)
∂
∂qi
, ui(q) =
d
dξ
(
Tξ(q)
)
i
∣∣∣∣
ξ=0
. (4.1)
Продолжения действия Tξ и векторного поля u на TN через обобщенные координаты и ско-
рости представляются в форме
T˜ξ (q , q˙ ) = (Tξ(q), dTξ(q)q˙), (dTξq˙)i =
∑
j
∂Tξ(q)i
∂qj
q˙i,
u˜ (q , q˙) =
∑
i
ui
∂
∂qi
+ u˙i
∂
∂q˙i
, u˙i =
∑
j
∂ui
∂qj
q˙j.
(4.2)
Теорема 3. Пусть в конфигурационном пространстве N = {q} неголономной систе-
мы, для которой Q = 0, действует однопараметрическая группа преобразований Tξ(q),
такая, что связи fμ(q , q˙ ) = 0, μ = 1, . . . ,m, и функция Лагранжа L(q , q˙ ) свободной си-
стемы инвариантны относительно этого действия (точнее, его продолжения в TN ),
то есть для векторного поля u˜(q , q˙ ) этого действия, определенного согласно (4.2), вы-
полнены соотношения
u˜
(
L (q , q˙)
)∗ = 0, u˜(fμ (q , q˙) )∗ = 0, μ = 1, . . . , k,
где ( )∗ обозначает ограничение на связи.
Тогда u˜ — поле симметрий уравнений движения данной неголономной системы.
Это утверждение следует из стандартных симметрийных соображений. Действительно,
как известно, вид уравнений (3.2) не меняется при замене переменных в конфигурацион-
ном пространстве. С другой стороны, всякая замена переменных, порождаемая действи-
ем Tξ группы симметрий, сохраняет также лагранжиан L и связи fμ, а следовательно,
получаемые при этом из (3.2) уравнения движения оказываются заведомо инвариантными
относительно преобразований T˜ξ (то есть поток системы коммутирует с действием группы).
Соответствующее векторное поле u˜(q , q˙) является полем симметрий (формальное доказа-
тельство приведено в приложении B), этот результат содержится в работах [8, 9, 37].
Следствие. Пусть уравнения связей fμ (q , q˙ ) и функция Лагранжа L (q , q˙) инва-
риантны относительно (продолжения) действия некоторой ms-параметрической груп-
пы G:
u˜α
(
L (q , q˙)
)∗ = 0, u˜α(fμ (q , q˙) )∗ = 0, α = 1, . . . ,ms, μ = 1, . . . , k. (4.3)
Тогда уравнения движения допускают ms полей симметрий u˜α.
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Замечание. При Q(q , q˙) = 0 условия (4.3) необходимо дополнить требованием инвариантно-
сти 1-формы обобщенных внешних сил L
 u(Q) = 0, которое в компонентах записывается в виде∑
k
uk
∂Qi
∂qk
+ u˙k
∂Qi
∂q˙k
+ Qk
∂uk
∂qi
= 0, i = 1, . . . , n.
Таким образом, в данном случае, вследствие инвариантности связей, действие группы
симметрий ограничивается на фазовое пространство неголономной системы M =
= {(q , q˙) | fμ (q , q˙) = 0} и система естественным образом редуцируется на пространство
орбит этого действия. Чтобы выполнить редукцию явно, необходимо выбрать в качестве
переменных редуцированной системы такие функции Zi (q , q˙ ), (q , q˙) ∈ M, которые явля-
ются интегралами полей симметрий
u˜α
(
Zi (q , q˙)
)
= 0, α = 1, . . . ,ms.
Согласно сказанному выше (см. раздел 2.2), их эволюция описывается замкнутой — реду-
цированной — системой:
Z˙i = Vi(Z ).
Координаты на орбитах O действия группы называются циклическими.
Рассмотрим теперь некоторые частные случаи, когда редукция несколько упрощается.
4.2. Редукция в окрестности регулярных орбит
Если предположить, что действие группы свободное3 и собственное4 (именно этот слу-
чай наиболее важен с точки зрения приложений), то редуцированная система глобально
определена на пространстве орбит, которое оказывается гладким многообразием [9]. При
этом в окрестности некоторой точки конфигурационного пространства q0 ∈ N размерность
орбиты действия группы совпадает с размерностью группы
dimOq0 = dimG = n−m. (4.4)
В этом случае локально конфигурационное пространство N устроено как произведе-
ние Rm × G, где второй сомножитель отвечает инвариантам действия группы. Следуя [9],
параметризуем N парой (z , g), где z ∈ Rm, g ∈ G, тогда скорости системы удобно па-
раметризовать функциями z˙ , Ω = g−1g˙, которые оказываются заведомо инвариантными
относительно (продолжения) действия группы и, кроме того, являются линейными функ-
циями относительно исходных обобщенных скоростей. Вследствие такого выбора, согласно
теореме 1 (раздел 2.2), уравнения, описывающие эволюцию переменных z , z˙ , Ω, замыка-
ются:
Ω˙ = W (z , z˙ ,Ω), z¨ = F (z , z˙ ,Ω). (4.5)
Лагранжиан системы и связи не содержат групповых переменных:
L = L (z , z˙ ,Ω),
fμ =
∑
i
Aμi(z )z˙i +
∑
β
Bμβ(z )Ωβ = 0, μ = 1, . . . , k; (4.6)
3Группа действует свободно, если ни одно из преобразований Tg(q) не обладает неподвижными
точками.
4Действие группы собственное, если для отображений T : G×N → N прообраз любого компакт-
ного множества компактен.
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ниже для сокращения записи коэффициенты перед Ωβ объединим в k × (n −m)-матрицу
B(z ) = ‖Bμβ(z )‖.
Связи (4.6) определяют инвариантное подмногообразие системы (4.5). Таким образом,
чтобы получить окончательно редуцированную систему, достаточно ограничить уравне-
ния (4.5) на связи (4.6). Для этого в данной ситуации наиболее естественно, пользуясь
уравнениями связей (4.6), исключить максимально возможное число квазискоростей Ωβ,
отвечающих касательным векторам орбиты Oq (поскольку координаты вдоль орбит мы
уже исключили). Оказывается, что условия разрешимости уравнений связей относительно
этих величин проще всего выражаются в терминах касательных пространств TOq и Dq, так
что можно выделить два случая.
C-1. В первом случае в окрестности неособой точки q имеем
TOq ∩ Dq = 0. (4.7)
Это так называемые обобщенные системы Чаплыгина, которые подробно рассматриваются
далее.
В этом случае заведомо выполнено неравенство dimTOq + dimDq  n, откуда следует,
что число уравнений связей n− dimDq всегда превосходит количество квазискоростей Ωβ,
равное dimTOq. Кроме того, матрица B имеет максимальный ранг (rankB = n −m), так
как в противном случае это привело бы к существованию решения системы (4.6) с z˙i = 0,
i = 1, . . . ,m, то есть касательного вектора к TOq, который одновременно лежит в Dq, что
противоречит (4.7). Отсюда следует, что связи можно также представить в форме
Ωβ =
∑
i
bβi(z )z˙i,
∑
i
dαi(z )z˙i = 0, β = 1, . . . , n −m, α = 1, . . . , k − (n−m).
Итак, все квазискорости Ωβ исключаются из уравнений при помощи связей, и реду-
цированная система естественным образом записывается в переменных z , z˙ . Этот случай
регулярно встречается в приложениях, поэтому он подробно разбирается в разделе 4.4.
C-2. Вторая возможная ситуация:
TOq ∩ Dq = Cq = 0.
Другими словами, система (4.6) допускает такие (ненулевые) решения, для которых все
z˙i = 0, i = 1, . . . ,m, или, что то же самое, система уравнений
B(z )Ω = 0, Ω = (Ω1, . . . ,Ωn−m) (4.8)
допускает нетривиальные решения. Отсюда, в частности, следует, что rankB < n − m
(то есть ранг матрицы B не превосходит размерность орбиты).
В данном случае в связи с тем, что касательное пространство к орбите содержит под-
пространство Cq, удобно перейти от Ω к новым квазискоростям (ω,w) следующим образом.
Пусть χs(z ), s = 1, . . . ,m0, — линейно-независимые решения уравнения (4.8), которые до-
полним до базиса в Rn−m некоторыми векторами πσ(z ), σ = m0 + 1, . . . , n−m, удовлетво-
ряющими условию B(z )πσ(z ) = 0. После замены
Ωβ =
∑
s
χsβ(z )ωs +
∑
σ
πσβ(z )wσ
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уравнения связей (4.6) можно представить в форме
wσ =
m∑
i=1
bσi(z )z˙i, σ = m0 + 1, . . . , n−m,
m∑
i=1
dαi(z )z˙i = 0, α = 1, . . . , k −m0.
(4.9)
Следовательно, квазискорости ωs, s = 1, . . . ,m0, не входят в уравнения связей, поэтому для
всех связей
∂fμ
∂ωs
≡ 0. Это приводит к тому, что уравнения, описывающие эволюцию вели-
чин ∂L
∂ωs
, по форме не отличаются от голономных (так как в них не входят неопределенные
множители). Запишем эти уравнения в форме (6.26) (см. приложение A):(
∂L
∂ωs
)·
− E˜s(L) = 0, s = 1, . . . ,m0, (4.10)
где мы для простоты положили Q = 0. В данном случае E˜s — это продолжение векторных
полей Es, касательных к Cq, которые соответствуют квазискоростям ωs, то есть
q˙ =
∑
s
Es(q)ωs.
После исключения квазискоростей wσ уравнения (4.10) могут быть представлены в форме(
∂L∗
∂ωs
)·
=
m0∑
p=1
Cps (z , z˙ ,ω)
∂L∗
∂ωp
+
n∑
σ=m0+1
Cσs (z , z˙ ,ω)
(
∂L
∂wσ
)∗
,
где ( )∗ — обозначает ограничение на первую группу связей (4.9), а функции Cps и Cσs выра-
жаются через коэффициенты разложения коммутаторов полей Es(q) с соответствующими
базисными векторными полями в TN (из-за громоздкости мы здесь опускаем их явный
вид). Для получения замкнутой системы эти уравнения необходимо дополнить уравнения-
ми для эволюции z , z˙ (которые ничем особенным не выделяются, поэтому мы их здесь
не рассматриваем).
Отметим также, что уравнения (4.10) во многих работах представлены в несколько иной
форме. Чтобы получить ее, напомним, что векторные поля Es касаются также орбиты TOq,
поэтому они выражаются через поля симметрий uβ(q) =
∑
i
uβi(q) ∂∂qi
:
Es(q) =
∑
β
ξsβ(q)uβ(q).
Для продолжения этих полей на TN получим
E˜s =
∑
β
ξsβu˜β +
∑
i
ξ˜si
∂
∂q˙i
, ξ˜si =
∑
β,l
∂ξsβ
∂ql
q˙luβi.
Отсюда с учетом инвариантности лагранжиана u˜β(L) = 0 получаем уравнения(
∂L
∂ωs
)·
=
(∑
i
Esi
∂L
∂q˙i
)·
=
∑
i
ξ˜si
∂L
∂q˙i
. (4.11)
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Записанная в векторной форме, эта система называется уравнением неголономного момен-
та. Заметим, что хотя коэффициенты разложения ξsβ и векторные поля uβ зависят от коор-
динат на орбите y , после упрощения и исключения связей правая часть (4.11) будет зависеть
только от инвариантов z , z˙ , ω.
Комментарий. Во многих работах уравнению неголономного момента придается
очень важное значение (см., например, [8]), однако не известно ни одного примера, в кото-
ром с помощью данного уравнения была бы получена какая-либо информация о динамике
системы.
Замечание. В ряде случаев вместо обобщенных координат z1, . . . , zm удобно использовать
(например, с целью алгебраизовать уравнения движения) избыточные переменные x (z ), число ко-
торых превышает n−m. Это приводит к тому, что возникают геометрические соотношения вида
gα(x ) = 0.
Например, вместо сферических координат (θ, ϕ) часто удобно использовать декартовы координаты
x1 = sin θ cosϕ, x2 = sin θ sinϕ, x3 = cos θ, которые удовлетворяют соотношению
x21 + x
2
2 + x
2
3 = 1.
Замечание. Если группа действует несвободно, то могут возникнуть различные (техниче-
ские) проблемы, связанные с тем, что в этом случае пространство орбит, как правило, не является
гладким многообразием.
Это может быть связано с существованием орбит меньшей размерности: например, для систем,
инвариантных относительно вращений, особые орбиты отвечают точкам на оси вращения.
Может также оказаться, что орбита не лежит целиком в конфигурационном пространстве.
Например, для действия группы SO(3) на S2 орбита продолжения действия в TS2 оказывается
трехмерной, а инварианты этого действия оказываются нелинейными функциями скоростей. Так,
если сфера S2 задана в R3 соотношением
x21 + x
2
2 + x
2
3 = 1,
то действие SO(3) в TS2 задается соотношением
g · (x , x˙ ) = (Qx ,Qx˙),
где Q — ортогональная матрица размерности 3 × 3. Единственным инвариантом в этом случае
является функция
Φ = (x˙ , x˙ ).
4.3. Пример: качение без проскальзывания выпуклого тела
по горизонтальной плоскости
Рассмотрим редукцию в классической задаче о качении без проскальзывания твер-
дого тела по горизонтальной плоскости. В силу общих принципов динамики и функция
Лагранжа, и связи не должны зависеть от выбора неподвижной (точнее, инерциальной) си-
стемы отсчета, связанной с плоскостью, поэтому в конфигурационном пространстве заведо-
мо действует группа симметрий SE(2), задающая смену неподвижной системы координат.
Эти сведения позволяют с самого начала выбрать подходящие переменные (среди которых
необходимое число инвариантов действия группы симметрий) и фактически совместить ре-
дукцию и вывод уравнений движения.
НЕЛИНЕЙНАЯ ДИНАМИКА. 2015. T. 11. №4. С. 763–823
790 А.В.Борисов, И.С.Мамаев
Рис. 4
Зафиксируем две системы координат: одна — непо-
движная Oxyz с началом O в плоскости качения
и осью Oz, перпендикулярной этой плоскости, вторая —
подвижная Cx1x2x3 с началом в центре масс тела и ося-
ми, совпадающими с главными осями инерции (см. рис. 4).
Конфигурационное пространство системы N = R2 ×
× SO(3), где первый сомножитель отвечает положению
точки контакта (которое параметризуем ее координата-
ми (x, y) относительно неподвижных осей Oxyz), а вто-
рой сомножитель задает ориентацию тела в пространстве
(ее будем задавать ортогональной матрицей Q размерно-
сти 3 × 3). Столбцы матрицы Q задают координаты неподвижных ортов ex, ey, ez в по-
движных осях Cx1x2x3, ее параметризация углами Эйлера (θ, ϕ, ψ) имеет вид
Q =
⎛⎜⎜⎜⎜⎝
cosϕ cosψ− cos θ sinψ sinϕ cosϕ sinψ+cos θ cosψ sinϕ sinϕ sin θ
− sinϕ cosψ− cos θ sinψ cosϕ − sinϕ sinψ+cos θ cosψ cosϕ cosϕ sin θ
sin θ sinψ − sin θ cosψ cos θ
⎞⎟⎟⎟⎟⎠. (4.12)
В выбранных переменных (x, y, θ, ϕ, ψ) действие группы симметрий SE(2) = {g(a1, a2, α),
α mod 2π} в N имеет вид
g(a1, a2, α) · (x, y, θ, ϕ, ψ) = (x cosα− y sinα + a1, x sinα + y cosα + a2, θ, ϕ, ψ + α),
а соответствующие векторные поля —
u1 =
∂
∂x
, u2 =
∂
∂y
, uα = −y ∂
∂x
+ x
∂
∂y
+
∂
∂ψ
.
Мы видим, что θ, ϕ — инварианты этого действия, но в данном случае удобно восполь-
зоваться вместо этих угловых избыточными переменными
γ1 = sin θ sinϕ, γ2 = sin θ cosϕ, γ3 = cos θ,
которые представляют собой компоненты нормали к плоскости в подвижных осях. Компо-
ненты вектора r в подвижных осях Cx1x2x3 также не меняются при смене неподвижной
системы координат и, следовательно, тоже выражаются через θ, ϕ (или через γ), в общем
случае связь между ними определяется обращением гауссова отображения
γ = − ∇rf|∇rf | ,
где ∇r =
(
∂
∂x1
, ∂
∂x2
, ∂
∂x3
)
.
Для параметризации скоростей также воспользуемся инвариантными (относительно
действия группы) переменными — компонентами векторов угловой скорости тела ω =
= (ω1, ω2, ω3) и скорости его центра масс v = (v1, v2, v3) в подвижных осях, тогда
θ˙ = ω1 cosϕ− ω2 sinϕ, ϕ˙ = ω3 − cos θsin θ (ω1 sinϕ + ω2 cosϕ), ψ˙ =
ω1 sinϕ + ω2 cosϕ
sin θ
,
R˙p = Q (v + ω × r + r˙), r˙ = ∂r
∂θ
θ˙ +
∂r
∂ϕ
ϕ˙,
где Rp = (x, y, 0) — радиус-вектор точки контакта P в неподвижных осях Oxyz.
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Условие качения без проскальзывания в выбранных переменных записывается в виде
f = v + ω × r = 0. (4.13)
Функция Лагранжа тела в поле тяжести имеет вид
L =
1
2
mv2 +
1
2
(ω, Iω)− U, U = −mg(r ,γ), (4.14)
где m, I — масса и центральный тензор инерции тела, g — ускорение свободного падения.
Опуская процедуру коммутации векторных полей, отвечающих квазискоростям ω, v
(см. подробно, например, [59]), запишем для данного случая уравнения (3.5) с неопределен-
ными множителями λ1, λ2, λ3 в векторной форме
d
dt
(
∂L
∂ω
)
=
∂L
∂ω
× ω + ∂L
∂v
× v + ∂L
∂α
×α + ∂L
∂β
× β + ∂L
∂γ
× γ +
∑
i
λi
∂fi
∂ω
,
d
dt
(
∂L
∂v
)
=
∂L
∂v
× ω + ∂L
∂xc
α +
∂L
∂yc
β +
∂L
∂zc
γ +
∑
i
λi
∂fi
∂v
,
(4.15)
где fi — компоненты векторного уравнения связи (4.13), (xc, yc, zc) — координаты центра
масс в неподвижных осях Oxyz, α, β, γ — орты неподвижной системы координат, спроеци-
рованные на подвижные оси Cx1x2x3, то есть столбцы матрицы Q (4.12).
Подставляя в эти уравнения функцию Лагранжа (4.14) и учитывая, что U не зависит
от α, β, xc, yc, zc, найдем неопределенные множители из второго векторного уравнения
в (4.15) и уравнения связи (4.13):
λ = m (v˙ − v × ω) = −m (ω˙ × r + ω × r˙ + ω × (ω × r)),
где λ = (λ1, λ2, λ3). С помощью этого соотношения перепишем первое уравнение в (4.15)
в виде
Iω˙ + mr × (ω˙ × r) = (Iω + mr × (ω × r))× ω −mr × (ω × r˙) + γ × ∂U
∂γ
. (4.16)
Дополним его уравнением Пуассона, описывающим эволюцию компонент неподвижных век-
торов в подвижных осях,
γ˙ = γ × ω. (4.17)
Предложение 4. Если твердое тело катится без проскальзывания по плоскости
в потенциальном поле, с потенциалом, зависящем только от γ, то редуцированная по дей-
ствию группы SE(2) система представляется в виде уравнений (4.16), (4.17).
Таким образом, в данном случае оказывается удобным процедуру редукции совместить
с выводом уравнений движения. В работе [63] та же система получена при помощи исклю-
чения сил реакций непосредственно из динамических уравнений Ньютона –Эйлера.
Замечание. Предложенные выше при формальном описании редукции инвариантные ква-
зискорости, связанные с действием группы Ω = g−1g˙, приводят для данной системы к существенно
более громоздким редуцированным уравнениям.
В заключение отметим, что в данном примере dimTNq = 6, а Dq и TOq являются
трехмерными пространствами, поэтому
Dq ∩ TOq = Cq = 0.
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Можно показать, что при этом Cq является линейной оболочкой векторного поля ∂∂ψ .
Используя (4.8), получим для момента pψ = ∂L
∂ψ˙
уравнение
p˙ψ =
∂L
∂ψ
. (4.18)
Так как ∂
∂ψ
= uα + yu1 − xu2, из уравнения неголономного момента эволюция pψ предста-
вится в виде
p˙ψ = y˙
∂L
∂x˙
− x˙∂L
∂y˙
. (4.19)
Мы видим, что уравнения (4.18) и (4.19) не позволяют сделать каких-либо выводов
о динамике системы. Таким образом, в общем случае формализм неголономного момента [9]
не дает никаких преимуществ в записи уравнений движения по сравнению с традиционным
подходом.
4.4. Обобщенный метод редукции Чаплыгина
Рассмотрим теперь подробно важный с точки зрения приложений класс неголономных
систем, который в разделе 4.2 был отмечен как случай C-1. Напомним, что и эти системы
удовлетворяют двум условиям:
1◦. они допускают действующую на конфигурационном пространстве группу симметрий G,
действие которой свободное и собственное;
2◦. все поля симметрий, порожденные этим действием, трансверсальны связям, то есть
TOq ∩Dq = 0.
Как отмечалось выше, из последнего условия следует, что размерность орбиты TOq не пре-
восходит числа уравнений связей, то есть dimDq  dimTOq. Отметим также, что в неко-
торых случаях в качестве такой группы симметрий может выступать некоторая подгруппа
общей группы симметрий системы.
Замечание. В работе С.А.Чаплыгина [76] и в работах [9, 36] делается дополнительное пред-
положение, что размерность группы симметрий G (и, следовательно, размерность орбиты общего
положения) совпадает с числом связей, наложенных на систему (dim TOq = codimDq). Как видно
из последующих рассуждений, это предположение не требуется для применения данного метода
редукции.
Для неособой орбиты Oq положим dimOq = n−m и, пользуясь тем, что ее окрестность
в конфигурационном пространстве представляет собой прямое произведение Rm ×Oq , вы-
берем локальные координаты q = (z ,y) в N таким образом, что z = (z1, . . . , zm) являются
инвариантами действия группы G, а соответствующие поля симметрий (порожденные дей-
ствием G) имеют вид
uα =
n−m∑
β=1
uαβ(y)
∂
∂yβ
, α = 1, . . . , n−m,
где y = (y1, . . . , yn−m) — локальные координаты на орбите.
В качестве переменных в касательных плоскостях TNq в данном случае выберем обоб-
щенные скорости z˙i, i = 1, . . . ,m, и произвольные квазискорости wμ, μ = 1, . . . , n − m,
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инвариантные относительно действия группы, при этом
y˙μ =
n−m∑
β=1
Eμβ(y)wβ. (4.20)
В общем случае (когда группа симметрий некоммутативна) соответствующие векторные
поля Eμ =
n−m∑
β=1
Eμβ
∂
∂yβ
также не коммутируют относительно скобки Ли:
[Eμ,Eν ] =
∑
σ
cσμνEσ. (4.21)
При таком выборе переменных лагранжиан L и обобщенные силыQ не зависят от части
переменных y , а уравнения связей при условиях 1◦, 2◦ могут быть разбиты на две группы
(см. также раздел 4.2):
wμ =
m∑
j=1
bμj(z )z˙j , μ = 1, . . . , n −m, (4.22.1)
m∑
i=1
dsi(z )z˙i = 0, s = 1, . . . , k < m, (4.22.2)
то есть bμj и dsi также не зависят от последних n−m переменных.
Для сокращения записи положим w = (w1, . . . , wn−m) и, как и выше, выраженные че-
рез квазискорости, то есть после подстановки (4.20), функцию Лагранжа и обобщенные
силы обозначим L˜ (z , z˙ ,w) и Q˜ (z , z˙ ,w), а обозначение ( )∗ будем в данном случае исполь-
зовать для ограничения произвольной функции только на первую группу связей (4.22.1),
например, L˜∗(z , z˙ ) = L˜
(
z , z˙ ,
∑
i
bμj z˙j
)
.
Предложение 5. Уравнения движения, описывающие эволюцию переменных (z , z˙ ),
отделяются и представляются в форме(
∂L˜∗
∂z˙i
)·
− ∂L˜
∗
∂zi
=
m∑
j=1
Sij z˙j + Q˜∗i +
n−m∑
μ=1
bμiQ˜
∗
μ +
k∑
s=1
λsdsi, i = 1 . . .m
Sij (z , z˙ ) =
n−m∑
μ=1
(
∂L˜
∂wμ
)∗⎛⎝∂bμi
∂zi
− ∂bμj
∂zi
−
∑
α,β
cμαβbαibβj
⎞⎠,
(4.23)
где cμαβ — коэффициенты в разложении коммутатора (4.21), λs — неопределенные мно-
жители, отвечающие второй группе связей (4.22.2).
Доказательство. Запишем уравнения движения (3.5) для данного случая с учетом условия
Eμ(L˜) = 0:(
∂L˜
∂z˙i
)·
− ∂L˜
∂zi
= Q˜i −
∑
μ
λμbμi +
k∑
s=1
λsdsi,
(
∂L˜
∂wμ
)·
=
∑
α,β
cβαμwα
∂L˜
∂wβ
+ Q˜μ + λμ,
i = 1, . . . ,m, μ, α, β = 1, . . . , n−m.
(4.24)
НЕЛИНЕЙНАЯ ДИНАМИКА. 2015. T. 11. №4. С. 763–823
794 А.В.Борисов, И.С.Мамаев
Последние n −m уравнений позволяют выразить неопределенные множители через фазовые
переменные. Пользуясь стандартным правилом дифференцирования сложных функций с учетом
уравнений связей (4.22.1), находим
∂L˜∗
∂z˙i
=
∂L˜
∂z˙i
+
∑
μ
∂L˜
∂wμ
bμi,
∂L˜∗
∂zi
=
∂L˜
∂zi
+
∑
μ,j
∂L˜
∂wμ
∂bμj
∂zi
z˙j,
i, k = 1, . . . ,m, μ = 1, . . . , n−m.
Подставляя эти соотношения в первые m уравнений (4.24), после приведения подобных полу-
чим (4.23).
Таким образом, в данном случае можно совместить редукцию по симметриям и огра-
ничение системы на часть связей.
В большинстве физических примеров группа симметрий G, рассматриваемая в данном
разделе, является коммутативной (именно этот случай рассматривал первоначально сам
С.А.Чаплыгин [76]). При этом все величины cσμν обращаются в нуль и уравнения (4.23)
несколько упрощаются. В работе [36] такие неголономные системы предложено называть
абелевыми системами Чаплыгина.
Отметим, что, как правило, при записи связей в форме (4.22) в коэффициентах bμi(z )
могут возникать особенности при некоторых значениях координат z .
Если число связей в точности совпадает с размерностью группы симметрий G, то мож-
но также показать, что в случае потенциальных внешних сил (при Q = 0) уравнения (4.23)
после преобразования Лежандра представляются в псевдогамильтоновой форме (см. при-
ложение C).
4.5. Пример: сани Чаплыгина на наклонной плоскости
Выше (см. раздел 3.3) мы получили уравнения движения данной системы с произволь-
ным потенциальным полем в квазискоростях. Рассмотрим теперь ее в качестве системы
Чаплыгина, когда сани движутся по наклонной плоскости [65]. Функция Лагранжа (3.14)
в этом случае имеет вид
L =
1
2
m
(
x˙2 + y˙2
)
+
1
2
Iω2 + maω (−x˙ sinϕ + y˙ cosϕ)−mg sinα0(y + a sinϕ),
где α0 — угол наклона плоскости, g — ускорение силы тяжести, а неподвижная система
координат выбрана таким образом, что ось Oy направлена по линии наибольшего ската.
Связь задается уравнением (3.13).
Мы видим, что система инвариантна относительно однопараметрической группы R1
переносов вдоль оси Ox, соответствующее поле симметрий
u =
∂
∂x
.
В этом случае связь представляется в форме (4.22) следующим образом:
x˙ =
cosϕ
sinϕ
y˙. (4.25)
Ограничивая лагранжиан на связь, получим (в данном случае L˜ = L, поэтому волну
в записи опускаем)
L∗ =
1
2
(
m
y˙2
sin2 ϕ
+ Iϕ˙2
)
−mg sinα0(y + a sinϕ). (4.26)
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Единственный элемент матрицы Syϕ = S вычислим, пользуясь (4.23):
S =
(
∂L
∂x˙
)∗(∂bxy
∂ϕ
− ∂bxϕ
∂y
)
= − m
sin3 ϕ
(
y˙ cosϕ− aϕ˙ sin2 ϕ).
Окончательно уравнения движения (4.23) представляются в виде(
m
y˙
sin2 ϕ
)·
+ mg sinα0 = Sϕ˙, Iϕ¨−m y˙
2
sin3 ϕ
cosϕ + mga sinα0 cosϕ = −Sy˙. (4.27)
Эволюция x описывается в данном случае уравнением (4.25).
4.6. Пример: однородный шар без прокручивания и проскальзывания5
Рис. 5
Рассмотрим теперь качение полностью динамиче-
ски симметричного (в частности, однородного) шара
по произвольной поверхности при условии, что отсут-
ствует не только проскальзывание в точке контакта,
но также и верчение (прокручивание) шара относи-
тельно нормали к поверхности. Формально эти связи
можно представить в виде
vc − aω × n = 0, (ω,n) = 0, (4.28)
где vc, ω — скорость центра масс и угловая скорость
шара, n — нормаль к поверхности в точке контакта
(см. рис. 5), a — радиус шара.
Выберем две системы координат:
– Oxyz — неподвижная (инерциальная) система координат,
– Cx1x2x3 — подвижная система координат, жестко связанная с шаром.
Ориентацию шара (то есть ориентацию подвижных осей Cx1x2x3 относительно неподвиж-
ных Oxyz) будем описывать при помощи углов Эйлера (θ, ϕ, ψ). Положение шара в про-
странстве будем задавать радиус-вектором центра масс r = (x, y, z) в системе коорди-
нат Cxyz. Вследствие того, что шар катится по некоторой двумерной поверхности Sp ⊂ R3,
его центр масс также движется вдоль двумерной поверхности Sc ⊂ R3 (эквидистантной
к Sp), уравнение которой запишем в неявном виде
F (r) = 0. (4.29)
Нормаль к поверхности (4.29) совпадает с нормалью к поверхности Sp в точке контакта
и задается соотношением
n(r) =
∇F (r)
|∇F (r)| ,
где ∇ — градиент по переменным r .
5Отметим, что система, описывающая качение без проскальзывания и прокручивания произволь-
ного (выпуклого) твердого тела по плоскости, также является обобщенной системой Чаплыгина.
Прямыми вычислениями это было показано в работе [17].
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Таким образом, конфигурационное пространство данной системы можно представить
в виде
N = Sc × SO(3) = {(r , θ, ϕ, ψ) | F (r) = 0}.
Если внешние силы, приложенные к шару, не зависят от его ориентации, то от век-
тора связанной с ним системы координат Cx1x2x3 ничего не зависит (вследствие полной
динамической симметрии шара), а значит, эта система координат определена с точностью
до преобразований группы SO(3), которая и является в данном случае группой симметрий.
Соответствующие поля симметрий на N , порожденные этим действием, имеют вид
u1 = cosϕ
∂
∂θ
−cos θ sinϕ
sin θ
∂
∂ϕ
+
sinϕ
sin θ
∂
∂ψ
, u2 = − sinϕ ∂
∂θ
−cos θ cosϕ
sin θ
∂
∂ϕ
+
cosϕ
sin θ
∂
∂ψ
, u3 =
∂
∂ϕ
.
Инвариантами действия (точнее, его продолжениями) этой группы симметрий на TN
являются r , r˙ , а также компоненты угловой скорости шара на неподвижные оси
ωx = cosψθ˙ + sin θ sinψϕ˙, ωy = sinψθ˙ − sin θ cosψϕ˙, ωz = cos θϕ˙ + ψ˙. (4.30)
Функция Лагранжа данной системы имеет вид
L =
1
2
mr˙2 +
1
2
Iω2 − U(r),
где m, I — масса и центральный момент инерции шара (для однородного шара I = 25 ma
2),
U(r) — потенциал внешних сил.
Для того чтобы воспользоваться результатами раздела 4.4, представим связи в фор-
ме (4.22), для этого умножим векторно на n первое из уравнений (4.28) и учтем, что
(ω,n) = 0; получим
ω =
1
a
n × r˙ , (n , r˙) = 0, (4.31)
где мы учли vc = r˙ , второе из этих уравнений — это следствие связи (4.29).
Мы видим, что для записи редуцированных (по действию группы SO(3)) уравнений
движения можно воспользоваться предложением 5. Обращая соотношение (4.30), находим
⎛⎜⎜⎜⎝
θ˙
ϕ˙
ψ˙
⎞⎟⎟⎟⎠ = Exωx +Eyωy +Ezωz, Ex =
⎡⎢⎢⎢⎢⎢⎢⎣
cosψ
sinψ
sin θ
−cos θ sinψ
sin θ
⎤⎥⎥⎥⎥⎥⎥⎦, Ey =
⎡⎢⎢⎢⎢⎢⎢⎣
sinψ
−cosψ
sin θ
cos θ cosψ
sin θ
⎤⎥⎥⎥⎥⎥⎥⎦, Ez =
⎡⎢⎢⎢⎣
0
0
1
⎤⎥⎥⎥⎦.
Отсюда и из уравнений связей (4.31) получаем
[Eμ,Eν ] = −
∑
σ
εμνσEσ, bμν = −
∑
σ
εμνσnσ,
где εμνσ — антисимметричный тензор Леви-Чивиты, μ, ν, σ — индексы, отвечающие
осям Oxyz.
После достаточно громоздких прямых вычислений (с использованием соотношения
n2 = 1) для данного случая получим
Sr˙ = −(r˙ , n˙)n ,
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где n˙σ =
∂nσ
∂x
x˙ + ∂nσ
∂y
y˙ + ∂nσ
∂z
z˙, а S — кососимметрическая матрица из предложения 5.
Отсюда, пользуясь (4.23), получим уравнения движения для радиус-вектора центра шара
в виде (
∂L∗
∂r˙
)·
− ∂L
∗
∂r
= (λ0 − (r˙ , n˙))n ,
L∗ =
1
2
(
m +
I
a2
)
r˙2 − U(r),
где λ0 — неопределенный множитель, отвечающий голономной связи (r˙ ,n) = 0.
Переопределяя неопределенный множитель λ0 − (r˙ , n˙) → λ0, получаем следующее
утверждение.
Предложение 6. При качении шара по поверхности без проскальзывания и прокру-
чивания в потенциальном поле, не зависящем от ориентации шара, его центр масс дви-
жется как материальная точка массы m + I
a2
по поверхности (4.29) в потенциальном
поле U(r).
В частности, при отсутствии внешних сил центр масс движется по геодезической по-
верхности (4.29). Этот факт был другим способом указан в работе [15].
5. Симметрия и первые интегралы
5.1. Обобщение теоремы Нётер
Оказывается, что неголономные системы при некоторых дополнительных предположе-
ниях обладают первыми интегралами, обобщающими известные интегралы Э.Нётер в га-
мильтоновой механике (см. подробнее обзор [28]). Отметим, что в данном случае система
не обладает симметрией в общепринятом смысле: возникающие векторные поля на конфи-
гурационном пространстве N (и соответствующее действие группы) сохраняют функцию
Лагранжа, но не сохраняют связи и потому, как правило, не могут быть продолжены до по-
лей симметрии. Такие частные симметрии мы будем называть нётеровскими симметриями.
Теорема 4 (Козлов –Колесников [69, 72]). Если неголономная система (3.3) до-
пускает векторное поле в конфигурационном пространстве u(q) =
n∑
i=1
ui(q) ∂∂qi
, удовле-
творяющее условиям
(Q ,u) =
n∑
i=1
Qi(q , q˙ )ui(q) = 0,
(
∂fμ
∂q˙
,u
)
=
n∑
i=1
∂fμ
∂q˙i
ui =
∑
i
aμi(q)ui = 0, (5.1)
а его продолжение u˜ сохраняет функцию Лагранжа
u˜(L)
∣∣∣
D
= 0, (5.2)
то существует первый интеграл
Pu =
∑
i
∂L
∂q˙i
ui(q). (5.3)
НЕЛИНЕЙНАЯ ДИНАМИКА. 2015. T. 11. №4. С. 763–823
798 А.В.Борисов, И.С.Мамаев
Доказательство. Запишем естественную цепочку равенств
u˜(L) =
∑
i
∂L
∂qi
ui +
∂L
∂q˙i
u˙i =
∑
i
d
dt
(
∂L
∂q˙i
ui
)
+
(
∂L
∂qi
− d
dt
(
∂L
∂q˙i
))
ui.
При ограничении на D мы можем последнее слагаемое в этом равенстве заменить с помощью
уравнения (3.3) (которое, строго говоря, не определено вне распределения):
u˜(L)
∣∣∣
D
=
∑
i
d
dt
(
∂L
∂q˙i
ui
)
−Qiui −
(∑
μ
λμ
∂fμ
∂q˙i
ui
)
.
Отсюда мы видим, что при сформулированных в теореме условиях
d
dt
(∑
i
∂L
∂q˙i
ui
)
= 0.
Другими словами, если неголономная система допускает векторное поле u(q) в кон-
фигурационном пространстве, которое принадлежит распределению D, задаваемому него-
лономными связями (3.1), и (Q ,u) = 0, а лагранжиан L(q , q˙) инвариантен относительно
продолжения u˜ , то система обладает первым интегралом.
Замечание. В первоначальной формулировке в работе [72] было использовано более сильное
требование u˜(L) = 0 (без ограничения на D). Очевидно, что этому условию удовлетворяет более
узкий класс функций Лагранжа L, чем в случае (5.2).
Для краткости векторное поле u(q), для которого выполнено условие (5.1), а для его
продолжения u˜ выполнено условие (5.2), мы будем называть векторным полем Нётер, или
нётеровским полем.
Замечание. Замечательная особенность нётеровских полей заключается в том, что они поз-
воляют найти первые интегралы системы (3.3), даже не выписывая явно уравнения движения!
(См. примеры в разделах 5.2, 6.1– 6.4.)
Замечание. Эта теорема допускает естественное обобщение на случай многомерных групп
(и, соответственно, большего числа полей симметрий).
Теорема 4 допускает естественное обращение, то есть для всякой неголономной систе-
мы с невырожденной по скоростям функцией Лагранжа, обладающей первым интегралом
в форме
P =
∑
i
u
(0)
i (q)
∂L
∂q˙i
,
из векторного поля u (0)(q) = (u(0)1 (q), . . . , u
(0)
n (q)) можно построить нётеровское векторное
поле u(q), удовлетворяющее условиям (4.26), (4.27). Здесь мы сформулируем это утвер-
ждение для наиболее распространенного в приложениях случая натуральных систем, когда
лагранжиан (без учета связи) имеет вид
L = T − U(q), T = 1
2
(q˙ ,B(q)q˙ ), (5.4)
где T , U — кинетическая и потенциальная энергия соответственно.
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Теорема 5. Линейная функция F = (u (0)(q),B(q)q˙ ) является первым интегралом
неголономной системы, отвечающей лагранжиану (5.4) и распределению связей D, тогда
и только тогда, когда
u˜(L)
∣∣∣
D
= 0, u = ΠBDu
(0),
где ΠBD — оператор ортогональной проекции на D в метрике, задаваемой кинетической
энергией, а u˜ обозначает продолжение поля u на TN .
Таким образом, для натуральной системы, зная линейный по скоростям интеграл, лег-
ко построить соответствующее нётеровское поле. В такой формулировке этот результат
приводится в работе [28], при этом ее авторы ссылаются на И.Илиева.
Комментарий. В литературе подобные результаты часто называют неголономными
теоремами Нётер [28, 35]. Как известно, в гамильтоновой механике всякий первый инте-
грал F (q , q˙ ) вследствие существования бивекторного тензорного инварианта — пуассоновой
структуры — порождает гамильтоново поле симметрий XF в фазовом пространстве. Для
интеграла Нётер это поле симметрий обладает той особенностью, что его «конфигурацион-
ная часть» не зависит от скоростей, то есть XF (qi) = fi(q). Кроме того (также вследствие
наличия скобки Пуассона), поле XF всюду касается поверхности F = const, поэтому воз-
можна одновременная редукция на поверхность уровня интеграла и по полю симметрий.
В неголономной механике в общем случае пуассонова структура отсутствует, по-
этому векторное поле u(q), удовлетворяющее условиям теоремы, при продолжении на TN
приводит к полю u˜(q , q˙ ), которое может и не быть полем симметрий системы (3.3),
теперь этот факт требует отдельного анализа.
Замечание. Напомним, что, согласно теореме 3, эта проверка сводится к выяснению того,
что продолжение поля u˜ касается распределения D, заданного связями, то есть
u˜(fμ)
∣∣∣
D
= 0, μ = 1, . . . , k
(либо, что то же самое, Lu(D) ⊂ D).
5.2. Пример: сфера Рауса
Рис. 6
Рассмотрим качение по плоскости без проскальзывания шара
со смещенным центром, предполагая, что тензор инерции динами-
чески симметричный, причем ось симметрии проходит через центр
масс (см. рис. 6).
Конфигурационное пространство в данном случае N = R2 ×
× SO(3) = {((x, y),Q)}, где (x, y) — координаты центра шара,
а Q — ортогональная матрица, задающая ориентацию шара. Выбе-
рем подвижную систему координат Ox1x2x3, связанную с шаром,
полагая ее начало в центре шара, а оси Oxi направим вдоль глав-
ных осей инерции; матрицу Q выберем так, что по ее столбцам
располагаются координаты неподвижных ортов в подвижных осях.
Для параметризации SO(3) выберем углы Эйлера так, что матрица Q имеет вид
Q =
⎛⎜⎜⎜⎝
cosϕ cosψ− cos θ sinψ sinϕ cosϕ sinψ+cos θ cosψ sinϕ sinϕ sin θ
− sinϕ cosψ− cos θ sinψ cosϕ − sinϕ sinψ+cos θ cosψ cosϕ cosϕ sin θ
sin θ sinψ − sin θ cosψ cos θ
⎞⎟⎟⎟⎠. (5.5)
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Нормаль и плоскости в подвижных осях совпадают с последним столбцом Q:
n = (sinϕ sin θ, cosϕ sin θ, cos θ). (5.6)
В подвижных осях угловая скорость тела определяется соотношением
ω = (ψ˙ sin θ sinϕ + θ˙ cosϕ, ψ˙ sin θ cosϕ− θ˙ sinϕ, ψ˙ cos θ + ϕ˙), (5.7)
из соотношений (5.5) и (5.7) скорость центра масс в подвижных осях может быть найдена
по формуле
v = QV0 + ω × a ,
где V0 = (x˙, y˙, 0) — скорость геометрического центра шара в неподвижных осях, a =
= (0, 0, a) — вектор смещения. Лагранжиан системы имеет вид (обобщенные силы Qi пола-
гаем равными нулю)
L =
m
2
v2 +
1
2
(ω, Iω)−mga cos θ. (5.8)
Из условия непроскальзывания точки контакта QV0 + ω × (−Rn) = 0, где n — нормаль
к точке контакта, находим уравнения связей
fx = x˙−Rθ˙ sinψ + Rϕ˙ sin θ cosψ = 0, fy = y˙ + Rθ˙ cosψ + Rϕ˙ sin θ sinψ = 0. (5.9)
Рассмотрим теперь векторные поля u(q) на конфигурационном пространстве N = {q =
= (x, y, θ, ϕ, ψ)}, которые строятся следующим образом:
1. пусть u0 =
(
uθ(θ, ϕ, ψ), uϕ(θ, ϕ, ψ), uψ(θ, ϕ, ψ)
)
— произвольное векторное поле на SO(3),
2. пользуясь уравнениями связей (5.9), вычислим ux, uy по формулам
ux = R(uθ sinψ − uϕ sin θ cosψ), uy = −R(uθ cosψ + uϕ sin θ sinψ)
и получим векторное поле u на N , порождаемое полем u0,
u = (R(uθ sinψ − uϕ sin θ cosψ),−R(uθ cosψ + uϕ sin θ sinψ), uθ, uϕ, uψ), (5.10)
которое всюду касается распределения, заданного связями.
Теперь продолжим это поле на TN и воспользуемся критерием
u˜(L)
∣∣
D = 0,
откуда, решая достаточно простую систему линейных уравнений в частных производных,
найдем неизвестные функции uθ, uϕ, uψ. Можно показать, что линейно-независимые реше-
ния порождаются полями на SO(3) следующего вида:
u
(R)
0 = (0, a,R), u
(J)
0 =
(
0, ρ(I1 + ma(a + R cos θ)), ρmR(a + R cos θ)
)
,
ρ =
(
I1I3 + mR2I1 sin2 θ + m(a + R cos θ)2I3
)−1/2 .
Подставляя результат в (5.10), получим два независимых нётеровских поля u (R), u (J) на N .
Теперь, пользуясь теоремой Козлова –Колесникова, найдем соответствующие им пер-
вые интегралы:
PR = (a + R cos θ)I3ϕ˙ +
(
RI1 sin2 θ + RI3 cos θ(a + R cos θ)
)
ψ˙,
PJ = ρ
(
I3(I1 + m(a + R cos θ)2)ϕ˙ + cos θρ−2ψ˙ −mRI1 sin θ(x˙ cosψ + y˙ sinψ)
)
.
(5.11)
При этом (как можно убедиться прямой проверкой) поля u˜ (R), u˜ (J) не являются полями
симметрии для векторного поля системы. Вопросы конформной гамильтоновости данной
системы обсуждается в [7].
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Комментарий. Если воспользоваться уравнениями связей (5.9), а затем с помо-
щью (5.7) и выразить интегралы (5.11) через компоненты угловой скорости в подвижных
осях, то получим
PJ =
(
Iω + mr × (ω × r), r), PR = ω3
ρ
. (5.12)
В такой форме эти интегралы хорошо известны — они были независимо указаны Раусом
и Чаплыгиным. Кроме того, как было показано Джеллетом [34], первый из этих интегралов
существует и при более общих допущениях, а именно: точка контакта может проскальзы-
вать, но для возникающих при этом сил трения проекция момента на вертикаль равна нулю.
Поэтому в литературе PJ зачастую называют интегралом Джеллета, а PR — интегралом
Рауса либо интегралом Чаплыгина.
Если предполагать, что интегралы (5.12) известны, то нётеровские поля u (R), u (J)
можно построить и без решения уравнений для функций uθ, uϕ, uψ — для этого необходимо
воспользоваться теоремой 5. Отметим, что нётеровские поля в задаче о сфере Рауса были
впервые построены в работе [35], где автор использовал интегралы (5.12), но не применял
теорему 5.
Замечание. Как известно (см., например, [16]), в случае качения тела вращения по плоско-
сти и сфере система также обладает парой линейных по скоростям интегралов, которые в общем
случае находятся из решения системы линейных уравнений. При этом также можно построить со-
ответствующие нётеровские поля на R2×SO(3), если использовать в качестве порождающего поля
на SO(3)
u0 =
(
0, uϕ(θ), uψ(θ)
)
.
Функции uϕ(θ) и uψ(θ) удовлетворяют системе линейных уравнений с коэффициентами, зависящими
от θ.
5.3. Циклические переменные и редукция по Раусу
Рассмотрим теперь ситуацию, когда продолжение векторного поля Нётер u˜ является
также полем симметрий. В этом случае помимо ограничения на уровень интеграла Нётер
можно выполнить и редукцию по циклической переменной, то есть понизить порядок систе-
мы на две единицы (как и в голономных системах). Технически эту процедуру удобно вы-
полнить при помощи редукции Рауса, которую мы опишем подробнее для данного случая.
Выберем координаты на N , в которых нётеровское поле u(q) выпрямляется:
u(q1) = . . . = u(qn−1) = 0, u(qn) = 1;
тогда, согласно условиям теоремы 4,
u˜(L) =
∂L
∂qn
= 0, Pu =
∂L
∂q˙n
= const.
Отсюда следует, что в уравнения связи (3.1) не входит q˙n:
n−1∑
i=1
aμi(q)q˙i = 0.
Таким образом, как было сказано в разделе 4, переменная qn является циклической.
На уровне интеграла Pu = p, выразим скорость q˙n, учитывая, что L не зависит от qn:
q˙n = χ(q1, . . . , qn−1, q˙1, . . . , q˙n−1, p).
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Определяя стандартным образом функцию Рауса
R = L∣∣
q˙n=χ
− pχ,
уравнения движения можно переписать в виде(
∂R
∂q˙i
)·
− ∂R
∂qi
=
(
Qi +
∑
λμaμi(q)
)∣∣∣∣
q˙n=χ
, i = 1, . . . , n− 1.
Вследствие того, что u˜ есть поле симметрий, правая часть не зависит от qn, а значит,
порядок системы понижается на две единицы, при этом функция Рауса зависит от p как
от параметра.
5.4. Пример: шар Чаплыгина
Проиллюстрировать редукцию Рауса удобно при помощи хорошо известной задачи Ча-
плыгина о качении по плоскости без проскальзывания неоднородного уравновешенного ша-
ра (подробная библиография и современный анализ этой системы даны в работе [14]). Кон-
фигурационное пространство в рассматриваемой задаче N = R2 ⊗ SO(3); воспользуемся
локальными координатами: углами Эйлера θ, ϕ, ψ и декартовыми координатами центра
шара x, y. В подвижной системе координат, связанной с главными осями шара, вектор
угловой скорости имеет вид
ω = (ψ˙ sin θ sinϕ + θ˙ cosϕ, ψ˙ sin θ cosϕ− θ˙ sinϕ, ψ˙ cos θ + ϕ˙).
Уравнения связей, выражающие условия отсутствия проскальзывания точки контакта,
можно представить в форме
fx = x˙−Rθ˙ sinψ + Rϕ˙ sin θ cosψ = 0, fy = y˙ + Rθ˙ cosψ + Rϕ˙ sin θ sinψ = 0. (5.13)
Таким образом, рассматриваемая система относится к абелевым системам Чаплыгина и до-
пускает двумерную группу симметрий R2 — трансляции вдоль плоскости качения, порож-
даемые векторными полями
u˜x =
∂
∂x
, u˜y =
∂
∂y
.
Мы не будем использовать при редукции представление (4.24), а воспользуемся непо-
средственно уравнениями движения в форме (3.3). Уравнения движения с неопределенными
множителями имеют вид
d
dt
(
∂T0
∂x˙
)
= λx, d
dt
(
∂T0
∂y˙
)
= λy, d
dt
(
∂T0
∂ψ˙
)
= 0,
d
dt
(
∂T0
∂θ˙
)
− ∂T0
∂θ
= λx
∂fx
∂θ˙
+ λy
∂fy
∂θ˙
, d
dt
(
∂T0
∂ϕ˙
)
− ∂T0
∂ϕ
= λx
∂fx
∂ϕ˙
+ λy
∂fy
∂ϕ˙
,
(5.14)
где T0 — кинетическая энергия шара без учета связей (5.13) (которая, очевидно, не зависит
от x, y, ψ):
T0 =
1
2m(x˙
2 + y˙2) + 12(ω, Iω), I = diag(I1, I2, I3).
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Система инвариантна относительно вращений шара вокруг вертикали, причем соответ-
ствующее векторное поле симметрий uψ =
∂
∂ψ
согласовано со связями. Согласно теореме
Козлова –Колесникова, это приводит, как мы видим, к сохранению интеграла
∂T0
∂ψ
.
Исключим неопределенные множители λx, λy с помощью первых двух уравнений в (5.14)
и связей (5.13), получаем
λx
∂fx
∂θ˙
+ λy
∂fy
∂θ˙
= −mR2(θ¨ + ψ˙ϕ˙ sin θ),
λx
∂fx
∂ϕ˙
+ λy
∂fy
∂ϕ˙
= −mR2(ϕ¨ sin θ + θ˙ϕ˙ cos θ − θ˙ψ˙) sin θ.
Следовательно, уравнения движения для углов θ, ϕ не зависят от ψ, а зависят только
от ψ˙. Таким образом, мы видим, что ψ — циклическая переменная, которая может быть
исключена при помощи редукции Рауса, после чего уравнения движения для θ, ϕ могут
быть записаны в форме
d
dt
(
∂R
∂θ˙
)
− ∂R
∂θ
= −ϕ˙S, d
dt
(
∂R
∂ϕ˙
)
− ∂R
∂ϕ
= θ˙S,
S = mR2 sin θ
(
ϕ˙ cos θ + ψ˙
)
.
(5.15)
Здесь R — функция Рауса
R(θ, ϕ, θ˙, ϕ˙) = T0 − ψ˙ ∂T0
∂ψ˙
,
в которую x˙, y˙ необходимо подставить из уравнений связей, а ψ˙ исключается с помощью
уравнения для циклического интеграла
∂T0
∂ψ˙
= (I1 − I2)θ˙ sin θ sinϕ cosϕ + I3ϕ˙ cos θ+
+
(
(I1 sin2 ϕ + I2 cos2 ϕ) sin2 θ + I3 cos2 θ
)
ψ˙ = c = const. (5.16)
Таким образом, в результате редукции мы получаем систему (5.15) на TS2. Эта система
оказывается конформно-гамильтоновой [58].
6. Более сложные примеры
6.1. Тело с острой кромкой
Пусть тело с острым краем, который имеет форму окружности радиуса R, движется
по плоскости, покрытой льдом [57, 72]. Это означает, что точка касания окружности с плос-
костью не может двигаться (проскальзывать) в направлении, перпендикулярном плоскости
окружности. Будем также предполагать, что центр масс C системы располагается на оси
симметрии окружности и отстоит от ее плоскости на расстояние b, причем распределение
масс тела симметрично относительно этой оси (см. рис. 7).
Как и во всех подобных системах, конфигурационное пространство данной системы
N = R2 × SO(3) = {(x, y),Q}, где (x, y) ∈ R2 — координаты точки контакта на плоско-
сти, Q ∈ SO(3) — ортогональная матрица, задающая ориентацию тела. Свяжем с телом
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Рис. 7
систему координат Cx1x2x3, начало которой расположим
в центре масс, а оси направим вдоль главных осей инерции
так, что I = diag(I1, I1, I3), где вследствие динамической сим-
метрии совпадают два момента инерции; все остальные век-
торы и тензоры также полагаем заданными в этих осях. Как
и выше, будем полагать, что по столбцам матрицы Q стоят ор-
ты неподвижного базиса в подвижных осях Cx1x2x3, и матри-
цу Q параметризуем углами Эйлера θ, ϕ, ψ по формуле (5.5).
Пусть r — вектор, соединяющий центр масс C с точкой
контакта P , через компоненты вектора нормали к плоско-
сти (5.6) он выражается следующим образом:
r =
(
− Rn1√
n21 + n
2
2
,− Rn2√
n21 + n
2
2
,−b
)
.
Лагранжиан системы (без учета связей) записывается в виде
L =
1
2
mv2c +
1
2
(ω, Iω)−mg(n , r), (6.1)
где ω — угловая скорость тела (5.7), а vc — скорость центра масс, которая складывается
из скорости точки контакта vp и (абсолютной) скорости изменения вектора (−r):
vc = vp + (−r)· + ω × (−r), vp = Q
⎛⎜⎜⎜⎝
x˙
y˙
0
⎞⎟⎟⎟⎠.
Используя это соотношение, условие непроскальзывания острого края тела в точке
контакта можно переписать в форме
(vc + ω × r , e3) = (vp − r˙ , e3) = 0, e3 = (0, 0, 1).
В локальных координатах это уравнение (неголономной) связи переписывается в форме
x˙ sinψ − y˙ cosψ = 0. (6.2)
Замечание. Условие сохранения контакта нижней точки диска с плоскостью (которое выра-
жается соотношением (vc + ω × r ,n) = 0) при используемой параметризации заведомо выполнено.
Вследствие однородности связи (5.6) система допускает интеграл энергии
E = 12mv
2
c +
1
2(ω, Iω) + mg(r ,n). (6.3)
Нётеровское векторное поле на N будем искать в форме
u = (ur(θ, ϕ, ψ) cosψ, ur(θ, ϕ, ψ) sinψ, uθ(θ, ϕ, ψ), uϕ(θ, ϕ, ψ), uψ(θ, ϕ, ψ)).
Продолжая его до u˜ , запишем уравнения u˜(L)
∣∣
D = 0 с функцией Лагранжа (6.2). В ле-
вой части получим полином по обобщенным скоростям
(
x˙, y˙, θ˙, ϕ˙, ψ˙
)
, каждый коэффициент
НЕЛИНЕЙНАЯ ДИНАМИКА. 2015. T. 11. №4. С. 763–823
Симметрии и редукция в неголономной механике 805
которого следует приравнять к нулю. Получившаяся система довольно естественно реша-
ется, откуда находим
uθ = 0, uϕ = f(θ) +
cos θ
sin θ
df
dθ
, uψ = − 1sin θ
df
dθ
,
ur = C1R− R cos θ − b sin θsin θ
df
dθ
,
f(θ) = C1
mR2
2I1
(
(1 + cos θ) ln(1 + cos θ) + (1− cos θ) ln(1− cos θ)− 2b
R
θ
)
− C2 cos θ + C3,
где C1, C2, C3 — произвольные постоянные. Таким образом, данная система допускает три
линейно-независимых нётеровских поля u1, u2, u3.
Замечание. Условие u˜(L) = 0 необходимо проверять с учетом связи (6.2).
Соответствующие первые интегралы имеют вид (см. также [57])
P1 = I1
(
x˙ cosψ + y˙ sinψ
R
− ψ˙
(
cos θ +
1
2
sin2 θ ln
1 + cos θ
1− cos θ
))
+
+
1
2
I3
(
ϕ˙ + ψ˙ cos θ
)(
(1 + cos θ) ln(1 + cos θ) + (1− cos θ) ln(1− cos θ)− 2b
R
θ
)
,
P2 = I1ψ˙ sin2 θ + I3
(
ϕ˙ + ψ˙ cos θ
)
cos θ, P3 = ϕ˙ + ψ˙ cos θ = ω3.
Отметим, что среди соответствующих векторных полей u˜i, i = 1, 2, 3, только поле
u˜3 =
∂
∂ϕ
является полем симметрий (поля u˜1, u˜2 таковыми не являются).
На поверхности уровня первых интегралов Mc = {x|P1(x)= c1, P2(x)= c2, P3(x)= c3}
(с учетом связи) обобщенные скорости x˙, y˙, ϕ˙, ψ˙ могут быть представлены как функции
угла нутации θ. Подставляя их в интеграл энергии (6.3), получим единственное уравнение,
описывающее эволюцию θ в стандартном виде:
θ˙2 = Rc,E(θ).
Решение системы сводится к квадратурам, причем, как мы видим, для этого нет
необходимости выписывать уравнения движения, поскольку оказывается возможным яв-
но найти достаточное число нётеровских полей.
6.2. Снейкборд
Рассмотрим теперь задачу о снейкборде, которая является одним из стандартных при-
меров, иллюстрирующих законы сохранения в неголономной механике [8, 9, 44]. Снейкборд
представляет собой платформу, снабженную двумя одинаковыми уравновешенными неза-
висимыми колесными парами (см. рис. 8). Здесь мы, следуя большинству работ, рассмотрим
лишь упрощенную модель системы, для которой условия качения колес без проскальзыва-
ния заменяются связями Чаплыгина: скорость точек крепления колесных пар в направ-
лении, перпендикулярном плоскости колес, равна нулю.6 Будем также предполагать (для
упрощения), что центр масс C доски находится в середине отрезка, соединяющего точки
6В более общей модели необходимо добавить степени свободы, описывающие углы поворота колес
на осях. При этом оказывается, что эволюция переменных, задающих положение и ориентацию
самой доски, описывается теми же уравнениями, что и в упрощенной модели при подходящем
выборе параметров.
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Рис. 8
крепления колесных пар, а человеческое тело моделируется уравновешенным ротором, за-
крепленным в центре масс (рис. 8).
Конфигурационное пространство такой системы N = SE(2) × S1 × S1 × S1 =
= {(x, y, θ, ϕf , ϕb, ψ)}, где (x, y, θ) ∈ SE(2) — координаты центра масс и угол поворота доски
в неподвижной (инерциальной) системе координат, ϕf , ϕb, ψ — углы поворота колесных пар
и ротора относительно доски (см. рис. 8).
Замечание. В задачах, связанных с управлением снейкбордом, ротор, закрепленный в цен-
тре, не является свободным. В этом случае возможны две постановки:
1) предполагается, что вращение ротора задано (то есть известна функция ψ(t)), и требуется
определить движение доски,
2) необходимо подобрать управление вращением ротора ψ(t) так, чтобы траектория движения
снейкборда удовлетворяла некоторым заданным условиям.
В выбранных координатах уравнения связи для передней и задней осей записываются
в виде
x˙ sin(θ + ϕf )− y˙ cos(θ + ϕf )− rθ˙ cosϕf = 0, x˙ sin(θ + ϕb)− y˙ cos(θ + ϕb) + rθ˙ cosϕb = 0,
где r — расстояния от центра масс до точек крепления колесных пар. Разрешая эти урав-
нения относительно x˙, y˙, представим их в форме Чаплыгина
x˙ =
rθ˙(2 cosϕf cosϕb cos θ − sin(ϕf + ϕb) sin θ)
sin(ϕf − ϕb) , y˙ =
rθ˙(sin(ϕf + ϕb) cos θ + 2 cosϕf cosϕb sin θ)
sin(ϕf − ϕb) .
(6.4)
Функция Лагранжа системы в данном случае совпадает с кинетической энергией, кото-
рая складывается из кинетической энергии доски, колесных пар и ротора. Для вычисления
введем следующие обозначения параметров конструкции: m0, I0 — масса и центральный
момент инерции доски без колесных пар, mw, Iw — полная масса и центральный момент
инерции одной колесной пары, mr, Ir — масса и центральный момент инерции ротора.
Суммируя, получим
T =
1
2
m(x˙2 + y˙2) +
1
2
Iθ˙2 +
1
2
Iw
(
(θ˙ + ϕ˙f )2 + (θ˙ + ϕ˙b)2
)
+
1
2
Ir(θ˙ + ψ˙)2, (6.5)
где m = m0 + 2mw + mr — полная масса всей системы, I = I0 + 2mwr2.
Замечание. В этой упрощенной модели мы не учитываем кинетическую энергию вращения
колес.
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Покажем теперь, что для анализа данной системы нет необходимости записывать
уравнения движения в форме (3.3), оказывается достаточно использовать процедуры ре-
дукции по Раусу и Чаплыгину, описанные ранее.
Прежде всего заметим, что векторное поле uψ = ∂∂ψ принадлежит распределению,
заданному связями (6.4); продолжая его в TN , для кинетической энергии (6.5) получим
u˜ψ(T ) =
∂T
∂ψ
= 0.
Следовательно, согласно теореме Козлова –Колесникова, заключаем, что система имеет
первый интеграл вида
pψ =
∂T
∂ψ˙
= Ir(θ˙ + ψ˙). (6.6)
Кроме того, не только кинетическая энергия (6.5), но и связи (6.4) не зависят явно от ψ,
поэтому u˜ψ = ∂∂ψ
является полем симметрий данной системы, а ψ — циклическая пере-
менная.
Выполняя редукцию по циклической переменной, находим функцию Рауса в форме
R = T − ψ˙ ∂T
∂ψ˙
∣∣∣∣
ψ˙→pψ
=
1
2
m(x˙2 + y˙2) +
1
2
Iθ˙2 +
1
2
Iw
(
(θ˙ + ϕ˙f )2 + (θ˙ + ϕ˙b)2
)
+ pψ θ˙ − 12
p2ψ
Ir
.
Пользуясь (3.3), несложно показать, что последние два слагаемых в этом выражении не вхо-
дят в уравнения движения, описывающие эволюцию оставшихся переменных. Это приводит
к следующему результату.
Свободное движение снейкборда с ротором, закрепленном в центре масс, эквивалент-
но свободному движению снейкборда без ротора (но с соответствующим образом увели-
ченной массой) и описывается уравнениями (3.3) со связями (6.4) и функцией Лагранжа
вида
L =
1
2
m
(
x˙2 + y˙2
)
+
1
2
Iθ˙2 +
1
2
Iw
(
(θ˙ + ϕ˙f )2 + (θ˙ + ϕ˙b)2
)
. (6.7)
При этом скорость угла поворота ротора ψ˙ на каждом фиксированном уровне pψ = cψ =
= const задается соотношением (6.6).
Теперь заметим, что связи (6.4) не зависят от ϕ˙f , ϕ˙b, а лагранжиан (6.7) не зависит
от ϕf , ϕb; следовательно, векторные поля
uf =
∂
∂ϕf
, ub =
∂
∂ϕb
являются нётеровскими полями системы. Отсюда следует, что имеется еще два линейных
интеграла:
pf =
∂L
∂ϕ˙f
= Iw(θ˙ + ϕ˙f ), pb =
∂L
∂ϕ˙b
= Iw(θ˙ + ϕ˙b). (6.8)
Кроме того, вследствие однородности связей по скоростям, энергия системы также
сохраняется; после ограничения на связи она представляется в виде
E =
1
2
G(ϕf , ϕb)
sin2(ϕf − ϕb)
θ˙2 +
1
2
Iw
(
(θ˙ + ϕ˙f )2 + (θ˙ + ϕ˙b)2
)
, (6.9)
G(ϕf , ϕb) = I sin2(ϕf − ϕb) + mr2 sin2(ϕf + ϕb) + 4mr2 cos2 ϕf cos2 ϕb.
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Сопоставляя (6.8) и (6.9), заключаем, что сохраняются также линейные интегралы вида
p
(±)
θ = ±
√
G(ϕf , ϕb)
sin(ϕf − ϕb) θ˙. (6.10)
Мы видим, что совместная двумерная поверхность уровня первых интегралов устроена
достаточно сложно, поэтому полное описание ограничения на нее векторного поля систе-
мы оказывается достаточно длинным (требует более одной координатной карты). Здесь
мы ограничимся лишь одной из проекций; для этого заметим, что на поверхности уров-
ня pf = cf , pb = cb и p
(±)
θ = c
(±)
θ уравнения для ϕf и ϕb не зависят от θ.
Таким образом, окончательно получим:
– редуцированную систему на двумерном торе S1 × S1 = {(ϕf , ϕb)} вида
ϕ˙f =
cf
Iw
∓ sin(ϕf − ϕb)√
G(ϕf , ϕb)
c
(±)
θ , ϕ˙b =
cb
Iw
∓ sin(ϕf − ϕb)√
G(ϕf , ϕb)
c
(±)
θ , cf , cb, c
(±)
θ = const, (6.11)
– эволюция переменных θ, ϕ находится путем интегрирования соотношений (6.6),
(6.8) при pψ = cψ, pf = cf , pb = cb:
θ(t) = θ(f)0 +
cf
Iw
t− ϕf (t)
(
либо θ(t) = θ(b)0 +
cb
Iw
t− ϕb(t)
)
,
ψ(t) = ψ0 +
cψ
Ir
t− θ(t), cψ = const,
где ψ0, θ
(f)
0 , θ
(b)
0 — константы интегрирования,
– реконструкция эволюции переменных x, y дается квадратурами, которые находятся
из уравнений связей (6.4) и уравнения (6.10) при p(±)θ = c
(±)
θ :
x˙ = ±rc
(±)
θ (2 cosϕf cosϕb cos θ − sin(ϕf + ϕb) sin θ)√
G(ϕf , ϕb)
,
y˙ = ±rc
(±)
θ (sin(ϕf + ϕb) cos θ + 2cosϕf cosϕb sin θ)√
G(ϕf , ϕb)
.
Замечание. Вследствие того, что одной картой покрыть поверхность уровня первых инте-
гралов невозможно, векторное поле (6.11) имеет особенность при ϕf = ϕb = π/2. При данном
положении колесных пар связи (6.4) оказываются вырожденными по скоростям.
Замечание. Как было показано выше, для интегралов (6.10) легко построить соответству-
ющие нётеровские векторные поля u (±)θ . Для этого необходимо при помощи метрики, задаваемой
кинетической энергией, спроецировать векторные поля, порождающие интегралы (6.10), на распре-
деление D связей (6.4):
u
(±)
θ = ±ΠBD
(
B−1
√
G(ϕf , ϕb)
sin(ϕf − ϕb)
∂
∂θ
)
= ± sin(ϕf − ϕb)√
G(ϕf , ϕb)
(
r
2 cosϕf cosϕb cos θ − sin(ϕf + ϕb) cos θ
sin(ϕf − ϕb)
∂
∂x
+
+ r
sin(ϕf + ϕb) cos θ + 2 cosϕf cosϕb sin θ
sin(ϕf − ϕb)
∂
∂y
+
∂
∂θ
− ∂
∂ϕf
− ∂
∂ϕb
)
,
где B — гессиан функции Лагранжа (6.7). Продолжения u˜ (±)θ этих полей в фазовое пространство
также не являются полями симметрий.
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6.3. Скейтборд
Рис. 9
Рассмотрим теперь модификацию конструкции
снейкборда, в которой колесные пары вращаются зави-
симо таким образом, что на углы поворота налагается
(голономная) связь [8]:
ϕf = −ϕb = ϕ. (6.12)
При этом получим (упрощенную) модель другого спор-
тивного снаряда — скейтборда.
Как и выше (в случае снейкборда), можно показать, что наличие ротора (закреплен-
ного в центре масс) не влияет на свободное движение скейтборда, поэтому здесь мы будем
рассматривать эту систему без ротора. Конфигурационное пространство в данном случае
N = SE(2) × S1 = {(x, y, θ, ϕ)}, где (x, y, θ) ∈ SE(2) — положение и ориентация доски
относительно неподвижной системы координат, а ϕ — угол поворота одной из колесных
пар.
Подставляя (6.12) в (6.4), получим уравнения связей для данной системы:
x˙ =
rθ˙ cosϕ cos θ
sinϕ
, y˙ =
rθ˙ cosϕ sin θ
sinϕ
. (6.13)
Функция Лагранжа совпадает с кинетической энергией системы:
L =
1
2
m
(
x˙2 + y˙2
)
+
1
2
Iθ˙2 + Iwϕ˙2,
m = m0 + 2mw, I = I0 + 2mwr2 + 2Iw,
(6.14)
где m0, I0 — масса и центральный момент инерции доски, mw, Iw — масса и центральный
момент инерции одной колесной пары.
Замечаем, что в данном случае связи (6.13) не зависят от ϕ˙, а кинетическая энергия
не зависит от ϕ; следовательно, система допускает очевидное нётеровское векторное поле:
uϕ =
∂
∂ϕ
.
Это приводит к тому, что существует линейный первый интеграл:
pϕ =
∂L
∂ϕ˙
= 2Iwϕ˙. (6.15)
Энергия системы E также сохраняется, и после ограничения на связи получим
E =
1
2
G1(ϕ)
sin2 ϕ
θ˙2 + Iwϕ˙2, G1(ϕ) = I sin2 ϕ + mr2 cos2 ϕ.
Отсюда заключаем, что система допускает также линейные интегралы
p
(±)
θ = ±
√
G1(ϕ)
sinϕ
θ˙. (6.16)
Ограничим теперь систему на поверхность уровня интегралов pϕ = cϕ, p
(±)
θ = c
(±)
θ , где
cϕ, c
(±)
θ = const.
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В задаче о свободном движении скейтборда:
– полностью редуцированная система определена на окружности S1 = {(ϕ)}:
ϕ˙ =
cϕ
2Iw
, (6.17)
– эволюция ориентации доски описывается квадратурой:
θ˙ = ± sinϕ√
G1(ϕ)
c
(±)
θ , (6.18)
– положение центра масс системы находится при помощи квадратур:
x˙ = ±rc
(±)
θ cosϕ cos θ√
G1(ϕ)
, y˙ = ±rc
(±)
θ cosϕ sin θ√
G1(ϕ)
. (6.19)
Первые два уравнения (6.17), (6.18) в данном случае удобно объединить и рассматри-
вать их как векторное поле на двумерном торе T 2 = {(ϕ, θ)}. Поскольку функция G1(ϕ)
строго положительна, это поле (при cϕ = 0) не имеет особенность, а кроме того, так как〈
sinϕ√
G1(ϕ)
〉
=
1
2π
2π∫
0
sinϕdϕ√
G1(ϕ)
= 0,
все траектории на торе замкнутые с одним и тем же периодом
T =
4πIw
cϕ
.
Замечание. Аналогично, пользуясь теоремой 5, можем найти векторные поля Нётер, отве-
чающие интегралу (6.16):
u
(±)
θ = ±
sinϕ√
G1(ϕ)
(
r cosϕ
sinϕ
(
cos θ
∂
∂x
+ sin θ
∂
∂y
)
+
∂
∂θ
)
.
Их продолжения u˜ (±)θ на TN также не являются полями симметрий.
6.4. Доска с неподвижной осью
Рис. 10
Рассмотрим еще один частный случай снейкбор-
да, когда одна из осей неподвижно прикреплена к ра-
ме перпендикулярно отрезку, соединяющему колесные
пары (см. рис. 10 [22, 47]). Для такой системы полу-
чаем:
ϕb = 0, ϕf = ϕ.
Подставляя эти соотношения в (6.4), получим
уравнения связей для данной конструкции:
x˙ =
rθ˙(2 cosϕ cos θ − sinϕ sin θ)
sinϕ
, y˙ =
rθ˙(2 cosϕ sin θ + sinϕ cos θ)
sinϕ
. (6.20)
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Как и выше, кинетическая энергия системы задает ее функцию Лагранжа:
L =
1
2
m
(
x˙2 + y˙2
)
+
1
2
Iθ˙2 +
1
2
Iw
(
θ˙ + ϕ˙
)2
,
m = m0 + 2mw, I = I0 + 2mwr2 + Iw,
(6.21)
где параметры имеют тот же смысл, что и в задаче о скейтборде.
Замечание. Здесь мы также исключим из рассмотрения ротор, закрепленный в центре масс,
который не влияет на свободное движение системы.
Действуя по аналогии с предыдущими случаями, находим нётеровское векторное поле
этой системы:
uϕ =
∂
∂ϕ
.
Ему соответствует линейный интеграл
pϕ =
∂L
∂ϕ˙
= Iw
(
θ˙ + ϕ˙
)
. (6.22)
Еще два линейных интеграла находятся из условия сохранения энергии:
p
(±)
θ = ±
√
G2(ϕ)
sinϕ
θ˙, G2(ϕ) = (I + mr2) sin2 ϕ + 4mr2 cos2 ϕ. (6.23)
Окончательно получим (см. также [56]) следующие результаты.
На поверхности уровня первых интегралов pϕ = cϕ, p
(±)
θ = c
(±)
θ , где cϕ, c
(±)
θ = const,
для данной системы выполнено следующее:
– редуцированная система определена на окружности S1 = {(ϕ)}:
ϕ˙ =
cϕ
Iw
± sinϕ√
G2(ϕ)
c
(±)
θ ,
– эволюция угла поворота (находится из интегрирования соотношения (6.22)
при pϕ = cϕ) дается уравнением
θ(t) = θ0 +
cϕ
Iw
t− ϕ(t),
где θ0 — постоянная интегрирования,
– движение центра масс задается квадратурами
x˙ = ±rc
(±)
θ (2 cosϕ cos θ + sinϕ sin θ)√
G2(ϕ)
, y˙ = ±rc
(±)
θ (2 cosϕ sin θ + sinϕ cos θ)√
G2(ϕ)
.
Замечание. Нётеровские поля, отвечающие интегралам (6.23), можно найти и с помощью
теоремы 5:
u
(±)
θ = ±
sinϕ√
G2(ϕ)
(
2 cosϕ cos θ − sinϕ sin θ
sinϕ
∂
∂x
+
2 cosϕ sin θ + sinϕ cos θ
sinϕ
∂
∂y
+
∂
∂θ
− ∂
∂ϕ
)
.
Здесь продолжение u˜ (±)θ также не является полем симметрий.
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Приложение A. Продолжение векторных полей
и общие уравнения динамики
1. Продолжение действия группы и векторных полей
Предположим, что на конфигурационном пространстве N действует однопараметри-
ческая группа преобразований
Tξ : N → N ,
где ξ — параметр, причем Tξ1 ◦ Tξ2 = Tξ1+ξ2 . Это действие порождает векторное поле u
на N
u
(
f(q)
)
=
∑
i
ui(q)
∂f
∂qi
=
d
dξ
f
(
Tξ(q)
)∣∣∣∣
ξ=0
, ui(q) =
d
dξ
(
Tξ(q)
)
i
∣∣∣∣
ξ=0
.
Функция на N инвариантна относительно преобразований Tξ тогда и только тогда, когда
u
(
f(q)
) ≡ 0.
Это действие группы естественным образом продолжается на касательное расслое-
ние TN . Обозначая (здесь и далее) продолжение действия через T˜ξ, а продолжение век-
торного поля — через u˜ , получим:
T˜ξ(q , q˙) =
(
Tξ(q), T˙ξ(q)
)
,
(
T˙ξ(q)
)
i
=
∑
j
q˙j
∂
∂qj
(Tξ(q))i ,
u˜
(
F (q , q˙ )
)
=
d
dξ
F
(
T˜ξ(q , q˙)
) ∣∣∣∣
ξ=0
=
∑
i
ui
∂F
∂qi
+ u˙i
∂F
∂q˙i
,
u˙i(q) =
∑
j
∂ui
∂qj
q˙j.
(6.24)
Функция координат q и скоростей q˙ оказывается инвариантна относительно Tξ, если
u˜
(
F (q , q˙)
)
= 0.
Действие многопараметрической группы Ли G на конфигурационном пространстве
задается преобразованиями Tg(q), g ∈ G, такими, что Tg1(Tg2(q)) = Tg1◦g2(q), где ◦ —
умножение в группе7. Параметризуем группу локальными координатами G = {g(ξ), ξ =
= (ξ1, . . . , ξm)}, невырожденными в окрестности единицы группы e, и положим g(ξ)
∣∣
ξ=0
= e,
тогда соответствующие векторные поля на N , порождаемые этим действием, задаются
уравнениями
uα(f(q)) =
d
dξα
(
f(Tg(ξ)(q))
)∣∣∣∣
ξ=0
=
n∑
i=1
d
dξα
(
Tg(ξ)(q)
)
i
∣∣∣∣
ξ=0
∂f
∂qi
, α = 1, . . . ,m.
Эти поля определяют алгебру (относительно скобки Ли), изоморфную алгебре Ли g данной
группы. Их продолжение на TN также определяется в соответствии с (6.24).
7Строго говоря, таким образом задается левое действие группы, в то время как для правого
действия порядок умножения меняется: Tg1(Tg2(q)) = Tg2◦g1(q).
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Замечание. Всякому элементу ζ алгебры g ≈ TGe ставится в соответствие векторное поле
на N , задаваемое соотношением
uζ(q) =
d
dξ
(
Texp(ξζ)(q)
)∣∣∣∣
ξ=0
.
Если ζ =
∑
α
ζα
∂
∂ξα
, то uζ =
∑
α
ζαuα, ζα = const.
2. Продолжение полей в неголономном базисе
и общие уравнения динамики
Если в касательном расслоении TN в качестве координат вместо обобщенных скоростей
q˙1, . . . , q˙n использовать квазискорости ωα, α = 1, . . . , n, определяющие компоненты скорости
q˙i =
∑
α
Eαi(q)ωα
в неголономном8 базисе векторных полей Eα =
∑
i
Eαi(q)
∂
∂qi
, то продолжение векторного
поля представляется в форме
u˜(F (q ,ω)) =
∑
i
ui(q)
∂F
∂qi
+
∑
α,β
cαβ(q)ωβ
∂F
∂ωα
, [Eβ,u ] =
∑
α
cαβ(q)Eα, (6.25)
где коэффициенты в разложении коммутатора cαβ(q) в явном виде могут быть записаны
следующим образом:
cαβ(q) =
∑
i,j
E−1iα
(
Eβj
∂ui
∂qj
− uj ∂Eβi
∂qj
)
.
Отсюда также следует, что квазискорости ωα(q , q˙) являются интегралами поля u˜(q)
тогда и только тогда, когда
[Eα,u ] = 0
для всех α.
Продолжение базисных векторных полей представляется, соответственно, в форме
E˜α(F (q ,ω)) =
∑
i
Eαi
∂F
∂qi
+
∑
β,γ
cγβαωβ
∂F
∂ωγ
,
[Eβ,Eα] =
∑
γ
cγβα(q)Eγ .
Пользуясь этими соотношениями, общие уравнения динамики системы со связями (3.5)
можно представить следующим образом:(
∂L
∂ωα
)·
− E˜α(L) = Qα +
∑
μ
λμ
∂fμ
∂ωα
, α = 1, . . . , n, (6.26)
где L(q ,ω), fμ(q ,ω) — функция Лагранжа и связи, выраженные через квазискорости, E˜α —
продолжения векторных полей Eα в TN .
8Напомним, что неголономным называется базис, образованный некоммутирующими между со-
бой векторными полями (эта неголономность не имеет ничего общего с неинтегрируемостью связей).
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Приложение B. Доказательство теоремы о полях симметрий
Здесь мы приводим формальное доказательство теоремы 3 из раздела 4.1 о полях сим-
метрий неголономных систем.
Если уравнения движения разрешены относительно производных
x˙ = v(x ), (6.27)
то из условия инвариантности относительно семейства преобразований T˜ξ находим
d
dξ
[(
T˜ξ(x )
)·
− v
(
T˜ξ(x )
)] ∣∣∣∣
ξ=0
= [v , u˜ ] = 0,
то есть u˜(x ) = d
dξ
(Tξ(x ))|ξ=0 — поле симметрий.
Пусть теперь уравнения движения задаются неявно в форме системы
F (x , x˙ ) = 0, F = (F1, . . . , Fn). (6.28)
Будем также предполагать, что det
(
∂F
∂x˙
)
= 0, так что, согласно теореме о неявной функ-
ции, (в принципе) эту систему можно разрешить относительно x˙ , получая (6.27).
Если F (x , x˙ ) инвариантна относительно действия группы
d
dξ
F
(
T˜ξ(x ),
(
T˜ξ(x )
)·) ∣∣∣∣
F (x ,x˙ )=0,ξ=0
= 0, (6.29)
то в результате разрешения уравнения (6.28) относительно x˙ получим систему в фор-
ме (6.27), также инвариантную относительно T˜ξ, а значит, и u˜(x ) также будет полем сим-
метрий.
Обозначим x = (q , q˙) и воспользуемся уравнениями неголономной механики в фор-
ме (3.2), которые в данном случае имеют вид∑
i
[(
∂L
∂q˙i
)·
− ∂L
∂qi
]
δqi = 0,
∑
i
aμi(q)δqi = 0.
Напомним, что продолжение действия групп в TN имеет вид
T˜ξ(x ) =
(
q ′, q˙ ′
)
=
(
Tξ(q),
∂Tξ(q)
∂q
q˙
)
,
и с точностью до первого порядка по ξ имеем
T˜ξ(x ) = x + ξu˜(x ) + O(ξ2) =
(
q + ξu + O(ξ2), q˙ + ξ
∂u
∂q
q˙ + O(ξ2)
)
+ O(ξ2).
Применяя это преобразование и пользуясь его групповым свойством
(
T˜ξ
)−1
= T˜−ξ, находим
L′ξ
(
q ′, q˙ ′
)
= L
(
T˜−ξ (q , q˙)
)
,
(δq′)i = δ(qi + ξui) + O(ξ2) =
∑
k
(
δik + ξ
∂ui
∂qk
)
δqk + O(ξ2),
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(
∂L′ξ
∂q˙′i
)·
− ∂L
′
ξ
∂q′i
=
∑
k
(
δik − ξ ∂uk
∂qi
)[(
∂L
∂q˙k
)·
− ∂L
∂qk
]
+ O(ξ2),
a′μi
(
q ′
)
= aμi(q) + ξ
∑
k
uk
∂aμi(q)
∂qk
+ O(ξ2).
Отсюда получаем
∑
i
[(
∂L′ξ
∂q˙′i
)·
− ∂L
′
ξ
∂q′i
] (
δq′
)
i
=
∑
i
[(
∂L
∂q˙i
)·
− ∂L
∂qi
]
δqi + O(ξ2),
∑
i
a′μi
(
q ′
)
δq′i =
∑
i
aμi(q)δqi +
∑
i,j
ξ
(
uj
∂aμi
∂aj
+
∂uj
∂qi
qj
)
δqj + O(ξ2).
Напомним, что из условий теоремы
u˜(fμ)
∣∣∣
f=0
=
∑
i,j
(
uj
∂aμi
∂qj
+
∂uj
∂qi
aμj
)
q˙i
∣∣∣∣
f=0
= 0,
откуда вследствие линейной независимости уравнений находим
∑
j
(
uj
∂aμi
∂qj
+
∂uj
∂qi
aμj
)
=
∑
ν
Λμν(q)aμi, det ‖Λμν‖ = 0.
Таким образом, форма уравнений, определяющих возможные перемещения δq′i с точностью
до линейных по ξ членов, не меняется.
Окончательно получим систему, определяющую уравнения движения для перемен-
ных (q ′, q˙ ′), в форме
∑
i
[(
∂L′ξ
∂q˙′i
)
− ∂L
′
ξ
∂q′i
] (
δq′
)
i
+ O
(
ξ2
)
= 0,
∑
a′μi
(
q ′
)
δq′i + O(ξ
2) = 0.
Так как функция Лагранжа инвариантна относительно преобразований T˜ξ, то в первом
уравнении лагранжева производная в квадратных скобках не имеет линейных по ξ слага-
емых. Следовательно, система, определяющая уравнения движения системы со связями,
удовлетворяет условию (6.29).
Приложение C. Псевдогамильтонова форма уравнений
движения
1. Псевдогамильтоново представление полной системы
В работе [49] предложено представление уравнений движения неголономных систем
в псевдогамильтоновой форме во всем фазовом пространстве:
x˙ = J(x)∂H
∂x
, JT (x) = −J(x), x ∈M, (6.30)
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где кососимметрическая матрица J(x) не удовлетворяет тождеству Якоби (если связи неин-
тегрируемы). Наиболее естественным образом это представление можно получить при по-
мощи уравнений (3.12) (см. раздел 3.2). Для этого положим, что силы, действующие на си-
стему, потенциальны, то есть Q = 0, и сделаем преобразование Лежандра (q,ω) → (q,M)
по формуле
Ms =
∂L˜∗
∂ωs
, s = 1, . . . , n − k.
Выражая отсюда квазискорости ωs(q,M ) как функции координат и моментов, построим
аналог функции Гамильтона
H(q,M ) =
(∑
s
Msωs − L˜∗
)∣∣∣∣
q,ω→q,M
.
Предложение 7. В переменных (q,M) уравнения движения неголономной системы
записываются в псевдогамильтоновой форме:
M˙s = −
∑
i
τsi
∂H
∂qi
−
∑
t,r
ctsrMt
∂H
∂Mr
−
∑
μ,r
cμsrpμ
∂H
∂Mr
,
q˙i =
∑
s
τsi
∂H
∂Ms
,
(6.31)
где pμ(q,M) =
(
∂L˜
∂wμ
)∗ ∣∣∣
q,ω→q,M
.
Определим (n− k)× (n− k)-матрицу и (n− k)× n-матрицу следующего вида:
Π(q,M ) =
∥∥∥∥∥∑
t
ctsr(q)Mt +
∑
μ
cμsr(q)pμ(q,M )
∥∥∥∥∥,
T(q) = ‖τsi(q)‖,
причем ΠT = −Π, вследствие кососимметричности скобки Ли.
Если обозначить x = (q,M ), то кососимметрическая матрица J(x ) в (6.30) записыва-
ется в блочной форме следующим образом:
J =
⎛⎝ 0 TT
−T −Π
⎞⎠. (6.32)
Замечание. Как следует из соотношения (3.7), ядро этой матрицы порождается векторными
полями вида (aμ, 0), μ = 1, . . . , k. При этом, как известно [74], тождество Якоби для матрицы (6.32)
эквивалентно условию интегрируемости распределения, заданного этими полями.
В голономном случае все коэффициенты cμsr = 0, поэтому последнее слагаемое в пер-
вом из уравнений (6.31) исчезает и получаются уравнения Пуанкаре –Четаева [59]. В этом
случае матрица (6.32) заведомо удовлетворяет тождеству Якоби.
НЕЛИНЕЙНАЯ ДИНАМИКА. 2015. T. 11. №4. С. 763–823
Симметрии и редукция в неголономной механике 817
В качестве примера приведем к псевдогамильтоновой форме уравнения движения (3.18)
(см. раздел 3.3), описывающие движение саней Чаплыгина в потенциальном поле. Пользу-
ясь (3.17) и (3.18), сделаем преобразование Лежандра
P =
∂L˜∗
∂V1
= mV1, M =
∂L∗
∂ω
= Iω,
H =
1
2
(
P 2
m
+
M2
I
)
+ U(x, y, ϕ).
Получим псевдогамильтоново представление данной системы
x˙ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 cosϕ 0
0 0 0 sinϕ 0
0 0 0 0 1
− cosϕ − sinϕ 0 0 ma
I
M
0 0 −1 −ma
I
M 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∂H
∂x
, (6.33)
где x = (x, y, ϕ, P,M).
2. Псевдогамильтоново представление системы,
редуцированной по Чаплыгину
Рассмотрим частный случай систем, описанных в разделе 4.4, когда, во-первых, силы,
действующие на систему, потенциальны и, во-вторых, число связей совпадает с размерно-
стью группы симметрий.
Тогда уравнения движения редуцированной системы (4.21) представляются в форме(
∂L˜∗
∂z˙i
)·
− ∂L˜∗
∂zi
=
m∑
j=1
Sij(z , z˙ )z˙j , i = 1 . . . m,
причем Sij = −Sji, i, j = 1 . . . m.
Выполним преобразование Лежандра
pi =
∂L˜∗
∂z˙i
, i = 1 . . . m,
H(z ,p) = (
m∑
i=1
piz˙i − L˜∗)
∣∣∣∣
z ,z˙→z ,p
,
где p = (p1, . . . , pm), и сделаем также замену S˜ij(z ,p) = Sij(z , z˙ )
∣∣∣∣
z ,z˙→z ,p
.
Предложение 8. Уравнения движения обобщенной системы Чаплыгина после редук-
ции по симметрии в переменных (z ,p) представляются в псевдогамильтоновой форме:
z˙i =
∂H
∂pi
, p˙i = −∂H
∂zi
+
m∑
j=1
S˜ij
∂H
∂pj
, i = 1, . . . ,m.
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В этом случае кососимметрическая (2m×2m)-матрица «псевдопуассоновой» структуры
в блочной форме имеет вид
J(z ,p) =
⎛⎝ 0 Em
−Em S˜
⎞⎠,
где Em — единичная (m×m)-матрица, S˜ = ||S˜ij(z ,p)||.
Мы проиллюстрируем это представление при помощи саней Чаплыгина в потенциаль-
ном поле, не зависящем от координаты x (см. раздел 4.5). Для этого выполним преобразо-
вание Лежандра в системе (4.26), (4.27):
py =
∂L∗
∂y˙
=
my˙2
sin2 ϕ
, pϕ =
∂L∗
∂ϕ˙
= Iϕ˙,
H = y˙py + ϕ˙pϕ − L∗ = 12
(
sin2 ϕ
p2y
m
+
p2ϕ
I
)
+ mg sinα0(y + a sinϕ).
Получаем псевдогамильтоново представление уравнений движения в виде
y˙ =
∂H
∂py
, ϕ˙ =
∂H
∂pϕ
,
p˙y = −∂H
∂y
+ S˜
∂H
∂pϕ
, p˙ϕ = −∂H
∂ϕ
− S˜ ∂H
∂py
,
S˜ = −cosϕ
sinϕ
py +
ma
I
pϕ
sinϕ
.
Оно отличается от псевдогамильтонова представления (6.33) тем, что отсутствует урав-
нение, описывающее эволюцию x˙.
Приложение D. Редукция в системе с однородным силовым
полем
Рассмотрим систему ньютоновского типа
q¨ = f (q), q ∈ Rn, (6.34)
для которой будем полагать, что сила f является однородной степени однородности α:
f (λq) = λαf (q). (6.35)
Подобные уравнения описывают, например, движение материальных точек в различных
силовых полях (например, для гравитационного поля степень однородности α = −2).
Перепишем эту систему в форме уравнений первого порядка стандартным образом:
q˙ = p, p˙ = f (q), q ,p ∈ Rn. (6.36)
Эти уравнения сохраняют инвариантную меру с постоянной плотностью
μ = dq1 . . . dqn . . . dp1 . . . dpn
и являются обратимыми, то есть инварианты относительно преобразования
q → q , p → −p, t→ −t.
НЕЛИНЕЙНАЯ ДИНАМИКА. 2015. T. 11. №4. С. 763–823
Симметрии и редукция в неголономной механике 819
Кроме того, вследствие однородности (6.35) система инвариантна относительно одно-
параметрической группы преобразований координат и времени:
q → λq , p → λ
1+α
2 p, t→ λ
1−α
2 t. (6.37)
Если сила не является потенциальной
(
то есть f (q) = ∂U(q)
∂q
)
, то система (6.36) не обладает
интегралом энергии и не является (априори) гамильтоновой.
Для того чтобы выполнить редукцию в данном случае, сделаем естественную проекцию
конфигурационного пространства Rn = {q} на единичную сферу Sn−1 = {x | x 2 = 1}:
x =
q
R
, R =
√
q21 + . . . + q2n.
Замечание. Для потенциальных сил (то есть в гамильтоновом случае) редукция однородных
систем подробно обсуждается в работе [13].
Теперь от скоростей p перейдем к переменным
y = 1
R
1+α
2
(
p − (p,x )x
)
, Z = 1
R
1+α
2
(p,x ).
При этом по построению (x ,y) = 0, то есть переменные x , y задают избыточные коорди-
наты в TSn−1.
В новых переменных (x ,y , Z,R) уравнения движения (6.36) переписываются в виде
x˙ = R
α−1
2 y , y˙ = R
α−1
2
(
f (x )− (f (x ),x ) − (y ,y)x − α + 32 Zy
)
,
Z˙ = R
α−1
2
(
(f (x ),x ) − α + 12 Zy
)
, R˙ = R
α−1
2 RZ.
(6.38)
Здесь необходимо ограничиться рассмотрением динамики на инвариантном многообразии,
задаваемом соотношениями
(x ,x ) = 1, (x ,y) = 0.
Мы видим, что в (6.38) после замены времени R
α−1
2 dt = dτ уравнения для перемен-
ных x , y , Z отделяются и образуют редуцированную систему. Соответствующее (конформ-
ное) поле симметрий имеет вид
u1 = R
∂
∂R
.
Как следует из (6.38), имеется также исключительный случай
α = −3,
при этом отделяется система уравнений для x , y :
dx
dτ
= y ,
dy
dτ
= f (x )−
(
f (x ),x
)
x − (y ,y)x .
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Отметим, что в этом случае не зависящее от времени второе поле симметрий явно указать
не удается, однако оказывается, что существует конформно-симметрийное распределение S,
образованное полями u1, u2, где
u2 = R2
∂
∂Z
.
Коммутационные соотношения u1, u2 и ρv , где ρ = R
1−α
2 (при α = −3), следующие:
[ρv ,u1] = 0, [ρv ,u2] = −u1,
[u1,u2] = 2u2,
мы видим, что они удовлетворяют условиям (1.4).
В исходных переменных q , p векторные поля u1, u2 имеют вид
u1 =
∑
i
qi
∂
∂qi
+ 1 + α2 pi
∂
∂pi
, u2 =
∑
i
qi
∂
∂pi
.
В такой форме поля u1, u2 были указаны в работе [1].
Замечание. Аналогичную процедуру редукции можно выполнить, если вместо функции R(q)
использовать произвольную положительно-определенную однородную функцию степени однород-
ности 1 (см. подробнее [1]).
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This paper is a review of the problem of the constructive reduction of nonholonomic systems with
symmetries. The connection of reduction with the presence of the simplest tensor invariants (ﬁrst
integrals and symmetry ﬁelds) is shown. All theoretical constructions are illustrated by examples
encountered in applications. In addition, the paper contains a short historical and critical sketch
covering the contribution of various researchers to this problem.
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