The present paper describes the result of the error estimation of a numerical solution to topology optimization problems of domains in which boundary value problems are defined. In the previous paper, we formulated a problem by using density as a design variable, presented a regular solution, and called it the H1 gradient method. The main result in this paper is the proof of the first order convergence in the H1 norm of the solution in the H1 gradient method with respect to the size of the finite elements if first order elements are used for the design and state variables.
Introduction
The problem of finding the optimum layout of holes in a domain in which a boundary value problem is defined is called the topology optimization problem of continua [1] . One method for formulating this topology optimization problem uses density as a design variable; in this case the problem is called the SIMP problem. In the previous paper [2] , we formulated the problem and presented a regular solution by using a gradient method in a function space, and called this method the H1 gradient method. The aim of the present paper is to show the error estimation of the H1 gradient method using standard finite element analyses.
SIMP problem
, 3}, be a fixed bounded domain with boundary ∂D, Γ D ⊂ ∂D be a fixed subboundary of |Γ D | > 0, and Γ N = ∂D \Γ D . Following [2] , let ϕ ∈ C ∞ (R; [0, 1]) be the density given by a sigmoidal function of design variable θ ∈ S = {W 1,∞ (D; R) | ∥θ∥ 1,∞ ≤ M } for a constant M > 0. Let u be the solution to the following problem.
3 (D; R) be given functions, and α > 1 be a constant. For a given θ ∈ S, find u ∈ H 1 (D; R) such that for a constant c > 0 and all y ∈ H 1 (D; R).
(vii) Construct θ i+1 = θ i + ερ i and return to (ii) with i = i + 1.
Error analysis
We estimate the error of the numerical solution by the finite element method with respect to θ n obtained in the solution in Section 4. Let D h = ∪{K} be a finite element approximation of D with elements {K},
are the analytical solutions of Problems 1 and 3 replacing
We set the following necessary hypotheses to evaluate the error.
(H1) We take α ≥ 2 in Problems 1, 3 and (2).
(H2) There exist some positive constants C 1 , C 2 , C 3 independent of h such that
(H4) There exists C 4 > 0 such that ∥A −1 ∥ ∞ < C 4 , where ∥ · ∥ ∞ is the maximum norm on R m and the corresponding operator norm for m × m matrices.
Then we have the following main theorem.
Theorem 4 (Error of θ n ) Assume from (H1) to (H4). Then there exists a constant C > 0 independent of ε and h such that ∥δθ n ∥ 1,q ≤ Cεnh k holds for n.
Here εn = T can be considered as the total amount of variation of θ. To prove this theorem, we introduce an induction hypothesis for θ h,i :
for i ∈ {0, 1, . . . , n − 1} and the lemmas below. Lemma 5 (Error of u i ) Assume (H1), (H2) and (8).
Then there exists a constant
By taking ∇v
By substituting (8) into (10) and dividing (10) by
Using the Poincaré inequality, we get 
By taking ∇u ′ = (∇δv l i ) q−1 and using the Poincaré inequality, we have ∫
and
By the same argument as in the proof of Lemma 5, substituting (13) and (14) into (12), we have
for some constant C and Proof By (4), ρ i and ρ h,i satisfy
By using Lemmas 8 and 9, the theorem is proven. 
Since ε is a small constant, C = max{C 
Numerical examples
For Problem 1, we use the setting
1 is taken as J 1 (θ 0 ) = 0 for θ 0 = 0. We take c = 1 in (3). D is approximated as D h using triangular element. We take k = 1 in (H2). Fig. 1 shows f and converged ϕ obtained by the present method. Table 1 1 , α, c and k are the same as above. Fig. 2 shows the problem setting and the result ϕ obtained by the present method. Table 2 shows the results of − log 2 ∥δθ n ∥ 1,2 with T = nε = 80.
From Tables 1 and 2 , we can observe ∥δθ n ∥ 1,2 achieves first order convergence in the H 1 norm with respect to h expected by Theorem 4 with k = 1. Also, these tables show ∥δθ n ∥ 1,2 is independent of T = εn.
