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a b s t r a c t
In this paper we explain how to characterize the best approximation to any x in a Hilbert
space X from the set C ∩{x ∈ X : gi(x) ≤ 0, i = 1, 2, . . . ,m} in the face of data uncertainty
in the convex constraints, gi(x) ≤ 0, i = 1, 2, . . . ,m, where C is a closed convex subset
of X . Following the robust optimization approach, we establish Lagrange multiplier
characterizations of the robust constrained best approximation that is immunized against
data uncertainty. This is done by characterizing the best approximation to any x from the
robust counterpart of the constraints where the constraints are satisfied for all possible
uncertainties within the prescribed uncertainty sets. Unlike the traditional Lagrange
multiplier characterizations without data uncertainty, for constrained best approximation
problems in the face uncertainty,we show that the strong conical hull intersection property
(strong CHIP) alone is not sufficient to guarantee the Lagrangemultiplier characterizations.
We present conditions which guarantee that the strong CHIP is necessary and sufficient
for the multiplier characterization. We also establish that the strong CHIP is automatically
satisfied for the cases of polyhedral constraints with polytope uncertainty, and linear
constraints with interval uncertainty. As an application, we show how robust solutions of
shape preserving interpolation problems under ellipsoidal and box uncertainty cases can
be obtained in terms of Lagrange multipliers under strict robust feasibility conditions.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Studies of determining the best approximation [1–8] to any x in a Hilbert space X from the set C ∩{x ∈ X : gi(x) ≤ 0, i =
1, 2, . . . ,m} commonly assume accurate values for the data or parameters in the constraints gi(x) ≤ 0, i = 1, . . . ,m,
where gi : X → R, i = 1, 2, . . . ,m, are continuous convex functions. However, such precise information is rarely available
in practice because of estimation errors or lack of complete information. An effective approach to dealing with the data
uncertainty is to treat uncertainty as deterministic and describes it in terms of bounded sets. This approach in optimization
is known as robust optimization [9–12] and is a complementary approach to stochastic optimization [13] which describes
uncertainty in terms of probability distributions.
Following the framework of robust optimization [10], the constrained best approximation problems in the face of
constraint data uncertainty can be captured by examining the best approximation from the set C ∩ {x ∈ X : gi(x, vi) ≤
0, i = 1, 2, . . . ,m}, where gi(·, vi) is convex and vi is the uncertain parameter which belongs to an uncertainty set
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Vi ⊆ Rni . For instance, the constrained interpolation problems in L2[0, 1] with uncertain linear inequality constraints can
be examined within this framework where gi(x) = ⟨ai, x⟩ − βi, C := {x ∈ L2[0, 1] : ⟨hj, x⟩ = dj, j = 1, . . . , r} and the data
(ai, βi), i = 1, . . . ,m, are uncertain and (hj, dj) ∈ L2[0, 1] × Rwhere ⟨x1, x2⟩ is the inner product defined in L2[0, 1]. In the
case of ellipsoidal uncertainty, gi(x, vi) := ⟨ai(vi), x⟩ − βi(vi), ai(vi) := a(0)i +
k
l=1 v
(l)
i a
(l)
i , βi(vi) := β(0)i +
k
l=1 v
(l)
i β
(l)
i ,
Vi := {(v(1)i , . . . , v(k)i ) ∈ Rk : ∥(v(1)i , . . . , v(k)i )∥Rk ≤ 1} is an ellipsoidal uncertainty set and (a(l)i , β(l)i ) ∈ L2[0, 1] × R. For
recent work on robust convex optimization duality, see [14,11].
In this paper we study the problem of characterizing the robust best approximation to any x from the set C ∩ {x ∈ X :
gi(x) ≤ 0, i = 1, 2, . . . ,m} that is immunized against constraint data uncertainty. This is done by examining the best
approximation to any x from the robust counterpart of the convex inequality constraints
K := C ∩ {x ∈ X : gi(x, vi) ≤ 0,∀ vi ∈ Vi, i = 1, 2, . . . ,m},
where the uncertain constraints are enforced for every possible value of the data within the prescribed uncertainty sets.
It is known that if Vi is a singleton (i.e. there is no data uncertainty), for each i = 1, 2, . . . ,m, and if each gi(·, vi) is
a polyhedral function (i.e. maximum of finitely many affine functions), then the strong conical hull intersection property
(strong CHIP) [1,5,6,15] guarantees that x0 is the best approximation to x from K (i.e. x0 = PK (x)) if and only if
x0 = PC

x−
m
i=1
λili

, for some λi ≥ 0, li ∈ ∂gi(·, vi)(x0), vi ∈ Vi,
m
i=1
λigi(x0, vi) = 0. (1.1)
However, this Lagrange multiplier characterization may fail (see Example 3.1) while the strong CHIP holds for problems in
the face of data uncertainty where Vi is not a singleton and gi(x, ·) is not concave.
The purpose of this work is to establish the above Lagrange multiplier characterization for robust best approximation
under additional conditions, and provide classes of functions and uncertainty sets for which the strong CHIP alone is
sufficient for the characterization. We also present characterizations in the cases of polyhedral constraints with polytope
uncertainty, and linear constraints with interval uncertainty where the strong CHIP is automatically satisfied. As an
application, we show how the robust shape preserving interpolation under ellipsoidal and box uncertainty cases can be
characterized in terms of Lagrange multipliers under strict robust feasibility condition.
The outline of the paper is as follows. Section 2 presents preliminary results on conjugate functions, strong CHIP and
best approximations. Section 3 describes characterizations for the robust best approximation using the strong CHIP and
illustrates these characterizations for special classes of constraints and uncertainty sets. Section 4 provides characterizations
for the robust shape-preserving interpolation problems under uncertainty. Section 5 concludes with a discussion on further
research.
2. Preliminaries
We begin this section by fixing the notation and definitions that will be used later in the paper. Let X and Y be Banach
spaces. For C ⊆ X , the closure of C and the interior of C are denoted by cl(C) and int(C) respectively. The quasi-relative
interior of C [16] is denoted by qri(C) and is defined by
qri(C) =

x ∈ C : cl

λ≥0
λ(C − x)

is a linear subspace

.
A set C is called a polyhedral set if there exist m ∈ N, a1, . . . , am ∈ X∗ and α1, . . . , αm ∈ R such that C = {x : ai(x) ≤
αi, i = 1, . . . ,m}. Moreover, C is called a polytope if it is a compact polyhedral.
The continuous dual space of X will be denoted by X∗. For a set W ⊂ X∗, the weak∗-closure of W will be denoted by
w∗-clW . For a subset D of X , the indicator function δD is defined by δD(x) = 0 if x ∈ D and δD(x) = +∞ if x ∉ D. The support
function σD is defined by σD(u) = supx∈D u(x) (u ∈ X∗). The epigraph of f , epi f , is defined by
epi f = {(x, r) ∈ X × R : x ∈ dom f , f (x) ≤ r},
where the effective domain of f , dom f , is given by dom f = {x ∈ X : f (x) < +∞}.
Let f : X −→ R∪{+∞} be a proper lower semi-continuous convex function. Then the conjugate function of f is defined
by f ∗ : X∗ −→ R∪{+∞} such that f ∗(u) = supx∈dom f {u(x)− f (x)} (u ∈ X∗). Clearly, f ∗ is a proper lower semicontinuous
convex function and λepif ∗ = epi (λf )∗ for any λ > 0.
Lemma 2.1 (Cf. [17,18]). Let I be an arbitrary index set and let fi, i ∈ I , be proper lower semicontinuous convex functions on X.
Suppose that there exists x0 ∈ X such that supi∈I fi(x0) <∞. Then
epi (sup
i∈I
fi)∗ = w∗-cl

co

i∈I
epi f ∗i

,
where supi∈I fi : X → R ∪ {+∞} is defined by (supi∈I fi)(x) = supi∈I fi(x).
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For a subsetW of X , define the polar cone ofW by
W ◦ := {f ∈ X∗ : f (w) ≤ 0 ∀ w ∈ W },
and the dual cone ofW byW+ := −W ◦. For a non-empty subsetW of X , the convex hull (resp. conical hull) ofW denoted by
coW (resp. coneW ) which is the intersection of all convex sets (resp. convex cones) containingW . The nonnegative orthant
of Rn is denoted by Rn+ and is defined by Rn+ := {(x1, . . . , xn) ∈ Rn : xi ≥ 0}.
For a function f : X −→ R, the subdifferential of f at x ∈ X , denoted by ∂ f (x), is defined by
∂ f (x) := {u ∈ X∗ : f (y) ≥ f (x)+ u(y− x) ∀ y ∈ X}.
It is well known that ∂ f (x) ≠ ∅ for all x ∈ X if f is a continuous convex function.
For a non-empty subset W of X and x ∈ X , we define d(x,W ) := infw∈W ∥x − w∥. A point w0 ∈ W is called a best
approximation to x ∈ X (i.e.w0 ∈ PW (x)), if d(x,W ) = ∥x−w0∥. If for each x ∈ X there exists a unique best approximation
w0 ∈ W , then W is called a Chebyshev subset of X . Recall (see [1]) that every closed convex set in a Hilbert space is
Chebyshev.
The following characterization of best approximation in Hilbert spaces is well known (see [1]).
Lemma 2.2. Let W be a closed convex subset of a Hilbert space X, x ∈ X, and w0 ∈ W. Then w0 = PW (x) if and only if
x− w0 ∈ (W − w0)◦.
Definition 2.1 (Strong CHIP [1]). Let C1 and C2 be closed convex sets in X and let x ∈ C1 ∩ C2. Then, the pair {C1, C2} is said
to have the strong CHIP at x, if
(C1 ∩ C2 − x)◦ = (C1 − x)◦ + (C2 − x)◦.
The pair {C1, C2} is said to have the strong CHIP if it has the strong CHIP at each x ∈ C1 ∩ C2.
Lemma 2.3 ([6]). Let C1 and C2 be closed convex subsets of X such that epiσC1 + epi σC2 is w∗-closed. Then the pair {C1, C2}
has the strong CHIP.
In particular, if one of the following two conditions is satisfied: (1) int(C1) ∩ C2 ≠ ∅ (2) C1 is a polyhedral and
C1∩qri(C2) ≠ ∅, then epi σC1+epi σC2 isw∗-closed (and hence the pair {C1, C2} has the strong CHIP). For related conditions
for strong CHIP, see [19,20,1,6].
3. Robust best approximations under uncertainty
In this section, we provide conditions characterizing the robust best approximation x0 to x from K in terms of the best
approximation to a perturbation (x −mi=1 λili) of x from the set C for some multipliers λi ≥ 0, li ∈ ∂gi(·, vi)(x0), vi ∈
Vi with
m
i=1 λigi(x0, vi) = 0.
We first note that if
x0 = PC

x−
m
i=1
λili

, for some λi ≥ 0, li ∈ ∂gi(·, vi)(x0), vi ∈ Vi with
m
i=1
λigi(x0, vi) = 0
then it follows easily from Lemma 2.1 and the definitions of the subdifferential and the polar cone that x0 = PK (x). On
the other hand, it is known that if Vi is a singleton (i.e. there is no data uncertainty), for each i = 1, 2, . . . ,m, and if each
gi(·, vi) is a polyhedral function (i.e. maximum of finitely many affine functions), then the strong CHIP guarantees that
x0 = PK (x) if and only if
x0 = PC

x−
m
i=1
λili

, for some λi ≥ 0, li ∈ ∂gi(·, vi)(x0), vi ∈ Vi with
m
i=1
λigi(x0, vi) = 0.
For details see, e.g. [5] and other references therein.
The following example illustrates that the above Lagrange multiplier characterization may fail in the face of uncertainty
where Vi is not a singleton and the strong CHIP holds.
Example 3.1 (Failure of Multiplier Characterization under Uncertainty). Let V1 = [0, 1] and let g1 : R2 × R → R be
defined by
g1(x, v1) = v21 |x1| +max{x2, 0} − 2v1.
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Clearly, g1(·, v1) is a polyhedral function for each v1 ∈ R. Consider C = R2,D = {x : g1(x, v1) ≤ 0, ∀v1 ∈ V1}. It can be
verified that
K = C ∩ D = D = {(x1, x2) : |x1| ≤ 2 and x2 ≤ 0}
and x0 = (2, 0) ∈ K . Clearly, {C,D} has strong CHIP at x0. We now show that the Lagrange multiplier characterization fails.
To see this, we first observe that
M(x0) :=

λ1≥0
v1∈[0,1]
{∂(λ1g1(·, v1))(x0) : λ1g1(x0, v1) = 0}
=

λ1≥0
v1∈[0,1]
λ1({v21} × [0, 1]) : λ1(2v21 − 2v1) = 0
= {(x1, x2) : x1 ≥ x2 ≥ 0} ∪ ({0} × R+).
Consider x = (3, 2). Then, PK (x) = x0 and u := x − x0 = (1, 2) ∉ M(x0). Thus, the Lagrange multiplier characterization
fails.
We now show that the strong CHIP of {C,D} is necessary and sufficient for the Lagrange multiplier characterization,
under a regularity condition that, the characteristic cone,

λi≥0
vi∈Vi
epi (
m
i=1 λigi(·, vi))∗, is closed and convex.
Theorem 3.1 (Multiplier Characterization). Let X be a Hilbert space. Let C,D be closed convex sets in X where D = {x ∈ X :
gi(x, vi) ≤ 0, ∀ vi ∈ Vi, i = 1, . . . ,m}. Let x0 ∈ K := C ∩ D. Suppose that λi≥0
vi∈Vi
epi (
m
i=1 λigi(·, vi))∗ is closed and convex.
Then the following assertions are equivalent.
(i) {C,D} has the strong CHIP at x0.
(ii) For any x ∈ X, x0 = PK (x) if and only if
x0 = PC

x−
m
i=1
λili

, for some λi ≥ 0, li ∈ ∂gi(·, vi)(x0), vi ∈ Vi with
m
i=1
λigi(x0, vi) = 0.
Proof ((ii)H⇒ (i)). . Since (C − x0)◦ + (D− x0)◦ ⊂ (K − x0)◦, it is sufficient to show that
(K − x0)◦ ⊂ (C − x0)◦ + (D− x0)◦. (3.2)
To see this, let u ∈ (K − x0)◦. Then, by Lemma 2.2, we have x0 = PK (u + x0). So, by our assumption, there exists l ∈m
i=1 λi∂gi(·, vi)(x0) for some λi ≥ 0, vi ∈ Vi with
m
i=1 λigi(x0, vi) = 0 such that x0 = PC (u+ x0 − l), which implies that
u− l ∈ (C − x0)◦ because of Lemma 2.2. Now, for each y ∈ X ,
l(y− x0) ≤
m
i=1
λigi(y, vi)−
m
i=1
λigi(x0, vi) =
m
i=1
λigi(y, vi).
This gives us that, for each y ∈ D, l(y−x0) ≤ 0. So, l ∈ (D−x0)◦. Consequently,we get that u = u−l+l ∈ (C−x0)◦+(D−x0)◦.
Therefore (i) holds.
[(i)H⇒ (ii)]. Let
M(x0) :=

λ∈Rm+
v∈Πmi=1Vi

∂

m
i=1
λigi(·, vi)

(x0) :
m
i=1
λigi(x0, vi) = 0

.
We first show thatM(x0) = (D− x0)◦. Let u ∈ M(x0). Then, there exist λ = (λ1, . . . , λm) ∈ Rm+ and v = (v1, . . . , vm) such
that
m
i=1 λigi(x0, vi) = 0 and u ∈ ∂(
m
i=1 λigi(·, vi))(x0). So, for each y ∈ X ,
u(y− x0) ≤
m
i=1
λigi(y, vi)−
m
i=1
λigi(x0, vi) =
m
i=1
λigi(y, vi).
This gives us that, for each y ∈ D, u(y− x0) ≤ 0. So, u ∈ (D− x0)◦ and henceM(x0) ⊆ (D− x0)◦.
Conversely, let u ∈ (D − x0)◦. Note that δD(·) = sup λi≥0
vi∈Vi
m
i=1 λigi(·, vi) and δ∗D = σD. It follows from Lemma 2.1
that
epi σD = w∗-cl
co 
λi≥0
vi∈Vi
epi

m
i=1
λigi(·, vi)
∗ . (3.3)
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Note that u ∈ (D− x0)◦ if and only if (u, u(x0)) ∈ epi σD(u)which is, in turn equivalent to
(u, u(x0)) ∈ w∗-cl
co 
λi≥0
vi∈Vi
epi

m
i=1
λigi(·, vi)
∗ = 
λi≥0
vi∈Vi
epi

m
i=1
λigi(·, vi)
∗
where the second equality follows by our assumption and fact that, in a Hilbert space, a convex set is closed if and
only if it is weakly convex. Then, there exist λ = (λ1, . . . , λm) ∈ Rm+ and v = (v1, . . . , vm) ∈ Πmi=1Vi such that
(u, u(x0)) ∈ epi (mi=1 λigi(·, vi))∗. Thus,
sup
y∈X

u(y)−
m
i=1
λigi(y, vi)

≤ u(x0), (3.4)
which gives us that
m
i=1 λigi(x0, vi) = 0 because x0 ∈ D. Moreover, (3.4) yields that for each y ∈ X, u(y − x0) ≤m
i=1 λigi(y, vi). This shows that u ∈ ∂(
m
i=1 λigi(·, vi))(x0) and so u ∈ M(x0).
Suppose that (i) holds. It is sufficient show that x0 = PK (x) implies that
x0 = PC

x−
m
i=1
λi∂gi(·, vi)(x0)

for some λi ≥ 0, vi ∈ Vi with
m
i=1
λigi(x0, vi) = 0
as the converse implication always holds. To see this, let x0 = PK (x). Applying Lemma 2.2, we obtain that
x− x0 ∈ (K − x0)◦. (3.5)
On the other hand, it follows from (i) andM(x0) = (D− x0)◦ that
(K − x0)◦ = (C − x0)◦ + (D− x0)◦ = (C − x0)◦ +M(x0).
This together with (3.5) implies that there exists u ∈ M(x0) such that x − u − x0 ∈ (C − x0)◦. Applying Lemma 2.2 again,
we obtain that x0 ∈ PC (x− u). 
Remark 3.1 (A Comparison with the Uncertainty-free Case). In the case where there is no uncertainty, i.e., each Vi is a
singleton, i = 1, . . . ,m, the characteristic cone
λi≥0
vi∈Vi
epi

m
i=1
λigi(·, vi)
∗
is always convex. So, our result collapses to the known result that the strong CHIP and the multiplier characterization (1.1),
which is also known as the perturbation property, are equivalent, under a closed cone condition (e.g. see [5]). However, the
characteristic cone
λi≥0
vi∈Vi
epi

m
i=1
λigi(·, vi)
∗
may not be a convex cone for best approximation problems in the face of uncertainty. Indeed, as in Example 3.1, for
V1 = [0, 1] and g1(x, v1) = v21 |x1| +max{x2, 0} − 2v1, the characteristic cone
Ω :=

v1∈V1,λ1≥0
epi

λ1g1(·, v1)
∗ = 
v1∈[0,1],λ1≥0
[−λ1v21, λ1v21] × [0, λ1] × [2λ1v1,+∞)
=

s≥r≥0
[−r, r] × [0, s] × [2√rs,+∞)
is a closed cone. However, it is not convex. To see this, let a = (0, 1, 0), b = (1, 1, 2) and c = 12a+ 12b = (0.5, 1, 1). Then,
direct verification shows that a, b ∈ Ω but c ∉ Ω .
Remark 3.2 (Conditions for Closed Convex Characteristic Cone).Note that if, for each i = 1, . . . ,m,Vi is convex and compact,
gi(x, ·) is concave and if the robust Slater condition holds, i.e. gi(x∗, vi) < 0, i = 1, . . . ,m, for each vi ∈ Vi for some
x∗ ∈ X , then λi≥0
vi∈Vi
epi (
m
i=1 λigi(·, vi))∗ isw∗-closed and convex. This follows from the fact that (see Propositions 2.3 and
3.2 [14]) the set

λi≥0
vi∈Vi
epi (
m
i=1 λigi(·, vi))∗ is convex whenever Vi is convex and compact and g(x, ·) is concave and that
λi≥0
vi∈Vi
epi (
m
i=1 λigi(·, vi))∗ is closed by the robust Slater condition. For details see [14].
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Let us now examine special classes of constraints and uncertainty sets for which the main characterizations are
simplified and strengthened. We see that the strong CHIP alone characterizes the perturbation property for constrained
best approximation problems with polyhedral constraints with polytope uncertainty. In particular, in the case of linear
constraints with interval uncertainty, the perturbation property is explicitly given simply in terms of the original data.
Corollary 3.1 (Polyhedral Constraints with Polytope Uncertainty). Let X be a Hilbert space. Let C,D be closed convex sets in X
where D = {x ∈ X : gi(x, vi) ≤ 0, ∀ vi ∈ Vi, i = 1, . . . ,m}. Let x0 ∈ K := C ∩ D. Suppose that for each i = 1, . . . ,m,Vi is a
polytope, gi(·, vi) is polyhedral and gi(x, ·) is affine. Then the following assertions are equivalent.
(i) {C,D} has the strong CHIP at x0.
(ii) For any x ∈ X, x0 = PK (x) if and only if
x0 = PC

x−
m
i=1
λili

, for some λi ≥ 0, li ∈ ∂gi(·, vi)(x0), vi ∈ Vi with
m
i=1
λigi(x0, vi) = 0.
Proof. Let M =  λi≥0
vi∈Vi
epi (
m
i=1 λigi(·, vi))∗. Similar to the proof of Theorem 4.1 [14], one can show that M is closed
if g(·, vi) is polyhedral and Vi is a polytope, and M is convex if g(x, ·) is affine. The conclusion then follows from
Theorem 3.1. 
Corollary 3.2. Let X be a Hilbert space. Let C be a polyhedral set and let D = {x ∈ X gi(x, vi) ≤ 0, ∀ vi ∈ Vi, i = 1, . . . ,m}.
Let x0 ∈ K := C ∩ D. Suppose that for each i = 1, . . . ,m,Vi is a polytope, gi(·, vi) is polyhedral and gi(x, ·) is affine. Then, for
any x ∈ X, x0 = PK (x) if and only if
x0 = PC

x−
m
i=1
λili

, for some λi ≥ 0, li ∈ ∂gi(·, vi)(x0), vi ∈ Vi with
m
i=1
λigi(x0, vi) = 0.
Proof. The conclusion will follow from the preceding corollary if we show that {C,D} has the strong CHIP. To see this, we
first observe that
D = {x ∈ X | max
vi∈Vi
gi(x, vi) ≤ 0, i = 1, . . . ,m}.
As Vi is a polytope, we can write Vi = co{v1i , . . . , vsii } where vji are extreme points of Vi, j = 1, . . . , ri and si ∈ N.
As gi(·, vi) is polyhedral, for each x ∈ X,maxvi∈Vi gi(x, vi) attains its maximum on some extreme points of Vi, and so,
maxvi∈Vi gi(x, vi) = max1≤j≤si gi(x, vji) for each x ∈ X . Therefore, D = {x ∈ Xgi(x, vji) ≤ 0, i = 1, . . . ,m, j = 1, . . . , ri} is
also a polyhedral set. Therefore, {C,D} has the strong CHIP and the conclusion follows. 
Corollary 3.3 (Linear Constraints with Interval Uncertainty). Let D := {x ∈ Rn (vji)T x+ bji ≤ 0, ∀vji ∈ Vij, i = 1, . . . ,m, j =
1, . . . , p, } and let Vij = [vji, vji] ⊆ Rn, i = 1, . . . ,mand j = 1, . . . , p. Let x0 ∈ K . Then the following assertions are equivalent.
(i) {C,D} has the strong CHIP at x0.
(ii) For any x ∈ Rn, x0 = PK (x) if and only if x0 = PC (x −i,j λijvji) for some vji ∈ Vij, λij ≥ 0 such that λij[(vji)T x0 − bji] =
0, i = 1, . . . ,m, j = 1, . . . , p.
Proof. Define gij : Rn×Rq → R, i = 1, . . . ,m and j = 1, . . . , p, by gij(x, vij) = (vji)T x+bji. Then, each gij(·, vij) is polyhedral
and each gij(x, ·) is affine. Moreover,
λ∈Rm+
v∈Πmi=1Vi

∂

m
i=1
λigi(·, vi)

(x0) :
m
i=1
λigi(x0, vi) = 0

=

λij≥0
v
j
i∈Vij

i,j
λijv
j
i :

i,j
λij((v
j
i)
T x+ bji) = 0

.
Thus, the conclusion follows from Corollary 3.1. 
Corollary 3.4. Let C = {x ∈ RnaT x = c} with a ∈ Rn and c ∈ R and D := {x ∈ Rn (vji)T x + bji ≤ 0, ∀vji ∈ Vij, i =
1, . . . ,m, j = 1, . . . , p, } and let Vij = [vji, vji] ⊆ Rn, i = 1, . . . ,m and j = 1, . . . , p. Let x0 ∈ K := C ∩ D. Then, for any
x ∈ Rn, x0 = PK (x) if and only if
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x0 =

x−

i,j
λijv
j
i

−

aT x−

i,j
λij aTv
j
i − c

a
∥a∥2 ,
for some vji ∈ Vij, λij ≥ 0 such that λij[(vji)T x0 − bji] = 0, i = 1, . . . ,m, j = 1, . . . , p.
Proof. Similar to the proof of Corollary 3.2, we see that D is a polyhedral set and so, {C,D} has the strong CHIP.
Thus, the preceding corollary implies that: for any x ∈ Rn, x0 = PK (x) if and only if x0 = PC (x − i,j λijvji) for some
v
j
i ∈ Vij, λij ≥ 0 such thatλij[(vji)T x0−bji] = 0, i = 1, . . . ,m, j = 1, . . . , p. Therefore, the conclusion follows by the fact that
(cf. [1, Theorem 6.17])
PC (u) = u− (aTu− c) a∥a∥2 . 
Remark 3.3 (An Alternative Approach Under an Additional Assumption). In Theorem 3.1, we provided a self-contained and
direct proof for the Lagrange multiplier characterization of best approximation. However, it is worthwhile noting an
alternative method of proof for Theorem 3.1. Under the additional assumption that, for each x ∈ X, vi → gi(x, vi) is upper
semicontinuous, i = 1, . . . ,m, one could also prove the conclusion of Theorem 3.1 whenever λi≥0
vi∈Vi
epi (
m
i=1 λigi(·, vi))∗
is closed and convex, by using the classical Ioffe–Tikhomirov theorem [16, Theorem 2.4.18] on the subdifferential of a
supremum of convex functions. To see this, note that, for each x ∈ X ,
δD(x) = sup
λi≥0,vi∈Vi, i=1,...,m
m
i=1
λigi(x, vi).
Let x0 ∈ D. As each Vi is compact, vi → gi(x, vi) is upper semicontinuous for any x ∈ X and each x → gi(x, vi) is a
real-valued convex function (and so, is continuous) for each vi ∈ Vi, the Ioffe–Tikhomirov theorem gives us that
(D− x0)◦ = ∂δD(x0) = w∗-cl

co
 m
i=1
λi∂g(·, vi)(x0) : λi ≥ 0, vi ∈ Vi, λigi(x0, vi) = 0

.
As

λi≥0
vi∈Vi
epi (
m
i=1 λigi(·, vi))∗ is closed and convex, it can be verified that
 m
i=1
λi∂g(·, vi)(x0) : λi ≥ 0, vi ∈ Vi, λigi(x0, vi) = 0

is also closed and convex (and so is weak∗ closed and convex). Thus,
(D− x0)◦ =
 m
i=1
λi∂g(·, vi)(x0) : λi ≥ 0, vi ∈ Vi, λigi(x0, vi) = 0

.
So, we see that strong CHIP is equivalent to the Lagrange multiplier characterization.
Now, we provide an asymptotic multiplier characterization of best approximations under a relaxed assumption that
λi≥0
vi∈Vi
epi (
m
i=1 λigi(·, vi))∗ is only convex.
Theorem 3.2 (Asymptotic Multiplier Characterization Under Uncertainty). Let X be a Hilbert space. Let C,D be closed convex
sets in X where D = {x ∈ X : gi(x, vi) ≤ 0, ∀ vi ∈ Vi, i = 1, . . . ,m}. Let x0 ∈ K := C ∩ D. Suppose that  λi≥0
vi∈Vi
epi (
m
i=1 λigi(·, vi))∗ is convex. Then the following assertions are equivalent.
(i) {C,D} has the strong CHIP at x0.
(ii) For any x ∈ X, x0 = PK (x) if and only if x0 = PC (x− l), for some l ∈ M˜(x0), where
M˜(x0) =

x∗ ∈ X∗ : (x∗, x∗(x0)) ∈ cl
 
λi≥0,vi∈Vi
epi

m
i=1
λigi(·, vi)
∗
.
Proof. As before, it can be verified that (ii)⇒ (i) is always true. To see (i)⇒ (ii), we only need to show (D− x0)◦ = M˜(x0).
From (3.3) and our assumption, we see that
epi σD = w∗-cl
co 
λi≥0
vi∈Vi
epi

m
i=1
λigi(·, vi)
∗ = w∗-cl

λi≥0
vi∈Vi
epi

m
i=1
λigi(·, vi)
∗ .
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Note that u ∈ (D− x0)◦ if and only if (u, u(x0)) ∈ epi σD(u)which is, in turn equivalent to
(u, u(x0)) ∈ w∗-cl

λi≥0
vi∈Vi
epi

m
i=1
λigi(·, vi)
∗ = M˜(x0)
where the second equality follows by our assumption and fact that, in a Hilbert space, a convex set is closed if and only if it
is weakly convex. Hence, the conclusion follows. 
In the case where there is no uncertainty, i.e., each Vi is a singleton, i = 1, . . . ,m, the characteristic cone
λi≥0
vi∈Vi
epi

m
i=1
λigi(·, vi)
∗
is always convex. So, in the uncertainty free case, Theorem 3.2 collapses to the known result of the sequential Lagrange
multiplier characterization of the strong CHIP in [15]. It is worth noting from Theorem 3.2 that even asymptotic multiplier
characterization in terms of strong CHIP holds under additional condition in the face of uncertainty.
4. Shape-preserving interpolations under uncertainty
In this section we derive the Lagrange multiplier characterization for the robust solution of a shape-preserving best
approximation problem under ellipsoidal data uncertainty set under a robust strict feasibility condition.
Consider the constrained approximation problem under data uncertainty in the inequality constraints:
(SP) min
x∈L2[0,1]
 1
0
(x(t)− x(t))2dt
 1
2
s.t.
 1
0
ai(t)x(t)dt ≤ βi, i = 1, . . . ,m, 1
0
hj(t)x(t)dt = dj, j = 1, . . . , r,
x(t) ≥ 0 a.e.,
where the data (ai, βi) ∈ L2[0, 1] × R is uncertain and x¯ ∈ L2[0, 1]. We assume that the data (ai, βi) ∈ L2[0, 1] × R in (SP)
is uncertain and belongs to the ellipsoidal data uncertainty setUei ⊆ L2[0, 1] × R defined by
U
e
i =

(a(0)i , β
(0)
i )+
k
l=1
w
(l)
i (a
(l)
i , β
(l)
i ) : ∥(w(1)i , . . . , w(k)i )∥Rk ≤ 1

,
where ∥ · ∥Rk denotes the usual Euclidean norm in Rk.
Then, the robust counterpart of (SP) is
(RSPe) min
x∈L2[0,1]
 1
0
(x(t)− x(t))2dt
 1
2
s.t.
 1
0
ai(t)x(t)dt ≤ βi, ∀(ai, βi) ∈ Uei , i = 1, . . . ,m, 1
0
hj(t)x(t)dt = dj, j = 1, . . . , r,
x(t) ∈ L2+[0, 1],
where L2+[0, 1] := {x(t) ∈ L2[0, 1] : x(t) ≥ 0 a.e.}.
Let ⟨x1, x2⟩ be the inner product in L2[0, 1] defined by ⟨x1, x2⟩ =
 1
0 x1(t)x2(t)dt . Define C = L2+[0, 1] := {x ∈ L2[0, 1] :
x(t) ≥ 0 a.e.},
D = {x ∈ L2[0, 1] : ⟨ui, x⟩ − ri ≤ 0, ∀(ui, ri) ∈ Vei , i = 1, . . . ,m+ 2r},
where
Vei =
 U
e
i , if i = 1, . . . ,m,{(hi−m, di−m)}, if i = m+ 1, . . . ,m+ r,
{−(hi−m−s, di−m−s)}, if i = m+ r + 1, . . . ,m+ 2r.
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We now provide Lagrange multiplier characterization for the robust solution of the shape-preserving approximation
problem under ellipsoidal data uncertainty set. Recall that [z(t)]+ = max{z(t), 0} for each z ∈ L2[0, 1], L2++[0, 1] :=
{x ∈ L2[0, 1] : x(t) > 0 a.e.} and the second order cone SOCk is defined by SOCk = {(z0, z1, . . . , zk) ∈ Rk+1 : z0 ≥
∥(z1, . . . , zk)∥Rk}.
Theorem 4.1 (Ellipsoidal Data Uncertainty). Suppose that there exists x∗ ∈ L2++[0, 1] such that
 1
0 ai(t)x
∗(t)dt < βi, ∀(ai, βi)
∈ Uei , i = 1, . . . ,m, and
 1
0 hj(t)x
∗(t)dt = dj, j = 1, . . . , r. Then, for any x ∈ L2[0, 1], x0 ∈ K := C ∩ D is a solution of
(RSPe) if and only if
x0 =

x−
m
i=1
k
l=0
s(l)i a
(l)
i −
r
j=1
µjhj

+
for some si = (s(0)i , . . . , s(k)i ) ∈ SOCk, µj ∈ R with
k
l=0 s
(l)
i (⟨a(l)i , x0⟩ − β(l)i ) = 0, i = 1, . . . ,m.
Proof. Let gi(x, vi) = ⟨ui, x⟩ − ri ≤ 0 where vi = (ui, ri) ∈ Vei . It is clear that each gi(x, ·) is affine, and so is concave.
Thus,

λi≥0
vi∈Vei
epi (
m+2r
i=1 λigi(·, vi))∗ is convex. We now show that

λi≥0
vi∈Vei
epi (
m+2r
i=1 λigi(·, vi))∗ is closed. Let D1 = {x ∈
L2[0, 1] :  10 ai(t)x(t)dt ≤ βi, ∀(ai, βi) ∈ Uei , i = 1, . . . ,m}, and D2 = {x ∈ L2[0, 1] :  10 hj(t)x(t)dt = dj, j = 1, . . . , r}.
Define
Gi(x) = sup
(ai,βi)∈Ubi
 1
0
ai(t)x(t)dt − βi

, i = 1, . . . ,m.
Then D1 = {x : Gi(x) ≤ 0, i = 1, . . . ,m}. As x∗ ∈ int(D1) ∩ D2,
epi σD1∩D2 = epi σD1 + epi σD2 = co

λi≥0
epi

m
i=1
λiGi
∗
+

µj∈R
µj{(hj, dj)}
where the second equality follows by σD1 = supλi≥0(
m
i=1 λiGi), Lemma 2.1 and the fact that

λi≥0 epi (
m
i=1 λiqi)∗ is
closed if all qi are continuous convex functions satisfying {x : qi(x) < 0, i = 1, . . . ,m} ≠ ∅. By the definition of Gi and
Lemma 2.1, epi (
m
i=1 λiGi)∗ = co

λi≥0
(ai,βi)∈Uei
m
i=1{λi(ai, βi)}. So,
epi σD1∩D2 = co

λi≥0
co

(ai,βi)∈Uei
m
i=1
{λi(ai, βi)} +

µj∈R
µj{(hj, dj)}
⊆ co

λi≥0
(ai,βi)∈Uei
{λi(ai, βi)} +

µj∈R
µj{(hj, dj)}
⊆ co
 
λi≥0
(ui,ri)∈Vi
m+2r
i=1
{λi(ui, ri)}

= co

λi≥0
vi∈Vi
epi

m+2r
i=1
λigi(·, vi)
∗
=

λi≥0
vi∈Vi
epi

m+2r
i=1
λigi(·, vi)
∗
,
where the last equality follows as

λi≥0
vi∈Vi
epi (
m+2r
i=1 λigi(·, vi))∗ is convex. The reverse inclusion

λi≥0
vi∈Vi
epi

m+2r
i=1
λigi(·, vi)
∗
⊆ epi σD1∩D2
always holds. So,

λi≥0
vi∈Vi
epi (
m+2r
i=1 λigi(·, vi))∗ = epiσD1∩D2 which is weakly closed and convex (and so, is closed). It is
easy to see that x∗ ∈ qri(C ∩ D1) ∩ D2. Note that {A1, A2} has strong CHIP at any a ∈ A1 ∩ A2 if either intA1 ∩ A2 ≠ ∅
or qri(A1) ∩ A2 ≠ ∅ and A2 is a polyhedral, where for a set A, qriA denotes the quasi relative interior of A. Now, for any
x0 ∈ K = C ∩ D,
(K − x0)◦ = (C ∩ D1 − x0)◦ + (D2 − x0)◦ = (C − x0)◦ + (D1 − x0)◦ + (D2 − x0)◦ = (C − x0)◦ + (D− x0)◦.
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So, {C,D} has the strong CHIP at x0 for any x0 ∈ K := C ∩ D. Thus, by Theorem 3.1, for any x ∈ L2[0, 1], x0 = PK (x) if and
only if
x0 = PC

x−
m+2r
i=1
λi∂gi(·, vi)(x0)

for some λi ≥ 0, vi ∈ Vei with
m+2r
i=1
λigi(x0, vi) = 0.
Observe that, for any x ∈ D (and so, ⟨hj, x⟩ = dj, j = 1, . . . , r)
λ∈Rm+2r+
v∈Πm+2ri=1 Vi

∂

m+2r
i=1
λigi(·, vi)

(x) :
m+2r
i=1
λigi(x, vi) = 0

=

λ∈Rm+,µj∈R
∥(w(1)i ,...,w
(k)
i )∥Rk≤1

m
i=1
λi

a(0)i +
k
l=1
w
(l)
i a
(l)
i

+
r
j=1
µjhj
: λi

a(0)i +
k
l=1
w
(l)
i a
(l)
i , x

−

β
(0)
i +
k
l=1
w
(l)
i β
(l)
i

= 0

.
So, for any x ∈ L2[0, 1], x0 = PK (x) if and only if
x0 = PC

x−
m
i=1
λi

a(0)i +
k
l=1
w
(l)
i a
(l)
i

−
r
j=1
µjhj

for some λi ≥ 0, µj ∈ R and ∥(w(1)i , . . . , w(k)i )∥Rk ≤ 1 with λi(⟨a(0)i +
k
l=1w
(l)
i a
(l)
i , x0⟩ − (β(0)i +
k
l=1w
(l)
i β
(l)
i )) = 0. Let
si = (s(1)i , . . . , s(k)i ), s(l)i = λiw(l)i , l = 1, . . . , k and s(0)i = λi ≥ 0. Note that
∥(w(1)i , . . . , w(k)i )∥Rk ≤ 1, λi ≥ 0 ⇔ ∥(s(1)i , . . . , s(k)i )∥Rk ≤ s(0)i .
So, for any x ∈ L2[0, 1], x0 = PK (x) if and only if
x0 =

x−
m
i=1
k
l=0
s(l)i a
(l)
i −
r
j=1
µjhj

+
for some si = (s(0)i , . . . , s(k)i ) ∈ SOCk, µj ∈ R with
k
l=0 s
(l)
i (⟨a(l)i , x0⟩ − β(l)i ) = 0, i = 1, . . . ,m. Therefore, the conclusion
follows as x0 = PK (x)means x0 is a solution of (RSPe) and PC (a) = [a]+ for any a ∈ L2[0, 1]. 
Remark 4.1 (Reducing the Multiplier Conditions to Solving Convex Second-Order Cone Programs). We now see how the
Lagrange multiplier characterization for the robust solution of the shape-preserving interpolation problem results from a
solution of convex second-order cone programming problem. To see this, let s := (s(0)1 , . . . , s(k)1 , . . . , s(0)m , . . . , s(k)m ) ∈ Rm(k+1)
and µ := (µ1, . . . , µr) ∈ Rr . Let us,µ(t) :=mi=1kl=0 s(l)i a(l)i (t)+rj=1 µjhj(t) and let
g(s, µ) := 1
2
 1
0

x(t)− us,µ(t)− [x(t)− us,µ(t)]+
2
dt +
m
i=1
k
l=0
s(l)i β
(l)
i +
r
j=1
µjdj.
As (s, µ) → us,µ is linear and f : L2[0, 1] → R, defined by f (x) = 12
 1
0 (x(t)− [x(t)]+)2dt , is a continuously differentiable
convex function with ∇f (x) = x(t)− [x(t)]+, we see that g is a continuously differentiable convex on Rm(k+1)+r . So, x0 is a
solution of (RSPe) if and only if x0 = [x−mi=1kl=0 s(l)i a(l)i −rj=1 µjhj]+ where (s, µ) is a solution of the following convex
second order cone program
(P) min
s∈Rm(k+1),µ∈Rs
g(s, µ)
s.t. (s, µ) ∈ SOCk × · · · × SOCk  
m
×Rs.
Indeed, employing the well-known optimality conditions in convex programming (see, e.g., [16]) in the setting under
consideration, we obtain that (s, µ) is an optimal solution to (P) if and only if it satisfies the following conditions
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s ∈ SOCk × · · · × SOCk  
m
,
∇sg(s, µ) ∈ SOCk × · · · × SOCk  
m
,
∇sg(s, µ)T s = 0, ∇µg(s, µ) = 0.
(4.6)
Let x0 = [x−mi=1kl=0 s(l)i a(l)i −rj=1 µjhj]+. Clearly, x0 ∈ C := L2+[0, 1]. Note that
∇µg(s, µ) = 0 ⇔ ⟨hj, x0⟩ = dj, j = 1, . . . , r
and
∇sg(s, µ) ∈ SOCk × · · · × SOCk  
m
⇔ −⟨a(0)i , x0⟩ + β(0)i , . . . , −⟨a(k)i , x0⟩ + β(k)i  ∈ SOCk, i = 1, . . . ,m
⇔
 1
0
ai(t)x0(t)dt ≤ βi, ∀(ai, βi) ∈ Uei , i = 1, . . . ,m.
Hence, x0 ∈ D and so, x0 ∈ K := C ∩ D. Finally, as
s ∈ SOCk × · · · × SOCk  
m
and ∇sg(s, µ)T s = 0 ⇔
k
l=0
s(l)i (⟨a(l)i , x0⟩ − β(l)i ) = 0, i = 1, . . . ,m,
the preceding theorem shows that x0 is a solution of (RSPe) if and only if x0 = [x−mi=1kl=0 s(l)i a(l)i −rj=1 µjhj]+, where
(s, µ) is a solution of (P).
Now assume that the data (ai, βi) ∈ L2[0, 1] × R in (SP) is uncertain and belongs to the box data uncertainty set
U
b
i ⊆ L2[0, 1] × R defined by
U
b
i =

(a(0)i , β
(0)
i )+
k
l=1
w
(l)
i (a
(l)
i , β
(l)
i ) : ∥(w(1)i , . . . , w(k)i )∥∞ ≤ 1

,
where ∥x∥∞ = max{|xi| : 1 ≤ i ≤ k} denotes the usual supremum norm in Rk,
Then, the robust counterpart of (SP) is
(RSPb) min
x∈L2[0,1]
 1
0
(x(t)− x(t))2dt
 1
2
s.t.
 1
0
ai(t)x(t)dt ≤ βi, ∀(ai, βi) ∈ Ubi , i = 1, . . . ,m, 1
0
hj(t)x(t)dt = dj, j = 1, . . . , r,
x(t) ∈ L2+[0, 1],
where L2+[0, 1] := {x(t) ∈ L2[0, 1] : x(t) ≥ 0 a.e.}. Define C = L2+[0, 1] := {x ∈ L2[0, 1] : x(t) ≥ 0 a.e.},D = {x ∈ L2[0, 1] :
⟨ui, x⟩ − ri ≤ 0, ∀(ui, ri) ∈ Vbi , i = 1, . . . ,m+ 2r} and
Vbi =
 U
b
i , if i = 1, . . . ,m,{(hi−m, di−m)}, if i = m+ 1, . . . ,m+ r,
{−(hi−m−s, di−m−s)}, if i = m+ r + 1, . . . ,m+ 2r.
Then, finding a solution of (RSPb) is equivalent to find the projection of x from the set K = C ∩ D.
Theorem 4.2 (Box Data Uncertainty). For the problem (RSPb), the following two statements are equivalent:
(i) {C,D} has the strong CHIP at x0;
(ii) For any x ∈ L2[0, 1], x0 ∈ K := C ∩ D is a solution of (RSPb) if and only if
x0 =

x−
m
i=1
k
l=0
s(l)i a
(l)
i −
r
j=1
µjhj

+
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for some si = (s(0)i , . . . , s(k)i ) ∈ {(z0, . . . , zk) : z0 ≥ |zl|, l = 1, . . . , k}, µj ∈ R with
k
l=0
s(l)i (⟨a(l)i , x0⟩ − β(l)i ) = 0, i = 1, . . . ,m.
Proof. Let gi(x, vi) = ⟨ui, x⟩ − ri ≤ 0 where vi = (ui, ri) ∈ Vbi . It is clear that each gi(x, ·) is affine, and so is concave. Thus,
λi≥0
vi∈Vbi
epi

m+2r
i=1
λigi(·, vi)
∗
=

λi≥0
(ai,βi)∈Vbi
m+2r
i=1
{(ui, ri)},
is convex. Moreover, as Vbi is a polytope and each gi(x, ·) is affine,

λi≥0
vi∈Vbi
epi (
m+2r
i=1 λigi(·, vi))∗ is closed. Thus, from
Theorem 3.1, {C,D} has the strong CHIP at x0 is equivalent to: for any x ∈ L2[0, 1], x0 = PK (x) if and only if
x0 = PC

x−
m+2r
i=1
λi∂gi(·, vi)(x0)

for some λi ≥ 0, vi ∈ Vbi with
m+2r
i=1
λigi(x0, vi) = 0.
Similar to the proof of Theorem 4.1, we see that {C,D} has the strong CHIP at x0 is equivalent to: for any x ∈ L2[0, 1], x0 =
PK (x) if and only if
x0 = PC

x−
m
i=1
λi

a(0)i +
k
l=1
w
(l)
i a
(l)
i

−
r
j=1
µjhj

for some λi ≥ 0, µj ∈ R and ∥(w(1)i , . . . , w(k)i )∥∞ ≤ 1 with λi(⟨a(0)i +
k
l=1w
(l)
i a
(l)
i , x0⟩ − (β(0)i +
k
l=1w
(l)
i β
(l)
i )) = 0. Let
si = (s(1)i , . . . , s(k)i ), s(l)i = λiwli, l = 1, . . . , k and s(0)i = λi ≥ 0. Note that
∥(w(1)i , . . . , w(k)i )∥∞ ≤ 1, λi ≥ 0 ⇔ s(0)i ≥ |s(l)i |, l = 1, . . . , k.
So, for any x ∈ L2[0, 1], x0 = PK (x) if and only if
x0 =

x−
m
i=1
k
l=0
s(l)i a
(l)
i −
r
j=1
µjhj

+
for some si = (s(0)i , . . . , s(k)i )with s(0)i ≥ |s(l)i |, l = 1, . . . , k, µj ∈ Rwith
k
l=0
s(l)i (⟨a(l)i , x0⟩ − β(l)i ) = 0, i = 1, . . . ,m.
Therefore, the conclusion follows as x0 = PK (x)means x0 is a solution of (RSPb) and PC (a) = [a]+ for any a ∈ L2[0, 1]. 
As a corollary, we obtain a Lagrangemultiplier characterization of the solution of (RSPb), under a weaker version of strict
feasibility condition.
Corollary 4.1. Suppose that there exists x∗ ∈ L2++[0, 1] such that
 1
0 ai(t)x
∗(t)dt ≤ βi, ∀(ai, βi) ∈ Ubi , i = 1, . . . ,m, and 1
0 hj(t)x
∗(t)dt = dj, j = 1, . . . , r. Then, for any x ∈ L2[0, 1], x0 ∈ K := C ∩ D is a solution of (RSPb) if and only if
x0 =

x−
m
i=1
k
l=0
s(l)i a
(l)
i −
r
j=1
µjhj

+
for some si = (s(0)i , . . . , s(k)i ) ∈ {(z0, . . . , zk) : z0 ≥ |zl|, l = 1, . . . , k}, µj ∈ R with
k
l=0
s(l)i (⟨a(l)i , x0⟩ − β(l)i ) = 0, i = 1, . . . ,m.
Proof. As there exists x∗ ∈ L2++[0, 1] such that
 1
0 ai(t)x
∗(t)dt ≤ βi, ∀(ai, βi) ∈ Ubi , i = 1, . . . ,m, and
 1
0 hj(t)x
∗(t)dt =
dj, j = 1, . . . , r , we have x∗ ∈ qri(C) ∩ D where C = L2+[0, 1] := {x ∈ L2[0, 1] : x(t) ≥ 0 a.e.} and D = {x ∈ L2[0, 1] :
⟨ui, x⟩−ri ≤ 0, ∀(ui, ri) ∈ Vbi , i = 1, . . . ,m+2r}. Note thatD = {x ∈ L2[0, 1] : sup(ui,ri)∈Vbi {⟨ui, x⟩−ri} ≤ 0, i = 1, . . . ,m}
and the supremum of a linear function over a polytope is attained at one of the finitelymany extreme points of the polytope.
So, D is a polyhedral. Thus, {C,D} has strong CHIP, and hence, the conclusion follows from the preceding theorem. 
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5. Conclusion and further research
In this paper we have shown that Lagrange multiplier characterization of robust best approximation in terms of strong
CHIP depends both on convexity and closure of the characteristic cone

λi≥0
vi∈Vi
epi (
m
i=1 λigi(·, vi))∗. We have seen, in
particular, that the convexity of the characteristic cone relies upon the geometry of the function g(x, ·)whereas the closure
of the cone may depend on the geometric structure of the uncertainty set Vi. As an application, we have also established
a Lagrange multiplier condition characterizing robust shape-preserving interpolation under ellipsoidal uncertainty. One
approach to solving such robust problems is to reformulate the Lagrange multiplier condition as a nonsmooth equation
using the second order cone complementary function and then design semismooth Newton methods [21]. On the other
hand, it would also be of interest to study other Robust Optimization approaches to solve best approximation problems
under data uncertainty. They will be investigated in a forthcoming study.
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