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2.
The comp,uter model output may exhibit discontinuities with respect to some of its inputs.
3.
The computer model inputs may not behave independently of one another.
4.
The computer model predictions may be nonlinear, multivariate, time-dependent functions of the inputs. It is highly unlikely that discontinuities in the output would. be detected with a "one-at-a-time" approach.
As long as pairs of inputs are physically reasonable (such as temperature and relative humidity not being set independent of one another) the "one-at-a-time" approach can be used with dependent inputs.
The detection of nonlinear relationships between inputs and outputs can be difficult without utilizing the entire range of each input.
Since the "one-at-a-time" approach yields a conditional analysis it would be difficult to argue that any relative importance ranking of the inputs is meaningful.
An alternative to the "one-at-a-time" approach is to model the inputs in a Monte Carlo fashion, that is, associating a probability distribution with each of the inputs. 
2.
3.
4.
5.
The modeling information consists only of a range of values such as the interval [a,b] for a particular input without any associated probability distribution assigned to the interval.
The modeling information consists of a probability distribution over an interval where the probability distribution is either known or is possibly based on expert opinion.
The modeling information consists of empirical data without a fitted probability distribution.
The modeling information consists of empirical data to which a probability distribution is fit using maximum likelihood procedures and tested with goodness-of-fit techniques.
The modeling information consists of a prior probability distribution which is updated with empirical data utilizing Bayesian techniques. Each of these types of information will now be discussed in detail. In between, the cumulative step heights will start at l/n at the smallest data observation and increase to 2/n, 3/n, and so on to n/n = 1 as additional sample observations are encountered from left to right along the horizontal axis. Samples are obtained from this empirical function in exactly the same manner as they are with a mathematically defined cumulative distribution function. That is, the inverse of the e.d.f. is found based on a uniform random number generated in some manner with respect to the interval [O,l] . This approach has the advantage of not introducing additional uncertainty into the analysis by assuming a probability model for the input that may provide a less than adequate representation of the data. Cranwell et al. (1982) provide an example with the input modeled empirically.
The second choice the analyst has is to use statistical techniques to fit a probability distribution to the data and then sample from the cumulative distribution function in the usual manner.
That approach will now be discussed.
Fitting a distribution to the empirical data. The analyst is frequently confronted with fitting a probability distribution to the data from among many different distributions that may be tried for a given set of data.
A good starting point is to graph the data as either an e. The rank correlation coefficient is merely t:ie simple correlation coefficient computed on the ranks of the data (see Iman and Conover, 1983) . Iman and Conover (1982) -__----- There may also occur situations in which the analyst must impose restrictions among a pair of variables which cannot be accomplished through inducing a correlation. For example, suppose it is required for X, to be less than or equal to X! and that X, is uniform on the interval then X, will be less than or equal to X,*. Under this transformation X, will remain uniform on the interval [a,b] [a,b] but X,* will be uniform on the interval [X,,d] , that is, the distribution of X,* becomes conditional on the value of X,. Moreover, the conditional distribution creates a correlation between X, and X1*. Examples of this type of modeling can be found in Iman and Helton (1985) .
CONCLUSIONS
The correct modeling of inputs to computer models is a task that deserves careful attention, but frequently receives only superficial treatment. This paper has indicated how direrent sources of information can be incorporated into the modeling of the individual inputs. The modeling of the multivariate structure usually receives even less attention than the modeling of the individual inputs.
This paper has presented a brief discussion of how to model mult.ivariate input and provided references for the interested analyst.
