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This project is on design and implementation of adaptive modulation in Wimax
systems for broadband wireless networks. The majority of the work done is on
acquiring the cannel signal to noise ratio (SNR) and comparing two pilot aided
SNR estimation techniques with a blind estimator. Reddy Noise power estimator
and Subspace based estimator are pilot aided, both of which are a combination of
channel estimation and noise estimation. The third is a blind autocorrelation
based Linear Predictor Interpolator. Fixed transmission systems make use of
average modulation and coding which has reasonable performance in both high
and low SNR conditions in the communication channel. This results in channel
bandwidth under-utilization in high SNR conditions. The use of adaptive
modulation improves the spectral efficiency by making use of variable bit
loading, depending on the prevailing SNR. A higher modulation and coding rate
is used in high SNR conditions, while a lower and noise robust is used in low
SNR conditions. The main task of the project is to do a performance analysis of
SNR estimation algorithms by implementing each on the IEEE 802.16d standard
for broadband wireless local and metropolitan area networks (WMAN) working
model. The SNR estimation technique which results in optimal performance will
later be used to in a feedback system which inputs the channel SNR into a control
mechanism that makes the decision to switch modulation and coding rate based
on a predetermined SNR threshold value for each rate that ensures acceptable bit
error rate (BER). First the SNR estimation using the three algorithms is
implemented in Wimax system, based on the transmission protocols specified in
Wimax. The performance of the estimators is then compared by determining the
mean square error and computation time for each as the performance criteria and
to compare the performance of the unaided SNR estimator in comparison to the
conventional pilot aided SNR estimators.
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Wireless communication standards play a significant role in the development and
advancement of wireless technology. There are a number of technologies for
broadband wireless access (BWA) that are used for line of sight (LOS) coverage.
However the increasing distances of data transmission require a technology that
implements effective non-line-of-sight (NLOS) fixed broadband wireless access.
This enables large data rates to be delivered to remote locations. Wireless
Interoperability Microwave Access (WIMAX) provides this Mast mile' solution by
providing coverage of up to 8 km in NLOS conditions and 50 km in LOS
conditions.
The IEEE 802.16 air interface standards, referred to as Wimax by the Wimax
forum, is a specification for the base concept of Metropolitan Area Network
(MAN), which is fixed wireless because the distance between the subscriber and
base station is fixed. This enables the transmission of video, voice while
maintaining a reliable and fast link. The standard specifies operation of
communication systems with frequencies between 10 GHz and 66 GHz. The first
version of IEEE 802.16 adopts orthogonal frequency division (OFDM) to deal with
multipath which is a result of NLOS and is specified for licensed service delivery.
The IEEE 802.16-2004 standard is an extension of this standard and incorporates
additions to the standard which are specified in the 802.16a and 802.16c updates.
At very high frequencies NLOS communication is utilized therefore the sub
division of this spectrum (2-llGHz) incorporates NLOS
capability. This technology is an improvement to the wired technologies for MANs
such as Ethernet for connecting to the internet at high data rates, these
improvements being wireless transmission at data rates of up to 70Mbps [l].The
development of the IEEE 802 air interface standard is to facilitate conformity and
interoperability amongst Wireless MANs by stipulating physical layer
specifications. The physical layer is the first layer of the Open System
Interconnection (OSI) model and is governed by protocols that stipulate the
physical connection requirements between communication devices to facilitate data
transmission [2]. The OFDM-PHY specification of the IEEE 802.16-2004 standard
supports seven burst profiles of transmission which are defined by both the
modulation scheme and the coding rate. The variable coding rates allow for
multiplexing each of the seven profiles onto the physical layer [3],
Adaptive modulation is the transmission scheme used in digital communications,
where the mode of transmission is adapted by the transmitter depending on the
channel conditions. The system is a closed loop and the channel conditions are fed
back to the transmitter in the form of the channel SNR which is determined by SNR
estimation, after which the modulation and coding rate is chosen accordingly. The
channel condition can vary from changing weather conditions to interference and
noise present in the channel therefore decreasing the SNR. An adaptive modulation
system can vary all or some of the following parameters to be adapted dynamically
in order to optimize channel throughput: constellation size, symbol rate and power
level. Throughput in the channel is defined as the number of bits correctly received
and measures the quality of service inthe data transmission system. The throughput
decreases with channel instability therefore a flexible system that can adapt is
required. The particular physical layer of the IEEE 802.16 for which adaptive
modulation will be implemented, is the Wireless MAN-OFDM layer. This layer
uses OFDM as the mode of modulation [4].
Effective adaptive modulation and coding for a transmission system requires the
use of an effective SNR estimation scheme for accurate feedback of channel
information. The signal to noise ratio is the ratio of the received signal power to the
noise present in the channel. The received signal in wireless communication is
usually a superposition of delayed versions of the transmitted signal, which is
caused by multipath propagation. The transmitted signal undergoes both distortion
and attenuation which are introduced by the channel as well as noise. The effect of
the channel on the transmitted signal is modeled as the channel impulse response.
The SNR of the channel is estimation because both the channel impulse response at
any point is unknown due to the changing environment of transmission. The noise
present in the channel is also unknown due to its random nature. The estimation of
channel SNR indicates the reliability of the channel, therefore impacting the
probability of error in the transmission. [5].
1.2 Problem Statement
Fixed modulation systems make use of an optimal modulating rate that is used
when the channel conditions are good, with high SNR, and when the channel
conditions degrade. This results in the need for retransmissions during poorchannel
conditions and repetitive error correction schemes. The bit error rate (BER) can be
improved in poor channel conditions by stepping down the modulation and coding
rate to a more robust level that can withstand noise within the channel. This reduces
the number of retransmissions that would be required, had higher modulation rate
been kept constant. These systems do not optimize good channel conditions with
high SNR when the channel has the potential to transmit higher data rates without
compromising the BER.
The varying modulation schemes and coding for the existing Wimax model are to
be simulated and a fixed modulation scheme chosen that is robust at low SNR with
reasonable throughput at good SNR conditions. The bit error rate (BER) can be
improved in poor channel conditions by stepping down the modulation and coding
rate to a more robust level that can withstand noise within the channel. This reduces
the number of retransmissions that would be required, had higher modulation rate
been kept constant. The use of adaptive modulation in wireless communicating
systems has a significant contribution towards bandwidth optimization. The use of
a robust modulation and coding in low SNR conditions eliminates the need for
complex coding schemes in the attempt to compensate for degraded channel
conditions. The channel throughput can be increased by higher data rate
transmission when the channel improves. Variables that affect the channel
conditions and hence the throughput are listed in [6] as the distance between the
transmitter and the receiver, the channel fading characteristics and the noise and
interference which continue to change with time.
The first step is to implement two differentchannel SNRestimation algorithms and
carry out a performance analysis of the algorithms. The changing channel
conditions require an SNR estimation technique whose performance is determined
by the computation time and the accuracy of the acquired SNR. These two
algorithms are compared to the third which is a novel algorithm and has previously
been implemented only in single carrier systems. The time taken for the SNR
acquisition is required to be a minimum due to the channel dynamic nature in order
for the adaptive modulation implementation to be worthwhile. The three criteria
used in the search for a good SNR estimator selection are accuracy, minimum
computation time and minimum implementationcomplexity
The channel performance is evaluated by comparing the BER for each simulation.
The different modulation schemes to be alternated amongst, are the seven burst
profiles described in the standard which refer to the modulation rates and each of
their coding rates according to the channel coding per modulation scheme. The task
is to switch from the highest modulation rate (64 QAM) in good channel conditions
to the lowest and most robust (BPSK) in bad channel conditions. The channel
condition is determined at the receiver by monitoring the signal-to-noise-ratio
(SNR) and each modulation scheme and coding is associated with an SNR, falling
within a specific range, which is specified in SNR lookup table that should be
constructed after the simulations have been performed.
The simulation of the existing IEEE 802-16 physical layer is significant in order to
compare the effect on throughput that switching from between modulation and
coding schemes has on the overall channel performance in order to quantify the
improvements andjustifythe purpose of having implemented the system.
1.3 Objectives and Scope of the Project
These are the four main objectives of the project:
• Simulation of Wimax systems
A simulation model is studied in Matlab/ Simulink and the performance of the
system, which is the measurement of BER for various SNR values, is studied. The
channel information acquisition methods are to be investigated in order to add
estimation blocks to the existing model which has been built previously. The
project is to be implemented within a specified time frame and complete software
simulations are possible to complete within this time limit.
• Addition of SNREstimators which have been previously implemented
Two SNR estimation algorithms which have been previously implemented in
OFDM systems are studied and implemented using MATLAB/Simulink. The SNR
Estimator subsystem is developed and added to the Wimax system physical layer
simulation model based on IEEE 802.16-2004 standard for each estimator. The
measured SNR values are taken for the number of transmissions required to reach
the required BER specified in the standard of 10~6 for each of the seven burst




• Implementation of novel SNR estimation technique
The third SNR estimator which has been suggested previously for single carrier
transmission, the Linear Predictor Interpolator is studied and modified accordingly
in order to obtain optimum performance in OFDM system. This estimator is tested
in three modulation and coding rates, namely: BPSK, QPSK 3A and 64-QAM.
• Comparison of SNR Estimation Algorithms
The performance analysis is done by computing the time taken to acquire SNR in
the channel and computing the minimum mean square error of the three estimators.
The comparison results are used to identify the best SNR with minimum mean
square error and computation time and minimum complexity for hardware
implementation to be feasible ata later stage.
CHAPTER 2
LITERATURE REVIEW
2.1 Orthogonal Frequency Division Multiplexing (OFDM)
2.1.1 OFDM Transmission Theory
OFDM is multi-carrier transmission of a signal achieved by dividing the bandwidth
into equally spaced sub-channels. Each sub-channel carrier frequency is therefore a
multiple of the smallest sub-carrier used for, resulting in parallel transmission of the
data. Each sub-carrier spacing is the inverse of the symbol duration.
OFDM is the preferred transmission scheme in wideband wireless communications
because the transmitted signal is prone to simultaneous multipath propagation,
therefore causing multiple delays in arrival of the direct path signal and the
consecutive reflected path signals at the receiver. The reflected signals interfere on
arrival with each other as well as with the direct signal and this results in Inter
Symbol Interference. The received signal becomes distorted and this is known as
fading. By dividing the channel bandwidth into sub-channels the effect of ISI can
be minimized because the symbol period of each sub-channel is larger than the
symbol period of the entire bandwidth. This is further increased by inserting a
cyclic prefix to the transmitted symbol which is a cyclic extension of the symbol
(with no additional data) to compensate for the time delay between each of the
signals that are received and this results in the symbol time being larger than the
channel delay spread. The insertion of a guard interval in each symbol is to ensure
orthogonality [7].
OFDM modulation technique is used as the transmission mode in Wimax Systems
which is a broadband technology characterized by high data rates in the range of
mega bytes per second [7]. This method of modulation is resilient to frequency
selective channel fading, where the signal bandwidth is larger than the channel
coherence bandwidth [8]. The higher the data rates the more the resulting delay is
greater than one symbol time which is the inverse of the data rate. OFDM, also
referred to as a spread spectrum transmission, is a countermeasure to this problem.
The division of the allocated channel bandwidth allows lower bit loading on each
sub-carrier which increases the symbol transmission time while maintaining the
overall desired bit rate for the entire bandwidth. This reduces complexity at the
receiver by eliminating the need for complicated equalization to solve the multi-
path fading problem. Figure 2.1 shows the optimum bandwidth usage in OFDM
transmission in comparison to FDM [7] [9].
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Orthogonal Frequency Division Multiplex (OFDM) multicarrier modulation technique
Figure 2.1 Comparison of the bandwidth utilization for FDM and OFDM[9]
The channel bandwidth is divided into equal and over-lapping sub channels (N). The
sub-carriers are each an equal frequency gap from each other and separately
modulated with the parallel data stream. OFDM uses the over-lapping of adjacent
sub-channels by selecting frequency values of sub-carriers that allow all neighboring
side-bands to overlap. The orthogonality of the carriers ensures that this is done
without inter-channel interference and increasing spectral efficiency because of the
overlapping of adjacent side bands. OFDM carrier is made up of a number of signals
whichare represented in terms of their complex exponentials [4].













Figure 2.2 OFDM transmission system model
The OFDM system transmission block diagram is represented in figure 2.2. The
input signal is coded and modulated according to one of the burst profile stipulated in
the IEEE 802.16d standard after interleaving, zero padding and randomization has
taken place. The insertion of the guard band is to increase the symbol time to be
more than the delay spread in the channel. A cyclic prefix is later added in the time
signal to minimize ISI distortion. The serial to parallel conversion is done together
with the insertion of pilot symbols. For the IEEE 802.16d , each OFDM symbol is
transmitted with the insertion of eight pilot sub-carriers. The binary sequence is then
transformed into the time domain after symbol size has been allocated to the sub-
10
band. Each carrier in each sub-band is allocated data to transmit. The transformation
is done using an inverse fourier transform (IFFT) of size N=256, which is done by
transforming the amplitude and phase difference of each frequency component into
the time domain. This is the size of the OFDM symbol stipulated in the standard. The
IFFT algorithm converts data points with complex co-ordinates of size (n) into time
domain of (n) points. The mathematical representation of the OFDM signal is
expressed in equation 2.1.
SnJ'-W)
Re
*/2-' ./2ff</+— )(,-kT){t-kT) £ xlike r-
i=-N/2
w
kT - Twin - Tguard <t<kT +TFFT+ TwinotherwiseO
T= Period of symbol
TFFT = Fast Fourier Transform (FFT) period
Tguarii =Period ofcyclic prefix
fc =centre frequency of the spectrum
N = FFT size
(2.1)
2.2 Adaptive Modulation
Adaptive Modulation in a Wimax system adjusts the channel modulation scheme
by using different order of modulation, depending on SNR. The higher the order of
modulation, the higher the data rate and spectral efficiency which requires a high
SNR present in the channel.
The following sequence of events is followed for each cycle that the modulation
rate is either stepped up or down;
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• SNR Estimation
The signal to noise ratio is acquired at the receiver by using Various channel
estimation mechanisms. The channel condition can be determined by sending pilot
signals to acquire bit error rate and this is used estimate the quality of channel and
amount of noise present. The SNR is estimated according to the probability density
function of the received signal which is used to estimate the noise in the channel.
The SNR is estimated across all the sub-bands of the channel since blockwise
adaptive modulation is implemented. The values of each of the SNRobtained in the
sub-bands are averaged across the entire bandwidth and noise power is estimated.
The channel is assumed to have white noise, which is the same level across all the
sub-bands.
• Switching
The receiver sends a signal to the transmitter via a separate control channel in order
for transmitter to select suitable transmission modes for the sub carriers. The
channel SNR estimation result will give a signaling from the adaptive algorithm to
the receiver to switch to a higher or lower modulation scheme according to the SNR
of the channel.
2.3 SNR Estimation
The signal transmitted in the wireless channel arrives at the receiver with the
addition of thermal noise and various other disturbances. This is modeled as
Additive Gaussian random process in the channel. The purpose of modeling the
channel is to predict the transformation of the transmitted signal in order for the
receiver to determine the best hypothesis of the transmitted signal from the received
signal and this information is used to adjust the modulation and coding rate
accordingly. The SNR estimation in the channel involves two unknown variables:
the signal power and the noise power. The signal power is unknown because the
channel parameters are unknown.
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SNR estimation algorithms can be classified into two groups: pilot aided and blind
estimation. In blind estimation, the transmitted signal is not known and the
transmitted signal is estimated from a number of hypotheses. Pilot aided estimators
make use of pilot symbols in which the transmitted data is known and these provide a
more accurate estimate of the SNR. One of the reasons for pilot symbols to be
inserted into OFDM symbols is synchronization therefore no additional compromise
of bandwidth for the sake of estimation is necessary. The pilot aided SNR estimation
algorithms can further be subdivided into block-type pilot insertion and comb-type
pilot insertion. This refers to the arrangement of the pilots in the 2-D time-frequency
array, where in block-type the entire OFDM symbol consists of pilots and in comb-
type data is inserted in the carriers between pilots. Figure 2.3 shows the arrangement
of pilots, with figure 2.3(a) illustrating block-type pilot insertion and figure 2.3(b)
illustrating comb-type. Channel estimation for OFDM systems makes use of
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Figure 2.3 Pilot symbol arrangement
The search criteria for the algorithms to be implemented in the Wimax model was
pilot aided estimators that have been previously implemented in OFDM systems.
The two algorithms selected to be implemented are the Reddy algorithm [5] and
Subspace based SNR estimation algorithm [10]. The performance of the two
algorithms are then compared to each other and to a the LP-Interpolator algorithm.
The LP-Interpolator is non-pilot aided and is a novel method whose performance
has previously been evaluated for single carrier modulation and will be tested in the
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OFDM system by treating each of the sub-carriers as a separate single carrier
channel. Each of the three algorithms are described:
2.3.1 Reddy SNR estimation
In this method channel estimation is performed in the first realization of the
channel, using pilot symbols and this estimate is used to estimate the signal noise
power. The suggested method can be used for and Additive White Gaussian Noise
(AWGN) channel and for colour dominated channel, in which the noise power
varies across the frequency spectrum.
The system model is described in the frequency domain, where a signal is
transmitted to obtain the estimated channel frequency response after which the
instantaneous noise power mean square is determined. The transmitted signal
includes white noise which is added by the channel of unknown amplitude. This is
modeled in the frequency domain by the equation:
^m{*)~ Transmitted signal
Ym(k)= Received signal
Nm(k)= Channel white noise
The channel frequency response is estimated by transmitting preamble and
performing division in the frequency domain of the received signal by the
transmitted signal. When performing the division, the effect of noise is ignored. The
pilot symbols are then used as the transmitted signal and the received signal in the
pilot sub-carriers is used for the received signal and the estimated transfer function
inserted in the equation to determine the noise power estimate. The noise power
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estimation is found by finding the difference between the noisy received signal and
the noiseless signal.
|2Em{k)=\¥m{k)-Xm(k)H'»W \ (2.3.1.2)
The difference between the actual channel frequency response and the estimated is
the channel estimation error.
2.3.2 Subspace based SNR estimation
The second algorithm uses statistical analysis and represents the channel model in
terms of a subspace defined by the number of propagation multipaths, which is the
dimension of the observation vector that satisfies the Minimum Descriptive Length
(MDL) criteria described in [11] . Each of the paths (L) is modeled as a Gaussian




The observations vector is defined as the signal received which is modeled as the
maximum number of superimposed multipaths signals (k). The MDL criteria is used
to search for estimate of the number of multipaths(X) by finding the value of k that
minimizes the MDL, which is the partitioning of the observation vector into subspace
[10]. The observation vector correlation matrix is decomposed into its eigenvalues
and eigenvector, where the correlation matrix (R) is
R=Wp£(h/-hDw; (2.3.2.2)
W = FFT matrix of pilot symbols
h,= channel impulse response for /-th multipath
(•) = Hermitian conjugate matrix transpose
p= pilot symbol index p e {1,2, , M)
M^number of pilot symbols
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The eigenvalues of R when arranged in descending order of magnitude give an
indication of the subspace. The smallest M-L eigenvalues are equal to the noise
variance. The estimation of the correlation matrix is done using the channel
frequency response by assuming a noiseless channel and averaging it across K








+ ~k(2M - k) \og(K) (2.3.2.3)
The channel is characterized as a wide sense stationary uncorrelated process, which
describes the random characteristics of the channel whose first and second moments
do not change with time. The probability density functions of the noise in each of the
multipaths are uncorrelated because each of the paths is independent.
The assumptions made are that the channel has a guard interval which is greater than
the channel delay spread and that the channel is quasi- stationary. This refers to the
assumption made that the noise does not change within each OFDM symbols. This
can also be extended to a few consecutive OFDM symbols, therefore assuming a
constant noise in a block of symbols.
The signal to noise ratio (SNR) during the i-th OFDM symbol is:
p =^ -2 (2.3.2.2)
aN = noise variance
N
£| h,{iTs) | =Channel power (2.3.2.3)
The transmitted channel power is assumed to be unity and this is scaled down by
the channel the channel factor.
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2.3.3 LP-based Interpolator
This method of noise estimation which is suggested by N.S Kamel and described
in [12] makes use of a linear predictor to determine the coefficients of the
autocorrelation sequence of the noisy received signal. The noise variance is found
by finding the difference between the autocorrelation sequence of the noisy signal
and the data signal which are said to be conjugate symmetric functions of the delay
(m). The received signal is a combination of the data signal and the additive noise
in the channel. The autocorrelation function of the received signal rx(m) has the
following relationship to the autocorrelation of the data signalrs(m) and the
noiserw(m):
rx(m) = rs{m) + rw{m) (2.3.3.1)
The noise in the channel is modeled as Additive White Gaussian Noise and its
autocorrelation function only has a value at a delay of m=0. The magnitude of
which is the noise variance (c2), expressed as :
rw(m) = a2S(m) (2.3.3.2)
This implies that the difference in amplitude at the origin of the autocorrelation
functions of the noiseless data signal and the noisy received signal is the noise
power. The value of this magnitude can be estimated by using linear prediction to
estimate rw(0).
The linear predictor algorithm is performed using both forward and backward
substitution to generate more error points and therefore provide a better estimate
since the autocorrelation function sequence is symmetric. The error vector (e)
is expressed as:
e=r-Ra: (2-3-3-3)
where Y is the vector of the first point (from the origin) in an N-point correlation
sequence, R is the matrix of the remaining p autocorrelation points and *j is the
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vector of forward linearprediction coefficients with/? as the order of the predictor.
The predictor coefficients can then be found for the least squared error which is
presented by the equation:
aHRrR)"'Rre (2-3-3-4)
Finally the power of the signal can be computed by inserting the predictor






The project procedure is discussed in this chapter. The work done on the project is
an addition to previous work done in the development of the IEEE 802.16-2004
physical layer model done by Lin Jin Guan for his final year project, which is in
turn based on the Masters Research of Mr Michael Drieberg for the IEEE 802.162-
2003 PHY Layers. The working model for the IEEE 802.16-2004 PHY was
developed using Matlab/Simulink.
The major milestones of the project are literature review, identification of previous
work done, Matlab/Simulink implementation and system performance and analysis.
The project flow can be seen from figure 3.1 which is a flow chart of the steps
leading to the fulfillment of the objective. The tools required for the project are
Matlab version 7 and the subsystem that was developed to be added to the IEEE
802.16-2004 PHY model required the use of blocks from three libraries: Simulink,
the Communications blockset and the Digital Signal Processing blockset. These are






Review of IEEE 802.16-2004 standard and Understanding Wimax model
in Matlab/Simulink
Literature Review
- Study of SNR Estimation Algorithms
Review of BER vs SNR results obtained as simulation results of Wimax
existing model




existing model including the SNR estimator block to obtain performance
measures
Figure 3.1 Project Flowchart
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3.1 Project Procedure
The milestones of the project are summarized as follows:
• Literature Review
• Identification of previous work done
• Matlab/Simulink Implementations of modification to previously done work
• System performance analysis
Literature_Review
The three topics that were studied
1. Literature review on Adaptive Modulation




1. Simulating and understanding the existing adaptive modulation model for
IEEE 802.1 la WLAN Physical layer
2. Model adaptive modulation model using Simulink Communication blockset
3. Determine performance measures of system, based on simulation results





The results for the SNR estimators are computed by Matlab/Simulink simulations.
The Wimax model on which the estimators are inserted and simulated consists of
an OFDM transmitter with 256 sub-carriers. Eight Pilot symbols are inserted in
each OFDM block transmission and the two SNR estimators, Reddy and Subspace
take advantage of this fact, while the LP estimator is a blind estimator placed at the
front end of the receiver. The LP estimator is a novel approach to SNR estimation
in OFDM systems as it has previously been implemented in single carrier systems.
The channel is modeled as AWGN, where the frequency response is assumed to be
an ideal unity , therefore the noise power added post channel is estimated. The
sampling frequency of the model is 2.33 MHz.
Three SNR estimation subsystems are added to the IEEE 802.16-2004 PHY model,
which is simulated and comparisons are done between the actual SNR and the
estimated SNR. The SNR estimator is connected to the output of the OFDM
receiver for the Reddy Estimator and the Subspace based estimator since they are
both frequency based. The LP-based Interpolator subsystem is connected to the
input of the OFDM Receiver as it is time based. The connection of the block to the
existingmodel fro the three SNRestimation blockscan be seen in Appendix A.
22





















Figure 4.1.1.1 Reddy Estimator subsystem
The subsystem in Figure 4.1.1 has two input signals which are the input of the pilot
symbols for the transmitted signal (xpilot) and the received signal (ypilot) from
which the channel frequency response (His) is computed. Each of these input
frames are vectors of size 8x1, which is the number of pilots inserted in the OFDM
symbol. A memory block is used to delay real-time computation of the His received
frame by one transmission because the channel frequency response estimate is first
computed and then used to compute the instantaneous noise power. This
computation is done in the Embedded Matlab Function with the program flow is
illustrated in Figure 4.1.2.
Figure 4.1.1.3 shows that Reddy SNR Estimator can be used for noise estimation in
three of the burst profiles , namely BPSK, QPSK %and 64 QAM ZA. These are the
three lowest, intermediate and highest modulation and coding rates and the
remaining of the burst profiles can be implemented similarly and the expected
results are of a similar trend.
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Start
Compute Channel Frequency response
(His)
Compute Instantaneous noise power
(Em)
Simulation halted
Compute Average noise power
and
Signal Power
Output to Matlab Workspace
Plot NMSE vs SNR curve for
Figure 4.1.1.2 Reddy Estimator flow chart
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Figure 4.1.1.3 Comparison of Reddy SNR estimator performance in BPSK,
QPSK and 64 QAM V*



















Figure 4.1.2.1 Subspace based subsystem
This subsystem shown in Figure 4.1.2.1 accepts the same two inputs as the
previous block which is used to compute the moving average correlation matrix
estimate. The window size of the moving average, which is specified by K in
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equation (2.3.2.3), is set to be equal to 10 in the results obtained as this is the
suggested size in [10]. The subspace estimator then continues to compute the
eigenvalues which are the input to the Matlab Embedded Function block that does
the computation and outputs the estimated number of multipaths (L). This value of
signal path which is calculated to be one for AWGN channel is used to compute the
signal power using the eigenvalues. The remaining M-L eigenvalues are used to
compute the noise power.
The subspace estimator shows gradual improvement as the size of the observation
vector (K) is increased. This is a result of the accuracy in the correlation matrix, the
values of which to which the eigenvalues are sensitive to.
4.1.3 LP Interpolator Estimator
The LP Interpolator Estimator is implemented for varying window sizes. Increasing
the window size from 5 to 15 OFDM symbols before performing the
autocorrelation function (ACF) reduces the noise leakage at the 1st delay and
concentrates the noise on the zero offset. This decrease in noise leakage is shown in
Figure 4.1.3 which shows the noise power obtained by subtracting the first ten
samples of the ACF of the transmitted signal from the first 10 samples of the ACF
of the received signal. This shows that the noise approaches the ideal delta response
as the windowing effect is minimized. The more the number of samples used, the
more the white noise characteristics of the autocorrelation function.
The performance of the LP Interpolator in OFDM system shows that the bias that is
exhibited by the amplitude difference of the zero-th and first sample of the ACF
results in inaccurate prediction of zero offset amplitude using the neighboring
samples, regardless of the prediction order that may be used. This is due to the
randomness that is introduced by the OFDM signal which is a combination of in the
time domain of subcarrier harmonics. The autocorrelation is highly correlated only
at zero offset. The combined autocorrelations at the first delay of the sinusoids at
different frequencies results in the superposition of autocorrelation functions of the
26
sinusoids which give a value uncorrelated to the origin where they all give
normalized ACF amplitude of one. This challenge was compensated for by
computing the bias for varying window sizes for three modulation and coding
profiles: BPSK, QPSK 3A and 64-QAM 3A . These computations are shown in
Appendix B and Appendix C The observations show a constant bias and this is
added to the first delay amplitude of the received signal to compute the transmitted
noise power. The noise is the difference between this value and the received signal
ACF amplitude at zero offset. The results obtained show that for increasing window
size the difference between the transmitted and the received signal exists at the zero
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Figure 4.1.3.1 LP SNR Estimation NMSE variation for 3 Wimax burst profiles
4.2 Performance Comparison
4.2.1 Means Square Error
The performance comparison for each of the SNR estimators is done using the
normalized mean square error (NMSE) of the estimated values, as suggested in
[13]. Each OFDM symbol transmitted results in a variation of the estimated SNR
value and these instantaneous values are used to compute the average SNR




where M is the number of data for NMSE computation and p and p is the
estimated SNRand true SNR respectively. The NMSE for each of the estimators is
plotted and the algorithm which displays the least square error while maintaining
ease of computation and implementation will be the preferred estimator. The SNR
estimation computation for each SNR value is for M=10. This is to measure the
28
accuracy with which each estimator estimates the signal to noise ratio by measuring
the minimum square error of the bias, which is the difference between the actual
SNR value and the estimated SNR values.
The performance of each of the estimators was further evaluated for increasing
window size, varying from 320 samples per window to 9600 samples. Each of the
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Figure4.2.1.2 Comparison of Reddy and Subspace estimators vs NMSE for
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Figure 4.2.1.6 Comparison of Reddy and Subspace estimators vs NMSE for






















Figure 4.2.2 Average Computation time for SNR=2dB for increasing window size
32
The computation time of the LP Estimator is reduced considerably by computing
only the first 10 samples of the received signal ACF therefore reducing it to less
than that of the Subspace and the Reddy algorithm. The computation time is
calculated using Matlab clock and the average time is used for the plot in
Figure4.2.2 because the measurements are not exact for each time measurement.
The time increases as expected for all three algorithms as the window size increases
because of the larger number of samples used in the computation.
4.2.3 Implementation Complexity
The complexity of the LP interpolator is reduced by computing 10 samples of the
ACF therefore decreasing the data array to be processed. The bias addition can be
implemented by providing a table with the bias value for each modulation type or
an average bias can be fixed and added as the values do not differ significantly for
different modulation types. The LP and Reddy estimator present the least
implementation complexity.
The Subspace based estimator introduces complexity in the computation of
eigenvalues. Hardware implementation of eigenvalue decomposition may cause
deterioration in the system performance in terms of speed and accuracy. Data
storagecapabilities also need to be taken into consideration.
4.3 Discussion
The noise power estimates for all three estimators depend on the noise power. The
MSE decreases as the SNR increases. When the SNR is low the deviation between
the actual and the estimated is high because at high noise power errors occur in the
received signal which will result in the likelihood of incorrect decisions. It is
suggested in [5] that this can be improved by incorporating decoded decisions. The
overall MSE of each of the algorithms decreases with increased window size
33
because as the number of samples over which the estimatesare averaged, the more
accurate the results tend to be.
The results show that the LP estimator performs better that the pilot aided
estimators for window size of 5 and 10 OFDM symbols. The Subspace estimator
performs better, by displaying minimum square error for window sizes 15 to 30.
The comparison between the conventional SNR estimators (pilot aided) and the
proposed LP estimator shows that shows that the LP works well in measuring both
the noise power and the signal power. The noise power measurement of the LP on
its own is most accurate for window size of 30 OFDM symbols as at this is when
the autocorrelation function of the noise approaches the desired shape of being
concentrated at zero-th delay.
The LP estimator shows superior performance in terms of computation time and is
can be implemented with relative ease. The computing to be done by hardware is in
determining the autocorrelation sequence of the first 10 delays of the received
signal. This estimator shows that it performs equally as well as pilot aided
estimators, therefore eliminating the need to extract pilot symbols in the received
and transmitted signals in order to estimate channel response. This method can be
implemented in changing channel conditions because the performance for window





Three SNR estimation algorithms have been described and implemented in
AWGN channel. The performance of the LP estimator which relatively matches
that of pilot aided estimators shows that it can be implemented without prior
knowledge of the transmitted signal, which is the case for real systems. This can
be useful for adaptive modulation where the modulation type can be adjusted
accordingly.
The work done so far has been for the AWGN channel and performance results
have been compared for three burst profiles. From the performance results the
estimator with the least mean square error while maintaining ease of computation
and implementation will be used in the implementation of adaptive modulation.
SNR estimation plays a prominent role in adaptive modulation algorithms and
also has wide application in telecommunications as a wireless communication
channel monitoring tool.
The problem of obtaining accurate estimates in real time is faced in the project
because for each of the SNR estimators more than one OFDM symbol is
estimated in order to obtain the SNR estimated value. The subspace SNR
estimator is proposed to only provide accurate results after 20 OFDM symbols
have been transmitted. The SNR estimation algorithms have shown an increase in
the accuracy of the results after 30 OFDM symbols while minimizing
computation time. The LP estimator performance has proved to work well in




The performance of the SNR Estimators has been evaluated for AWGN channel,
this should later be expanded by adding a multipath channel to the model in the
form of a filter. The multipath estimation capability of the Subspace method by
using the minimum descriptive length can then be utilized. Further all three
estimators should be implemented and tested for different wireless channel
models which are characteristic of multipath, for example Rician fading and
Rayleigh fading channels. The LP estimator bias should be measured in these
environments and compensation made for the varying amplitude of the first delay
amplitude of the received signal ACF as the channel filter coefficients change.
The estimators can further be used in sending the SNR value to the receiver in
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