Introduction
Spatial mapping has been subject of extensive research in the robotics field. Approaches to map building have been proposed, such as topological (Franz et al., 1998) , metric (Movarec & Elfes, 1985) , and hybrid maps combining these two approaches (Guivant et al., 2004; Kuipers et al., 2004; Bosse et al., 2004; Zivkovic et al., 2005) . Diverse issues have arisen as critical to implement practical and robust solutions to the SLAM (Simultaneous Localization And Mapping) problem in real, large and static environments, such as data association, which relates to whether or not two features observed at different points in time correspond to one and the same object or place in the physical world (Hähnel et al., 2003) , and perceptual ambiguity that occurs when trying to distinguish between places in the environment that may provide equivalent visual patterns (Frese, 2006) . In general terms, relevant aspects of concern are related to the evaluation of SLAM algorithms according to their computational complexity, their approach to the data association problem, and the sort of environment representation built. However, few efforts have been documented relative to the use of spatial representations to navigate directly to designated goal locations (Stentz & Hebert, 1995; Thrun et al., 2000) . Even more, we have not found reports of attempts dealing with the "unlearning" process of previously learnt target locations. Therefore, one of the purposes of our research consists on addressing the imbalance between spatial mapping and map exploitation detected in the SLAM literature, as well as the lack of target unlearning research, by taking inspiration from these abilities in animals. Indeed, research cycles involving animal studies, computational modeling, and robotic experimentation, have inspired for many years the understanding of the underlying neurophysiology and neuromechanics of biological systems while also inspiring new robotic architectures and applications. Specifically, the study of behavioral and neurophysiological mechanisms involved in rat spatial cognition provides a basis for the development of computational models of robot mapping and robot experimentation during goal-oriented navigation tasks. These models and robotic architectures offer neurobiologists and neuroethologists alternative platforms to study, analyze and predict spatial cognition based behaviors. This chapter presents a computational system-level model of rat spatial cognition addressing aspects relative to cognitive map generation, adaptation, and exploitation during
Motivation and Learning
The motivated behavior is usually oriented towards a goal that in animals may be associated with a drive such as hunger, and can also be stimulated by external incentives such as food smell. The hypothalamus is regarded as the main brain area where information about the internal state of the rat is combined with incentives (Risold et al., 1997) . Specifically, it is assumed that food pursuit and intake are activities controlled by the lateral hypothalamus (Kelley, 2004) , which determines the primary reward these activities produce in animals. In addition to the hypothalamus, the striatum in the basal ganglia is also involved in the extraction of information related to rewards from environmental stimuli, and in the use of such information in the generation of goal-oriented behaviors (Schultz et al., 1998) . Reward information is processed in the basal ganglia by dopaminergic neurons responding to primary and secondary rewards. These responses can reflect "errors" in the prediction of rewards, thus constituting teaching signals for reinforcement learning. On the other hand, neurons in the ventral striatum (nucleus accumbens) are activated when animals predict rewards and adapt expectation activity to new reward situations (Schultz et. al, 1998) . Houk et al. (1995) suggested the striatum implements an Actor-Critic architecture (Barto, 1995) , where an Adaptive Critic predicts expectations of reward values and produces an error signal to adapt reward expectations associated to different rat actions represented in this learning architecture by multiple Actor units. In goal-oriented behaviors, it is assumed that rats are able to learn spatial tasks by associating rewards with locations in the environment (spatial learning), and rewards with procedures (procedural learning) (O'Keefe & Nadel, 1978) . Neurophysiological and neuroanatomical studies have shown that procedural learning relies on the striatal system, whereas spatial learning employs the hippocampal system (Hartley & Burgess, 2005) .
Experimental Basis for Spatial Cognition Processes in Rats
Interested in demonstrating the use of both learning strategies, spatial and procedural, in normal rats and rats with hippocampal lesions, O'Keefe (1983) implemented two discrimination tasks.
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The first task took place in an 8-arm radial maze without external signals (see Fig. 1(a) ), where five arms were removed to form a T-shaped maze (see Fig. 1(b) ) and a reward (food) was placed at the end of the left arm of the T. Every five trials during training, the maze was modified so that other three arms constitute the T, preventing the animal to base its choice of the correct arm on signals outside the maze, but on the spatial or procedural strategies. As a result of training, rats with injured hippocampus learned the task faster than normal rats. To determine the type of learning strategy used by animals, O'Keefe continued the experiment after reaching the learning criterion now alternating between testing trials in the radial maze and in the T maze. During tests, all rats chose arms in the radial maze located on the same side of the reward arm in the T, thus showing the use of a procedural strategy since rats learned to rotate left. The second task consisted on a reversal discrimination training all animals to turn left in the T-maze, and testing their orientation decisions when changing the reward location at the end of the right arm of the T. During tests, O'Keefe alternated between two trials in the T and one trial in the radial maze. Results obtained from injured animals showed an abrupt change in the rotation performed at the T-junction from the left to the right arm, but in the radial maze, the rat orientation change was continuous and incremental from the training quadrant (-90° -45°), through straight ahead (0°) until the testing quadrant (+45°, +90°) (see Fig. 1(a) ). On the other hand, the performance of healthy rats in the T-maze proceeded in the same manner as that of injured animals, but their orientation in the radial maze did not change on a continuous and incremental manner, but randomly. The outcome of the reversal task allowed O'Keefe to ratify the following:
• Injured rats used a procedural learning strategy during training, associating the reward with the response of turning left. During tests, extinction of the reward on the left T-maze arm gradually modified the animals' orientation until turning right.
• Healthy rats employed a spatial learning strategy during training before reaching the learning criterion. However, after this event, they based their learning on a procedural strategy that abruptly ended with the reward extinction due to the intervention of the hippocampus to shoot again the environment exploration and the corresponding use of the spatial learning strategy.
According to O'Keefe and Nadel (1978) , the cognitive map is responsible for estimating the rat's position within the environment and its relative direction to the goal location, enabling the animal to reach this location from any other one. One classical spatial task showing this goal-directed navigation behavior is the water maze introduced by Morris (1981) . Under the original Morris experiment (Morris, 1981) , the maze consisted of a circular tank filled with an opaque mixture of milk and water including a platform in a fixed location. In each training trial, normal rats and rats with hippocampal lesions were independently placed at one of various departure locations near the tank's circumference, and required to swim until they located the platform, upon which they could stand and escape from the cold water. After training, rats were tested in two situations: (i) with the platform visible and (ii) with the platform submerged inside the tank and visual cues placed around the arena. In the first case, all rats were able to find the platform immediately, whereas in the second, only normal rats found it from any known or novel starting location at the periphery of the tank. The experiment also tested situations where the platform was removed from the tank or placed in a random location from trial to trial. In the first case, healthy rats looked for the platform persistently in its previous location, whereas in the second one, healthy rats could not learn to navigate directly to the platform. Successful navigation in the water maze task by hippocampus healthy animals involved the use of a spatial learning strategy that allowed them to relate the goal location with external landmarks, store this relation in a cognitive map, and use the map to find a correct route.
Related Work
Taking inspiration from spatial cognition in rats, several computer-simulated or robot-tested navigation models have been proposed. From this point, we use the term "animat" to refer the modeled rat. The models by Burgess et al. (1994) and Brown and Sharp (1995) include location and head direction signals, as well as reward-related changes in the efficacy of synapses onto motor cells that control the animat behavior. In these studies, different from our model, hippocampal place cells provide a code for space that is not stored explicitly in a cognitive map. Burgess et al. (1994) use metric information, such as distances to identified visual cues, as the exclusive and direct input to their system. In contrast, place units in our model codify the integration of visual and kinesthetic information, and we interpret metric properties of visual cues by means of neurons sensitive to specific landmarks information patterns. Our model builds and maintains a topological map storing place cell population activity and enabling navigation between locations in the environment. Brown and Sharp (1995) associate place cells with motor responses, and perform a trace-like learning rule where a given animat behavior immediately followed by reward has a higher probability of occurrence the next time the animat experiments the same situation. In contrast, our model implements reinforcement learning through an Actor-critic architecture enabling the animat to learn as well as unlearn reward locations. Actually, prior use of this reinforcement learning method to solve goal-search tasks has been documented (Guazzelli et al., 1998; Foster et al., 2000) . The work by Foster et al. (2000) , for instance, implements an Actor-Critic architecture to enable a simulated rat to solve the reference memory task in a Morris water maze providing the animat with a reward at any given time of the experiment. If the animat moves towards the hidden platform (goal) in the water maze, the reward is set to 1; otherwise, it is set to 0. The animat is able to learn correct www.intechopen.com
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actions precisely because such a reward signal is given as input at each time step. On the contrary, the animat in our model does not receive any information related to its physical proximity to the hidden goal during the exploration of the environment, but it is the animat who traces the correctness of its followed route once it finds the goal location. This route learning is achieved by propagating reward information through nodes in the topological map after every trial in the given experiment. Our work is partially inspired on the computer-simulated model by Guazelli et al. (1998) . One of our main extensions to this system includes a map exploitation process to enable goal-directed navigation in a mobile robot. Their original model endowed the simulated rat with the ability to learn goal locations from a fixed departure position within mazes that included just one decision point from where the goal was visible, and the animat was unable to find the target in more complex mazes having two or more decision points, and also to reach it from arbitrary starting positions. Specifically, in the model by Guazzelli et al., the action selection process considers the addition of reward expectations derived from affordances with reward expectations from their world graph model. As reward expectations from affordances were computed over the assumption of having different rotation possibilities at every decision point in the environment, the simulated rat fails to find the goal when executing the same reinforced rotation at two or more decision points offering the same rotation possibilities. We also extend the original model by providing a map adaptation process that permits on-line representations of changes in the physical configuration of the environment perceived by the robot (Barrera & Weitzenfeld, 2007b) . Our proposal differs from the model of Gaussier et al. (2002) in that they employ only visual information as input, hippocampal cells do not encode places but transitions between states, and the place recognition process is carried out by the entorhinal cortex rather than by the hippocampus. As in our model, they build a topological space representation; however, nodes in this map do not correspond to places, but to transitions between states. They implement a sort of map exploitation to determine sequences of transitions between states that lead to a goal location. Nonetheless, they do not model the animal's motivation and the prediction of reward expectations. The main components of the neural architecture proposed by Arleo et al. (2004) are similar to those found in our model: integration of allothetic (visual) information and idiothetic (kinesthetic) signals at the level of hippocampal representation, use of Hebbian learning to correlate these inputs, mapping of the place cell population activity into spatial locations, and application of reinforcement learning to support goal-oriented navigation. We add to this model the use of affordances information instead of population vector coding to map the ensemble dynamics of place cells into spatial locations, an explicit construction of a topological map of places and their metric relations, and the implementation of an ActorCritic reinforcement architecture that predicts, adapts and memorizes reward expectations during exploration to be exploited during goal-oriented navigation. The focus of our approach differs from the one followed by Milford et al. (2007) . Whereas they are concerned with the effectiveness of the hippocampus models in mobile robot applications exploring large environments with natural cues, our interest consists on endowing mobile robots with spatial cognition abilities similar to those found in rodents in order to produce comparable behavioral results and eventually provide experimental neuroscience with valuable feedback. Nevertheless, our model coincides with Milford et al.'s in some aspects related to mapping, map exploration and map adaptation, and contrasts with it in map exploitation. Specifically, in the model by Milford et al., a topological map of experiences is built with each experience representing at a given time a snapshot of the activity within pose cells, which codify physical localization and orientation, and local view cells that encodes for visual information. In this map, transitions between experiences are associated with locomotion information. Nodes in our topological map also represent associations between visual-kinesthetic information patterns and the place cell population activity. Transitions between nodes are associated with metric information derived from the animat locomotion. During the exploration of the environment, previously unused movement behaviors are implemented by the animat in trying to experience new routes. Similarly, motion in our model is partially influenced by the curiosity to execute rotations not yet explored by the animat. Additionally, the map of experiences can be adapted to physical changes in the environment, which involves the elimination/creation of experiences and the update of transitions between experiences. We have demonstrated that the map built by our system is adapted on-line to represent changes in the physical configuration of landmarks (Barrera & Weitzenfeld, 2007b) . The map exploitation process involves the storage of temporal information in the experiences map to find the fastest route to the goal, and the storage of behavioral information in transitions between experiences to navigate to the goal. In contrast, our model provides map exploitation based on reward expectations of locations predicted and adapted during environment exploration and used to guide the animat towards the goal from any given departure point.
A Bio-inspired Computational Model of Spatial Cognition
The spatial cognition model comprises distinct functional modules, shown in Fig. 2 and described below, that capture some properties of rat brain structures involved in learning and memory. A detailed mathematical depiction of each module is presented in (Barrera & Weitzenfeld, 2008) .
Motivation
Motivation module relates to the rat lateral hypothalamus (LH) computing the value of hunger drive and producing the primary reward (r) the animat gets by the presence of food (goal). The reward r depends on the animat internal drive experimented at any given time.
Kinesthetic Processing
Rats carry out path integration processes using kinesthetic information derived from two systems: (i) vestibular organs in the semicircular canals of the inner ear, and (ii) feedback from muscles controlling movement. During path integration, rats update the position of their point of departure each time they move in relation to their current position (Mittelstaedt & Mittelstaedt, 1982; Etienne, 2004) . The posterior parietal cortex (PPC), a sensory structure receiving multimodal information such as kinesthetic, visual, and relative to affordances, has been suggested to mediate path integration (Parron & Save, 2004) involving also the retrosplenial cortex (RC) (Cho & Sharp, 2001 ). In our model, we attribute to PPC the representation of the updated animat position in relation to its point of departure by integrating past rotations and translations through a dynamic remapping perceptual schema (DR), and to RC, the generation of groups of www.intechopen.com
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neurons in the path integration feature detector layer (PIFDL) of the model that respond to specific kinesthetic information patterns (PI) due to the use of Hebbian learning (Hebb, 1949) . PI is defined as a matrix of activation values registered by all neurons in PIFDL at any given time. rˆ = effective reinforcement; DR= dynamic remapping perceptual schema; LPS= landmark perceptual schema; APS= affordances perceptual schema; PI= kinesthetic information pattern; L1, Ln= information pattern for landmark 1, landmark n; LP= landmarks information pattern; PC= place information pattern; EX= maximum reward expectations and their corresponding directions (DX); DIR= next animat direction; ROT= animat rotation; DIS= next animat moving displacement.
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Landmarks Processing
Landmark processing module computes landmark-related spatial positioning, i.e. distance and relative orientation of each landmark to the animat. According to Redish and Touretzky (1997) , the entorhinal cortex (EC) is involved in landmarks processing by receiving spatial information about landmarks from PPC. In our model, spatial information about each landmark is encoded in a landmark perceptual schema (LPS1, …, LPSn) serving as input to a specific landmark feature detector layer (LFDL1, …, LFDLn) that produces a landmark information pattern (L1, …, Ln). Then, different LFDLs are combined into a single landmarks layer (LL). Hebbian learning updates connection weights between layers LFDLs and LL producing groups of neurons in LL that respond to specific landmark information patterns (LP) derived from the integration of all landmarks presented in the environment. In this way, LP is defined as a matrix of activation values of all neurons in LL representing the egocentric view from the animat at any given time. McNaughton et al. (1994b) suggested that preceding the rat motion, nearly half of the cells in PPC exhibit movement-related activity discriminating among basic modes of locomotion: left turns, right turns, and forward motion. The affordances processing module represents PPC cell discrimination among different possible orientations for navigation by use of an affordances perceptual schema (APS) encoding possible egocentric (local) turns from -180° to +180° in 45° intervals at any given time from any given animat location (see Fig. 1(a) ).
Affordances Processing
Place Representation
As shown in Fig. 3(a) , place representation module receives input from kinesthetic (PI), landmark (LP) and affordances (APS) modules in addition to its interaction with the learning module ( rˆ, later defined in Section 3.6). Place representation module comprises a place cell layer (PCL) and a world graph layer (WGL). Place cell layer (PCL) corresponds to the rat hippocampus encompassing regions CA3, CA1 and dentate gyrus (DG). Overlapping place fields in the collection of neurons in PCL are associated with a physical area in the environment that is identified directionally by the ensemble place cell activity pattern (PC), and whose extension is determined by affordances changes sensed by the animat during exploration. Specifically, neurons in the path integration feature detector layer (PIFDL) and in the landmarks layer (LL) of the model are connected to neurons in PCL. Synaptic efficacy between layers is maintained by Hebbian learning producing groups of neurons in PCL that respond to specific place cell information patterns (PC) derived from kinesthetic and egocentric visual information sensed by the animat while being at certain location and orientation. In this way, PC is defined as a matrix of 1×n activation values registered by the collection of n neurons in PCL at any given time t:
where PI and LP are matrices of 1×n input signals from layers PIFDL and LL to PCL, W PI and W LP are matrices of n×n connection weights between neurons in PIFDL, LL and PCL. Associations between overlapping place fields and physical areas are represented by world graph layer (WGL) through a topological map enabling navigation between locations in the environment. Specifically, nodes in this map represent associations between kinesthetic and visual information patterns and the place cell population activity, whereas transitions between nodes are associated with metric information derived from animat locomotion such as its moving direction and displacement. Besides this mapping process, WGL also performs place recognition, and we assume that its functionality could be corresponded to the prelimbic cortex (Granon & Poucet, 2000) . Actor units in WGL store place cell activation patterns (PC) generated by PCL when the animat is oriented to diverse directions. These directions vary from 0° to 315° in 45° intervals, according to an allocentric (global) reference frame that is relative to the animat departure location in the exploration process as illustrated by Fig. 3(b) . Hence, every node in the map (a place) connects to a maximum of eight Actor units (eight possible orientations at each place). Every Actor connection is associated with a weight (representing the expectation of reward when orienting to a particular direction from the current location), and an eligibility trace (marking the connection eligible to be reinforced later in time). In this way, Actor units compete to select the next moving direction from the current location or node that allows the animat to get the greatest reward, thus WGL analyzes Actor weights to obtain the biggest ones (EX) and their corresponding directions (DX). directions from 0° to 315° in 45° intervals to be adopted by the animat. This reference frame is relative to the animat departure location (TD) in the exploration process of a given maze.
Map Creation
To determine whether or not the animat recognizes a place, WGL searches the current activity pattern PC produced by PCL within all Actor units in the map. This search involves the computation of the similarity degree SD between PC and every stored place cell activity pattern pat as follows:
where pat and PC are matrices of 1×n activation values registered by the collection of n neurons in PCL, i is the matrix column index, and min is a function that computes the minimum value between its two arguments. The model distinguishes among two cases: (i) If at least one SD exceeds certain threshold close to 1, the Actor unit storing the activation pattern with the biggest SD is considered the winner. (ii) If there is no winner, WGL creates a new Actor unit storing pattern PC associated to the current animat orientation. Then, WGL activates or creates a node in the map depending on the following considerations: (i) If affordances encoded by APS at time t are different from those at time t-1 and a new Actor unit was created, then a new node is created in WGL, connected with that Actor unit, and set as the new active node in the map (see Fig. 4(a) ). (ii) If affordances did not change and a new Actor unit was created, then WGL averages the activation pattern stored in the new Actor unit and the pattern stored in the Actor unit of the active map node that is associated to the current animat orientation (see Fig. 4(b) ). (iii) If there was an Actor unit winner, an arc from the active node to the node connected to that Actor unit is created if necessary, and this node becomes the new active one (see Fig. 4(c-d) ). 
Map Adaptation
During exploration, an existing topological map may be adapted according to kinesthetic and visual information perceived by the animat in its current orientation due to two reasons: (i) Late recognition of already visited locations. When the animat is exploring a given maze location represented by a certain map node nX in a particular direction d1, then the animat executes a rotation orienting itself to direction d2 and an existing node nY is activated at that time, an integration process occurs between both active nodes nX and nY since they are representing the same maze location in two different directions. This integration process may or may not involve the creation of a new node in the map: a) If node nX was created at time t-1 and the activation of node nY occurs at time t, the arc pointing to node nX in direction d1 is now updated to point to node nY, Actor unit associated to direction d1 of node nX is assigned to node nY, node nX is eliminated, and node nY prevails as the only one active (see Fig. 5(a) ). b) If node nX was not created but just activated in direction d1 at time t-1 and the activation of node nY occurs at time t in direction d2, a new node nZ is created at this time integrating all input/output arcs to/from nodes nX and nY, as well as all Actor units of both original nodes. Merged nodes nX and nY are removed from the map, and node nZ becomes the active one (see Fig. 5(b) ). (ii) Dynamic changes in the physical configuration of the environment. When the environment is modified during the exploration process, the animat stops recognizing locations from where a different view is now obtained. In this case, the animat adds new map nodes establishing appropriate connections, and removes all those nodes that are no longer linked to the map (see Section 4.3 for detailed examples). 
Learning
Learning module is related to dopaminergic neurons in the ventral tegmental area and to ventral striatum, processing reward information by using an Actor-Critic architecture. As illustrated in Fig 6, the Adaptive Critic (AC) includes a Prediction Unit (PU) that estimates the future reward value of any particular location at a given time. To do this, every neuron in PCL is connected to PU, and these connections are associated with weights W and eligibility traces E. At each time step t in a trial of an experiment, PU computes the future value P of the activity pattern PC generated by PCL according to (3):
where PC is a matrix of 1×n input signals from PCL to PU, and W PCL is a matrix of 1×n connection weights between neurons in PCL and PU. Fig. 6 . The learning module of the spatial cognition model. Glossary: PC= current activation pattern in the PCL layer; W PCL = connection weights between PCL and Prediction Unit; E PCL = connection eligibility traces between PCL and Prediction Unit; P(t) and P(t-1) correspond to predictions of the future value of PC at time t and t-1 respectively; W Nk = connection weights between any given map node k and its corresponding Actor units; E Nk = connection eligibility traces between any given map node k and its corresponding Actor units.
AC uses predictions computed at times t and t-1 to determine the secondary reinforcement, discounting the current prediction at a rate γ to get its present value. The addition of the secondary reinforcement with the primary reinforcement r computed by the motivation module of the model constitutes the effective reinforcement r as described by (4):
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The effective reinforcement is used to update the connection weights between PCL and PU in AC (i.e., reward expectation associated to a place), and also between Actor units and map nodes (i.e., reward expectations associated to different orientations). In the first case we use
where β is the learning rate, and E PCL is the matrix of 1×n eligibility traces corresponding to connections between PCL and PU in AC. In the second case we use
where W Nk is the vector of connection weights between map node k and a maximum of eight Actor units, and E Nk is the vector of eligibility traces corresponding to a maximum of eight Actor units. As shown in (5) and (6), both learning rules depend on the eligibility of the connections. At the beginning of every trial in a given experiment, eligibility traces in AC and in Actor units are initialized to 0. At each time step t in a trial, eligibility traces in AC are increased in the connections between PU and the most active neurons within PCL only when the action executed by the animat at time t-1 allowed it to perceive the goal:
where χ is the increment parameter, and PC stores the activity pattern registered by the collection of neurons in PCL. Also at time step t, the eligibility trace e of the connection between the active map node na and the Actor unit corresponding to the current animat orientation dir is increased by τ as described by (8):
Finally, after updating connection weights between PCL and AC, and between Actor units and map nodes at any time step t in the trial, all eligibilities decay at certain rates λ and σ respectively, as shown in (9):
The use of the Actor-Critic architecture enables the estimation of reward expectation values of different locations in the environment, where maximum expectations correspond to locations from where the goal is perceptible and to orientations needed to be performed at those locations to reach the goal. Since the model allows the animat to recognize the goal just one step away from it in order to prevent a taxon or guidance navigation strategy, and the animat does not receive any information related to its physical proximity to the hidden goal during the exploration of the environment, it is the animat who traces the correctness of its followed route once it finds the goal location. This route learning is achieved by implementing backward reward propagation through nodes in the topological map after every trial in the given experiment. The backward reward propagation involves updating eligibility traces of Actor units in the direction of the arcs connecting the map nodes that represent the complete route followed by the animat. The strategy involved in this process is based on the existence of a factor referred to as goal gradient by Hull (1932) , according to which the reinforcement effect is the most at the goal location and diminishes progressively as the animal moves backward through the environment. Specifically, in case the animat finds the goal at the end of the path, each eligibility trace is updated in a given positive amount of reinforcement divided by the amount of steps the animat performed to move from one node to the next one. Likewise, in case the animat does not find the goal at the end of the path, the amount of reinforcement used is negative. The reinforcement is initialized to a certain amount at the beginning of every training trial in the experiment, and this amount decreases as the distance from a node to the goal increases. The update on eligibility traces that occurs when the given trial is concluded at time t renders a corresponding update on the connection weights between map nodes (representing the complete route) and Actor units (associated to animat orientations) at time t+1 according to (6), enabling the animat to learn as well as unlearn performed routes. The positive update registered when the target is found resembles the activation pattern of rat striatal cells. Mulder et al. (2004) showed that after having learnt to locate the reward in a maze, striatal cells of the rat respond continuously for the complete path followed by the animal, implying that striatum cells are able to modify their synaptic weights to the inputs received from the place cells responding to locations in the traveled route.
Action Selection
Action selection module computes the motor outputs of the model consisting on the next animat direction (DIR), the required rotation to point to that direction (ROT), and the moving displacement (DIS). Motion is determined by considering: (i) all possible affordances to execute from current location and orientation (APS), (ii) one random rotation between possible affordances (RPS, internally computed), (iii) curiosity to execute rotations not yet explored (CPS, internally computed), and (iv) maximum reward expectation (EMR, internally computed by using EX and DX). These four "signals" are computed by using one or more Gaussian functions whose values are stored in vectors. Specific positions distributed throughout a vector correspond to particular relative rotations between -180° and +180° in 45° intervals, and the biggest value of a Gaussian function (the height of the curve's peak) is stored in one of these positions. The influence of each signal in the final action selection depends on the biggest possible value of the Gaussian functions representing it. Varying the parameter that regulates the height of the curve's peak, the model assigns the following priority to signals: (i) EMR, (ii) APS, (iii) CPS, and (iv) RPS. Vectors derived from the representation of those signals are added, and the specific relative rotation associated with the position of the resultant vector storing the biggest value is used to determine the next animat direction from 0° to 315° in 45° intervals. In the course of an experiment, while the EMR signal is weak, the animat executes a rotation not yet experimented at its current location or a random rotation in case it had tried all www.intechopen.com possible rotations earlier. Regarding this last situation, it is feasible for the animat to show a "hesitation" behavior, in the sense of performing two or more body rotations at its current location before restarting navigation.
Robot Experimentation
The rat cognitive model was designed and implemented using the NSL system (Weitzenfeld et al., 2002) . The computational model interacts with a real robotic environment through an external visual processing module getting as input three non-overlapping snapshots (0°, +90°, -90) taken by the robot at each step using its local camera, and a motor control module that executes rotations and translations on the robot. Refer to (Barrera & Weitzenfeld, 2008) for further detail on the robotic implementation of the model. This section presents results from the evaluation of the model through robot experimentation in a single T-maze, an 8-arm radial maze, and multiple T-mazes, performing spatial reversal behaviors, place recognition and goal-oriented navigation, and map creation and adaptation.
Reversal Behavior in a T-maze and in an 8-arm Radial Maze
The experiment carried out with the robot in the T-maze and in the 8-arm radial maze is inspired on the reversal task implemented by O'Keefe (1983) and described in Section 2.3, and was performed in both mazes separately. In the T-maze and in the 8-arm radial maze shown in Fig. 7 , the robot departs from location TD and navigates to any arm extreme. This process is repeated in every experiment's trial, at the end of which the robot is manually placed again at the departure location TD. During the training phase of the experiment, the goal is placed at the end of the arm oriented to 180° (see Fig. 7 ). As abovementioned in Section 3.6, the system allows the robot to recognize the goal just one step away from it in order to prevent a taxon or guidance navigation strategy. At the beginning, the decisions of the robot at the choice location are determined by the curiosity for unexecuted rotations. After having visited each arm once, the curiosity level decreases notably, thus the robot executes random rotations visiting different maze arms. Eventually, the robot meets the learning criterion once the expectation of finding reward in orienting to 180° at the choice point becomes bigger than the random factor. When this event occurs, the training phase ends. The average duration of the training phase obtained from experimenting separately with six robots in both mazes was 12 trials performed in less than 20 minutes. When the testing phase begins, the goal is moved to the arm oriented to 0° (see Fig. 7 ). This situation constitutes, in the words by O'Keefe, "a reversal discrimination problem that involves an unlearning process giving up a previously correct hypothesis and switching to a new one" (O' Keefe and Nadel, 1978) . During reversal, the expectation of future reward for the arm oriented to 180° decreases continuously each time the robot reaches the end of that arm not finding reward, since this event is coded as frustrating by the learning module of the model. When the expectation of reward becomes smaller than the random factor, the robot starts visiting other arms. Each time it visits the 0° arm that provides reward, the expectation for this arm increases. Eventually, the robot meets the learning criterion when the expectation of reward for turning right at the choice point is large enough to avoid exploring any other maze arm. The average performance of six robots during reversal in the T-maze is shown in Fig. 8(a) , where the robot's reversal behavior is expressed in terms of percentage of correct choices at the T-junction. Likewise, the average performance of those six robots during reversal in the 8-arm maze is shown in Fig. 8(b) , which presents the robot's orientation decisions at the choice location of the maze in egocentric (local) terms (see Fig. 1(a) ). As a result from training in the T-maze, 100% of the robot's choices were correct (tag "control" in Fig. 8(a) ). The graph in Fig. 8(a) shows 32 testing trials. As can be seen, the robot takes 12 trials to unlearn (i.e., decrease reward expectations) the previously correct hypothesis (i.e., arm oriented to 180°) (tag "criterion" in Fig. 8(a) ). From trial 13, the robot has learnt (i.e., has increased reward expectations) the new one (i.e., arm oriented to 0°). In this way, the percentage of correct choices shifts from 36% in trial 12 to 95% in trial 16 and 100% from there. On the other hand, as a result from training in the radial maze, the robot chose consistently to turn left at the center location of the maze (tag "control" in Fig. 8(b) ). During reversal, the robot's orientation did not reveal any systematic shift. As in the Tmaze, the criterion occurred around trial 12, when the average orientation crosses the midline of the graph in Fig. 8(b) . Comparing our results with those reported by O'Keefe with normal rats in (O'Keefe, 1983), we can appreciate a behavioral similitude with robots in the T-maze. O'Keefe presented the average results obtained from four rats. His graph also shows 32 testing trials and a control measure of 100% of correct choices at the T-junction after training. In this case, rats reached the criterion in trial 20, where the percentage of correct choices was between 20% and 40%. By trial 24, rats chose the new reward arm in more than 90% of the times until performing 100% of correct decisions. As described by O'Keefe (1983), we could confirm that there was an abrupt change from the incorrect to the correct arm. We also appreciate in our results a similitude with those reported by O'Keefe with four normal rats in the radial maze (O'Keefe, 1983) . He also presented a graph showing 32 testing trials, where rats reached the criterion around trial 20. He explained that the abrupt shift from turning left to turning right in the T-maze was revealing the moment when the average www.intechopen.com orientation crosses the midline in the radial maze. According to our tests, the same fact applies to the robot's behavior. Fig. 8 . The performance of six robots during the reversal task. Each graph was obtained by averaging the graphs of the individual robots. The graph in (a) shows the percentage of correct choices in the T-maze averaged over periods of four trials. The graph in (b) presents robot decisions in the radial maze also averaged over periods of four trials. To compare these results with those obtained by O'Keefe with four normal rats, refer to (O'Keefe, 1983) . In our graphs, as in O'Keefe's, the abrupt shift from turning left to turning right in the Tmaze reveals the moment (criterion) when the average orientation crosses the midline in the radial maze.
During the experiment, the robot builds and maintains the topological spatial representations shown in Fig. 9 for the T-maze and the 8-arm radial maze. The ensemble activity of the neurons found in the place cell layer of the model was determined only by the use of kinesthetic information, since no landmarks were available. The activity pattern of the collection of place cells registered when the robot is at any given maze location is stored in a particular Actor unit associated with the current robot's orientation and linked to the active map node. As described in Section 3.5., the relevance of locations in a maze relies on the presence of rewards or on affordances changes sensed by the robot during exploration. In Fig. 7(a) , for instance, the robot considers locations "a", "b", "e", "f", "g", "h" and "i" as relevant, and that is why the map in Fig. 9(a) includes seven nodes. When the robot reaches location "b" in direction 90°, the current ensemble activity of the place cell layer is stored in node 2, and although the activity pattern could slightly vary at locations "c" and "d", the affordances sensed by the robot did not change from "b" to "c" or "d", thus activity patterns registered in these locations are averaged and stored in the same node 2, defining in this way its physical extension. It should be pointed out that, different from rats, the robot was programmed to avoid 180° rotations when there exist other possible rotations (0°, +90°, -90°), thus optimizing the exploration process to find the goal. For this reason, arc directions between nodes in the map are one way. Fig. 9 . Topological maps built and maintained during the reversal task in (a) the T-maze, and (b) the 8-arm radial maze. In (a) nodes are numbered in order of creation. In (a) and (b) arcs are associated to the robot direction when it moved from one node to the next one.
Place Recognition and Goal-oriented Navigation in Multiple T-Mazes
In (Barrera & Weitzenfeld, 2007a) we describe a variant of the classical Morris water maze procedure (Morris, 1981) . On the basis of the results presented by Hollup et al. (2001) , we supported our decision of using a land-based maze, and not implementing open-field navigation to exploit the affordances module of the spatial cognition model. Therefore, we designed and employed in this task a maze formed by multiple Ts surrounded by three colored cylinders representing landmarks as shown in Fig. 10(a) . In the reversal experiment just described in Section 4.1, the primary objective was to test the ability of the robot to learn the correct route to the goal from a fixed location by using just kinesthetic information, and to unlearn that route while learning the new one that leads to the target. In the task presented in this section, the objective is two-fold: (i) to test the place recognition process carried out by the robot employing not only kinesthetic but also visual information while exploring the maze, and (ii) the goal-directed navigation to find the goal from different starting locations. The training phase proceeds as in the previous experiment in the T-maze and in the radial maze; i.e., in any given trial, the robot explores the maze until it finds the goal or the end of a corridor. Different from the usual Morris procedure, where animals start from a different location each training trial, the robot in our task, instead, starts from the same fixed location each time (TD in Fig. 10(a) ). This variation has also been implemented in other existing studies such as that by Eichenbaum et al. (1990) with successful results.
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Mobile Robots Navigation 554 During maze exploration, the robot built a map similar to the one shown in Fig. 10(b) , and took in average five training trials reaching the goal to learn the route from location TD. For six robots, the average duration of the training phase was 9 trials, i.e. 23 minutes approximately. During testing trials, we placed the robot at different departure locations and orientations: D1, D2 and D3 in orientations 90°, 90° and 270°, respectively (see Fig. 10(c) ). All six robots found the goal successfully from all starting positions tested, following (in most cases) direct routes as shown in Fig. 10(c) , and updating the map of the environment as illustrated by Fig.  10(d) . The average duration of trials starting at D1, D2 and D3 were 50 seconds, 120 seconds and 140 seconds, respectively. To reach the target from any given location, the robot performs place recognition and map exploitation processes. Let's consider the case starting at location D2 (see Fig. 10(c) ). The robot begins the trial being oriented to 90°. Since no landmarks were visible from there, neurons in the place cell layer of the model respond according to kinesthetic information only. The current ensemble activity of the layer is searched within the nodes in the map and found in Actor unit 270° of node 7. Although the robot's current direction is not 270°, both activity patterns are similar since none of them encodes for visual information. Thus, node 7 is activated in the map, indicating in this way that the robot recognizes location D2 as previously visited. Then, the robot moves forward and perceives some part of landmark 2 (L2). This time, the current activity pattern of the collection of place cells is not similar to any of those found in the map. This is because the robot had previously visited that location being oriented only to 270° and not to 90°, thus visual information sensed in both directions is different. As a result, the current activity pattern is stored in a new Actor unit 90°, which is associated with the new number 17 node. When the robot reaches the choice point of the corridor, the current ensemble activity of place cells is found within Actor unit 90° of node 5, thus this node is activated. At this location, the robot chooses to turn left by curiosity since reward expectation values are not significant. The current activity pattern of the collection of place cells is stored in a new Actor unit 180°, which is associated with node 5. Being oriented to 180°, the robot then moves forward not recognizing the places represented by node 4 in the map since they were previously visited only in direction 0°, thus node 18 is created. When reaching the choice location at the center of the maze, the current ensemble activity of place cells is found within Actor unit 180° of node 3, thus this node is activated and the link from node 18 to node 3 is added. At this location, the expectation of future reward in direction 180° was increased during training in an important manner; therefore, the robot exploits this information when decides to go ahead instead of turning left. From this location, the robot moves forward recognizing the places represented by nodes 8 and 9 in the map. At this point, the expectation of future reward in direction 90° was increased during training in an important manner; hence, the robot exploits this information when decides to turn right instead of turning left. From this location, the robot moves forward recognizing the places represented by node 14 in the map until it reaches the target, whose location is represented by node15. As Morris (1981) and Eichenbaum et al. (1990) did with normal rats, we could confirm that to find a "hidden" goal in the maze independently of the starting location, the robot requires to exploit its cognitive map by recognizing reward expectations that make it navigate towards the target location successfully.
On-line Map Adaptation in Multiple T-mazes
In order to evaluate the on-line adaptation of the cognitive map carried out by the model when the environment is altered, we tested two different scenarios of the experiment performed in the maze formed by multiple Ts (see Fig. 10(a) ) when landmark configuration is modified after having trained the robot to find the goal. Specifically, in (Barrera & Weitzenfeld, 2007b) , we describe results from removing and interchanging landmarks in the maze. Removing one landmark The training phase of the task proceeds as in the original experiment just described in Section 4.2. After the robot learns to find the goal departing from the fixed location TD, there are 12 testing trials where one particular landmark was removed (L1, L2 or L3) and the robot departs from locations D1, D2, D3 and TD. Considering tests from locations D2 and TD when landmark L1 was removed, Fig. 11(a) shows trajectories followed by one of the robots, whereas Fig. 11(b) depicts the map built during training and adapted during both tests. The map built and adapted by the robot during the experiment. Black nodes were created during training, whereas white nodes were added during both tests. Nodes are numbered in order of creation. Nodes and arcs marked as "X" were eliminated.
When starting at location D2, node 10 and 9 are not recognized in direction 90° since corresponding locations in that corridor were previously explored in direction 270°, hence the robot adds new nodes 14 and 15. Being at location represented by new node 15 oriented to 90°, the robot is curious for executing any possible rotation, thus it chooses to go ahead until the end of the corridor while creating nodes 16 and 17. While returning in direction 270°, the robot does not recognize node 16 thus adding node 18. Then, the robot recognizes node 9 and defines link 18-19 in direction 270°. At this time, the robot decides to turn right orienting itself to 180° and moves forward in that direction creating node 19 since node 8 was previously explored in direction 0°. When reaching the choice location at the center of the horizontal corridor in direction 180°, the robot still recognizes node 3 in spite of the absence of L1 because the visual pattern stored in its Actor unit 180° includes mainly information about L3 and the similarity degree between this visual pattern and the current one results close to 1. Exploiting the reward expectation value associated to Actor unit 180° of node 3, the robot goes ahead recognizing nodes 4 and 5, and exploits the reward expectation value associated to direction 90° while deciding to turn right at node 5. When reaching the goal location, the current visual information pattern is different from the one stored in Actor unit 90° of node 13 due to the absence of L1, thus the robot creates the new number 20 node, defines the new link between nodes 12 and 20, and removes connection 12-13 and node 13 since it is not feasible to reach two different places in the same direction 90° from the location represented by node 12 in the map. On the other hand, during the test starting at location TD in direction 90°, the robot does not recognize map nodes 1, 2 and 3 due to the absence of L1, thus new nodes 21, 22 and 23 are added and connected in direction 90°. Being at the central choice location of the horizontal corridor now represented by new node 23, the curiosity for exploring the place in any orientation makes the robot turn right orienting itself to 0°. At this point, the robot is able to recognize that the current visual information pattern is quite similar to the one stored in Actor unit 0° of node 3 since the position of L2 has remained constant. The activation of node 3 while node 23 is also active involves the redundant representation of the same physical location, and hence the integration of both nodes. As node 23 has just been created, there is no need to add a new node in the map. Actor unit 90° of node 23 is assigned to node 3, arc 90° pointing to node 23 is updated to point to node 3, and node 23 is eliminated as well as connection 2-3, node 2, connection 1-2 and node 1. After the integration process of redundant nodes, the robot orients itself to 180° at the location represented by node 3 due to the large reward expectation value associated to its Actor unit 180°. From node 3, the robot follows directly the correct route to the goal exploiting reward expectation values of recognized map nodes 4, 5 and 12. Interchanging two landmarks After performing the training phase of the task as in the original experiment, the robot was tested during 12 trials departing from locations D1, D2, D3 and TD where landmarks L2 and L3 were interchanged. Fig. 12(a) shows trajectories followed by one of the robots during the test starting at D2, whereas Fig. 12(b) depicts the map built during training and adapted during the test. Due to the new landmarks configuration, the robot does not recognize the previously explored nodes 5 (in direction 90°), 3 (in directions 180° and 90°), 8 (in direction 180°), and 9 (in direction 180°), thus it creates new nodes 17, 19, 22 and 23. In particular, relevant decision locations now corresponding to nodes 19 and 23 are not associated with reward expectations; therefore, robot motor actions are determined by the curiosity and randomness factors during the complete testing trial. Finally, the robot recognizes the goal location represented by node 11 from where L1 is perceptible and has remained in the same location during the entire experiment. The map built and adapted by the robot during the experiment. Black nodes were created during training, whereas white nodes were added during the test. Nodes are numbered in order of creation. Nodes and arcs marked as "X" were eliminated.
Conclusions and Discussion
This chapter has presented a computational system-level model of rat spatial cognition whose performance has been demonstrated through mobile robot experimentation during diverse learning and memory tasks within different a priori unknown environments. Discrimination experiments carried out in the T-maze and in the 8-arm radial maze showed that robots, after appropriate training, are not only able to learn the target location and the route to reach it directly from a fixed starting point, but also to "unlearn" both, the previously correct target location and the corresponding route towards it, when the target is moved to another location in the maze. During this "unlearning" behavior, the robot adapts the cognitive map built during training by decreasing the expectation of future reward for the previously correct hypothesis while increasing the reward expectation for the new hypothesis until meeting the criterion of only traveling the appropriate route towards the goal. We reported the behavioral similitude between results from robots and those obtained by O'Keefe (1983) with normal rats performing the classical reversal task. As stated within the manuscript, both subjects showed an abrupt shift in their response from turning left to turning right in the T-maze revealing the moment when their average orientation crosses the midline in the radial maze from the original quadrant to the reversed one. In the spatial task performed in the maze composed of multiple Ts, allocentric information derived from landmarks was used by robots firstly to build the cognitive map and then to recognize locations previously explored. During training in the task, robots learned the route leading to the target location by reinforcing motor actions executed at every place belonging to that route. In locating the goal from any given departure location, robots navigated until recognizing a place belonging to the previously learnt route, and exploited properly the information stored in Actor units to reach the goal location by executing rotations associated with maximum reward expectations. Even though all tested robots found the goal successfully from all starting positions used, we should point out that two of them took longer paths from locations D2 and D3 since they did not explore the environment exhaustively during training. Specifically, one of these robots did not explore the route from location TD to D2, thus not recognizing the decision location at the center of the corridor when departing from D3 oriented to 270°. The opposite occurs in the case of the other robot. It did not explore the route from location TD to D3, thus not recognizing the decision location at the center of the corridor when departing from D2 oriented to 90°. Therefore, an efficient performance during tests would be obtained by extending the number of training trials enabling robots to visit all possible direct routes from the fixed departure location to the goal or the end of each corridor. An appropriate comparison between our results and those reported by Morris (1981) and Eichenbaum et al. (1990) with normal rats turns out difficult since we experimented with a land-based maze having corridors instead of an open field arena. Nevertheless, as both authors did with rats, we could confirm that to find a hidden goal in the maze independently of the starting location, robots require to exploit their cognitive map by recognizing reward expectations that make them navigate towards the target location successfully. By means of testing scenarios where landmarks are removed or interchanged in the maze formed by multiple Ts after having trained the robot to find the goal, it was feasible to evaluate the robot's ability to adapt, in real-time, the map previously built during training by adding and/or eliminating nodes in order to reveal changes in the physical configuration of the maze. As described within the manuscript, variations implemented in the landmarks configuration of the maze may alter robot place recognition and successful navigation to the goal, rendering the generation of a partially new cognitive map. Repeating the training process in such modified environment would enable the robot to relearn appropriate reward expectations and store them in the new map. From a robotics perspective, this research constitutes one attempt to develop an integrated computational system addressing, from a biological approach, not only the spatial mapping problem, but also the problems of map adaptation and exploitation during successful navigation. From a biological perspective, our aim is to provide the computational model of spatial cognition in rats to neurobiologists/neuroethologists as a technological platform to test with robots biological experiments whose results can predict rodents' spatial behavior. In this way, experimentalists could test neuroscientific hypotheses in the robotic model and obtain results in a few hours instead of spending weeks experimenting directly with animals. Nevertheless, to achieve this objective, our model needs to be sophisticated by incorporating aspects such as the function of head-direction cells (Ranck, 1984) providing information about the rats' rotation magnitude and movement direction, and the functional differences between hippocampal substructures CA1, CA3 and DG relative to their capabilities of pattern completion and pattern separation (Leutgeb & Leutgeb, 2007) . Extending the model in these directions will enable robots to navigate in different spatial contexts (i.e., mazes with corridors as well as open field environments), and improve its adaptive capability in conditions where environmental changes promote new navigational behaviors.
