In Table S1 , locations with population less than 0.5 million are considered as rural, locations having population in between 0.5 to 2 million are considered as semi-urban while locations with population exceeding 2 million are considered to be urban (Babu et al., 2013) . Most of the stations mentioned in Table S1 are operational even today except those marked as 'a 'in front of respective starting year. 3D-VAR, one of the widely used data assimilation methods based on least square optimization, expresses the assimilated field in terms of parent datasets and their covariance matrices, as shown in the following equation (Kalnay, 2002; Lewis et al., 2006) S4
Here, X and X b refer to MG AAOD and OMI AAOD vectors, respectively, of size n × 1, where 'n' is the total no of grid points in the spatial domain (n=1120 for the current study). Further from equation 1, Z denotes the vector of GR AAODs, which is of size m × 1 where m is the no. of ground-based observatories data from which is used for merging. The map from the grid space and the observation space is provided by the interpolation matrix referred as H (size m × n) in equation 1. Here, H is constructed through bilinear interpolation of gridded background data to the locations of ground-based observatories encompassed by those grid points. Finally, B (size n × n) and O (size m × m) represent the error covariance matrices for OMI AAODs and GR AAODs respectively.
For the successful implementation of 3D-VAR, appropriate construction of B and R is quite important as these covariance 10 matrices not only decide the spatial patterns in which observations are assimilated with the gridded background data but also provides the weights given to the respective parent datasets during the assimilation. The construction of observation error covariance matrix (R) is already detailed in the main article (section 3.2), however the details regarding estimation of background error covariance matrix (B) are as given below.
S2.1 Constructing background error covariance matrix (B)
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In the present work, as the observation error covariance matrix has the diagonal structure, the task of deciding the spatial patterns in which GR AAODs blend with the gridded background data, is performed by the background error covariance matrix only. So, the construction of matrix B is a crucial for the present merged product to be realistic. As such, we have made use of time series of OMI AAOD data (500 nm, monthly mean) from 2005 to 2016, for constructing B.
As a first step to estimate B, the data matrix (D) with it's columns formed by X b at different time instances (say k = no. 20 of time instances) is constructed and thus matrix D has the size of n × k. The climatology of AAOD at each grid point is constructed by taking mean of each row of the data matrix to get the column vector of size n × 1 which we refer as C. The anomaly matrix (referred as A, size n × k) is then constructed as shown in equation 2
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In equation 2, the index i refers to spatial location and j refers to the time instance. The background error covariance matrix, B is then estimated as shown in equation 3.
In the above equation 3, I refers to an identity matrix of size n × n.
In the view of the statistically estimated matrix B to be realistic, one would opt to employ the longest possible time series 5 of OMI AAOD, which transaltes to making use of OMI AAODs for all the months during year 2005 to 2016 to construct B.
However in that case, the temporal variations (especially at seasonal scale) in OMI AAOD, can lead to bias in the estimated covariance. It is to be noted here that the seasonal variations in AAOD can primarily be associated with seasonal changes in the sources and loading of absorbing aerosol species as well as the meteorological parameters (boundary layer height, large scale wind patterns) over the Indian region.
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In order to avoid this potential bias in the estimate of matrix B, we have estimated the background error covariance matrix separately for pre-monsoon season, Mar-Apr-May (MAM) (deeper PBLH causing enhanced vertical mixing of aerosols) and
for post-monsoon + winter (Oct to Feb, ONDJF) (shallower PBL and relatively lesser vertical mixing of aerosols). Henceforth, we refer background covariance matrices for pre-monsoon and post monsoon + winter season as B P M and B W T respectively.
It is to be noted that, the existence of long-term trend in OMI AAOD is also examined and de-trending is performed if a trend 15 is found significant at 95% confidence level. These de-trended AAODs are then employed for the estimation of B P M and B W T , in order to avoid the bias emanating from probable long-term trend in OMI AAODs. However, due to quite limited length of background data available (36 months for MAM and 60 months for ONDJF during year 2005 to 2016), B P M and B W T are rank-deficient and hence singular. So, in order to make them full rank matrices, we have added a small value (∼ 10 −8 ) to the diagonal elements of B P M and B W T , which is known as the method of regularization (Lewis et al., 2006) . This addition to 20 the diagonal elemnts of B P M and B W T is neither altering the structure of covariance matrices nor making significant changes to variances (i.e. diagonal elements) which are of the order of 10 −6 , for the present study. The regularized B P M and B W T are then employed to respectively estimate the merged AAODs (using equation 1) for the months March to May and October to February.
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S3 Subregions of Indian region
Indian domain has been divided into four subregions based on large-scale geographical features, which are detailed in Table 1 from the main manuscript. Those subregions are depicted in the following figure. Figure S1 . Subregions of the spatial domain
