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Este trabalho trata da eliminac¸a˜o dos efeitos indeseja´veis da na˜o linearidade tipo folga via
desenvolvimento de treˆs novos me´todos computacionais para a ana´lise de estabilidade, e controle
de sistemas resultantes da interconexa˜o de sistemas lineares com uma folga.
Para solucionar o problema da ana´lise de estabilidade, utilizam-se condic¸o˜es construtivas sob
a forma de LMI, garantindo a estabilidade global do sistema, atrave´s de algumas func¸o˜es de
Lyapunov, generalizadas nas condic¸o˜es de contorno e representac¸a˜o polito´pica. Tais condic¸o˜es de
estabilidade global impo˜em a presenc¸a de uma realimentac¸a˜o adicional entre a sa´ıda e a entrada
da na˜o linearidade saturac¸a˜o, inclu´ıda antes da folga. Este ganho adicional pode atenuar o
comportamento indesejado das na˜o linearidades. O conjunto de todos os admiss´ıveis pontos de
equil´ıbrio e´ definido precisamente.
O problema de controle pode ser solucionado atrave´s de esquemas de controle adaptativo para
sistemas discretos no tempo com folga desconhecida. Analisando de forma mais aprofundada,
propo˜e-se um controlador adaptativo baseado na folga inversa que fornece novas regras adapta-
tivas para a atualizac¸a˜o dos paraˆmetros estimados da folga inversa. Dessa forma demonstra-se
tambe´m que os efeitos prejudiciais da folga podem ser cancelados atrave´s de duas estruturas
de controle propostas. E´ poss´ıvel validar ainda mais este resultado projetando-se um filtro que
estima a sa´ıda da folga desconhecida, ou seja, a entrada da planta.
Ale´m disso, mais um resultado de controle e´ conseguido, aplicando-se uma proposta de com-
putac¸a˜o evolutiva para realizar o controle adaptativo de sistemas cont´ınuos no tempo com folga
desconhecida. Para cumprir este objetivo, adiciona-se tambe´m a estrutura da folga inversa antes
do bloco da folga e utiliza-se o algoritmo CMA-ES (Covariance Matrix Adaptation-Evolution
Strategy) para estimar os paraˆmetros da folga inversa adaptativa.






This work is concerned to the elimination of the undesirable effects of the nonlinearity type
backlash developing three new computational methods for the stability analysis, and control of
result systems of the interconection of linear systems with a nonlinearity backlash.
To solve the stability analysis problem, it is used constructive conditions in LMI form to
ensure the global stability of the system, are proposed by using some suitable Lyapunov functional,
generalized sector conditions and polytopic representation. Such global stability conditions impose
the presence of an additional feedback between the output and the input of the nonlinear element.
This additional gain can mitigate the unwished behavior of the nonlinear elements. The boundary
of the associated set of all the admissible equilibrium points is precisely defined.
The control problem can be solved through schemes of an adaptive control for discrete-time
systems with unknown backlash. Analysing in a depth way is proposed an adaptive controller based
on backlash inverse that provides new adaptive laws for updating of the estimated parameters of
the backlash inverse. Then, this is also demonstrated that the harmful effects of backlash can
be cancelled through two proposed control structures. It is possible to validate this result better
designing a filter to estimate the unknown backlash output, that is, the plant input.
Moreover, one more control result is obtained, applying an evolutionary computation to re-
alize the adaptive control of continuous-time systems with unknown backlash. In order to do
this, it is added a backlash inverse structure before the backlash scheme and used the CMA-ES
(Covariance Matrix Adaptation-Evolution Strategy) algorithm to estimate the parameters of the
backlash inverse.
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LMI - Linear Matrix Inequality (Desigualdade Matricial Linear)
LMS - Least Mean Square (Mı´nimos Quadrados Me´dios)




m - Paraˆmetro da folga (inclinac¸a˜o)
cr - Paraˆmetro da folga (cruzamento direito com o eixo v)
cl - Paraˆmetro da folga (cruzamento esquerdo com o eixo v)
u - Sa´ıda da folga
v - Entrada da folga
ud - Sinal de controle desejado
u˙d - Derivada do sinal de controle desejado
v˙ - Derivada da entrada da folga
u˙ - Derivada da sa´ıda da folga
ym - Sinal de refereˆncia
vl - Projec¸a˜o no eixo v a` esquerda
vr - Projec¸a˜o no eixo v a` direita
mˆ - Paraˆmetro estimado da folga inversa
cˆr - Paraˆmetro estimado da folga inversa
cˆl - Paraˆmetro estimado da folga inversa
Φ - Operador folga
w - Sa´ıda da saturac¸a˜o
Φ˙ - Derivada do operador folga
w˙ - Derivada da sa´ıda da saturac¸a˜o
l - Inclinac¸a˜o da folga
y - Sa´ıda do sistema
L - Matriz diagonal do vetor l
K1,2 - Ganhos 1 e 2
ϕ - Na˜o linearidade zona-morta descentralizada
ϕ˙ - Derivada da na˜o linearidade zona-morta descentralizada
Sϕ - Conjunto poliedral
EGe - Conjunto de pontos de equil´ıbrio
f - Paraˆmetro do controlador adaptativo
e(t) - Erro de controle
J - Func¸a˜o de desempenho
µ - Nu´mero de indiv´ıduos
λ - Nu´mero de filhos
σ - Vetor de desvio-padra˜o
C - Matriz de covariaˆncia
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A teoria de estabilidade tem um papel importante na teoria de sistemas e engenharia. Existem
diferentes tipos de problemas de estabilidade que implicam na ampliac¸a˜o do estudo de sistemas
dinaˆmicos [Khalil 1992].
Sabe-se que uma das principais ferramentas utilizadas na ana´lise de estabilidade de sistemas
dinaˆmicos e´ a construc¸a˜o de func¸o˜es de Lyapunov [Khalil 1992], [Slotine & Li 1991], [Castrucci
& Curti 1981], [LaSalle 1976], [Hahn 1963], [Blanchini 1994].
A filosofia ba´sica do me´todo direto de Lyapunov e´ a extensa˜o matema´tica da f´ısica funda-
mental: ”se a energia total de um sistema mecaˆnico ou ele´trico e´ continuamente dissipada, enta˜o
o sistema, linear ou na˜o linear, deve eventualmente estabelecer-se a um ponto de equil´ıbrio”.
Assim, a estabilidade de um sistema se da´ pela variac¸a˜o de uma u´nica func¸a˜o escalar [Slotine &
Li 1991], [Hahn 1963], [Castrucci & Curti 1981].
Mais recentemente, destacam-se as abordagens de sistemas lineares com controles em malha
fechada contendo na˜o linearidades, que esta˜o apresentadas em [Coelho 2001], [Milani 2002],
[Milani 2004], [Milani 2005], [Blanchini 1994], [Shahruz & Rajarama 2000], [Tarbouriech, Prieur
& Gomes da Silva Jr. 2004], [Tarbouriech, Prieur & Gomes da Silva Jr. 2006], [Tao & Kokotovic
1993] onde as principais na˜o linearidades estudadas sa˜o: saturac¸a˜o, zona-morta, folga e histerese.
Neste trabalho sa˜o estudados sistemas com folga. Dentre muitos trabalhos, extenso˜es de
me´todos computacionais eficientes para ana´lise de estabilidade de sistemas lineares com na˜o li-
nearidades do tipo folga sa˜o apresentados em [Milani 2006], [Nordin & Gutman 2002], [Tan 2002],
[Tao & Kokotovic 1993], [Tao & Kokotovic 1995b], [Tarbouriech & Prieur 2006], [Tarbouriech &
Prieur 2007b].
Folga e´ uma na˜o linearidade geralmente presente em componentes de sistemas de controle,
tais como: conexo˜es mecaˆnicas (trens de engrenagens) e dispositivos eletromagne´ticos com his-
terese [Tao & Kokotovic 1995b], [Nordin & Gutman 2002], [Tao & Kokotovic 1993]. Alguns
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efeitos indeseja´veis da folga sa˜o, por exemplo, a diminuic¸a˜o da acuidade esta´tica e a instabili-
dade do sistema. A conexa˜o em malha fechada de sistemas lineares invariantes no tempo com
folgas resulta em sistemas lineares por partes, com um conjunto cont´ınuo de pontos de equil´ıbrio
e poss´ıveis ciclos limites, especialmente no caso de sistemas esta´veis em malha fechada, mas
insta´veis em malha aberta [Bhat & Bernstein 2003]. A estabilidade de sistemas invariantes no
tempo conectados em malha fechada com folgas tem sido estudada na literatura considerando
majoritariamente sistemas com uma entrada e uma sa´ıda (Single Input Single Output - SISO) e
te´cnicas no domı´nio da frequeˆncia [Khalil 1992], [Kodama & Shirakawa 1968].
Sistemas controlados com folga frequentemente apresentam erro de regime permanente, ou ate´
mesmo, ciclos limites pelos quais o sistema oscila, geralmente em um comportamento irregular,
com amplitude de pico a pico que pode exceder o tamanho de abertura total da folga [Nordin &
Gutman 2002].
1.1 Objetivos
Este trabalho de doutorado tem por objetivo desenvolver treˆs novos me´todos computacionais
eficientes, sendo um para a ana´lise de estabilidade de sistemas lineares com folga precedida pela
saturac¸a˜o. Os outros dois me´todos computacionais sa˜o para o controle de sistemas resultantes
da interconexa˜o de sistemas lineares com a na˜o linearidade do tipo folga.
Para isto, e´ necessa´rio conhecer te´cnicas ja´ existentes que garantem a estabilidade de sistemas
lineares com na˜o linearidade do tipo folga, a fim de aprimora´-los. A metodologia para a ana´lise
e´ baseada na construc¸a˜o de func¸o˜es de Lyapunov afins por partes. Ja´ para o controle e´ a com-
pensac¸a˜o adaptativa baseada na modelagem matema´tica inversa da folga, ou seja, a inversa˜o da
na˜o linearidade, ale´m da estimac¸a˜o da entrada da planta linear atrave´s da soluc¸a˜o de problema
de filtragem, e tambe´m aplicac¸a˜o de estrate´gias evolutivas.
1.2 Justificativa do Trabalho
Ja´ que as na˜o linearidades afetam significativamente a estabilidade de sistemas, o controle
na˜o linear e´ uma importante a´rea de controle e automac¸a˜o. No passado, a aplicac¸a˜o de me´todos
de controle na˜o linear era limitada pela dificuldade computacional associada com a ana´lise e
projeto de controle na˜o linear. Recentemente, entretanto, avanc¸os tecnolo´gicos teˆm solucionado
este problema. Portanto, existem considera´veis interesses na pesquisa e na aplicac¸a˜o de me´todos
de controle na˜o linear [Slotine & Li 1991].
Existem algumas na˜o linearidades que, por terem sua natureza descont´ınua, na˜o podem ter
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seus efeitos representados por aproximac¸o˜es lineares. Atrito de Coulomb, saturac¸a˜o, zona-morta,
folga e histerese sa˜o algumas na˜o linearidades com estas caracter´ısticas. Contudo, um sistema
com na˜o linearidades, com derivadas descont´ınuas, pode ser linearizado dependendo da extensa˜o
dos efeitos das mesmas.
Assim, me´todos de ana´lise de sistemas na˜o lineares devem ser desenvolvidos para prever o
desempenho de sistemas na presenc¸a deste tipo de na˜o linearidades. Pois, frequentemente, estas
na˜o linearidades causam efeitos indesejados em sistemas de controle, incluindo baixo desempenho,
erro de regime permanente, ciclo limite e perda de estabilidade, se na˜o forem compensadas devi-
damente [Slotine & Li 1991], [Shahruz & Hauser 1989], [Shahruz & Rajarama 2000], [Mehendale
& Grigoriadis 2004].
A na˜o linearidade tipo folga foi escolhida como alvo deste trabalho devido ao fato de ter sido
pouco abordada na literatura, diferentemente das na˜o linearidades saturac¸a˜o e zona-morta, por
exemplo.
1.3 Organizac¸a˜o do Trabalho
Este trabalho esta´ organizado em seis cap´ıtulos, sendo este o primeiro, o de Introduc¸a˜o Geral.
O cap´ıtulo 2 descreve a folga, foco deste trabalho. Ato cont´ınuo, apresentam-se os modelos
matema´ticos (cont´ınuo e discreto) juntamente com a resposta perio´dica da folga. Em seguida,
e´ realizada uma ana´lise de um sistema com uma planta linear discreta no tempo precedida
pela folga, para um melhor entendimento do que a folga causa no sistema. Ale´m disso, faz-se
uma breve descric¸a˜o da saturac¸a˜o, que sera´ inserida apenas na ana´lise de estabilidade, ou seja,
no terceiro cap´ıtulo. Encerra-se com a apresentac¸a˜o de duas te´cnicas de ana´lise e controle de
sistemas com folga, existentes na literatura, que servira˜o de base para a comparac¸a˜o com os
novos resultados obtidos neste trabalho de doutorado.
Como o objetivo geral do trabalho e´ fazer tanto a ana´lise quanto o controle de sistemas
que conteˆm folga, o terceiro cap´ıtulo apresenta a ana´lise de estabilidade atrave´s do resultado
ine´dito obtido por meio da ana´lise de sistemas com folga precedida por outra na˜o linearidade
do tipo saturac¸a˜o. Resultado este, conseguido em conjunto com alguns pesquisadores do LAAS
(Laboratoire d’Analyse et d’Architecture des Syste`mes) em Toulouse. Este cap´ıtulo inicia-se
com a formulac¸a˜o do problema de ana´lise de estabilidade a ser resolvido, seguido de alguns
resultados preliminares sobre o sistema em malha fechada, ale´m de propriedades sobre as duas
na˜o linearidades (folga e saturac¸a˜o). Apo´s isto, descrevem-se os principais resultados com a
ana´lise de estabilidade e o ca´lculo do conjunto de equil´ıbrio do sistema. Para concluir e validar
este resultado, e´ realizado um exemplo nume´rico ilustrativo.
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Depois de obtida a ana´lise de estabilidade de sistemas com folga, a pro´xima etapa para
cumprir o objetivo geral deste trabalho e´ conseguir o controle de sistemas com folga. No cap´ıtulo
4 consegue-se o primeiro resultado de controle adaptativo para um sistema linear que possui
a na˜o linearidade do tipo folga em sua entrada. Como foi feito o controle em tempo discreto,
este cap´ıtulo inicia-se com o modelo matema´tico discreto da folga inversa. Ale´m disso, utiliza-se
uma folga inversa adaptativa para conseguir cancelar os efeitos prejudiciais da mesma, sendo,
portanto, apresentado o modelo matema´tico discreto no tempo da folga inversa. A partir da´ı,
apresenta-se a folga inversa adaptativa que obte´m os paraˆmetros inversos adaptativamente, ou
seja, atrave´s da estimac¸a˜o destes paraˆmetros. Tambe´m e´ feita uma comparac¸a˜o com uma te´cnica
ja´ existente na literatura, apresentada no segundo cap´ıtulo, que tambe´m faz a inversa˜o da folga,
pore´m, tanto a estrutura de controle como a lei de adaptac¸a˜o dos paraˆmetros sa˜o distintas. Enta˜o,
a estrutura de controle e as equac¸o˜es de atualizac¸a˜o dos paraˆmetros sa˜o apresentadas apo´s uma
comparac¸a˜o estrutural com a te´cnica existente, gerando, por consequeˆncia, uma diminuic¸a˜o do
efeito computacional de te´cnicas existentes.
Ainda no quarto cap´ıtulo, pelo fato da folga ser desconhecida, isto e´, a sua sa´ıda na˜o pode
ser medida, aprimoram-se os resultados obtidos neste cap´ıtulo devido a` inclusa˜o da estimac¸a˜o da
sa´ıda da folga. Portanto, realiza-se esta estimac¸a˜o para depois apresentar uma nova estrutura de
controle, que e´ feita utilizando um problema de filtragem, ou seja, um filtro foi inclu´ıdo apo´s o
sistema linear, onde a sa´ıda deste filtro recupera a entrada deste sistema linear que e´ a sa´ıda da
folga desconhecida. Logo, este filtro e´ projetado para que se consiga recuperar a sa´ıda da folga.
Apo´s esta estimac¸a˜o, apresenta-se uma nova abordagem, partindo da mesma ideia anterior, que
se diferencia pela estrutura de controle e consequentemente pelas equac¸o˜es de atualizac¸a˜o dos
paraˆmetros.
O cap´ıtulo 5 introduz um novo resultado de controle de sistemas com folga cont´ınuos no
tempo. Por se tratar de tempo cont´ınuo, o cap´ıtulo inicia-se com o modelo matema´tico cont´ınuo
da folga inversa e folga inversa adaptativa. Em seguida, elabora-se o problema de otimizac¸a˜o,
pois neste resultado, os paraˆmetros estimados da folga sa˜o atualizados atrave´s de uma estrate´gia
evolutiva, mais precisamente, do algoritmo CMA-ES (Covariance Matrix Adaptation-Evolution
Strategy). O objetivo e´ minimizar o erro de controle do sistema, ou seja, a diferenc¸a entre a sa´ıda
da folga e a entrada da folga inversa adaptativa.
Para a finalizac¸a˜o desta tese, o sexto e u´ltimo Cap´ıtulo apresenta as concluso˜es gerais abor-
dando os pontos mais importantes e os desenvolvimentos futuros para dar continuidade a este
trabalho. Por uma questa˜o de organizac¸a˜o e valorizac¸a˜o do trabalho, ao final de cada cap´ıtulo e´
feita uma conclusa˜o.




Os sistemas de controle pra´ticos sofrem influeˆncia expressiva de algumas imperfeic¸o˜es encon-
tradas em seus componentes constitutivos, especialmente nos atuadores e sensores, que limitam
severamente o desempenho do controle em malha fechada, partes vitais da automac¸a˜o industrial,
sistemas de transporte e protec¸a˜o. Ale´m disso, estudos comprovam que os atuadores e os sensores
na˜o lineares comprometem (demasiadamente) o desempenho esta´tico e dinaˆmico dos sistemas de
controle com realimentac¸a˜o [Slotine & Li 1991].
Na˜o linearidades podem ser classificadas como inerentes (naturais) ou intencionais (artificiais).
As primeiras sa˜o aquelas que veˆm naturalmente com o movimento do sistema, que usualmente,
teˆm efeitos indeseja´veis, e o controle do sistema tem que ser propriamente compensado. Alguns
exemplos de na˜o linearidades inerentes podem ser: forc¸as centr´ıpetas em movimento rotacional
e atrito de Coulomb entre superf´ıcies em contato. Por outro lado, as na˜o linearidades inten-
cionais sa˜o introduzidas artificialmente pelo projetista, sendo as leis de controle na˜o linear, tais
como controle adaptativo e controle o´timo, exemplos tipicamente de na˜o linearidades intencionais
[Slotine & Li 1991].
Na˜o linearidades podem tambe´m ser classificadas em termos de suas propriedades matema´ti-
cas, como cont´ınuas e descont´ınuas. Como as na˜o linearidades com derivadas descont´ınuas na˜o
podem ser localmente aproximadas por func¸o˜es lineares, essas sa˜o tambe´m chamadas de na˜o
linearidades dif´ıceis (tais como, folga e histerese), que sa˜o comumente encontradas em sistemas
de controle [Slotine & Li 1991].
A folga e´ um tipo de na˜o linearidade geralmente presente em componentes de sistemas de
controle, tais como, conexo˜es mecaˆnicas e dispositivos eletromagne´ticos com histerese [Tao &
Kokotovic 1995b], [Nordin & Gutman 2002], [Dean, Surgenor & Iordanou 1995], [Grundelius &
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Angeli 1996], [Tao & Kokotovic 1993],[Mayergoyz 1991]. Efeitos indeseja´veis da folga em sistemas
de controle sa˜o, por exemplo, diminuic¸a˜o da acuidade esta´tica e instabilidade do sistema. A
conexa˜o em malha fechada de sistemas lineares invariantes no tempo com folgas resulta em
sistemas lineares por partes, com um conjunto cont´ınuo de pontos de equil´ıbrio e poss´ıveis ciclos
limites, especialmente no caso de sistemas esta´veis em malha fechada, mas insta´veis em malha
aberta [Bhat & Bernstein 2003]. A estabilidade de sistemas invariantes no tempo conectados
em malha fechada com folgas tem sido estudada na literatura considerando majoritariamente
sistemas com uma entrada e uma sa´ıda (SISO) e te´cnicas no domı´nio da frequeˆncia [Khalil 1992],
[Kodama & Shirakawa 1968].
Sistemas controlados com folga normalmente apresentam erro de regime permanente, ou ate´
mesmo, ciclos limites pelos quais o sistema oscila, geralmente em um comportamento irregular,
com amplitude de pico a pico que pode exceder o tamanho de abertura total da folga, que sera´
considerado como bordas de fenda em seus modelos na sec¸a˜o 2.3 [Nordin & Gutman 2002].
Neste cap´ıtulo, introduz-se a descric¸a˜o de folga juntamente com seu modelo matema´tico
para uma melhor compreensa˜o desta na˜o linearidade. Ale´m disso, sa˜o relatadas duas te´cnicas
existentes na literatura para a ana´lise e o controle de sistemas com folga, que servira´ de base
para os pro´ximos cap´ıtulos.
2.2 Descric¸a˜o da Folga
Va´rias sa˜o as imperfeic¸o˜es na˜o lineares identificadas nos componentes de sistemas de controle
tais como: zona-morta, folga e histerese. O foco deste trabalho e´ a na˜o linearidade do tipo
backlash (folga) na entrada (atuador) da planta.
Folgas sa˜o na˜o linearidades comuns em componentes pertencentes a sistemas de controle [Tao
& Kokotovic 1995b], [Nordin & Gutman 2002], [Milani 2006], [Milani 2007], tais como:
1. conexo˜es mecaˆnicas, sendo o trem de engrenagens um exemplo pra´tico.
2. dispositivos eletromagne´ticos com histerese, podendo-se citar como exemplo a corrente de
Foucault em uma pec¸a meta´lica.
Os efeitos indeseja´veis da folga sa˜o os principais fatores da limitac¸a˜o severa do desempenho
dos sistemas de realimentac¸a˜o. Estes efeitos consistem de na˜o linearidades na˜o-diferencia´veis e in-
cluem a diminuic¸a˜o da precisa˜o da sa´ıda, o desempenho transito´rio insatisfato´rio e a instabilidade
[Slotine & Li 1991].
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Os efeitos prejudicias da folga em engrenagens mecaˆnicas sa˜o os mais conhecidos, ressaltando
que o foco deste trabalho e´ nesta aplicac¸a˜o. A folga impede o posicionamento correto das mes-
mas, podendo inclusive causar instabilidade, aumentando o desgaste das engrenagens, que, por
consequeˆncia, aumentam a folga. Uma soluc¸a˜o para esta dificuldade sa˜o os va´rios projetos de
engrenagens anti-backlash existentes, mas o custo destas engrenagens anti-backlash e´ bastante
elevado, ale´m das mesmas introduzirem fadiga e um atrito extra ao sistema. Assim, visando
contornar esta situac¸a˜o sem maiores danos e gastos elevados e´ a poss´ıvel utilizac¸a˜o de te´cnicas de
compensac¸a˜o desta na˜o linearidade. Este foi um dos motivos que despertou o interesse pelo de-
senvolvimento deste trabalho, sendo que, a folga utilizada neste manuscrito tem como aplicac¸a˜o
os sistemas mecaˆnicos, mais especificamente em conexo˜es mecaˆnicas. Algumas te´cnicas para a
resoluc¸a˜o deste problema sa˜o citadas ao final deste cap´ıtulo.
A folga e´ geralmente causada pelas pequenas lacunas (gaps) que existem em mecanismos
de transmissa˜o. Em trens de engrenagens, sempre existem pequenas lacunas entre o par de
engrenagens que se tocam (lacunas estas representadas por b, como mostra a Fig. 2.1), devido
a erros na fabricac¸a˜o e na montagem, sendo que quando o dente da engrenagem que empurra
(primeira engrenagem) a segunda gira um aˆngulo menor do que a lacuna b, a engrenagem que esta´
sendo empurrada pela primeira na˜o se move mais, o qual corresponde a zona-morta (segmento
da origem ao ponto A mostrado na Fig. 2.1). Assim que o contato foi estabelecido entre as duas
engrenagens, a engrenagem empurrada (segunda) segue a rotac¸a˜o da primeira de uma forma
linear (segmento AB). Quando a engrenagem que empurra gira na direc¸a˜o inversa por uma
distaˆncia de 2b, a engrenagem empurrada na˜o se move novamente, correspondendo ao segmento
BC na Fig. 2.1 1. Depois que o contato entre as duas engrenagens e´ restabelecido, a segunda
engrenagem segue a rotac¸a˜o da primeira na direc¸a˜o inversa (segmento CD). Entretanto, se a
engrenagem que empurra esta´ em um movimento perio´dico, a engrenagem empurrada movera´ na
forma representada pela trajeto´ria fechada EBCD, onde os segmentos BC e DE representam a
zona-morta [Slotine & Li 1991].
A folga pode parecer simples, mas estudos mostram que esta e´ extremamente complexa. Uma
outra maneira para descrever sua complexidade e´ explicado passo a passo atrave´s da Fig. 2.2 que
e´ uma conexa˜o mecaˆnica simples. Esta figura mostra um objeto em forma de L (objeto branco)
que percorre um objeto em forma de U (objeto preto) com a a´rea de contato determinada por
cr − cl. Relacionando com a figura anterior, o objeto em forma de L seria a engrenagem que
empurra e o objeto em forma de U seria a engrenagem que e´ empurrada pela primeira. A entrada
v(t) corresponde a` posic¸a˜o do objeto em forma de L e a sa´ıda u(t) corresponde a` posic¸a˜o do objeto
em forma de U . Em ambos objetos somente as suas posic¸o˜es sa˜o de interesse [Coelho 1997].
1Figura retirada de Slotine e Li 1991.
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Figura 2.2: Representac¸a˜o esquema´tica da folga.
Considera-se que as posic¸o˜es mostradas na Fig. 2.2 sejam v = 0 e u = cr. Supo˜e-se que v
comece a se mover para a direita, portanto, quando v alcanc¸a v = cr = u o contato e´ estabelecido
e u segue v como descrito pela inclinac¸a˜o ascendente da caracter´ıstica. Se em algum ponto da
curva v, o objeto em L pa´ra de se mover e inicia o movimento em sentido contra´rio, u ficara´ sem
movimento e permanecera´ na posic¸a˜o atual. O movimento durante este per´ıodo e´ representado
por uma transic¸a˜o horizontal para a esquerda. Assim, na Fig. 2.2, pode-se perceber que o
comprimento do segmento horizontal e´ cr − cl, sendo que cl e´ menor do que zero.
No fim do segmento o contato e´ estabelecido com o lado esquerdo do objeto em forma de
U , portanto u comec¸a a se mover para a esquerda juntamente com v ao longo da inclinac¸a˜o
descendente da caracter´ıstica. Se em algum ponto, v parar de se mover novamente e em seguida
reiniciar o movimento para a direita, u ira´ parar de se mover e esperara´ v atravessar o segmento
cr − cl. O movimento ocorrera´ novamente sobre o segmento horizontal, mas desta vez para a
direita. Naturalmente, v podera´ mudar sua direc¸a˜o antes de atravessar o segmento cr − cl, e o
pro´ximo contato podera´ ser com o lado esquerdo, ou ainda, v podera´ parar antes de alcanc¸ar um
novo contato [Coelho 1997].
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A folga e´ uma caracter´ıstica cuja representac¸a˜o gra´fica e´ mostrada na Fig. 2.3. Atrave´s desta
representac¸a˜o pode-se observar que v(t) e´ a entrada da folga, u(t) e´ a sa´ıda da folga, cr > 0 e´
o cruzamento direito com o eixo v, enquanto cl < 0 e´ o cruzamento esquerdo com o eixo v e,









Figura 2.3: Representac¸a˜o gra´fica da folga.
A folga definida por u(t) = B[v(t)] e´ descrita por duas linhas retas paralelas conectadas por
segmentos de linhas horizontais, conforme mostrado na Fig. 2.3. O lado ascendente da curva
representativa da folga esta´ ativo quando ambos v(t) e u(t) crescem (segmento EB da Fig. 2.1),
ou seja:
u(t) = m[v(t)− cr], v˙(t) > 0, u˙(t) > 0
O lado descendente esta´ ativo quando ambos v(t) e u(t) decrescem (segmento CD da Fig.
2.1):
u(t) = m[v(t)− cl], v˙(t) < 0, u˙(t) < 0
onde m > 0, cl < cr sa˜o paraˆmetros constantes. O movimento sobre um segmento interno
(zona-morta) e´ caracterizado por u˙(t) = 0 (segmentos BC ou DE da Fig. 2.1).
2.3 Modelos da Folga
O modelo de folga aqui considerado e´ apresentado na Fig. 2.3. Este modelo de folga e´ aplicado
em uma conexa˜o mecaˆnica simples, descrita tambe´m em [Tao & Kokotovic 1995b] e que pode ser
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vista na Fig. 2.2.
2.3.1 Modelo Cont´ınuo da Folga





mv˙(t) se v˙(t) > 0 e u(t) = m(v(t)− cr)
mv˙(t) se v˙(t) < 0 e u(t) = m(v(t)− cl)
0 caso contra´rio
(2.1)
onde os escalares positivos m, cr e cl sa˜o, respectivamente, o ganho e as bordas de fenda. A
equac¸a˜o (2.1) e´ conhecida como modelo de folga conduzida por atrito, ou seja, o membro con-
duzido rete´m sua posic¸a˜o quando a fenda da folga esta´ aberta, como se fosse mantido em seu lugar
por forte atrito. Pode ser verificado que (2.1) corresponde a um modelo dinaˆmico de primeira or-
dem, linear por partes, conduzido por velocidade, com treˆs regio˜es de comportamentos distintas,
aqui denominadas de ativa subindo, ativa descendo e fenda [Milani 2006].
Resumindo, a folga e´ por si mesma um sistema dinaˆmico com memo´ria e caracterizada por
paraˆmetros [Desoer & Shahruz 1986]. A caracter´ıstica da folga com entrada v(t) e sa´ıda u(t) e´
descrita por duas linhas retas, inclinadas para cima e para baixo, conectados com os segmentos
de linha horizontal, como pode ser visto atrave´s da Fig. 2.3.
2.3.2 Modelo Discreto da Folga
Observando a representac¸a˜o gra´fica da folga mostrada na Fig. 2.3, pode-se visualizar facil-
mente a versa˜o discreta desta modelagem. Os posicionamentos v(t) e u(t) sa˜o observados em
tempo discreto t = 0, 1, 2, ... Ao inve´s de usar v˙(t) para caracterizar a direc¸a˜o de v(t), sa˜o usados
os valores de vl e vr. Inclusive, optou-se tambe´m por trabalhar no tempo discreto justamente
por na˜o fazer uso das derivadas de u(t) e v(t).




m(v(t)− cl) se v(t) ≤ vl = u(t−1)m + cl
m(v(t)− cr) se v(t) ≥ vr = u(t−1)m + cr
u(t− 1) caso contra´rio
(2.2)
onde os valores de vl e vr sa˜o as projec¸o˜es no eixo v das intersecc¸o˜es de duas linhas paralelas de
inclinac¸a˜o m com o segmento interno horizontal contendo u(t− 1) [Tao & Kokotovic 1993].
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2.4 Resposta Perio´dica
Para um melhor entendimento de como a folga se comporta, faz-se necessa´rio uma breve
explicac¸a˜o da resposta perio´dica da mesma. Devido a` facilidade de manuseio do Simulink e
tambe´m por conter o bloco que representa a folga (backlash), um esquema representativo para
a simulac¸a˜o da folga no Simulink - Matlab foi feito atrave´s do bloco bus creator que gera um
sinal dos barramentos de suas entradas, cujas entradas sa˜o: um sinal senoidal conectado a` folga
e o pro´prio sinal senoidal, a fim de verificar a diferenc¸a entre o sinal senoidal e o sinal da folga,
conforme mostra a Fig. 2.4 a seguir.
Figura 2.4: Esquema representativo para a simulac¸a˜o da folga.
O efeito da caracter´ıstica da folga pode ser observado na forma de onda de sa´ıda u(t), cuja
entrada v(t) e´ um sinal senoidal de amplitude 1 conforme mostrado na Fig. 2.5. Para esta
ilustrac¸a˜o, os paraˆmetros da folga utilizados sa˜o m = 1, cr = 0,5 e cl = −0,5 representando uma
folga sime´trica, isto e´, os dois lados da caracter´ıstica da folga sa˜o linhas retas: u(t) = v(t) + 0,5
e u(t) = v(t)− 0,5.




















Figura 2.5: Resposta da folga a uma entrada senoidal.
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Atrave´s da Fig. 2.5, pode-se perceber que a folga (curva vermelha) acompanha o sinal senoidal
(curva azul) ate´ o pico, ou seja, quando ela chega na borda. Quando este comec¸a a descer a folga
permanece na zona-morta por um tempo e depois acompanha a descida do sinal, chegando ate´ a
outra borda. Quando o sinal senoidal volta a subir a folga permanece novamente na zona-morta
e depois de um certo tempo comec¸a a subir seguindo o sinal. Este movimento permanece ate´ o
te´rmino da simulac¸a˜o. Vale ressaltar que esta permaneˆncia na zona-morta significa um atraso
em relac¸a˜o ao sinal senoidal, ou seja, quando o objeto em forma de L na˜o atingiu o objeto em
forma de U (vide Fig. 2.2).
Nota-se que esta simulac¸a˜o da resposta perio´dica da folga e´ semelhante a representac¸a˜o es-
quema´tica da folga atrave´s da conexa˜o mecaˆnica (veja Fig. 2.2). Assim, quando a folga atinge o
pico superior da Fig. 2.5 equivale ao movimento pela direita do objeto em forma de L encostando
no objeto em forma de U (cr = 0) conforme mostrado na Fig. 2.2. Pore´m, quando a folga atinge
o pico inferior equivale ao movimento pela esquerda do objeto em forma de L encostando no
objeto em forma de U (cl = 0).
2.4.1 Simulac¸a˜o com Planta Discreta
Para evidenciar os efeitos prejudiciais da folga, faz-se uma simulac¸a˜o de uma planta linear
discreta precedida pela folga. Para esta simulac¸a˜o utiliza-se a mesma planta analisada no cap´ıtulo
4 dada por G(D) = 1×10
−5z2+4×10−5z+1×10−5
z3−2,88504z2+2,77196z−0,88692
, sendo os paraˆmetros da folga iguais a m = 1,3,
cr = 3 e cl = −3, ja´ o sinal senoidal com amplitude de 10 e frequeˆncia angular de 12,6. A Fig.
2.6 ilustra esta simulac¸a˜o.
A Fig 2.6 mostra a entrada senoidal, a sa´ıda da folga e a resposta do sistema da planta linear
precedida pela folga. Atrave´s desta figura pode-se verificar o quanto a folga desestabiliza a planta
linear discreta no tempo.
2.5 Saturac¸a˜o
No pro´ximo cap´ıtulo ale´m da na˜o linearidade tipo folga, foi inserida a na˜o linearidade satu-
rac¸a˜o. Portanto, cabe fazer uma breve explicac¸a˜o sobre esta na˜o linearidade.
Saturac¸a˜o, assim como zona-morta e folga, afeta significativamente a estabilidade do sistema.
E´ geralmente causada por limites de tamanhos dos componentes, propriedades dos materiais, e
capacidade de poteˆncia. A saturac¸a˜o pode ter efeitos complicados no desempenho de sistemas de
controle [Slotine & Li 1991]. Por na˜o ter resultados de folga precedida por saturac¸a˜o, resolveu-se
inserir mais esta na˜o linearidade.
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Figura 2.6: Resposta de uma planta linear (curva vermelha) precedida pela folga (curva preta)
a uma entrada senoidal (curva azul).
Figura 2.7: Saturac¸a˜o.
Tal na˜o linearidade esta´ representada na Fig. 2.7.
Nota-se que a parte linear se da´ entre u e −u. Fora deste intervalo, ou seja, acima de u, e





−1 se x < −1
x se − 1 ≤ x ≤ 1
1 se x > 1
(2.3)
Da mesma maneira que foi realizada a simulac¸a˜o da resposta transito´ria da folga no Simulink,
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faz-se a simulac¸a˜o da saturac¸a˜o, apenas trocando o bloco backlash pelo bloco saturation (vide
Fig. 2.4). A Fig. 2.8 mostra esta simulac¸a˜o.




















Figura 2.8: Resposta da saturac¸a˜o a uma entrada senoidal.
Atrave´s da Fig. 2.8, pode-se perceber que a saturac¸a˜o (curva vermelha) corta os picos da
entrada senoidal (curva preta pontilhada). Portanto, assim como a folga causa instabilidade ao
sistema, a saturac¸a˜o tambe´m prejudica um sistema.
2.6 Te´cnicas de Ana´lise e Controle de Sistemas com Folga
Na literatura existem va´rias te´cnicas para solucionar o problema de ana´lise e controle de
sistemas com folga. Duas destas te´cnicas sa˜o brevemente descritas nesta sec¸a˜o para que, nos
pro´ximos cap´ıtulos, sejam comparadas a novos me´todos computacionais que foram desenvolvidos
no decorrer deste trabalho.
As duas te´cnicas importantes para a estabilizac¸a˜o de sistemas com folga sa˜o uma para ana´lise
e outra para controle de sistemas com folga. A primeira e´ a ana´lise de estabilidade utilizando
LMI (Linear Matrix Inequality). A segunda e´ a inversa˜o da folga que inverte a na˜o linearidade
para compensa´-la.
2.6.1 Te´cnica de Ana´lise de Estabilidade Utilizando LMIs
Esta te´cnica se baseia na ana´lise de estabilidade utilizando LMIs, sendo abordada no caso
de algumas na˜o linearidades, como por exemplo, zona-morta, saturac¸a˜o e folga [da Silva Jr. &
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Tarbouriech 2005], [Tarbouriech & Prieur 2006]. Utiliza-se como refereˆncia para a explicac¸a˜o
desta te´cnica o artigo de [Tarbouriech & Prieur 2007b], pois no pro´ximo cap´ıtulo deste trabalho
faz-se uma melhora com relac¸a˜o ao mesmo.
Este artigo propo˜e uma abordagem baseada em func¸o˜es de Lyapunov. Mais precisamente,
estudam-se as propriedades de entrada e sa´ıda da folga e da´-se condic¸o˜es generalizadas de regia˜o
levando em conta a saturac¸a˜o. Com isso, permite-se definir func¸o˜es de Lyapunov candidatas
que generalizam a func¸a˜o cla´ssica tipo Lur’e e algumas pre´vias [Pare´, Hassibi & How 2001],
[Taware, Tao & Teolis 2002]. Sa˜o dados dois resultados de estabilidade: convergeˆncia global ou
local, dependendo do conjunto admiss´ıvel e das condic¸o˜es iniciais. Condic¸o˜es construtivas sa˜o
propostas sob uma forma de LMI e permite garantir a estabilidade do sistema em malha fechada.
Vale ressaltar que nesse artigo, ale´m da folga, foi inclu´ıda a saturac¸a˜o antes da folga no
sistema completo, ou seja, a sa´ıda da saturac¸a˜o e´ a entrada da folga.
Nesta te´cnica, condic¸o˜es construtivas sa˜o propostas sob uma forma de LMI e permite garantir
a estabilidade do sistema em malha fechada (sistema completo com a planta precedida da folga
precedida da saturac¸a˜o). Tais condic¸o˜es de estabilidade global fazem com que aparec¸a uma
realimentac¸a˜o adicional entre a sa´ıda e a entrada da folga. Este ganho associado pode atenuar
o comportamento indesejado das na˜o linearidades. Em seguida, devido a` presenc¸a da folga
calcula-se o conjunto de pontos de equil´ıbrio para enta˜o alcanc¸ar a estabilidade global e local.
2.6.2 Te´cnica da Inversa˜o da Folga
Os principais objetivos dos controladores em sistemas com realimentac¸a˜o sa˜o: estabilizar os
sistemas (plantas) e obter um desempenho satisfato´rio para os mesmos. Um sistema realimentado
bem projetado geralmente tem as seguintes propriedades: sua sa´ıda e´ insens´ıvel a ru´ıdos; seu
desempenho e´ insens´ıvel para modelar incertezas e variac¸o˜es; se comporta mais ou menos como um
sistema linear. Em particular, estas propriedades sa˜o alcanc¸adas quando o ganho do controlador
e´ aumentado enquanto o sistema permanece esta´vel [Callier & Desoer 1982], [Shahruz & Hauser
1989].
Com isso, existe o me´todo da compensac¸a˜o adaptativa baseada no modelo inverso da folga
que e´ abordado em alguns artigos, tais como, [Tao & Kokotovic 1993], [Tao & Kokotovic 1995b],
[Dean et al. 1995], [Grundelius & Angeli 1996]. Este me´todo e´ de extrema importaˆncia, pois
serve de base para os cap´ıtulos 4 e 5 o qual sa˜o feitas algumas mudanc¸as e conseguiu-se diminuir
o esforc¸o computacional reduzindo a estrutura de controle do mesmo.
Em suma, esta te´cnica consiste em desenvolver um controlador adaptativo do modelo inverso
da folga para plantas com folga desconhecida, na entrada de uma parte linear conhecida. A ideia
do esquema deste controle e´ usar uma folga inversa estimada para cancelar o efeito indeseja´vel
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da caracter´ıstica da folga, utilizando uma estrutura de controle linear que possa ser empregada
para alcanc¸ar o objetivo do controle. Ao contra´rio do tempo discreto, no tempo cont´ınuo a sa´ıda
da planta e´ filtrada, sendo que em ambos, o controle e sua derivada sa˜o dispon´ıveis. Isto e´ crucial
para implementac¸a˜o da inversa˜o da folga no tempo cont´ınuo, pois as caracter´ısticas da folga sa˜o
usualmente pouco conhecidas e frequentemente variam com o tempo. A criac¸a˜o de um esquema
adaptativo para atualizar a inversa˜o da folga e´ de interesse pra´tico [Tao & Kokotovic 1995b].
A func¸a˜o desejada da folga inversa e´ cancelar os efeitos prejudiciais da folga no desempenho
do sistema. Um efeito prejudicial da folga e´ o atraso correspondente ao tempo necessa´rio para
atravessar o segmento interno da folga representado por B(.). Outro efeito prejudicial refere-se
a informac¸a˜o perdida que ocorre no segmento interno quando a sa´ıda u(t) permanece constante
enquanto a entrada v(t) continua a mudar. Dessa forma, a folga pode ser representada por
u = B(v). Logo, a ideia e´ fazer com que a folga inversa BI(.) se torne igual a folga para
compensa´-la, ou seja, BI(.).B(.) = 1.
Assim, equaciona-se o modelo inverso da folga e, em seguida, o modelo inverso adaptativo
da folga, ou seja, ao inve´s dos paraˆmetros da folga sa˜o utilizados os paraˆmetros estimados dela,
uma vez que ela e´ desconhecida. Portanto, se o modelo da folga inversa adaptativa for exato, a
folga inversa adaptativa cancela os efeitos prejudicias da folga no sistema.
Nessa te´cnica foram criadas uma estrutura do controlador adaptativo e uma lei adaptativa
para a atualizac¸a˜o dos treˆs paraˆmetros estimados da folga. O algoritmo termina quando os
paraˆmetros estimados da folga conseguem atingir os mesmos valores dos paraˆmetros da folga.
Dessa maneira, a folga inversa estimada obtida atrave´s dessa te´cnica cancela o efeito da folga no
sistema.
2.7 Conclusa˜o
Este cap´ıtulo e´ de extrema importaˆncia para o entendimento do foco deste trabalho (folga).
Inicialmente foi feita sua definic¸a˜o e explicitado o seu funcionamento em sistemas mecaˆnicos, mais
precisamente em engrenagens. Foi apresentado, tambe´m, os modelos matema´ticos (cont´ınuo e
discreto) da folga seguido da resposta perio´dica da mesma, com a consequente apresentac¸a˜o dos
resultados obtidos pela literatura, servindo para obtenc¸a˜o de conhecimentos e como est´ımulo
e/ou comparac¸a˜o para os novos resultados conquistados.
A primeira te´cnica citada foi a ana´lise de estabilidade utilizando LMIs que propo˜e uma abor-
dagem baseada em func¸o˜es de Lyapunov, cuja utilizac¸a˜o tambe´m sera´ feita para comparac¸a˜o com
o pro´ximo cap´ıtulo, apresentando, por consequeˆncia, uma melhora nesta te´cnica. A segunda e´ a
de inversa˜o da folga que utiliza uma folga inversa estimada para cancelar os efeitos indeseja´veis
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da folga no sistema, servindo de comparac¸a˜o com os resultados obtidos nos cap´ıtulos 4 e 5, uma
vez que houveram melhoras no controle adaptativo desta te´cnica.
Em suma, este cap´ıtulo e´ a base para os posteriores, haja vista explicitar os resultados de
problemas com esta na˜o linearidade, que apenas sa˜o compreendidos e alcanc¸ados atrave´s do
entendimento teo´rico apresentado.
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Cap´ıtulo 3
Ana´lise de Estabilidade de Sistemas
com Folga
3.1 Introduc¸a˜o
Muitos sistemas f´ısicos de controle esta˜o sujeitos a` limitac¸a˜o de amplitude na entrada. A
saturac¸a˜o e´ um tipo de na˜o linearidade que pode reduzir o desempenho do sistema em malha
fechada ou mesmo conduzir para a instabilidade. A ana´lise de estabilidade ou problemas de
controle de sistemas de estabilizac¸a˜o com a na˜o linearidade saturac¸a˜o atraiu pesquisas ha´ va´rias
de´cadas (veja, por exemplo, [Kapila & Grigoriadis 2002], [Hu & Lin 2001], [Tarbouriech, Garcia
& Glattfelder 2007]). Uma outra na˜o linearidade importante, foco deste trabalho, que limita o
desempenho em muitas aplicac¸o˜es e´ a folga. Este operador de folga e´ uma func¸a˜o baseada em
memo´ria e ainda e´ uma fonte aberta para problemas pra´ticos e teo´ricos [Nordin & Gutman 2002],
[Barreiro & Ban˜os 2006]. A inserc¸a˜o da saturac¸a˜o antes da folga se deve ao fato de que existe
nenhum trabalho de na˜o linearidade resultante de folga com saturac¸a˜o em sua entrada, embora
este tipo de na˜o linearidade aparece quando o limite da amplitude com atuador de memo´ria sa˜o
usados em sistema de controle. Note tambe´m que nenhum dos dois tipos de na˜o linearidade e´
dominante, e pode-se verificar que a saturac¸a˜o pode ser ativa ou na˜o, quando esta´ na entrada do
operador de folga.
Este cap´ıtulo propo˜e uma nova abordagem baseada em func¸o˜es de Lyapunov. Mais precisa-
mente, estuda-se propriedades de entrada e sa´ıda da folga, dando condic¸o˜es de contorno gene-
ralizadas para levar a saturac¸a˜o em conta. Isto permite definir func¸o˜es candidatas de Lyapunov
que generalizam uma func¸a˜o cla´ssica do tipo Lur’e e tambe´m algumas pre´vias [Pare´ et al. 2001],
[Taware et al. 2002]. Resultados de estabilidade em termos de convergeˆncia global sa˜o dados.
Condic¸o˜es construtivas sa˜o propostas sob uma forma de LMI e permite garantir a estabilidade
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do sistema em malha fechada. Tais condic¸o˜es de estabilidade global impo˜em a presenc¸a de uma
realimentac¸a˜o adicional entre a sa´ıda e a entrada da folga. O ganho associado e´ enta˜o fixado pela
construc¸a˜o que pode permitir, como no contexto anti-windup, para atenuar o comportamento
indesejado dos elementos na˜o lineares. Devido a` presenc¸a da folga, e´ necessa´rio lidar com o
conjunto de pontos de equil´ıbrio, que podem na˜o ser reduzidos para a origem, o qual aqui sera´
precisamente descrito.
Em [Tarbouriech & Prieur 2006], os autores apresentam uma proposta de ana´lise de es-
tabilidade para sistemas com folga utilizando LMIs. Ja´ em [Tarbouriech & Prieur 2007b] os
autores atualizaram este u´ltimo trabalho incluindo a saturac¸a˜o antes da folga. Na proposta de
ana´lise de estabilidade deste trabalho de doutorado, faz-se uma nova atualizac¸a˜o do resultado de
[Tarbouriech & Prieur 2007b], conforme sera´ visto ao longo deste cap´ıtulo.
Assim, este cap´ıtulo esta´ organizado da seguinte maneira: na Sec¸a˜o 3.2, define-se precisamente
os problemas considerados neste trabalho. Apo´s isso, apresentam-se propriedades de entrada
e sa´ıda de operadores na˜o lineares na sec¸a˜o 3.3. Ato cont´ınuo, demonstram-se os principais
resultados na sec¸a˜o 3.4 tratando com ambos: ana´lise de estabilidade e ca´lculo do conjunto de
pontos de equil´ıbrio. Na sec¸a˜o 3.5, a questa˜o nume´rica e´ discutida. Um exemplo nume´rico
retirado da literatura permite ilustrar os resultados desenvolvidos.
Devido a` manipulac¸a˜o de matrizes neste cap´ıtulo, faz-se necessa´rio incluir algumas notac¸o˜es
que sera˜o utilizadas ao longo do mesmo.
Notac¸o˜es utilizadas neste cap´ıtulo:
• Para algum vetor x ∈ <n, x  0 significa que todos os componentes de x, denotados por
x(i), sa˜o na˜o negativos.
• Para dois vetores x, y ∈ <n, a notac¸a˜o x  y significa que x(i) − y(i) ≥ 0, ∀i = 1, . . . , n.
• 1 e 0 denotam a matriz identidade e a matriz nula de dimenso˜es apropriadas, respectiva-
mente.
• x ∈ <n+ significa que x  0. Os elementos da matriz A ∈ <m×n sa˜o denotados por a(i,j),
i = 1, ...,m, j = 1, ..., n.
• A(i) denota a ie´sima linha da matriz A.
• sym{A} = A+ A′ denota a matriz sime´trica.
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• |A| e´ a matriz constitu´ıda pelo valor absoluto de cada elemento de A, considerando que
A+ e A− denotam as duas matrizes constitu´ıdas por elementos na˜o negativos tais que
A = A+ − A− e |A| = A+ + A−.
• Para duas matrizes sime´tricas, A e B, A > B significa que A−B e´ positiva definida.
• A′ e traco(A) denotam a transposta e o trac¸o de A, respectivamente.
• Em matrizes sime´tricas particionadas, e´ utilizado o s´ımbolo ? para blocos sime´tricos.
3.2 Formulac¸a˜o do Problema
Vale enfatizar que neste cap´ıtulo ale´m da na˜o linearidade tipo folga, foi inserida a na˜o li-
nearidade saturac¸a˜o, brevemente descrita no cap´ıtulo 2.
A classe de sistemas na˜o lineares aqui considerada e´ o resultado de uma saturac¸a˜o seguida
por um operador de folga. Mais precisamente, a equac¸a˜o 3.1 descreve a planta em espac¸o de
estado considerada neste cap´ıtulo:
x˙ = Ax+ BΦ[w] (3.1)
onde x ∈ <n e´ o estado, w ∈ <m e´ a entrada da na˜o linearidade folga, ou seja, sa´ıda da
saturac¸a˜o. A, B sa˜o matrizes de dimenso˜es apropriadas, e Φ denota o operador na˜o linear
de folga. E´ assumido que A e´ Hurwitz. Ale´m disso, Φ e´ um operador de folga por partes
estudado em [Macki, Nistri & Zecca 1993], [Pare´ et al. 2001], [Taware & Tao 2003], [Brokate &
Sprekels 1996]. Assim, o conjunto de func¸o˜es cont´ınuas, diferenciais por partes w: [0,+∞)→ <m
por C1pw([0, +∞);<m), que e´ o conjunto de func¸o˜es cont´ınuas w sendo, para alguma sequeˆncia
na˜o limitada (tj)
∞
j=0 em [0,+∞) com t0 = 0, continuamente diferencia´vel em (tj−1,tj) para todo
j ∈ N. O operador Φ e´ definido como segue, para todo w ∈ C1pw([0,+∞);<m), para todo j ∈ N,






`(i)w˙(i)(t) se w˙(i)(t) ≥ 0 e (Φ[w](t))(i) = `(i)(w(i)(t)− cr(i))
`(i)w˙(i)(t) se w˙(i)(t) ≤ 0 e (Φ[w](t))(i) = `(i)(w(i)(t)− cl(i))
0 caso contra´rio
(3.2)
onde 0 = t0 < t1 < . . . e´ uma partic¸a˜o de [0, +∞) tal que w e´ continuamente diferencia´vel em
cada um dos intervalos (tj−1,tj), j ∈ N. Cada `(i), i = 1, . . . ,m, e´ dado em <m+ . Os vetores cr e
cl sa˜o dados em <m tal que
cl  0  cr (3.3)
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Faz-se necessa´rio uma observac¸a˜o: a inclinac¸a˜o da folga m e´ denotada neste cap´ıtulo por l na
equac¸a˜o (3.2) para na˜o confundir com o tamanho do vetor (`(i), i = 1, . . . ,m).
Dessa forma, Φ e´ uma na˜o linearidade invariante no tempo com restric¸a˜o de declive, como
em [Park, Banjerdpongchai & Kailath 1998]. Note, entretanto, que e´ um operador baseado em
memo´ria, desde que o calcule, e´ necessa´rio ter informac¸a˜o dos valores anteriores de w (este na˜o
e´ o caso em [Park et al. 1998]).
A entrada do operador de folga e´ a sa´ıda do mapeamento da saturac¸a˜o:
w = sat(K1y +K2Φ[w]) (3.4)
onde K1 e K2 sa˜o dois ganhos de controle que sa˜o projetados ou supostamente conhecidos. Na
equac¸a˜o anterior, a sa´ıda y ∈ <p e´ dada por:
y = Cx+DΦ[w] (3.5)
onde C e D sa˜o duas matrizes dadas de dimenso˜es apropriadas, considerando que sat denota a
func¸a˜o de saturac¸a˜o vetorial cla´ssica definida como
∀i = 1, ...,m: (sat(w))(i) = sat(w(i)) = sign(w(i))min(u0(i),|w(i)|) sendo u0(i) > 0 o ie´simo
n´ıvel de saturac¸a˜o.




Figura 3.1: Sistema completo.
Hipo´tese 3.1 O sistema (3.1) e´ suposto ser bem conhecido. Em outras palavras, a matriz 1 −
(K1 +K2D)L e´ assumida ser na˜o singular.
Define-se a matriz L = diag(`1, . . . , `m). Neste Cap´ıtulo, considera-se que a na˜o linearidade
Φ e´ ativa (veja [Nordin & Gutman 2002], [Corradini & Orlando 2002]). Por isso, tem-se que o
conjunto de condic¸o˜es iniciais admiss´ıveis w(t = 0), a partir do qual garante-se a estabilidade,
conforme se segue:
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L(w(0)− cl)  Φ[w](0)  L(w(0)− cr) (3.6)
Primeiro e´ importante lembrar que, com (3.2), obte´m-se:
L(w(t)− cl)  Φ[w](t)  L(w(t)− cr), ∀t ≥ 0 (3.7)
O problema a ser resolvido explorando algumas propriedades de limitac¸a˜o de na˜o linearidades
pode ser resumido a seguir.
Problema 3.1 Determine as condic¸o˜es dos ganhos K1 e K2 e caracterize o conjunto associado
de pontos de equil´ıbrio, ou pelo menos uma limitac¸a˜o do mesmo, para que as soluc¸o˜es do sistema
resultante da interligac¸a˜o entre (3.1), (3.4) e (3.5) convirja quando inicializado como em (3.6).
Os resultados desenvolvidos para solucionar este problema pode ser visto como complemento
para aqueles estudados em [Tarbouriech & Prieur 2006] dedicado para o caso sem saturac¸a˜o, ou
aqueles estudados em [Tarbouriech & Prieur 2007a] onde a folga inserida na entrada da planta
corresponde a` sa´ıda de um atuador dinaˆmico sujeito a` amplitude e taxa de saturac¸a˜o.
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3.3.1 Preliminares sobre o Sistema em Malha Fechada
Como o operador de folga e´ definido em termos de sua derivada no tempo, torna-se parti-
cularmente interessante estudar a versa˜o do sistema derivado no tempo (3.1), (3.4) e (3.5). Desta
forma tem-se:
X = x˙ (3.8)
Por concisa˜o, nesta sec¸a˜o, denota-se Φ˙ ao inve´s de
˙︷︸︸︷
Φ[w], e Φ ao inve´s de Φ[w]. Logo, o sistema
em malha fechada e´ definido por:
X˙ = AX + BΦ˙ (3.9)
onde w e´ definido por:
w = ϕ+K1CA
−1X + (−K1CA−1B +K1D +K2)Φ (3.10)
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e a na˜o linearidade ϕ e´ definida por:
ϕ = sat(K1y +K2Φ)− (K1y +K2Φ)
= sat(K1CA
−1X + (−K1CA−1B +K1D +K2)Φ)
−(K1CA−1X + (−K1CA−1B +K1D +K2)Φ)
(3.11)
Note que em (3.11), (3.8) e (3.10), o conjunto de condic¸o˜es iniciais admiss´ıveis dado em (3.6)
pode ser escrito como:
Lcl M

 X(t = 0)Φ(t = 0)
ϕ(t = 0)






−1 −1+ L(−K1CA−1B +K1D +K2) L
)
De acordo com o sistema (3.9), a seguinte propriedade pode ser formulada.
Propriedade 3.1 O vetor w˙ satisfaz a equac¸a˜o (3.13):
w˙ = K1CX + (K1D +K2)Φ˙ + ϕ˙ (3.13)
Por definic¸a˜o, ϕ˙ e´, para i = 1, ...,m:
ϕ˙(i) =
{
−(K1(i)CX + (K1(i)D +K2(i))Φ˙) se |z(i)| > u0(i)
0 se |z(i)| < u0(i)
(3.14)
onde z(i) = K1(i)Cx+ (K1(i)D +K2(i))Φ.
Ate´ aqui, estas preliminares sa˜o as mesmas descritas em [Tarbouriech & Prieur 2007b]. A
partir deste ponto, modificac¸o˜es sa˜o feitas a fim de melhorar este resultado ja´ existente na
literatura.
3.3.2 Propriedades sobre as Na˜o Linearidades
O operador na˜o linear Φ verifica as propriedades fornecidas no seguinte lema. Antes, pore´m,
vale ressaltar que este Lema 3.1 e´ atualizado em relac¸a˜o ao apresentado no Lema 2.1 na u´ltima
sec¸a˜o do cap´ıtulo 2 tirado de [Tarbouriech & Prieur 2007b] (principal artigo de comparac¸a˜o
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com o resultado deste Cap´ıtulo), pois tem uma matriz diagonal definida positiva (N3) a mais
[Tarbouriech, Prieur, Queinnec & Santos 2010].
Lema 3.1 Para algumas matrizes diagonais definidas positivas N1, N2, N3 em <m×m, onde
N3 ≥ 1, tem-se que, para todo w ∈ C1pw([0,+∞];<m), para todo t ∈ (ti−1,ti)
Φ˙′N1(Φ− Lw) ≤ 0, (3.15)
Φ˙′N2(Φ˙−N3Lw˙) ≤ 0, (3.16)
onde 0 = t0 < t1 < . . . e´ uma parte de [0,+∞) tal que w e´ continuamente diferencia´vel em cada
um dos intervalos (tj−1,tj), j ∈ N.
A na˜o linearidade ϕ definida em (3.11) e´ uma func¸a˜o zona-morta descentralizada. E´ im-
portante perceber que as na˜o linearidades ϕ e Φ esta˜o em cascata desde que ϕ dependa de Φ.
Considere agora uma matriz G1 ∈ <m×n e defina o seguinte conjunto poliedral:
Sϕ = {(x,Φ) ∈ <n ×<m;−u0  (K1CA−1 −G1)x+ (−K1CA−1B +K1D +K2)Φ  u0} (3.17)
A na˜o linearidade ϕ, definida em (3.11), satisfaz o seguinte lema derivada do Lema 1 em
[Tarbouriech et al. 2006].
Lema 3.2 Se X e Φ sa˜o elementos de Sϕ, dados em (3.17), enta˜o a seguinte inequac¸a˜o e´ segu-
rada:
ϕ′T (ϕ+G1X) ≤ 0 (3.18)
para alguma matriz diagonal definida positiva T ∈ <m×m.
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3.4.1 Ana´lise de Estabilidade
Considerando o seguinte funcional definido por:
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onde P = P ′ > 0, Zi = Z
′
i > 0, i = 1,2, e Ni, i = 1,2,3, sa˜o matrizes diagonais positivas. Por
definic¸a˜o e pelo Lema 3.1, V (ξ,Φ,ϕ,t) e´ definida positiva.
A seguinte proposic¸a˜o relativa ao sistema (3.9) pode ser dada primeiro. Ale´m disso, considere
as 2m matrizes diagonais ∆j, j = 1, ..., 2
m, cujos elementos diagonais sa˜o 1 ou 0.
A partir daqui, resultados ine´ditos sa˜o obtidos devido a`s atualizac¸o˜es em relac¸a˜o a [Tarbouriech
& Prieur 2007b] citadas anteriormente.
Proposic¸a˜o 3.1 Suponha que os ganhos K1 e K2 tenham sido projetados tal que:
K1 = (−K1CA−1B +K1D +K2) = 0 (3.20)
Se existir uma matriz sime´trica definida positiva W ∈ <n×n, treˆs matrizes diagonais definidas
positivas S1 ∈ <m×m, S2 ∈ <m×m, N ∈ <m×m, satisfazendo:
N > 1 (3.21)

 WA




 < 0, j = 1, ..., 2m (3.22)
onde
M2 = BS1 +W (A
−1)′C ′K ′1L+WC
′K ′1(1−∆j)LN
M3 = −WC ′K ′1∆j −W (A−1)′C ′K ′1
M4 = −2S1 + sym{NL(1−∆j)K1CA−1BS1}
M5 = LS2 − S1B′(A−1)′C ′K ′1∆j
(3.23)
logo, as trajeto´rias do sistema (3.9) sa˜o assintoticamente esta´veis para todas as condic¸o˜es iniciais
satisfazendo (3.6).
Prova: Considerando G = K1CA
−1, a condic¸a˜o de setor (3.18) e´ globalmente satisfeita, ou
seja, e´ satisfeita para algum X ∈ <n e algum Φ ∈ <m.
Considera-se a func¸a˜o de Lyapunov candidata definida por:









onde w e w˙ definidos em (3.10) e (3.13) sa˜o func¸o˜es de X, ϕ e Φ, onde P = P ′ > 0, Z1 = Z
′
1 > 0,
Z2, N1 sa˜o matrizes diagonais definidas positivas de dimenso˜es apropriadas e N uma matriz
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diagonal satisfazendo a relac¸a˜o (3.21). A derivada no tempo de V ao longo das soluc¸o˜es de (3.9)
e´ dada por: V˙ = 2X ′PX˙+2Φ˙′Z1Φ+2ϕ
′Z2ϕ˙−2Φ˙′N1(Φ−Lw)−2Φ˙′N1(Φ˙−NLw˙). Combinando




w˙ = K1CX −K1CA−1BΦ˙ + ϕ˙ (3.26)
Assim, de (3.10), (3.9), (3.13) e (3.20), obte´m-se:
V˙ = X ′(A′P + PA)X + 2X ′PBΦ˙ + 2ϕ′Z2ϕ˙
+2Φ˙′Z1Φ− 2Φ˙′N1Φ + 2Φ˙′N1Lϕ+ 2Φ˙′N1LK1CA−1X




De (3.20) pode-se escolher Z1 = N1(1 − LK1) = N1 que e´ uma matriz sime´trica definida
positiva. Ale´m disto, desta escolha, os termos cruzados envolvendo ambos Φ˙ e Φ sa˜o removidos
da expressa˜o de V˙ . Denota-se S1 = N
−1
1 .
Por isso, utilizando o Lema 3.2 com G = K1CA
−1, a derivada no tempo de V ao longo
das soluc¸o˜es de (3.9) satisfaz V˙ ≤ V˙ − 2ϕ′S−12 (ϕ + GX), para algum X,Φ, ϕ. Denota-se L =
V˙ −2ϕ′S−12 (ϕ+GX). Na expressa˜o de L, tem-se que manipular para que os termos ϕ˙ aparec¸am.
Atrave´s do ca´lculo de (3.14), sabe-se que ϕ˙ pode ter 2m valores. Por exemplo, no caso de m = 2,












−(K1(1)CX + (K1(1)D +K2(1))Φ˙)




−(K1(2)CX + (K1(2)D +K2(2))Φ˙)
)
. Dessa forma, e´ importante verificar que L < 0 para
algum valor poss´ıvel dado por ϕ˙. Para este objetivo, considerando as 2m matrizes diagonais ∆j,
j = 1, ..., 2m, cujos elementos diagonais sa˜o 1 ou 0, pode-se repassar na expressa˜o de L, ϕ˙ por
−∆j(K1CX + (K1D +K2)Φ˙). Com isso, pode-se reescrever L como segue:
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L = X ′(A′W−1 +W−1A)X + 2X ′W−1BΦ˙
−2ϕ′S−12 ∆j(K1CX + (K1D +K2)Φ˙)
+2Φ˙′S−11 Lϕ− 2Φ˙′S−11 Φ˙
+2Φ˙′S−11 LK1CA
−1X + 2Φ˙′S−11 NLK1CX
−2Φ˙′S−11 NL∆j(K1CX + (K1D +K2)Φ˙)
+2Φ˙S−11 NL(K1D +K2)Φ˙− 2ϕ′S−12 (ϕ+GX)
(3.28)
para um sutil j ∈ {1, ..., 2m} e onde denota-se S2 = Z−12 . Portanto, L pode ser escrito como
(











onde M corresponde a` matriz definida em (3.22). A satisfac¸a˜o da relac¸a˜o (3.22) implica que
L < 0, e portanto segue que V˙ < 0, para algum X,Φ, ϕ. Em outras palavras, o sistema (3.9) e´
assintoticamente esta´vel para alguma condic¸a˜o inicial satisfazendo (3.6). 
Lembrete 3.1 Se a condic¸a˜o (3.20) na˜o for satisfeita, o Problema 3.1 pode ser enderec¸ado em
um contexto regional ou local. Em outras palavras, pode ser poss´ıvel assegurar a estabilidade
assinto´tica do sistema (3.9) para algum subconjunto admiss´ıvel de condic¸a˜o inicial satisfazendo
(3.6). Neste caso, o Lema 3.2 e´ aplicado em um contexto local atrave´s da determinac¸a˜o de uma
matriz adequada G e adaptando a estrutura desenvolvida em [Tarbouriech et al. 2006]. Tais
estudos podem ser manuseados em um pro´ximo passo.
3.4.2 Ca´lculo do Conjunto de Equil´ıbrio do Sistema Original
A Proposic¸a˜o 3.1 assegura, em relac¸a˜o ao sistema em malha fechada (3.9), a convergeˆncia do
vetor X na origem para alguns conjuntos de condic¸o˜es iniciais. Utilizando tal proposic¸a˜o, pode-se
fornecer um resultado de convergeˆncia para o sistema (3.1), (3.4) e (3.5). Em [Tarbouriech &
Prieur 2006], [Pare´ et al. 2001] o conjunto de pontos de equil´ıbrio e´ descrito no caso em que o
sistema na˜o e´ afetado pela saturac¸a˜o. No caso deste trabalho, e´ necessa´rio levar em considerac¸a˜o
o fato de que w e´ uma func¸a˜o saturac¸a˜o.
Por isso, suponha que o sistema em malha fechada (3.9) esta´ no equil´ıbrio, isto e´, Xe = 0.
De fato, segue-se: xe = −A−1BΦee we = sat(K1Φe) onde Φe denota a func¸a˜o Φ no equil´ıbrio. E´
claro que alguns subcasos podem aparecer dependendo da localizac¸a˜o dos pontos de equil´ıbrio
com relac¸a˜o a` regia˜o de saturac¸a˜o.
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Proposic¸a˜o 3.2 Suponha que os ganhos K1 and K2 foram projetados atrave´s da relac¸a˜o (3.20)
e suponha que o sistema em malha fechada (3.9) esta´ no equil´ıbrio (ou seja, Xe = 0). O conjunto
de pontos de equil´ıbrio do sistema (3.1), (3.4) e (3.5) e´ definido por:
EGe = {xe ∈ <n; ρ1  xe  ρ2} (3.29)
onde
ρ1 = −(−A−1B)+Lcl + (−A−1B)−Lcr
ρ2 = −(−A−1B)+Lcr + (−A−1B)−Lcl
(3.30)
Prova: Considere xe um ponto de equil´ıbrio do sistema (3.1), (3.4) e (3.5). Assim, como
Xe = 0, obte´m-se: 0 = Axe+BΦe, ou equivalentemente, xe = −A−1BΦe e we = sat(K1Φe). Note
que para a escolha considerada dos ganhos K1 e K2, obte´m-se K1 = 0 e portanto we = 0. Ale´m
disto, a relac¸a˜o (3.7) torna-se: −Lρ  −Φe  Lρ que implica em: −Lρ−Lu0  Φe  Lρ+Lu0.
Por isso, multiplicando estas duas inequac¸o˜es por | − A−1B| = |A−1B| resulta na inclusa˜o de
(3.29). 
Lembrete 3.2 No caso sime´trico cr = −cl, enta˜o o conjunto EGe (3.29) pode ser reescrito
ρ1 = | − A−1B|Lcr = −ρ2, respectivamente.
3.4.3 Resultados Obtidos
As Proposic¸o˜es 3.1 e 3.2 podem ser combinadas a fim de fornecer uma soluc¸a˜o para o Problema
3.1 como descrito abaixo.
Teorema 3.1 Suponha que os ganhos K1 e K2 foram projetados para que a relac¸a˜o (3.20) seja
verificada. Se existir uma matriz sime´trica definida positiva W ∈ <n×n, treˆs matrizes diagonais
definidas positivas N ∈ <m×m, S1 ∈ <m×m e S2 ∈ <m×m tal que (3.22) e´ verificado, enta˜o, para
todas as condic¸o˜es iniciais que satisfazem (3.6), as soluc¸o˜es do sistema em malha fechada (3.1),
(3.4) e (3.5) convergem para o ponto EGe definido por (3.29)-(3.30).
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3.5 Assuntos Nume´ricos
3.5.1 Algoritmo Proposto
E´ importante notar que, K1 e K2 sendo dados, a relac¸a˜o (3.21) e´ uma relac¸a˜o de LMI, mas a
relac¸a˜o (3.22) e´ na˜o linear na decisa˜o das varia´veis W , S1, S2 e N . Por outro lado, para um dado
valor da matriz N , a condic¸a˜o (3.22) torna-se linear na decisa˜o de varia´veis, e pelas condic¸o˜es
feitas na Proposic¸a˜o 3.1 resolve-se um problema fact´ıvel simples. Dessa forma, o problema da
ana´lise de estabilidade global solucionado pelo Teorema 3.1 consiste em encontrar um valor
admiss´ıvel para N tal que (3.22) admite uma soluc¸a˜o de W , S1, S2.
Neste ponto, consideram-se alguns problemas de s´ıntese. E´ claro que a relac¸a˜o (3.22) e´
fortemente na˜o linear se K1 e K2 forem varia´veis de decisa˜o. Por isso, um algoritmo iterativo
pode ser considerado como se segue (vide Apeˆndice A):
1. Selecione um ganho K1, soluc¸a˜o tipicamente de um problema de realimentac¸a˜o padra˜o para
o caso linear (sem a saturac¸a˜o e sem a folga).
2. Calcule o ganhoK2 tal que a condic¸a˜o (3.20) e´ satisfeita. Este projeto pode ser interpretado
como uma malha adicional para evitar os comportamentos indeseja´veis que podem aparecer
por causa das na˜o linearidades folga e saturac¸a˜o. Neste contexto, assemelha-se a`s pesquisas
que sa˜o feitas para problema anti-windup de sistemas sujeitos a` saturac¸a˜o na malha (veja
[Tarbouriech et al. 2007] por exemplo).
3. Encontre por tentativa e erro uma matriz admiss´ıvel N tal que as condic¸o˜es (3.21) e (3.22)
sejam fact´ıveis.
4. Se o passo 3 for infact´ıvel, volte para o passo 1 e selecione outro ganho de controle K1
para o problema linear, tipicamente para que reduza o esforc¸o de controle. Caso contra´rio,
atrave´s do Teorema 3.1, encontre o conjunto de pontos de equil´ıbrio EGe que satisfaz a
condic¸a˜o (3.29).
3.5.2 Exemplo Ilustrativo
A fim de ilustrar os resultados teo´ricos e os assuntos computacionais, considera-se o seguinte
exemplo nume´rico retirado de [Pare´ et al. 2001]. O sistema de estudo e´ descrito pelos seguintes
dados:
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A =




































O sistema e´ esta´vel em malha aberta, com os po´los {−1;−0,5± 0,8660i}. Como sugerido na






correspondendo a` alocac¸a˜o de po´los do sistema linear em malha fechada {−1,1403;−0,7558 ±











, verifica-se que a condic¸a˜o (3.22) e´ fact´ıvel, que garante que, para
todas as condic¸o˜es iniciais admiss´ıveis satisfazendo (3.6), as soluc¸o˜es do sistema em malha fechada















O conjunto de equil´ıbrio (retaˆngulo vermelho) e´ plotado tanto em 3-D na Fig. 3.2 quanto no
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e´ plotada em ambas as figuras em linha so´lida azul. A simulac¸a˜o e´ inicializada com Φ[w](0) =(
−1,5 −1,5
)′
, que corresponde a uma condic¸a˜o inicial admiss´ıvel satisfazendo (3.6). E´ com-





mesmo (x0) em linha pontilhada preta.
Figura 3.2: Convergeˆncia das trajeto´rias do sistema em malha fechada com folga (linha so´-
lida azul) e em malha aberta (linha pontilhada preta) para o conjunto de equil´ıbrio (retaˆngulo
vermelho).
Pode-se verificar atrave´s do zoom da Fig. 3.3 que a trajeto´ria converge para um ponto de
equil´ıbrio dentro dos limites dados na Proposic¸a˜o 3.2, mas realmente pro´ximo do limite, que
sugere que o limite |A−1B|L na˜o e´ um limite conservativo.
Adicionalmente, as Figs. 3.4 e 3.5 mostram os perfis de cada componente dos vetores w
(linha so´lida vermelha) e Φ (linha pontilhada azul) como uma func¸a˜o do tempo t, considerando




. Como pode ser visto, o segundo componente de w
esta´ saturando no in´ıcio da resposta do tempo.
Ale´m disso, Figs. 3.6 e 3.7 ilustram o comportamento de Φ em func¸a˜o de w. Marcadores
de pequenos instantes de tempo indicam a evoluc¸a˜o de Φ[w] com o tempo ao longo do esquema
padra˜o da folga.
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Figura 3.3: Convergeˆncia da trajeto´ria no plano x1 − x3.
Figura 3.4: A evoluc¸a˜o do tempo de w(1) (linha vermelha) e Φ(1) (linha azul).
3.6 Conclusa˜o
Neste cap´ıtulo foi considerado um sistema com folga e com uma saturac¸a˜o em sua entrada,
focando na ana´lise de estabilidade de tal sistema de controle. Utilizando condic¸o˜es modificadas
de contorno para o mapeamento da saturac¸a˜o, e as propriedades de entrada e sa´ıda da folga, uma
func¸a˜o candidata de Lyapunov que generaliza as habituais func¸o˜es de Lyapunov tipo Lur’e sa˜o
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Figura 3.5: A evoluc¸a˜o do tempo de w(2) (linha vermelha) e Φ(2) (linha azul).
Figura 3.6: Evoluc¸a˜o de Φ(1) em func¸a˜o de w(1).
consideradas. Isto permitiu calcular condic¸o˜es construtivas para estabilidade global de sistema
na˜o linear que foram escritas em termos de desigualdades matriciais. Devido a` presenc¸a da folga
no sistema em malha fechada, a estabilidade deveria ser entendida como convergeˆncia para um
conjunto de pontos de equil´ıbrio (talvez na˜o reduzido para a origem).
Dessa forma, neste cap´ıtulo foi apresentada uma abordagem ine´dita de ana´lise de estabili-
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Figura 3.7: Evoluc¸a˜o de Φ(2) em func¸a˜o de w(2).
dade de sistemas com saturac¸a˜o seguida de folga, sendo obtidos resultados de estabilidade de
convergeˆncia global. Atrave´s do exemplo nume´rico, fica comprovada a eficieˆncia desta nova
proposta, pois as trajeto´rias convergiram para as retas mostradas no plano x1− x3 e ale´m disso,
tanto a saturac¸a˜o quanto a folga foram canceladas do sistema em malha fechada depois de
aproximadamente 7 segundos.
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Cap´ıtulo 4
Controle Adaptativo de Sistemas
Discretos no Tempo com Folga
4.1 Introduc¸a˜o
Em anos recentes, o interesse em sistemas de controle adaptativo aumentou rapidamente,
juntamente com o interesse e o progresso em to´picos de controle em geral. O termo sistema
adaptativo tem uma variedade de significados espec´ıficos, mas normalmente implica que o sistema
e´ capaz de se acomodar a mudanc¸as imprevis´ıveis do meio ambiente, quando estas mudanc¸as
venham de dentro ou de fora do sistema. Este conceito e´ muito importante para o projetista de
sistema, pois, um sistema altamente adaptativo, ale´m de se acomodar a mudanc¸as ambientais,
tambe´m se acomodaria para erros de projeto de engenharia e se auto compensaria em condic¸o˜es de
falhas ou incertezas moderadas de componentes secunda´rios do sistema, aumentando, portanto,
a confiabilidade global [Astrom & Wittenmark 1989], [Treichler, Jr. & Larimore 1987].
Na maioria dos sistemas de controle a realimentac¸a˜o, e pequenos desvios nos valores dos
paraˆmetros de seus valores projetados na˜o causara˜o quaisquer problemas na operac¸a˜o normal do
sistema, desde que estes paraˆmetros estejam dentro da malha. Entretanto, se os paraˆmetros do
processo variam muito com mudanc¸as ambientais, enta˜o o sistema de controle pode apresentar
uma resposta convincente para uma condic¸a˜o ambiental, mas por outro lado pode deixar de
ter um desempenho satisfato´rio sob outras condic¸o˜es. Em certos casos, grandes variac¸o˜es de
paraˆmetros do processo podem ate´ causar instabilidade [Haykin 1991].
Sistemas adaptativos sa˜o, em geral, inerentemente na˜o lineares. Seus comportamentos sa˜o
complexos tornando-os dif´ıceis de serem analisados. Muitos trabalhos esta˜o dispon´ıveis na li-
teratura com teoria coerente, razoavelmente completa, para tais sistemas. Devido ao comporta-
mento complexo dos sistemas adaptativos, e´ necessa´rio considerar alguns aspectos deles [Astrom
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& Wittenmark 1989], [Feng & Lozano 1999], dependendo das circunstaˆncias consideradas.
Um sistema de controle adaptativo e´ aquele que mede, de forma cont´ınua e automa´tica, as
caracter´ısticas dinaˆmicas (tal como a func¸a˜o de transfereˆncia) do processo, as compara com as
caracter´ısticas dinaˆmicas desejadas, e usa a diferenc¸a para variar paraˆmetros ajusta´veis do sistema
(normalmente caracter´ısticas do controlador) ou para gerar um sinal atuante de tal forma que o
desempenho o´timo pode ser mantido independentemente das mudanc¸as ambientais. Em outras
palavras, tal sistema pode continuamente medir seu pro´prio desempenho de acordo com um dado
ı´ndice de desempenho e modificar, se necessa´rio, seus pro´prios paraˆmetros, de tal forma a manter
o desempenho o´timo, independentemente de mudanc¸as ambientais [Astrom & Wittenmark 1989].
Assim, se a func¸a˜o de transfereˆncia do processo pode ser identificada continuamente, en-
ta˜o pode-se compensar variac¸o˜es na func¸a˜o de transfereˆncia do processo simplesmente variando
paraˆmetros ajusta´veis do controlador, e desta forma obter um desempenho satisfato´rio do sis-
tema continuamente sob va´rias condic¸o˜es ambientais. Tal abordagem adaptativa e´ bastante u´til
para lidar com um problema onde o processo e´ normalmente exposto a ambientes varia´veis, com
paraˆmetros que mudam de tempo em tempo [Haykin 1991].
Uma proposta largamente utilizada em controle adaptativo em na˜o linearidades, particular-
mente a folga, e´ a implementac¸a˜o das suas caracter´ısticas inversas na estrutura do controlador
a fim de cancelar os efeitos prejudiciais das na˜o linearidades. Note que esta te´cnica de cancela-
mento dos efeitos prejudiciais pode ser aplicada em modelos discretos no tempo com folga [Tao
& Kokotovic 1993], [Tao & Kokotovic 1995a], [Santos & Vieira 2008c], [Santos & Vieira 2008a],
[Santos & Vieira 2008b].
Modelos discretos apresentando na˜o linearidades sa˜o frequentes em aplicac¸o˜es de controle.
Exemplos destes modelos podem ser encontrados no controle de brac¸o robo´tico, controle de
motor de induc¸a˜o, controle de vibrac¸a˜o mecaˆnica.
Algoritmos de controle adaptativos sa˜o ferramentas u´teis no reconhecimento das na˜o li-
nearidades em sistemas complexos, ale´m de compensar seus efeitos prejudiciais. A aplicac¸a˜o
de controladores adaptativos em sistemas na˜o lineares podem simplificar as especificac¸o˜es dos
componentes do sistema, reduzir o custo total do sistema e aumentar a confiabilidade do mesmo
[Grundelius & Angeli 1996], [Ioannou & Tsakalis 1986].
Va´rios algoritmos recursivos teˆm sido desenvolvidos na literatura para o treinamento de filtros
adaptativos e controladores lineares [Sastry & Bodson 1989], [Bellanger 2001]. A operac¸a˜o de
um algoritmo de filtragem adaptativo envolve dois passos ba´sicos: um procedimento de filtragem
projetado para produzir uma resposta na sa´ıda para uma sequeˆncia de dados e um procedimento
adaptativo, cuja func¸a˜o e´ fornecer um mecanismo para o controle adaptativo de um conjunto de
paraˆmetros ajusta´veis usados no procedimento de filtragem [Grundelius & Angeli 1996].
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Neste cap´ıtulo, realiza-se o controle adaptativo em tempo discreto baseado na folga inversa
estimada para plantas que teˆm uma parte linear conhecida com uma folga desconhecida em sua
entrada. Ale´m disso, utiliza-se uma estimac¸a˜o da sa´ıda da folga, uma vez que ela na˜o pode ser
medida.
Va´rios algoritmos de estimac¸a˜o de entrada de sistemas teˆm sido desenvolvidos na literatura
para sistemas estritamente pro´prios [Corless & Tu 1998], ale´m de algoritmos utilizando inversa˜o
de sistemas lineares dinaˆmicos [Fomichev 1998] e [Shahruz & Hauser 1989]. Esses, estimam a
entrada de sistemas lineares dinaˆmicos em tempo cont´ınuo. Neste trabalho, estima-se a entrada
do sistema linear estritamente pro´prio em tempo discreto, inserindo um filtro em se´rie com o
sistema, onde a sa´ıda deste filtro recupera a entrada da planta linear. Logo, tem-se dois resultados
obtidos, no qual o segundo e´ um aprimoramento do primeiro, que propo˜e uma abordagem de
controle adaptativo consistindo, primeiramente, da estimac¸a˜o da sa´ıda da folga desconhecida.
4.2 Modelo Discreto da Folga Inversa
Como visto na te´cnica da inversa˜o da folga no cap´ıtulo 2 (sec¸a˜o 2.6.2), a func¸a˜o desejada
da inversa˜o da folga e´ cancelar o efeito da folga no desempenho do sistema. Um dos efeitos e´ o
atraso correspondente ao tempo necessa´rio para atravessar o segmento interno de B(.). A inversa
da folga ideal fara´ a travessia instantaˆnea desse segmento e enta˜o cancelara´ o efeito indeseja´vel
da folga. Outro efeito indeseja´vel da folga e´ a perda de informac¸a˜o que ocorre no segmento
interno quando a sa´ıda u(t) permanece constante, enquanto que a entrada v(t) continua a mudar
[Coelho 1997], [Tao & Kokotovic 1996].
Logo, dado um sinal desejado ud(t) para u(t), a inversa da folga e´ tal que ud(t) = B(BI(ud(t))),
onde a intenc¸a˜o e´ fazer com que ud(t) seja igual a u(t). A Fig. 4.1 abaixo mostra o diagrama de
blocos que representa esta explicac¸a˜o.
ud v u = ud
BI( ) B( )
Figura 4.1: Esquema da inversa˜o da folga.
Assim, pode-se obter o modelo discreto no tempo da folga inversa que e´ representado pelo
seguinte mapeamento:




v(t− 1) se ud(t) = ud(t− 1)
ud(t)
m
+ cl se ud(t) < ud(t− 1)
ud(t)
m
+ cr se ud(t) > ud(t− 1)
(4.1)
A Fig. 4.2 ilustra a representac¸a˜o gra´fica da folga inversa. Note que a formulac¸a˜o da folga
inversa discreta no tempo, representada pela equac¸a˜o (4.1), na˜o faz uso das derivadas de ud(t).
Outra vantagem da formulac¸a˜o discreta no tempo em relac¸a˜o a` formulac¸a˜o cont´ınua e´ que o sinal











Figura 4.2: Representac¸a˜o gra´fica da inversa˜o da folga.
4.3 Folga Inversa Adaptativa
A folga inversa BI(.) dada por (4.1) pode ser aproximada trocando os saltos verticais entre
suas linhas de subida e descida por curvas cont´ınuas com ganhos limitados. Por exemplo, uma
transic¸a˜o vertical e´ trocada por um segmento de linha que liga os dois lados de BI(.) e tem uma
inclinac¸a˜o de valor finito e positivo [Tao & Kokotovic 1995b].
Como os paraˆmetros da folga na˜o sa˜o conhecidos, os paraˆmetros inversos devera˜o ser estima-
dos, de acordo com a teoria de controle adaptativo. Para uma folga inversa adaptativa BˆI(.),
trocam-se os paraˆmetros da folga m, cr e cl pelos seus paraˆmetros estimados mˆ, cˆr e cˆl. Isto
resulta na seguinte equac¸a˜o de atualizac¸a˜o adaptativa para o modelo de folga inversa discreto no
tempo:




v(t− 1) se ud(t) = ud(t− 1)
ud(t)
mˆ
+ cˆl se ud(t) < ud(t− 1)
ud(t)
mˆ
+ cˆr se ud(t) > ud(t− 1)
(4.2)
A Fig. 4.3 ilustra o modelo da folga inversa estimada. Note que a u´nica diferenc¸a entre a Fig.










Figura 4.3: Representac¸a˜o gra´fica da folga inversa estimada.
Na pro´xima sec¸a˜o, utiliza-se uma folga inversa adaptativa BˆI(.) como parte da estrutura
de controle adaptativo para plantas com folga desconhecida B(.). Primeiro sera´ mostrada a
estrutura existente em [Coelho 1997] devido ao fato de ter sido feito em tempo discreto. Mais
tarde, na sec¸a˜o subsequente, sera´ apresentada uma estrutura proposta deste trabalho e com isso,
podera´ ser observado facilmente a mudanc¸a na estrutura de controle mostrada na te´cnica da
inversa˜o de folga em [Coelho 1997].
4.4 Controle Adaptativo Existente da Folga Inversa
A estrutura do controlador em [Coelho 1997] apresenta uma realimentac¸a˜o semelhante a`
realimentac¸a˜o da usual estrutura de controle utilizada em controle adaptativo linear (apresentada
na te´cnica da inversa˜o da folga na sec¸a˜o 2.6.2). Isto e´, passa-se a sa´ıda y(t) atrave´s de um filtro
linear θTy [a
T (D),1]T , onde a(D) = [D−n+1,...,D−1]T e θy ∈ <n. Pore´m, o canal direto desta
estrutura possui o bloco representativo da folga inversa, na˜o podendo, portanto, ser linear. Para
solucionar este novo problema pretende-se preservar a parametrizac¸a˜o linear das equac¸o˜es de
erro, a qual sera´ a ferramenta principal deste projeto adaptativo. Uma estrutura que reu´ne estes
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requisitos sera´ obtida na˜o apenas pela passagem frequente do sinal de controle v(t), mas tambe´m
pela passagem dos sinais da folga inversa estimada xˆr(t) e xˆl(t) atrave´s do filtro formado por
a(D) e pelos paraˆmetros ajusta´veis θv, θr, θl ∈ <n−1. Introduzindo os quatro regressores:
ωr(t) = a(D)xˆr(t),
ωl(t) = a(D)xˆl(t),




que multiplicam os paraˆmetros ajusta´veis correspondentes, propo˜e-se a seguinte estrutura aparente-
mente linear do controle adaptativo na˜o linear:
ud(t) = θ
T
r ωr(t) + θ
T
l ωl(t) + θ
T
v ωv(t) + θ
T
y ωy(t) + ym(t+ n
∗) (4.4)
Para eliminar o efeito da folga foi implementado um controlador adaptativo inverso, cuja
estrutura de controle sera´ mostrado na Fig. 4.4 onde xˆr(t) e xˆl(t) sa˜o obtidos do bloco lo´gico L
o qual implementa (4.5) e (4.6) [Coelho 1997].
xˆr(t) =
{
1 para ud(t), v(t) sobre o lado ascendente deBI(
.)




1 para ud(t), v(t) sobre o lado descendente deBI(
.)
0 de outro modo
(4.6)
A sa´ıda ud(t) desse controlador e´ aplicada a` folga inversa adaptativa para gerar a entrada de
controle da planta:
v(t) = BˆI[ud(t)] (4.7)
A estrutura do controlador utilizada para a folga desconhecida na entrada da planta com
G(D) tambe´m desconhecida e´ mostrada na Fig. 4.4.






y , mostrados na Fig.
4.4. Os valores de ˆBI(.) e L sa˜o determinados durante o processo, e adota-se um comprimento
para o segmento horizontal da folga atrave´s dos valores constantes de cl e cr, ou seja, a abertura
total da folga.





e θTy que determinam a folga inversa, ate´ que se atinja uma faixa determinada de erro destes
valores estimados em relac¸a˜o aos paraˆmetros verdadeiros da folga. Essa faixa de erro deve ser tal
que os valores da folga inversa adaptativa se aproximem o ma´ximo poss´ıvel dos valores da folga
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Figura 4.4: Estrutura do controlador adaptativo de (Coelho, 1997).
de modo a elimina´-la [Coelho 1997].
Ate´ aqui foi apresentado o que existe na literatura, uma vez que esse algoritmo ja´ foi de-
senvolvido. Pore´m, a estrutura de controle foi modificada a fim de diminuir a dificuldade da
atualizac¸a˜o dos paraˆmetros estimados e do esforc¸o computacional. Portanto, na pro´xima sec¸a˜o
sera´ apresentada uma proposta de controle adaptativo que diminui a quantidade de paraˆmetros
que precisam ser calculados.
4.5 Controle Adaptativo Proposto da Folga Inversa
Nesta sec¸a˜o, inicialmente projeta-se um algoritmo de controle para sistemas com folga desco-
nhecida. Depois, objetiva-se a aplicac¸a˜o do algoritmo de controle desenvolvido em sistemas
apresentando uma planta discreta com uma parte linear G(D) e uma na˜o linearidade do tipo
folga B(.) em sua entrada:
y(t) = G(D)u(t), u(t) = B[v(t)] (4.8)
onde G(D) = Kp
Z(D)
P (D)
com Kp sendo um ganho constante na˜o nulo e os polinoˆmios moˆnicos
denotados por Z(D) e P (D). Denota-se como D a varia´vel de transformada z, ou seja, um
operador de avanc¸o [Tao & Kokotovic 1995b] e [Coelho 1997].
Considera-se um problema de controle onde a entrada u(t) para a planta na˜o e´ acess´ıvel
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para medic¸a˜o, e a folga B(.) e´ desconhecida, enquanto a parte linear G(D) e´ conhecida. O
objetivo desta te´cnica e´ projetar uma realimentac¸a˜o de controle v(t) usando um controlador
linear adaptativo para fazer com que a resposta do sistema seja esta´vel e pro´xima da desejada,
anulando os efeitos prejudicias da folga no sistema.
Esta estrate´gia de controle consiste em incluir um controlador linear adaptativo com o
paraˆmetro do ganho f na estrutura do controlador para cancelar os efeitos prejudiciais da folga
e diminuir o erro de controle em um ambiente adaptativo. Assim, nesta proposta de controle,
os paraˆmetros da folga sa˜o calculados adaptativamente. Consequentemente, o controlador linear
adaptativo f tem um importante papel neste esquema de controle, uma vez que e´ o u´nico bloco
de realimentac¸a˜o do sistema.
Para que a folga inversa estimada seja igual a folga, e´ necessa´rio fazer com que a sa´ıda da
folga u(t) seja igual a entrada da folga inversa estimada ud(t). Com isso, u(t) = ud(t), ou seja,
u(t)−ud(t) = 0. Como u(t) na˜o e´ acess´ıvel para a medic¸a˜o, o controlador linear adaptativo f foi
inclu´ıdo no sistema como sendo um bloco de realimentac¸a˜o partindo de v(t) que e´ a sa´ıda da folga
inversa estimada. Portanto, f tambe´m tera´ que ser atualizado juntamente com os paraˆmetros
estimados da folga inversa adaptativa.
4.6 Algoritmo de Controle Proposto
Esquemas de controle em tempo cont´ınuo que compensam os efeitos da folga podem ser
encontrados na literatura tais como em [Tao & Kokotovic 1995b] e [Coelho 1997]. Sera´ seguida
a mesma configurac¸a˜o da estrutura dessas refereˆncias, isto e´, uma realimentac¸a˜o de controle v(t)
usando a medida da sa´ıda da planta y(t) para atingir a estabilizac¸a˜o global e tornar pro´ximos os
valores de ud(t) dos de u(t).
De forma similar a` estrutura de controle utilizada em [Tao & Kokotovic 1995b], um bloco de
realimentac¸a˜o de controle foi inserido no sistema conforme [Coelho 1997], como visto na Fig. 4.4.
Os controladores propostos em [Tao & Kokotovic 1995b] e [Coelho 1997] sa˜o ambos adapta-
tivos, mas diferem em relac¸a˜o a` considerac¸a˜o de tempo. O primeiro e´ em tempo cont´ınuo e o
segundo em tempo discreto. Neste cap´ıtulo, sa˜o considerados sistemas em tempo discreto. As-
sim, os exemplos dados em [Coelho 1997] sa˜o apropriados para este trabalho e sera˜o considerados
ao longo deste cap´ıtulo.
Diferentemente de [Coelho 1997], neste trabalho foi adicionado um u´nico bloco de realimen-
tac¸a˜o positiva (controlador adaptativo linear) para compensar o dano causado pela folga. Este
bloco de realimentac¸a˜o parte da sa´ıda da folga inversa estimada v(t) e e´ chamado de f . A Fig.
4.5 mostra a estrutura proposta para o controlador adaptativo da folga inversa, na qual o sinal











Figura 4.5: Estrutura do controlador da folga inversa adaptativa proposto.
de controle desejado ud(t) e´ gerado por:
ud(t) = ym(t) + fv(t) (4.9)
onde ym(t) e´ o sinal de refereˆncia e f e´ o paraˆmetro do controlador adaptativo linear.












+ cˆr se ud(t) > ud(t− 1)
(4.10)
Muitos problemas de controle podem ser solucionados usando te´cnicas baseadas na mini-
mizac¸a˜o do erro quadra´tico me´dio [Treichler et al. 1987]. Por exemplo, pode-se obter paraˆmetros
do filtro adaptativo ou estimar alguns paraˆmetros de um sistema de controle com realimen-
tac¸a˜o atrave´s do algoritmo de mı´nimos quadrados me´dios (do ingleˆs, least-mean-square - LMS)
[Haykin 1991], [Treichler et al. 1987].
Uma vez que e´ necessa´rio fazer com que a entrada da folga inversa estimada ud(t) seja igual
a sa´ıda da folga u(t), neste esquema de controle proposto, o erro de controle e´ definido como:
e(t) = u(t)− ud(t) (4.11)
Dessa forma, a meta e´ cancelar os efeitos indeseja´veis da folga usando sua inversa, mostrada
na Fig. 4.1. Logo, seja J a func¸a˜o de desempenho dada em termos do erro quadra´tico me´dio da
seguinte forma:
J = E{e2(t)} (4.12)
onde E{.} denota o operador esperanc¸a.
Agora, substituindo a equac¸a˜o (4.11) em (4.12) pode-se escrever a func¸a˜o de desempenho J
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como:
J = E{(u(t)− ud(t))2} (4.13)
4.6.1 Equac¸o˜es de Atualizac¸a˜o dos Paraˆmetros
Conforme descrito anteriormente, definiu-se uma func¸a˜o de desempenho J relacionada com a
eliminac¸a˜o dos efeitos indeseja´veis da folga aplicando uma folga inversa adaptativa.
Nesta subsec¸a˜o, encontra-se as equac¸o˜es de atualizac¸a˜o dos paraˆmetros do esquema de controle
proposto. O objetivo e´ minimizar a func¸a˜o de desempenho J , ou seja, diminuir a diferenc¸a entre
u(t) e ud(t). Para este fim, deduz-se as derivadas parciais em relac¸a˜o aos paraˆmetros de controle













As equac¸o˜es acima permitem obter os paraˆmetros do controlador linear adaptativo f em (4.14)
e os paraˆmetros estimados da folga inversa mˆ, cˆr, cˆl em (4.15), (4.16) e (4.17), respectivamente.
As equac¸o˜es de atualizac¸a˜o para os paraˆmetros f , mˆ, cˆr, cˆl, quando o lado ascendente da curva




3 − y2mmˆ2 − ymmˆ3cˆr





2 + uf 3cˆr
uymf + uf 2cˆr − y2mf − 2ymf 2cˆr − f 3cˆr2
(4.19)
cˆr =




ufmˆ2 − uf 2mˆ− ymmˆ2f
f 2mˆ2
(4.21)
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Ja´ quando o lado descendente da curva representativa da folga esta´ ativo, as equac¸o˜es de




3 − y2mmˆ2 − ymmˆ3cˆl





2 + uf 3cˆl
uymf + uf 2cˆl − y2mf − 2ymf 2cˆl − f 3cˆl2
(4.23)
cˆr =




ufmˆ2 − uf 2mˆ− ymmˆ2f
f 2mˆ2
(4.25)
Conforme visto na sec¸a˜o anterior, em [Coelho 1997] foram calculados quatro paraˆmetros






y ) ale´m dos treˆs da folga inversa (mˆ, cˆr e cˆl). Nesta proposta foi
calculado apenas um paraˆmetro estimado (f) ale´m dos treˆs da folga inversa. Com isso, fica claro
que esta proposta ine´dita diminui os esforc¸os computacionais.
4.7 Exemplos Nume´ricos
Nesta sec¸a˜o, segue-se os mesmos exemplos ilustrativos apresentados em [Coelho 1997] a fim
de obter uma comparac¸a˜o de resultados para poder validar a nova proposta deste trabalho. O
primeiro exemplo considerado e´ um sistema de terceira ordem e o segundo exemplo e´ um sistema
de primeira ordem. O Apeˆndice B apresenta o fluxograma utilizado para a obtenc¸a˜o destes
resultados.
4.7.1 Exemplo 1
A planta linear de terceira ordem e´ a seguinte:
G(D) =
1× 10−5z2 + 4× 10−5z + 1× 10−5
z3 − 2,88504z2 + 2,77196z − 0,88692
com B(.) desconhecida:
m = 1,3; cr = 3; cl = −3
Adota-se a seguinte configurac¸a˜o para o sistema em malha fechada: ym = 10 · sen(12,6t), os
valores iniciais iguais a mˆ = 0,7, cˆr = 0,5, cˆl = −0,5 e o paraˆmetro do filtro f = 0,22.
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A Fig. 4.6 mostra os sinais u(t) (curva so´lida azul), ud(t)(curva preta tracejada) e o erro de
controle u(t) − ud(t) (curva so´lida vermelha). A diferenc¸a entre os paraˆmetros de B(.) e os de
sua inversa BˆI(.) sa˜o descritos na Fig. 4.7.




























Figura 4.6: u(t) (curva azul so´lida), ud(t) (curva preta tracejada) e erro de controle (curva
vermelha so´lida).
Na Fig. 4.7, pode-se verificar que os paraˆmetros da folga inversa atingem aproximadamente os
mesmos valores dos paraˆmetros da folga, pois a diferenc¸a entre os mesmos converge praticamente
para zero, ou seja, depois de um curto intervalo de tempo a folga inversa estimada consegue
cancelar a folga do sistema.
A Fig. 4.8 compara os resultados do erro de controle obtidos usando a proposta descrita em
[Coelho 1997] e os resultados aqui obtidos (curva so´lida vermelha). Nota-se, facilmente, que o
erro de controle dado por esta nova proposta de controle adaptativo e o obtido em [Coelho 1997]
sa˜o semelhantes, ou seja, ambos com amplitude de erro de 4. Entretanto, esta proposta ine´dita
tem como vantagem apresentar uma menor complexidade computacional, pois envolve a inserc¸a˜o
de apenas um bloco de realimentac¸a˜o com apenas uma varia´vel a ser calculada (vide Figs. 4.4 e
4.5).
Assim, neste primeiro exemplo, apesar do erro de controle na˜o ter se tornado zero, ele atingiu
um valor aceita´vel, uma vez que comparado com [Coelho 1997], os dois resultados sa˜o pratica-
mente os mesmos.
Portanto, verifica-se a eficieˆncia desta nova proposta que conseguiu atingir os mesmos resul-
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Figura 4.7: Diferenc¸a entre os paraˆmetros da folga e os paraˆmetros estimados cr− cˆr (curva azul
so´lida), m− mˆ (curva vermelha so´lida), cl − cˆl (curva preta tracejada).
























Figura 4.8: Erro de controle de (Coelho 1997) (curva preta tracejada) e a nova (curva vermelha
so´lida).
tados ja´ existentes e diminuiu a estrutura de controle, ale´m do esforc¸o computacional de te´cnicas
de controle adaptativo para sistemas com folga desconhecida.
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4.7.2 Exemplo 2
A fim de valorizar estes primeiros resultados de controle mais um exemplo nume´rico e´ rea-





m = 1,3; cr = 3; cl = −3
Adota-se a seguinte configurac¸a˜o para o sistema em malha fechada: ym = 10 · sen(12,6t), os
valores iniciais iguais a mˆ = 0,697, cˆr = 0,5, cˆl = −0,5 e o paraˆmetro do filtro f = 0,3.
A Fig. 4.9 mostra os sinais u(t) (curva azul so´lida), ud(t)(curva preta tracejada) e o erro de
controle u(t) − ud(t) (curva so´lida vermelha). A diferenc¸a entre os paraˆmetros de B(.) e os de
sua inversa BˆI(.) sa˜o descritos na Fig. 4.10.




























Figura 4.9: u(t) (curva azul so´lida), ud(t) (curva preta tracejada) e erro de controle (curva
vermelha so´lida).
Neste segundo exemplo, de acordo com a Fig. 4.10, tambe´m foram obtidos valores estimados
para a folga inversa que esta˜o muito pro´ximos dos valores dos paraˆmetros da folga. Este fato e´
revelado pela diferenc¸a entre eles, uma vez que converge para zero, enquanto o instante de tempo
aumenta.
A Fig. 4.11 compara os resultados do erro de controle obtidos usando a proposta descrita
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Figura 4.10: Diferenc¸a entre os paraˆmetros da folga e seus paraˆmetros estimados cr − cˆr (curva
azul so´lida), m− mˆ (curva vermelha so´lida), cl − cˆl (curva preta tracejada).
em [Coelho 1997] e os resultados aqui obtidos (curva so´lida vermelha). Novamente, nota-se
facilmente que o erro de controle dado por esta nova proposta de controle adaptativo e o obtido
em [Coelho 1997] sa˜o semelhantes.
Atrave´s das Figs. 4.9 e 4.11, neste segundo exemplo, o erro de controle tambe´m na˜o con-
vergiu para zero depois de um certo tempo, pore´m, atingiu um valor aceita´vel, ja´ que comparado
com [Coelho 1997] os dois resultados sa˜o praticamente os mesmos. Entretanto, como men-
cionado anteriormente, estes resultados foram alcanc¸ados atrave´s de uma proposta com uma
menor complexidade computacional, cujo tempo de simulac¸a˜o foi 1 segundo e em [Coelho 1997]
foi 2 segundos, ou seja, metade do tempo. Pore´m, foram conseguidos sem estimar a sa´ıda da
folga desconhecida. Portanto, para validar completamente os resultados de controle adptativo
em sistemas discretos no tempo com folga, na pro´xima sec¸a˜o a sa´ıda da folga e´ estimada.
4.8 Estimac¸a˜o da Sa´ıda da Folga Desconhecida
Como a sa´ıda da folga desconhecida na˜o pode ser medida, faz-se necessa´rio estima´-la. Com
isso, para resolver este problema, propo˜e-se um algoritmo de filtragem utilizando como crite´rio
de minimizac¸a˜o de erro a minimizac¸a˜o em norma H∞. A Fig. 4.12 mostra o problema a ser
resolvido nesta sec¸a˜o.
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Figura 4.12: Problema de Filtragem.
Dado o sistema linear discreto no tempo


x(k + 1) = Ax(k) + Bu(k)
y(k) = Cx(k) +Du(k)
z(k) = u(k)
(4.26)
onde y(k) e´ a sa´ıda da planta e z(k) e´ a sa´ıda desejada da planta.
O filtro que se deseja obter e´ dado por:{
xf (k + 1) = Afxf (k) + Bfy(k)
zf (k) = Cfxf (k) +Dfy(k)
(4.27)
onde zf (k) e´ a sa´ıda do filtro que e´ projetada para ser igual a z(k), ou seja,
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e0 = z − zf (4.28)
O problema de filtragem a ser resolvido esta´ apresentado a seguir.
Problema 4.1 Inserindo um filtro logo apo´s a planta linear, a sa´ıda do filtro devera´ ser igual a
entrada da planta. Logo,
L{zf} = (Cf (zI − Af )−1Bf +Df )(C(zI − A)−1 +D)u (4.29)
onde (Cf (zI − Af )−1Bf + Df )(C(zI − A)−1B + D) tem que ser igual a 1, isto e´, utilizando a
norma H∞ como crite´rio de minimizac¸a˜o do erro tem-se:
min||I − (Cf (zI − Af )−1Bf +Df )(C(zI − A)−1B +D)||∞ (4.30)
A conexa˜o do filtro com o sistema linear, conforme a Fig. 4.12, produz:{
x˜(k + 1) = A˜x˜(k) + B˜u(k)
e(k) = C˜x˜(k) + D˜u(k)
(4.31)
onde x˜ = [x xf ]
















A norma H∞ para o caso discreto se da´ pelo seguinte lema:
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Lema 4.1 Existe uma matriz P = P ′ ∈ <n×n de tal forma que

P A′P 0 C ′
PA P PB 0
0 P ′B γI D′
C 0 D I

 > 0 (4.32)
enta˜o ‖H2∞ < γ‖.
Baseado no Lema 4.7 de [de Oliveira 1999] se existirem matrizes E = E ′ ∈ <n×n, G ∈ <n×n,
H = H ′ ∈ <n×n, Z ∈ <n×n, Y ∈ <n×n, F ∈ <n×1, L ∈ <1×n, R ∈ <1×1 e Q ∈ <n×n tais que a
seguinte LMI seja satisfeita:


E G A′Z ′
G′ H A′Z ′
ZA ZA Z + Z ′ − E
Y A+ FC +Q Y A+ FC Z ′ + Y + S −G′
0 0 B′Z ′
−RC − L −RC 0
A′Y ′ + C ′F ′ +Q′ 0 −C ′R′ − L′
A′Y ′ + C ′F ′ 0 −C ′R′
Z + Y ′ + S ′ −G ZB 0
Y + Y ′ −H Y B + FD 0
B′Y ′ +D′F ′ γI I −D′R′





Dessa forma, as matrizes, Af = V
−1QZ−TU−1, Bf = V
−1F , Cf = LZ
−TU−1 e Df = R
correspondem a um filtro de ordem completa para o sistema linear discreto (4.26) garantindo que
a norma H∞ satisfaz ‖H2∞ < γ‖.
Como o objetivo e´ obter a estimac¸a˜o precisa da sa´ıda da folga desconhecida, ou seja, a
entrada do sistema linear, esta estimac¸a˜o sera´ utilizada na nova estrutura de controle, melhorando
os resultados anteriores. Isto sera´ demonstrado no exemplo nume´rico atrave´s da figura que
recuperou o sinal de entrada da planta linear de terceira ordem, validando a eficieˆncia do filtro.
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4.9 Nova Abordagem do Controle Adaptativo da Folga
Inversa
A ideia do projeto do algoritmo desta nova abordagem e´ a mesma do projeto anterior (vide
equac¸a˜o (4.8)). A fim de tentar melhorar os resultados obtidos anteriormente, foi feita uma
mudanc¸a na estrutura de controle. Esta estrate´gia de controle consiste em incluir duas realimen-
tac¸o˜es, uma atrave´s de um ganho f em w (sa´ıda da primeira estrutura inversa da folga) e outra
unita´ria em v (entrada da folga), para fazer com que a resposta do sistema seja esta´vel e pro´xima
da desejada.
4.9.1 Estrutura de Controle
Em [Santos & Vieira 2008c], [Santos & Vieira 2008a], [Santos & Vieira 2008b] foi utilizado ape-
nas um bloco de realimentac¸a˜o atrave´s de um controlador linear adaptativo em tempo discreto.














Figura 4.13: Estrutura de controle da nova abordagem.
Diferentemente de [Coelho 1997], [Santos & Vieira 2008c], [Santos & Vieira 2008a], [Santos
& Vieira 2008b], nesta nova abordagem sa˜o adicionados dois blocos de realimentac¸a˜o para com-
pensar o dano causado pela folga. A Fig. 4.13 mostra a estrutura proposta para o controlador
adaptativo da folga inversa, na qual o sinal de controle desejado ud(t) e´ gerado por:
ud(t) = ym(t) + fw(t) (4.34)




1− fBˆI ym(t) (4.35)
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O segundo bloco de realimentac¸a˜o foi inclu´ıdo para juntamente com o primeiro compensar o
efeito da folga. Para isto, faz-se necessa´rio mostrar o porqueˆ desta inclusa˜o, sendo que a entrada
da folga se da´ por:
v(t) = w(t)− fBˆI(w) (4.36)
Utilizando w(t) = BˆI(ud) e substituindo em (4.36), tem-se:
v(t) = (1− fBˆI)BˆIud(t) (4.37)
Substituindo (4.35) em (4.37), encontra-se:
v(t) = BˆIym(t) (4.38)
Como u(t) = Bv(t), logo, substituindo v(t) por (4.38), obte´m-se:
u(t) = BBˆIym(t) (4.39)
Assim, consegue-se o cancelamento de B atrave´s de BˆI.
Logo, para se atualizar os paraˆmetros estimados da folga inversa, utiliza-se










+ cˆr se ud(t) > ud(t− 1)
(4.40)
Neste esquema de controle, o erro de controle e´ definido como:
e(t) = u˜(t)− ud(t) (4.41)
Assim, a meta e´ cancelar os efeitos indeseja´veis da folga usando sua inversa. Seja J a func¸a˜o
de desempenho dada em termos do erro quadra´tico me´dio da seguinte forma:
J = E{e2(t)} (4.42)
onde E{.} denota o operador esperanc¸a.
Agora, substituindo a equac¸a˜o (4.41) em (4.42) pode-se escrever a func¸a˜o de desempenho J
como:
J = E{(u˜(t)− ud(t))2} (4.43)
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4.9.2 Equac¸o˜es de Atualizac¸a˜o dos Paraˆmetros
Conforme foi descrito anteriormente, definiu-se uma func¸a˜o de desempenho J relacionada
com a eliminac¸a˜o dos efeitos indeseja´veis da folga aplicando uma folga inversa adaptativa.
Nesta subsec¸a˜o, encontram-se as equac¸o˜es de atualizac¸a˜o dos paraˆmetros deste esquema de
controle. O objetivo e´ minimizar J , ou seja, diminuir a diferenc¸a entre u˜(t) e ud(t). Para este











O procedimento acima permite obter os paraˆmetros estimados da folga inversa mˆ, cˆr, cˆl em
(4.44), (4.45) e (4.46), respectivamente. As equac¸o˜es de atualizac¸a˜o para os paraˆmetros mˆ, cˆr,
cˆl, quando o lado ascendente da curva representativa da folga esta´ ativo, sa˜o expressas como:
mˆ =
u˜ymf
2 + u˜f 3cˆr
u˜ymf + u˜f 2cˆr − y2mf − 2ymf 2cˆr − f 3cˆr2
(4.47)
cˆr =




u˜fmˆ2 − u˜f 2mˆ− ymmˆ2f
f 2mˆ2
(4.49)
Ja´ quando o lado descendente da curva representativa da folga esta´ ativo, as equac¸o˜es de
atualizac¸a˜o para os paraˆmetros mˆ, cˆr, cˆl sa˜o expressas como:
mˆ =
u˜ymf
2 + u˜f 3cˆl
u˜ymf + u˜f 2cˆl − y2mf − 2ymf 2cˆl − f 3cˆl2
(4.50)
cˆr =




u˜fmˆ2 − u˜f 2mˆ− ymmˆ2f
f 2mˆ2
(4.52)
Nesta nova proposta foram calculados apenas os treˆs paraˆmetros estimados da folga inversa,
ou seja, na˜o foi necessa´rio atualizar f como na proposta anterior. Com isso, fica claro que esta
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proposta ine´dita diminui os esforc¸os computacionais. Na pro´xima subsec¸a˜o sera´ apresentado um
exemplo nume´rico a fim de comprovar a eficieˆncia desta nova te´cnica.
4.9.3 Exemplo Nume´rico
Nesta subsec¸a˜o, segue-se o mesmo exemplo ilustrativo apresentado tanto em [Santos & Vieira
2008c] quanto em [Coelho 1997]. Este exemplo considerado e´ um sistema de terceira ordem,
sendo este, o primeiro exemplo abordado anteriormente, justamente para verificac¸a˜o da melhoria
conseguida. O fluxograma descrito no Apeˆndice B tambe´m e´ o mesmo utilizado para a obtenc¸a˜o
dos resultados desta nova proposta.
A planta linear de terceira ordem e´ a seguinte:
G(D) =
1× 10−5z2 + 4× 10−5z + 1× 10−5
z3 − 2,88504z2 + 2,77196z − 0,88692
com B(.) desconhecida:
m = 1,3; cr = 3; cl = −3
Adota-se a seguinte configurac¸a˜o para o sistema em malha fechada: ym = 10 · sen(12,6t), os
valores iniciais iguais a mˆ = 0,7, cˆr = 0,5, cˆl = −0,23 e o ganho f = 0,21.
Primeiramente, e´ mostrado que o filtro projetado na sec¸a˜o 4.8 recupera a entrada da planta





5 1,163× 105 −9,043× 104
−2,099× 105 1,181× 105 −9,182× 104













Df = 1,258× 10−5
Para a simulac¸a˜o, coloca-se uma entrada senoidal para a planta de amplitude igual a 1, tempo
de amostragem igual a 1 e com 1000 amostras por per´ıodo, e logo apo´s a planta linear o filtro
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e´ inserido. A Fig. 4.14 mostra que a sa´ıda do filtro recupera a entrada senoidal depois de um
curto intervalo de tempo.
Figura 4.14: Entrada senoidal recuperada atrave´s do filtro.
A Fig. 4.15 mostra os sinais u(t) (curva azul), ud(t)(curva preta) e o erro de controle u˜(t)−
ud(t) (curva vermelha). Como no in´ıcio da simulac¸a˜o a diferenc¸a entre os sinais e´ grande, a Fig.
4.16 mostra a mesma figura anterior a partir do instante t = 5, que e´ pro´ximo ao instante que
diminui drasticamente para os valores esperados.
A diferenc¸a entre os paraˆmetros de B e os de sua inversa BˆI sa˜o descritos na Fig. 4.17.
Ao observar a Fig. 4.16, fica claro que o erro de controle converge para um valor aceita´vel em
um ra´pido intervalo de tempo (aproximadamente 5 instantes de tempo). Ale´m disso, atrave´s da
Fig. 4.17, nota-se que os paraˆmetros estimados praticamente alcanc¸am os valores dos paraˆmetros
da folga.
A Fig. 4.18 compara os resultados do erro de controle obtidos usando as propostas descritas
nos resultados anteriores [Santos & Vieira 2008c] (curva azul), [Coelho 1997] (curva preta) e os
novos resultados obtidos [Santos & Iano 2010] (curva vermelha). Tambe´m fez-se necessa´rio inserir
a Fig. 4.19 que simula a partir do instante t = 5 para uma melhor visualizac¸a˜o dos resultados.
Nota-se facilmente que o erro de controle dado pela nova proposta e as demais sa˜o praticamente
iguais com amplitude de 4.
Neste exemplo, poˆde-se verificar que os paraˆmetros da folga inversa praticamente atingem
os mesmos valores dos paraˆmetros da folga, pois a diferenc¸a entre eles tende para zero. Torna-
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Figura 4.15: u˜(t)(azul), ud(t)(preto) e erro de controle (vermelho).



























Figura 4.16: u˜(t)(azul), ud(t)(preto) e erro de controle (vermelho) a partir de t = 5.
se importante salientar que a nova proposta utiliza a sa´ıda da folga estimada aprimorando os
resultados obtidos anteriormente. Ale´m disso, enfatiza-se que como foi utilizado um controlador
linear, diminuiu-se muito o esforc¸o computacional, pore´m para algumas situac¸o˜es de valores
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Figura 4.17: Diferenc¸a entre os paraˆmetros da folga e os paraˆmetros estimados cr − cˆr(azul),
m− mˆ(vermelho), cl − cˆl(preto).
























Figura 4.18: Erro de controle da proposta de (dos Santos e Vieira, 2008)(azul), de (Coelho,
1997)(preto) e a nova abordagem(vermelho).
iniciais dos paraˆmetros estimados, o algoritmo na˜o funciona ta˜o bem (veja Apeˆndice C).
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Figura 4.19: Zoom do erro de controle da proposta de (dos Santos e Vieira, 2008)(azul), de
(Coelho, 1997)(preto) e a nova abordagem(vermelho).
4.10 Conclusa˜o
Os conceitos anteriormente explicitados referem-se a uma abordagem ine´dita de controle
adaptativo para sistemas com folga utilizando sua inversa estimada. Para isto, foi apresentado o
modelo discreto da folga ale´m do modelo discreto da folga inversa.
Apo´s a apresentac¸a˜o destes modelos, iniciou-se o desenvolvimento do controle adaptativo
da folga inversa, seguido de uma breve explicac¸a˜o do controle adaptativo existente, retirado da
segunda te´cnica citada no segundo cap´ıtulo deste trabalho, objetivando mencionar o controle
adaptativo proposto. Com isto, foram obtidas novas equac¸o˜es de atualizac¸a˜o de paraˆmetros.
Em seguida, foram desenvolvidas novas abordagens com diferentes estruturas de controle,
discretas no tempo, baseado na folga inversa adaptativa para plantas que tem uma parte linear
conhecida com uma folga desconhecida em sua entrada. Ale´m disso, foi utilizado um filtro para
recuperar a entrada da planta linear, ou seja, a sa´ıda da folga desconhecida, projetado na sec¸a˜o
4.8.
Diante dos dois primeiros exemplos nume´ricos abordados acima, fica comprovado, a eficieˆncia
desta nova proposta, pois ale´m de ter diminu´ıdo a estrutura de controle, houve a reduc¸a˜o do
esforc¸o computacional de te´cnicas de controle adaptativo para sistemas com folga desconhecida
ja´ existentes na literatura.
Verificou-se atrave´s do u´ltimo exemplo computacional que os valores dos paraˆmetros da folga
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inversa se aproximam dos valores dos paraˆmetros da folga em um curto intervalo de tempo. Ale´m
disso, obteve-se tambe´m erro de controle satisfato´rio comparado com os apresentados em [Santos
& Vieira 2008c] e em [Coelho 1997].
E´ importante comentar que no exemplo em [Coelho 1997], foram adicionadas treˆs estruturas
para compensar os efeitos da folga (vide Fig. 4.4), e em [Santos & Vieira 2008c] (Fig. 4.5)
foi utilizado um bloco adicional (bloco do controlador adaptativo proporcional), pore´m, ambas
apresentam um erro de controle. Nesta nova abordagem (Fig. 4.13), utilizou-se dois blocos da
folga inversa estimada que juntos conseguiram obter o mesmo erro de controle das demais. Em
suma, pode-se concluir que estas novas abordagens fornecem uma contribuic¸a˜o significativa para
sistemas discretos no tempo com folga desconhecida [Santos & Iano 2010].
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Cap´ıtulo 5
Controle Adaptativo de Sistemas
Cont´ınuos no Tempo com Folga
5.1 Introduc¸a˜o
Algoritmos de Computac¸a˜o Evolutiva (CE), em geral, buscam incorporar alguns aspectos
da evoluc¸a˜o (tais como, reproduc¸a˜o, selec¸a˜o, competic¸a˜o) com o objetivo de identificar soluc¸o˜es
promissoras para, por exemplo, problemas de otimizac¸a˜o com um custo computacional relativa-
mente baixo [Back, Fogel & Michalewicz 2000]. Abordagens de CE teˆm sido largamente aplicadas
a problemas em va´rias a´reas [Back, Hammel & Schwefel 1997], [Fleming & Purshouse 2002],
[Kicinger, Arciszewski & De Jong 2005], [Yao & Xu 2006]. Mais recentemente, a abordagem
CMA-ES Covariance Matrix Adaptation-Evolution Strategy [Hansen, Mu¨ller & Koumoutsakos
2003] tem se mostrado promissora quando aplicada a problemas de otimizac¸a˜o desafiadores [Auger
& Hansen 2005].
Embora algumas abordagens utilizando te´cnicas de Inteligeˆncia Computacional (IC) (por
exemplo, redes neurais [Baruch, Beltran & Nenkova 2004], [Xiaofang, Yaonan, Wei & Lianghong
2010]) tenham sido propostas para controlar sistemas com folga, ainda na˜o existem propostas
que utilizem algoritmos de CE. Neste cap´ıtulo, aplica-se uma estrate´gia evolutiva para reduzir
os efeitos indeseja´veis da folga em um sistema, que sa˜o cancelados atrave´s de uma estimac¸a˜o
dos paraˆmetros da folga inversa. Neste trabalho, esta estimac¸a˜o e´ feita utilizando-se o algoritmo
CMA-ES para minimizar o erro de controle do sistema, ou seja, a diferenc¸a entre a sa´ıda da folga
e a entrada da folga inversa adaptativa. Diversas abordagens para estimac¸a˜o dos paraˆmetros da
folga inversa teˆm sido propostas [Tao & Kokotovic 1995b], [Baruch et al. 2004], [Zhou, Zhang &
Wen 2007], [Xiaofang et al. 2010], [Gu, Zhu, Feng & Su 2011].
Em [Tao & Kokotovic 1995b], os autores apresentam um esquema de controle a tempo cont´ınuo
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para compensar os efeitos da folga. Neste mesmo trabalho, e´ sugerida uma lei para atualizar a
estimac¸a˜o dos paraˆmetros da folga. Nesta proposta de controle, considera-se o algoritmo CMA-
ES para a busca de atualizac¸a˜o para os paraˆmetros estimados da folga inversa.
5.2 Estrate´gias Evolutivas e CMA-ES
Estrate´gias evolutivas (Evolution Strategies - ES ) sa˜o uma classe de algoritmos evolutivos
desenvolvidos inicialmente para lidar com problemas de otimizac¸a˜o experimental de paraˆmetros
de sistemas f´ısicos em dinaˆmica dos fluidos [Ba¨ck, Hoffmeister & Schwefel 1991]. Atualmente,
algoritmos baseados em estrate´gias evolutivas teˆm sido largamente aplicados em problemas de
diversas a´reas [Beyer & Schwefel 2002].
Em ES, cada indiv´ıduo v = (x,σ,C) e´ composto por um vetor x de atributos e os conjuntos
σ e C de paraˆmetros, onde σ (vetor de desvio-padra˜o) e C (matriz de covariaˆncia) representam
geralmente os paraˆmetros de uma func¸a˜o densidade de probabilidade utilizada na etapa de mu-
tac¸a˜o de um indiv´ıduo. Dada uma populac¸a˜o composta por µ indiv´ıduos, λ filhos sa˜o gerados a
cada iterac¸a˜o. A selec¸a˜o de indiv´ıduos para a pro´xima gerac¸a˜o pode ser realizada utilizando-se
um dos dois tipos de estrate´gias: (1) escolhem-se os µ indiv´ıduos mais aptos da populac¸a˜o resul-
tante da unia˜o dos conjuntos de µ pais e λ filhos; (2) dos λ filhos gerados (λ ≥ µ), escolhem-se
os µ indiv´ıduos mais aptos. A Fig. 5.1 ilustra as principais etapas de uma estrate´gia evolutiva.
Com o objetivo de auto-ajustar os valores dos paraˆmetros σ e C da etapa de mutac¸a˜o, [Hansen
& Ostermeier 2001] propuseram o algoritmo CMA-ES. Para o (µI ,λ)-CMA-ES, os λ descendentes
da gerac¸a˜o g + 1 sa˜o criados por [Hansen et al. 2003].
x
(g+1)
k = 〈x〉(g)µ + σ(g)B(g)D(g)z(g+1)k︸ ︷︷ ︸
N(0,C(g))
,













representa o centro de massa dos indiv´ıduos da gerac¸a˜o g selecionados, I
(g)
sel representa o conjunto
dos ı´ndices dos indiv´ıduos selecionados, com #I
(g)
sel = µ, e σ
(g) e´ o tamanho do passo global.
Na equac¸a˜o (5.1), zk sa˜o vetores amostrados seguindo uma distribuic¸a˜o normal com me´dia
zero e matriz de covariaˆncia dada pela matriz identidade (isto e´, zk N(0,I)). Da mesma forma
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1: Inicialize µ indiv´ıduos;
2: Avalie todos os indiv´ıduos;




6: while i ≤ λ do
7: Selecione (ρ ≤ 2) pais aleatori-
amente
8: Recombine os indiv´ıduos
9: Aplique mutac¸a˜o sobre o indiv´ı-
duo gerado
10: i = i+ 1
11: Avalie todos os indiv´ıduos gera-
dos
12: Selecione os µmelhores indiv´ıduos
de λ ou µ+ λ
13: k = k + 1
Figura 5.1: Pseudo-co´digo de um algoritmo (µ,+ λ)-ES.
que para a equac¸a˜o (5.2), e´ poss´ıvel calcular o centro de massa dos valores z
(g+1)












Na equac¸a˜o (5.1), a matriz de covariaˆncia C(g+1) dos vetores B(g)D(g)z
(g+1)
k e´ uma matriz n×n
sime´trica positiva. As colunas da matriz ortogonal B(g) representam os autovetores normalizados
da matriz de covariaˆncia. D(g) e´ uma matriz diagonal cujos elementos sa˜o a raiz quadrada dos
autovalores da matriz de covariaˆncia. Portanto, CMA emprega uma ana´lise dos componentes
principais (Principal Component Analisys) dos passos de mutac¸a˜o selecionados na gerac¸a˜o ante-
rior para calcular a distribuic¸a˜o a ser empregada pela mutac¸a˜o na pro´xima gerac¸a˜o [Hansen &
Ostermeier 2001].
Os mecanismos de adaptac¸a˜o determin´ısticos descritos a seguir, propostos para o CMA-
ES, tornaram este algoritmo auto-ajusta´vel. O primeiro mecanismo a ser descrito diz respeito a`
adaptac¸a˜o da matriz de covariaˆncia C(g). A equac¸a˜o (5.4) define o ca´lculo do caminho da evoluc¸a˜o,
que e´ usado na Equac¸a˜o (5.5) para construir a matriz de covariaˆncia da gerac¸a˜o (g + 1).
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p(g+1)c = (1− cc) · p(g)c +
√










C(g+1) = (1− ccov) · C(g)




O segundo mecanismo de adaptac¸a˜o do CMA-ES e´ empregado para ajustar o tamanho do
passo global σ(g). Primeiramente, o caminho da evoluc¸a˜o de σ(g+1) e´ calculado como dado na
equac¸a˜o (5.6). O tamanho do passo global e´ atualizado como mostrado na equac¸a˜o (5.7).
p(g+1)σ = (1− cσ) · p(g)σ +
√
cσ · (2− cσ)




















onde χˆn = E[‖N(0,I)‖] e dσ > 1 e´ um paraˆmetro do algoritmo.
5.3 Modelagem Matema´tica do Problema
O algoritmo CMA-ES descrito anteriormente fara´ a atualizac¸a˜o dos paraˆmetros estimados da
folga inversa a fim de estima´-los com precisa˜o, buscando melhorias dos resultados ja´ existentes na
literatura. Como neste cap´ıtulo, estes novos resultados sa˜o em tempo cont´ınuo, faz-se necessa´rio
descrever os modelos cont´ınuos da folga inversa e da folga inversa adaptativa.
5.3.1 Modelo Cont´ınuo da Folga Inversa
A equac¸a˜o (5.8) representa um modelo de tempo cont´ınuo da inversa˜o da folga:
















0 se u˙d(t) = 0
(5.8)
Vide Fig. 4.2 para visualizar a representac¸a˜o gra´fica da inversa˜o da folga.
5.3.2 Modelo da Folga Inversa Adaptativa
Na realidade, a folga inversa e´ raramente conhecida. Desta forma, somente uma folga inversa
estimada BˆI(.) podera´ ser implementada. Este estimador devera´ ter uma atualizac¸a˜o on-line de
seus dados, e para isto sera´ utilizado para a folga regras adaptativas especialmente projetadas
para cada caso [Tao & Kokotovic 1996].
O projeto de compensac¸a˜o mostrado na Fig. 5.2 pode ser descrito pela equac¸a˜o (5.9):
v(t) = BˆI(ud(t)) (5.9)
ud v u
BˆI(.) B(.)
Figura 5.2: Esquema da compensac¸a˜o para a folga na entrada.
Assim, um modelo de tempo cont´ınuo da folga inversa estimada apresentada na Fig. 5.2 e´
















0 se u˙d(t) = 0
(5.10)
bastando para isso utilizar os paraˆmetros estimados da folga inversa (cˆr, cˆl e mˆ) ao inve´s dos
paraˆmetros cr, cl e m.
5.4 Controle Existente da Folga Inversa Adaptativa
A Fig. 5.3 mostra a estrutura do controlador adaptativo da folga inversa utilizada na primeira
te´cnica descrita no cap´ıtulo 2.
O sinal de controle desejado ud(t) e´ gerado por:
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Figura 5.3: Estrutura do controlador adaptativo.
ud(t) = θ
∗T
1 ω1(t) + θ
∗T













1n) ∈ <n, θ∗2 =
(θ∗21, ..., θ
∗
2n) ∈ <n, θ∗3 ∈ < e Λ(s) e´ um polinoˆmio Hurwitz escolhido de grau n [Tao & Kokotovic
1996].
Por hipo´tese, como a planta G(s) = kp
Z(s)
R(s)
e´ conhecida, (onde kp e´ uma constante diferente
de zero, Z(s) e R(s) sa˜o polinoˆmios moˆnicos em s de graus m e n respectivamente), logo pode-se
resolver a equac¸a˜o Diofantina:
θ∗T1 a(s)R(s) + θ
∗T
2 a(s)kpZ(s) = Λ(s)(R(s)− kpθ∗3Z(s)Rm(s)), θ∗3 = k−1p (5.12)




3 e com isso, implementar o controlador linear de (5.11) [Tao &
Kokotovic 1995b].
Vale lembrar que para empregar um modelo de refereˆncia aproximado, caracteriza-se o sinal
de refereˆncia ym como ym =
1
Rm(s)
[r](t), onde Rm e´ um polinoˆmio esta´vel e r(t) e´ limitado e
diferencia´vel por partes [Tao & Kokotovic 1995b].
Para desenvolver uma lei adaptativa para atualizar os paraˆmetros estimados da folga (mˆ, cˆr
e cˆl), primeiro e´ necessa´rio parametrizar o erro de controle u(t) − ud(t) usando a folga inversa
adaptativa (5.10).
Como neste to´pico e´ realizada somente uma explicac¸a˜o ra´pida desta te´cnica para poder servir
de base para os resultados deste cap´ıtulo, na˜o cabe aqui inserir os ca´lculos da parametrizac¸a˜o que
podem ser encontrados em [Tao & Kokotovic 1995b], [Tao & Kokotovic 1996] ou em [Coelho 1997].
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5.4.1 Lei Adaptativa
Por fim, a u´ltima parte desta te´cnica e´ a lei adaptativa para fazer a atualizac¸a˜o dos paraˆmetros
da folga inversa estimada. A equac¸a˜o de erro que e´ familiar da teoria de controle adaptativa linear
[Narendra & Annaswamy 1989] e [Ioannou & Tsakalis 1986], sugere a seguinte lei de atualizac¸a˜o
dos paraˆmetros estimados da folga:
θ˙b(t) = −Γζ(t)(e(t) + ξ(t))
z(t)
+ fb(t) (5.13)
onde Γ = ΓT > 0, ζ(t) = H(s)[ωb](t), ξ(t) = θ
T
b (t)ζ(t)−H(s)[θTb ωb](t), z(t) = 1+ζT (t)ζ(t)+ξ2(t)
e fb(t) e´ um sinal de modificac¸a˜o-σ projetado como em [Ioannou & Tsakalis 1986] com projec¸a˜o
de paraˆmetros. Vale observar que θ∗b = (mcr,m,mcl)
T , ou seja, um vetor para atualizar os treˆs







e mˆ [Tao & Kokotovic 1995b].
5.5 Problema de Otimizac¸a˜o Proposto
O problema de otimizac¸a˜o realizado neste trabalho se baseia no fato de que a entrada da folga
inversa adaptativa ud tem que ser igual a sa´ıda da folga u. Isso e´ conseguido se os paraˆmetros
da folga inversa forem estimados corretamente, cancelando os efeitos indeseja´veis da folga (vide
Fig. 5.2).
Assim, o problema de otimizac¸a˜o considerado nos experimentos aqui realizados e´ dado por:
min
mˆ,cˆr,cˆl






sendo u(ti) obtido atrave´s da equac¸a˜o (2.1) do modelo cont´ınuo no tempo da folga, ti e´ a i-e´sima
janela de tempo definida no tempo de execuc¸a˜o e k e´ o nu´mero de janelas.
Uma outra proposta seria considerar a func¸a˜o objetivo como a soma do erro acumulado desde
o tempo t = 0 ate´ o instante de tempo corrente, ou ainda durante uma janela de tempo, de
maneira similar ao procedimento empregando o me´todo de mı´nimo recursivo. Esta proposta
tambe´m foi investigada, pore´m os resultados na˜o foram satisfato´rios. A metodologia de otimiza-
c¸a˜o instantaˆnea descrita pela equac¸a˜o 5.14 se mostrou mais eficiente para o problema de controle
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adaptativo de sistemas com folga desconhecida.
5.6 Modelagem Computacional
Na versa˜o do algoritmo CMA-ES empregado aqui no controle de sistemas com folga, o nu´mero
de indiv´ıduos na populac¸a˜o varia no decorrer da execuc¸a˜o do algoritmo. Partindo de um valor
ma´ximo, o nu´mero de indiv´ıduos e´ reduzido exponencialmente no decorrer das gerac¸o˜es. Este
procedimento proporcionara´ ao algoritmo CMA-ES uma maior capacidade de explorac¸a˜o na fase
inicial da busca. O modelo exponencial que determina o nu´mero de indiv´ıduos na t-e´sima gerac¸a˜o
e´ dado por:
N(t) = max(Nmax · e−λ·t, Nmin) (5.15)
ondeNmax eNmin sa˜o o nu´mero ma´ximo e mı´nimo de indiv´ıduos na populac¸a˜o, respectivamente, e
λ e´ o paraˆmetro que determina a velocidade do decaimento do nu´mero de indiv´ıduos por gerac¸a˜o.
Para este paraˆmetro foi utilizado o valor 0,001.
O algoritmo CMA-ES e´ responsa´vel pelo mecanismo de adaptac¸a˜o do subsistema de folga
inversa, sendo este mecanismo aplicado de forma paralela ao sistema em execuc¸a˜o (veja Fig.
5.4). A cada novo valor ud amostrado o algoritmo CMA-ES buscara´ por valores de paraˆmetros
mˆ, cˆr e cˆl que minimize a equac¸a˜o 5.14. A Fig. 5.4 ilustra o digrama do modelo computacional
desenvolvido neste trabalho.




Figura 5.4: Diagrama do modelo computacional utilizado.
No procedimento de avaliac¸a˜o de fitness, cada indiv´ıduo e´ avaliado como [u(ti) − ud(ti)]2,
onde u(ti) e´ a sa´ıda do sistema utilizando os valores de mˆ, cˆr e cˆl para aquele indiv´ıduo e ud(ti)
e´ o valor desejado da sa´ıda. Portanto, a cada avaliac¸a˜o de fitness de um indiv´ıduo, e´ necessa´rio
atualizar os valores de mˆ, cˆr e cˆl em BI(·) com os valores presentes na soluc¸a˜o a ser avaliada.
Apo´s a avaliac¸a˜o de um indiv´ıduo, os valores de mˆ, cˆr e cˆl em BI(·) sa˜o atualizados com a
melhor soluc¸a˜o encontrada pelo CMA-ES ao longo da busca. Este procedimento e´ semelhante
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ao processo de roubo de ciclo (cycle stealing) em arquitetura de computadores. Quando o tempo
t e´ incrementado pelo sistema com folga, o valor da func¸a˜o de aptida˜o da melhor soluc¸a˜o e´
atualizado, dado que o valor de ud foi alterado.
Embora esteja-se tratando de sistemas com folga em tempo cont´ınuo, para que o sistema seja
poss´ıvel de ser simulado em computador, e´ necessa´rio definir uma taxa de amostragem para o sinal
de entrada. Nos experimentos realizados foi considerada uma taxa de 1000 amostras/segundo.
5.7 Experimentos
Nesta sec¸a˜o sa˜o descritos os experimentos realizados no intuito de investigar a eficieˆncia da
metodologia evolutiva proposta neste trabalho.
5.7.1 Definic¸a˜o dos Experimentos
O foco dos experimentos realizados foi na remoc¸a˜o dos efeitos da folga, portanto, abstraindo
a planta do sistema. O seguinte sinal de refereˆncia foi considerado:
ym(t) = 10 · sen(1,3t) (5.16)
sendo B(·) desconhecida: m = 0,7, cr = 1,3 e cl = -0,5. O tempo de execuc¸a˜o foi fixado em 15
segundos. Os intervalos de busca para a estimativa dos paraˆmetros da folga sa˜o: mˆ ∈ [0,2pi],
cˆr ∈ [0,10] e cˆl ∈ [−10,0]. Este exemplo e´ o mesmo apresentado em [Tao & Kokotovic 1995b].
Devido a` variabilidade intr´ınseca dos resultados produzidos pelo CMA-ES, este foi executado
100 vezes independentemente, sendo que os valores iniciais de mˆ, cˆl e cˆr foram gerados aleato-
riamente em cada execuc¸a˜o do algoritmo com distribuic¸a˜o uniforme nos intervalos considerados.
Os resultados sa˜o analisados em termos da me´dia e desvio-padra˜o. Para os paraˆmetros Nmax e
Nmin, foram utilizados os seguintes valores, respectivamente: 100 e 20.
Os experimentos foram realizados utilizando Matlab versa˜o R2010a em um computador Intel
Core tm 2 Quad Q6600 @ 2,40 Ghz, com 2 GB de RAM e sistema operacional Windows XP.
5.7.2 Algoritmos Comparados
Com o intuito de analisar o desempenho da metodologia proposta frente a outros me´to-
dos consolidados na literatura, o amplamente difundido algoritmo de Tao-Kokotovic [Tao &
Kokotovic 1995b] foi considerado nos experimentos. Este me´todo que tambe´m foi desenvolvido
para sistemas cont´ınuos no tempo faz uso de uma equac¸a˜o diferencial para modelar a dinaˆmica
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do sistema. Aqui a taxa de amostragem do sinal de entrada tambe´m foi da ordem de 1000
amostras/segundo.
E´ importante ressaltar que o me´todo de Tao-Kokotovic realiza uma busca local, logo seu
desempenho e´ condicionado a` escolha de valores iniciais dos paraˆmetros que compartilham a
mesma bacia de atrac¸a˜o do o´timo global [Nocedal & Wright 2000]. Nos experimentos realizados,
os paraˆmetros iniciais foram os mesmos utilizados em [Tao & Kokotovic 1995b]. Embora em
outros sistemas com folgas valores iniciais adequados na˜o sa˜o conhecidos a priori, aqui esta
informac¸a˜o privilegiada e´ considerada dispon´ıvel (apenas para o me´todo de Tao-Kokotovic).
5.8 Resultados e Discusso˜es
A diferenc¸a entre os paraˆmetros de B(·) e os de sua inversa BˆI(·), estimados pelos me´todos
CMA-ES e Tao-Kokotovic (linha tracejada), sa˜o mostrados nas Figs. 5.5, 5.6, 5.7, 5.8 e 5.9.
Para o CMA-ES, sa˜o apresentados o valor me´dio das melhores soluc¸o˜es obtidas ate´ o momento
(linha so´lida - CMA-ES[m]) e os roubos de ciclos (pontos ao redor da linha so´lida - CMA-ES[rc])
realizados para o ca´lculo do fitness dos indiv´ıduos sobre as 100 execuc¸o˜es realizadas. E´ poss´ıvel
observar que conforme o algoritmo CMA-ES vai identificando as regio˜es promissoras no espac¸o de
busca, a nuvem de pontos do roubo de ciclo vai se tornando mais estreita, claramente ilustrando
o processo de convergeˆncia do algoritmo (Fig. 5.10). O fluxograma D mostra o fluxograma
utilizado para a obtenc¸a˜o destes resultados.
Com base nas Figs. 5.5, 5.6 e 5.7, e´ poss´ıvel verificar que, em me´dia, o algoritmo CMA-ES
identifica os paraˆmetros da folga mais rapidamente (antes de 5 segundos) do que o me´todo de
Tao-Kokotovic. E´ prova´vel que a maior variac¸a˜o no comportamento do CMA-ES na fase inicial se
deva ao fato de um nu´mero reduzido de pares u e ud ter sido apresentado ao algoritmo. Portanto,
uma vez que o algoritmo CMA-ES ainda dispo˜e de pouca informac¸a˜o acerca da topologia da
func¸a˜o, e´ poss´ıvel que o CMA-ES acabe por explorar regio˜es relativamente distantes do o´timo
global no espac¸o da busca. A` medida que sa˜o apresentados mais pares (u, ud), o CMA-ES e´ capaz
de identificar regio˜es promissoras mais pro´ximas do o´timo global do problema de otimizac¸a˜o em
questa˜o, que levam a um erro de controle menor.
Como mencionado anteriormente, o me´todo de Tao-Kokotovic e´ fortemente dependente da
escolha dos paraˆmetros iniciais de mˆ, cˆr e cˆl. A fim de investigar esta sensibilidade, simulac¸o˜es
foram realizadas com diferentes configurac¸o˜es de valores iniciais de mˆ, cˆr e cˆl. A Tabela 5.1
apresenta a porcentagem de vezes em que o algoritmo de Tao-Kokotovic encontrou uma soluc¸a˜o
que levou a um erro (ud-u) menor ou igual a um dado valor . Ou seja, uma vez alcanc¸ado um
erro menor que , este se manteve menor em todo o restante da execuc¸a˜o. Os resultados foram
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Figura 5.5: Diferenc¸a entre m e mˆ.

















Figura 5.6: Diferenc¸a entre cl e cˆl.
obtidos atrave´s de 100 execuc¸o˜es independentes do algoritmo de Tao-Kokotovic.
Com base na tabela 5.1 e´ poss´ıvel verificar que, para o sinal de entrada utilizado nesta
simulac¸a˜o, o me´todo de Tao-Kokotovic e´ bastante sens´ıvel aos valores iniciais dos paraˆmetros
da folga inversa, como esperado, dado que este e´ um me´todo de busca local. Estes resultados
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Figura 5.7: Diferenc¸a entre cr e cˆr.
























Figura 5.8: Erro de controle (u− ud).
indicam, possivelmente, uma alta multimodalidade da superf´ıcie de busca.
O algoritmo CMA-ES, embora na˜o seja poss´ıvel garantir sua convergeˆncia, e´ um algoritmo de
busca global que possui capacidade de escapar de mı´nimos locais, na˜o sendo suscet´ıvel a` escolha
dos valores iniciais, como pode ser constatado nos resultados obtidos. Em todas as simulac¸o˜es
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Figura 5.9: Entrada ud e o valor u estimado.















Figura 5.10: Zoom da Fig. 5.9 no intervalo de 0 a 5 segundos.
realizadas com o me´todo CMA-ES, este encontrou valores de paraˆmetros que levaram a erros
menores do que  = 0,001.
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Tabela 5.1: Convergeˆncia para o o´timo global dos me´todos Tao-Kokotovic e CMA-ES para
diferentes valores iniciais dos paraˆmetros mˆ, cˆr e cˆl.






Neste cap´ıtulo, a abordagem CMA-ES foi aplicada ao problema de controle adaptativo de
sistemas de tempo cont´ınuo com folga desconhecida baseado na modelagem da folga inversa.
Os resultados apresentados neste trabalho indicam que, em me´dia, o CMA-ES foi capaz de
aproximar os valores estimados dos valores reais dos paraˆmetros da folga em um intervalo de
tempo menor do que o tempo requerido pela abordagem proposta por [Tao & Kokotovic 1995b].
Adicionalmente, em geral, o CMA-ES e´ capaz de convergir para os valores reais dos paraˆmetros




O objetivo deste trabalho e´ analisar e controlar sistemas resultantes da interconexa˜o de uma
planta linear com a na˜o linearidade do tipo folga. Assim, com o objetivo de alcanc¸ar esta meta,
foi primeiramente, realizado um estudo aprofundado sobre a na˜o linearidade, que foi alcanc¸ado
e apresentado no in´ıcio do segundo cap´ıtulo deste trabalho atrave´s da descric¸a˜o da folga, da sua
modelagem matema´tica e da sua resposta perio´dica para o entendimento do funcionamento da
mesma, ou seja, o que ela causa nos sistemas. Ato cont´ınuo, e´ necessa´rio ter o conhecimento de
algumas te´cnicas existentes na literatura, a fim de aprimora´-las ou mesmo criar novos me´todos
para cancelar os efeitos indeseja´veis da folga.
O cap´ıtulo 2 e´ extremamente importante devido a` quantidade de conhecimentos explicitados
para enta˜o atingir o objetivo completo deste trabalho, que foi dividido em duas partes: ana´lise e
controle de sistemas com folga. No Cap´ıtulo 3 foi realizada a ana´lise de estabilidade do sistema
resultante da interconexa˜o de uma planta linear com a na˜o linearidade do tipo folga. Vale ressaltar
que ale´m da na˜o linearidade do tipo folga, neste terceiro cap´ıtulo, incluiu-se uma saturac¸a˜o na
entrada da folga, causando ainda mais danos ao sistema. Foram calculadas condic¸o˜es construtivas
para a estabilidade global de sistema na˜o linear, que foram escritas em termos de desigualdades
matriciais (LMIs). Portanto, neste cap´ıtulo, foi apresentada uma abordagem ine´dita de ana´lise
de estabilidade de sistemas com saturac¸a˜o seguida de folga, obtendo-se resultados de estabilidade
de convergeˆncia global. O exemplo nume´rico, ali explicitado, serve de validac¸a˜o e comprovac¸a˜o
da eficieˆncia desta nova proposta, tendo em vista que as trajeto´rias convergiram para as retas
mostradas no plano x1 − x3 e, tanto a saturac¸a˜o quanto a folga foram canceladas do sistema em
malha fechada em aproximadamente 7 segundos.
Depois da obtenc¸a˜o da primeira parte do objetivo, qual seja, ana´lise de estabilidade, o controle
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de sistemas com folga foi descrito tanto no cap´ıtulo 4 quanto no cap´ıtulo 5 para a finalizac¸a˜o
do objetivo deste trabalho. No cap´ıtulo 4 fica demonstrado um resultado ine´dito de controle
adaptativo para sistemas discretos no tempo com folga, utilizando sua inversa estimada, atrave´s
da inserc¸a˜o de uma u´nica realimentac¸a˜o composta por um controlador linear adaptativo, capaz de
realizar a atualizac¸a˜o dos paraˆmetros estimados da folga inversa. Desta forma, quatro paraˆmetros
foram atualizados a cada iterac¸a˜o do programa, pore´m, os que realmente interessavam eram os
paraˆmetros estimados da folga inversa, na˜o desvalorizando o paraˆmetro f do controlador linear,
pois atrave´s da atualizac¸a˜o dele conseguiu-se fazer com que os paraˆmetros estimados praticamente
se igualassem aos paraˆmetros da folga desconhecida. Diante de dois exemplos nume´ricos, fica
comprovada, a eficieˆncia desta primeira proposta de controle, pois ale´m de uma diminuic¸a˜o
da estrutura de controle, houve a reduc¸a˜o do esforc¸o computacional de te´cnicas de controle
adaptativo, ja´ existentes na literatura, para sistemas com folga desconhecida.
Ainda no quarto cap´ıtulo tambe´m foi desenvolvido uma estrutura de controle adaptativo,
para sistemas discretos no tempo, baseado na folga inversa adaptativa para plantas que tem
uma parte linear conhecida com uma folga desconhecida em sua entrada. Entretanto, esta nova
abordagem tem mais contribuic¸a˜o cient´ıfica do que a anterior, pois se conseguiu aprimorar o
resultado anteriormente obtido de controle adaptativo para sistemas com folga. Para a obtenc¸a˜o
deste resultado aprimorado, primeiramente, projetou-se um problema de filtragem para estimar
a sa´ıda da folga, uma vez que ela e´ desconhecida, ou seja, na˜o pode ser medida. Dessa forma,
para conseguir recuperar o sinal da sa´ıda da folga, isto e´, da entrada da planta, foi utilizado um
filtro em sua sa´ıda, fazendo com que este filtro fosse a planta inversa para que a sa´ıda deste filtro
se igualasse a` entrada da planta. Este problema na˜o e´ simples ja´ que a inversa da planta e´ na˜o
realiza´vel. Vale ressaltar que, este filtro na˜o e´ a planta inversa, mas, foi projetado para que sua
sa´ıda fosse a entrada da planta. Para resolver este problema de filtragem foi utilizada a norma
H-infinito como crite´rio de minimizac¸a˜o do erro. As matrizes do filtro foram obtidas atrave´s da
resoluc¸a˜o de uma LMI. Para comprovar que este problema de filtragem conseguiu recuperar a
entrada da planta linear, foi mostrado ao final do cap´ıtulo, dentro do exemplo nume´rico, que ao
se colocar uma entrada senoidal na entrada da planta, a sa´ıda deste filtro, logo apo´s o primeiro
pico da onda senoidal, se tornou igual a esta seno´ide com a mesma amplitude imposta na entrada.
Apo´s a obtenc¸a˜o das matrizes deste filtro, uma nova estrutura de controle adaptativo para
sistemas com folga desconhecida foi elaborada, consistindo de dois blocos com a folga inversa
adaptativa, sendo um realimentado por um ganho linear e o outro multiplicado por este mesmo
ganho. Enta˜o, o erro de controle desta estrutura e´ a diferenc¸a entre a sa´ıda estimada da folga e
a entrada da folga inversa adaptativa, a fim de eliminar os efeitos danosos causados pela folga.
Atrave´s de um exemplo nume´rico fica comprovado que esta te´cnica apresentou um resultado
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satisfato´rio, tendo em vista que foi feita uma comparac¸a˜o com outros resultados da literatura,
inclusive com o primeiro resultado deste cap´ıtulo e o erro de controle tambe´m tornou-se aceita´vel
em um curto intervalo de tempo.
E´ relevante comentar que a te´cnica existente na literatura utilizada como comparac¸a˜o no cap´ı-
tulo 4 possui treˆs estruturas de realimentac¸a˜o para compensar os efeitos da folga, enquanto que
os resultados apresentados neste manuscrito possuem apenas um e/ou dois blocos de realimen-
tac¸a˜o, diminuindo os esforc¸os computacionais. Pore´m, para algumas situac¸o˜es a proposta na˜o
funciona ta˜o bem, dependendo da inicializac¸a˜o dos paraˆmetros estimados da folga e do paraˆmetro
do controlador linear f .
Para a questa˜o de controle, uma valorizac¸a˜o ainda maior, foi extrapolar a estrutura de controle
para sistemas cont´ınuos no tempo, uma vez que e´ necessa´rio levar em considerac¸a˜o as derivadas
de u(t) e ud(t), aumentando o esforc¸o computacional. A abordagem CMA-ES foi aplicada ao
problema de controle adaptativo com folga desconhecida baseado na modelagem da folga inversa.
Os resultados apresentados no quinto cap´ıtulo indicam que, a estrate´gia evolutiva (CMA-ES)
utilizada para a atualizac¸a˜o dos paraˆmetros estimados da folga inversa foi capaz de alcanc¸ar
os valores reais dos paraˆmetros da folga em um intervalo de tempo menor do que o tempo
requerido pela abordagem proposta por [Tao & Kokotovic 1995b]. Adicionalmente, o algoritmo
CMA-ES foi capaz de convergir para os valores reais dos paraˆmetros da folga partindo-se de
diferentes condic¸o˜es iniciais dos paraˆmetros estimados. Vale destacar que ainda na˜o existiam
na literatura resultados de computac¸a˜o evolutiva para sistemas com folga desconhecida, apenas
existem abordagens com a utilizac¸a˜o de lo´gica fuzzy e redes neurais.
Portanto, pode-se concluir que este trabalho de doutorado fornece uma contribuic¸a˜o cient´ıfica
significativa tanto para ana´lise de sistemas que possuem uma folga desconhecida seguida por
uma planta linear conhecida, quanto para controle adaptativo de sistemas discretos e tambe´m
cont´ınuos no tempo com folga desconhecida.
6.2 Trabalhos Futuros
Para dar continuidade a esta linha de pesquisa, propo˜e-se, inicialmente, como trabalhos fu-
turos para a parte de ana´lise, projetar os ganhos K1 e K2 relaxando a hipo´tese de estabilidade na
matriz A. Ademais, o contexto local tambe´m podera´ ser estudado. Ja´ para a parte de controle,
pretende-se mudar a estrutura de controle, a fim de conseguir resultados semelhantes ou ainda
melhores do que os resultados do quarto cap´ıtulo, para quaisquer valores iniciais dos paraˆmetros
estimados da folga inversa e o paraˆmetro do controlador linear.
Pretende-se, tambe´m, iniciar pesquisas utilizando a na˜o linearidade histerese, pouco abordada
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nas literaturas atuais. Esta na˜o linearidade e´ mais complexa do que a folga, pois na˜o tem como
conhecer sua trajeto´ria com precisa˜o.
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O Apeˆndice C apresenta uma situac¸a˜o em que outros valores inciais na˜o funcionou ta˜o bem
a obtenc¸a˜o dos resultados da segunda proposta do Cap´ıtulo 4. Dessa forma, utiliza-se o mesmo
exemplo so´ modificando a seguinte configurac¸a˜o para o sistema em malha fechada: ym = 10 ·
sen(12,6t), os valores iniciais iguais a mˆ = 0,9, cˆr = 1, cˆl = −1 e o ganho f = 0,22.
A primeira figura abaixo mostra os sinais u(t) (curva azul), ud(t)(curva verde) e o erro de
controle u˜(t) − ud(t) (curva vermelha). Ja´ a segunda figura mostra a mesma figura anterior a
partir do instante t = 5, que e´ pro´ximo ao instante que diminui drasticamente o erro de controle.



























A diferenc¸a entre os paraˆmetros de B e os de sua inversa BˆI sa˜o descritos na terceira figura.
Ao observar as figuras, fica claro que o erro de controle na˜o converge para uma valor aceita´vel.
Pore´m, atrave´s da terceira figura, nota-se que os paraˆmetros estimados praticamente alcanc¸am
os valores dos paraˆmetros da folga.
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O Apeˆndice D apresenta o fluxograma para a obtenc¸a˜o dos resultados do Cap´ıtulo 5.
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