Ridge-like structures in digital images may be extracted by convolving the images with derivatives of Gaussians. The choice of the convolution operator and of the parameters involved defines a specific ridge image. In this paper, various ridge measures related to isophote curvature are constructed, reviewed, and evaluated with respect to their usability in CT/MRI matching of human brain scans. Construction is initially done using heuristics in two-dimensional images, and then established firmly in a mathematical framework. Attention is paid to the necessity of operator invariance, scale of the operator, extension to three-dimensional images, and relations to isophote and principal curvature. It will be shown that one of the ridge measures appears well suited for the purpose of matching, despite the fact that the measure fails to detect ridges in a number of stylized scenes.
I. INTRODUCTION
Human anatomy and physiology are frequently examined with the aid of several imaging techniques. Generally, different modalities -or multiparametric images of a single modality -highlight different aspects of the image subject. In many cases the proper fusion of these streams of information is desired [?] . Examples include radiation therapy planning, where CT 1 and MRI 2 information is merged, and epilepsy surgery planning, where EEG 3 , MRI, and SPECT 4 /PET 5 is combined [1] , [?] .
Image matching, i.e., bringing two images geometrically into agreement, can be accomplished by transforming (e.g., translating, rotating, scaling) one of the images in such a way that the similarity with the other image is maximized in some sense. The similarity may apply to the original grey value images, to feature images derived from these, or to objects defined in the initial images or in the derived feature images. Maximizing the similarity of the initial images will be useful in particular when two images of the same type are to be matched. In multimodality image matching, however, the physical realities of the two images may be quite different, which calls for feature based or object based matching. Features used in image matching are, for example, edges [2] and ridges [3] , [4] ,
[?], [5] . Object based matching may, e.g., be based on surface definitions [6] , [7] . Object based image matching has the disadvantage that the objects must first be defined, which is a high-level image processing task that might prove quite difficult for complex images.
The use of low-level differential geometric features for image matching is attractive, but
requires the careful selection of features that show sufficient similarity between the multimodal images. The selection of such features for CT/MRI brain image matching is the subject of the present article.
We focus our efforts on ridge-like features, because these have been proven viable for the applications at hand [1] , [?] . If CT and MR brain images are depicted as intensity landscapes, the skull forms a ridge in the CT image, and a negative ridge (trough) in the MR image. Since the skull is a virtually undeformable structure, it is ideal for matching purposes. The purpose of this paper is the extraction of ridges, representative of the skull, for CT/MRI brain image matching. Various ridge definitions will be discussed and evaluated on artificial test images whose ridges are known. We emphasize that, although the ridges proposed are representative of the skull, our approach is a (low-level) feature based matching method, since it does not rely on the definition of the skull as an object.
Ridge images can be extracted by means of differential operators. Direct differentiation, 3 Electro EncefaloGraphy 4 Single Photon Emission Computed Tomography 5 Positron Emission Tomography however, is an ill-posed problem since we are dealing with digital, sampled images instead of smooth mathematical functions. Section two will deal with the regularisation of this problem. In section three we will define two ridgeness measuring differential operators, which will be evaluated in section four. Section five presents the application of the ridge measures to CT/MRI matching.
II. DIFFERENTIATION OF IMAGES

A. Invariants
Features extracted by differential operators should be independent of the choice of coordinate system. If the image was, e.g., rotated prior to applying the operator, the features extracted should be the same, rotated by the same angle. Hence invariance under the group of orthogonal transformations is demanded. An operator that conforms to this restriction is called an (orthogonal) invariant. It can be shown that any tensorial expression in which all indices are resolved by means of contraction (pure or by multiplication by the Kronecker tensor ()) or alternation (multiplication by the Lévi-civita tensor (")) is an invariant [8] .
We employ the Einstein summation convention, in which any index occuring twice sig- 
B. Scale space
Differentiation is an ill-posed problem when applied to digital, sampled signals as opposed to smooth mathematical functions. Florack et al showed that well-posed differentiation is possible by convolving the image with derivatives of a Gaussian [9] . The width of the Gaussian used introduces a new parameter, the image scale, , extending the image dimensionality by one. The extended image is usually termed the scale space [10] , [11] of an image. Using scale space, we can take derivatives that are coupled to the scale (i.e., the locality or globality) of structures. The scale is naturally bounded by the inner scale, the finest possible scale, a lower bound for which is the resolution of the scanning device, and the outer scale, the largest possible scale, an upper bound for which is the size of the entire image. In figure 1 a CT image is shown together with two 'intensity landscape' versions of it; one formed directly, and one slightly smoothed. In the intensity landscapes, the skull ridge is readily apparent. In the unsmoothed version, however, extraction of this ridge by means of straightforward differentiation is wellnigh impossible, since the ridge is locally very jagged, which will greatly influence local differentiation operations. To arrive at the smoothed version we applied Gaussian convolution with an increasing width, until a coherent and easily extractable skull ridge was apparent.
We can thus use smoothing to 'tune' differential operators to multilocal structures. It has been shown [9] , [12] that upon demanding shift-invariance, directional invariance (isotropy) and scale invariance, the Gaussian is the unique linear smoothing kernel. The scale space L(x; ) of an image L 0 (x) is the continuous (hyper)stack of smoothed images, with the smoothing factor increasing as we rise in the stack. The original image rests at the bottom of the stack. The scale space can be computed using
where G is the Gaussian kernel, x is the coordinate vector, and is the smoothing factor, i.e., the width ('standard deviation') of the Gaussian.
Smoothing and differentiation are two closely entwined factors of a single process: to ensure a differential operator is tuned to a certain scale these steps must be combined. This is easily implemented, since the scaled derivative of an image can be computed by convolving it with a derivative of the Gaussian kernel:
where subscripts i j denote the order of differentiation with respect to the spatial variables i j 2 f x; y; zg, n 2 N + , j = 1 : : : n .
Note that -using this last formula-the numerical complexity of the computation of a differential image at a certain scale is reduced to mere multiplications, if we do all computations in the frequency domain:
where calligraphic letters (G; L) denote Fourier transforms, F 1 the inverse Fourier transform, and ! i j represent the spatial frequencies.
III. RIDGE MEASURES
Definitions of ridge-like structures in terms of differential geometry can be found in mathematical literature dating back for more than a century, see for example [13] . Recent work can be found in [14] , [15] , [16] , [17] This curve is an easy one to detect, since it is a singular curve of just about any derivative. However, things change radically if the ridge is smoothed somewhat. Intuitively, the ridge curve is still clear, yet mathematical models will have to resort to smarter methods to find it. The existence of a plethora of mathematical ridge definitions is not strange, considering there are multiple definitions in terms of language, all sounding correct, yet denoting very different structures. For an example, consider these definitions:
Turn your intensity landscape upside-down, and let it rain. Now look where the rivers form. These are your ridges.
Keep walking uphill in the intensity landscape. The point where you make a sharp turn is a ridge point.
It can be shown these definitions apply to a very different set of ridges. In this paper we will mainly adhere to ridges related to the latter definition, for largely pragmatic reasons:
there exists no local operator to detect ridges of the first definition [17] .
A. Ridge measures: L vv
We define a gradient-based local coordinate system spanned by the gradient w and its right-handed normal v, so
or simply w i = L i , and v i = " ij L j in tensor notation.
The gradient w points in the direction of steepest ascent if we represent our image as an intensity landscape. In figure 3 , notice how the gradient in any point generally 6 points towards the ridge, except when the chosen point is actually on the ridge; in that case the gradient is aligned with the ridge 7 . As we move across a ridge, the gradient reverses its direction. On the ridge the v direction will be perpendicular to the ridge, and therefore the intensity profile along v in the neighbourhood of a ridge point will be very concave in comparison to profiles around non-ridge points. Therefore L vv , the second derivative of the image intensity function in the v direction, will have a local minimum along v at ridge points. It will likewise have a local maximum along v at troughs. The L vv feature images thus depict 'ridgeness' [18] , [?], [1] . All this is illustrated in figure 3 . Note that for matching we use the ridgeness images as such, and do not segment the image into ridge and non-ridge voxels.
The value of L vv can be computed using (Cartesian) local derivatives as follows:
6 Exceptions will be illustrated later on.
7 Only in the rare case of a perfectly horizontal ridge the gradient vanishes.
Fig. 3. Intensity profiles in gradient (w) and normal, isophote tangent (v) directions of ridge points and non-ridge points. See text for details.
L vv is an invariant, since it equals a full alternation:
This invariance is also obvious since v itself is invariant.
In 2D the perpendicular v of the gradient is well defined. In 3D, however, there is an entire plane perpendicular to the gradient, making the 3D generalization of L vv non-trivial. We constructed a ridge detector for surface-like ridges based on notions similar to those used with L vv . As in the two-dimensional case, the gradient in 3D points towards the nearest ridge, and changes direction while moving across the ridge. On the ridge the gradient direction is along the ridge surface; the flowline bends at the ridge to flow with the ridge.
The intensity profile along a line perpendicular to the ridge is relatively concave. Thus in ridge points, there is a direction perpendicular to the local flowline with a relatively strong concavity of its intensity profile. Our ridge measure is formulated as follows: the ridgeness (in each point) equals the second directional derivative of the intensity profile in the direction a, where a is (1) in the plane normal to the local gradient, and (2) the direction in this plane for which the second directional derivative is minimum. Troughs are detected by choosing the direction in which the second derivative is maximum. The direction a of maximum concavity (minimum convexity) can be found by solving the following system of equations:
under the constraint rL a = 0 , a 6 = 0 .
The solution of this two-dimensional problem is given in appendix A. The solution vector p, and the solution vector q of the system if we maximize instead of minimize, equal the local principal curvature directions. The three-dimensional ridge and trough measures are L pp and Lrespectively. Note that if we apply L pp (or possibly L) to a certain image, a single slice will look similar to L vv applied to the original slice, except that L pp takes the full 3D geometry into account, and therefore usually produces better output. The similarity, i.e., the extraction of the same features in both 2D and 3D was exactly what we aimed for in the construction of the 3D operators. The major implication of this is that ridges in 3D in our definition are surfaces rather than lines.
B. Ridge measures: Isophote curvature
In two-dimensional images, the observation (see figure 3 ) that the gradient changes direction when crossing a ridge, gives rise to an alternative definition ridges: the rate by which the gradient direction changes in the v direction.
Let the two-dimensional gradient orientation be denoted by = arctan( Ly Lx ). The ridge measure then is ( @ @v means derivation in the direction of v) @ @v
Notice that @ @v L vv Lw , so in fact the only difference with L vv is a negation and a normalization with respect to the gradient magnitude. In tensor notation,
which is a full alternation, so Lvv Lw is an invariant. Lvv Lw is known in literature as the isophote curvature, often denoted by . The 3D equivalent of can be derived analogously to the 3D equivalent of L vv . Depending on whether we maximize or minimize, we arrive at the maximum or minimum local principal curvature. 
IV. REVIEW: PERFORMANCE OF THE RIDGE MEASURES
In this section we will show -using a number of illustrative examples-when, and when not, the L vv (and ) measure detect the 'intuitive' ridge we wish to find.
Consider the function z = f(x; y) = ( x 2 + y 2 ), with > 0 , so the iso-z lines are elliptic. f vv (x; y) = 2 + 2 y 2 (1 ) 2 x 2 +y 2 . So, f vv has a minimum along x = 0 if > 1 and a minimum along y = 0 if 0 < < 1. If = 1 then f vv = 2. This is exactly as may be expected: if = 1 , then f is a strict (rotation-symmetric) paraboloid, so no ridge should be detected. If > 1 the paraboloid is elongated in the y-direction, and x = 0 equals the ridge. Likewise, if 0 < < 1 , then the elongation is in the x-direction, and y = 0 defines the ridge. Only at the point (0; 0) the detection fails, since v vanishes there, and f vv is singular. An example can be seen in figure 4 . Notice that the detection would also fail if = 0 , because then v vanishes at any point of the ridge (y = 0 ).
We next discuss the hyperbolic counterpart of the above example with elliptic isocurves.
Consider z = f(x; y) = x 2 y 2 , (elongated saddle) with > 0, so the isocurves are hyperbolic. f vv (x; y) = 2 + 2 y 2 (1+) 2 x 2 +y 2 (see figure 5) . So, f vv has a maximum along x = 0 (f has a trough) if > 1, and a minimum along y = 0 (f has a ridge) if 0 < < 1. Both the minimum and the maximum occur if = 1 . There is always a singular point at (0,0), because v vanishes there. Likewise, if = 0 the entire detection fails, because v vanishes along the entire ridge y = 0 . Actually, the above paragraph oversimplifies matters somewhat: the trough and ridge are both always present, as long as > 0 . However, if differs sufficiently from 1, one is much stronger than the other.
Consider now the function z = f(x; y) = x 2 y (see figure 6 ). In this case, the isocurves are parabolas. f vv (x; y) = f vv (x) = 2 1+4x 2 . As expected, f vv has a maximum along x = 0 . In all of the above cases, the ridges are detected as expected. However, cases where the L vv detector fails are easily constructed. Since L vv is closely related to the isophote curvature, we may expect trouble if the isophotes have constant curvature, i.e., the isophotes are circles or circle sectors, so any point of a certain isophote satisfies 
This last formula shows that, in general cases of z = z(r), there is a singularity at r = 0. This is because the curvature of the (circular) isophote equals 1=r = zvv zw , and approaches infinity if r approaches zero. It also shows that the intuitive (horizontal) ridges and troughs now occur at the zero crossings (!) of z vv . (Because the intuitive ridges and troughs are local minima/maxima of z = z(r) here, and these occur when z r = 0, which are also zero crossings of z vv , as (10) shows.) When defining our ridges and troughs by means of , we assumed that the intuitive ridges and troughs occured at the locus of maximal isophote curvature. This is not necessarily true, as the next example shows: Take f(x; y) = x(x 1)(x 2) y, the tilted extension of x(x 1)(x 2), which has zero crossings at 0,1, and 2. The intuitive ridge and trough occur at the maximum and minimum of x(x 1)(x 2), so at In the above example, we needed a tilt (" y") to find the ridge and trough, as explained below. Vanishing of the gradient also causes the f vv measure to fail, as has already been demonstrated in some of the above examples, where singularities occured at single points. The gradient may also vanish along the entire ridge or trough. Take, for instance, the function f(x; y) = x 2 , a simple straight trough. (So, automatically, not a course line, since water will not flow there) The v-vector field is v(x; y) = (0; 2x) T , and simply vanishes as we approach the trough x = 0. The v-vectors do not turn around at any point, so obviously isophote curvature related measures fail. This is also immediately clear if we consider that the isophotes are (pairs of) straight lines, and thus have zero curvature everywhere.
If we 'tilt' the function, e.g., x 2 y, we get parabolic isophotes, (see example function figure 6), and the trough is readily detected.
Even in the light of all of the above examples, it is sometimes hard to predict the behavior of the f vv measure, as can be seen in the next example. We take f(r; ' ) = r(1 r)'. This function and its isophotes (r = . This function suffers from two of the effects mentioned above: ridges occuring at zero-crossings of f vv and ridges being detected somewhat displaced from the intuitive location. In figure 9 we see some cross-sections of f vv as a function of r, at eight equidistant values of '. Clearly, the ridge is detected for some values of ' only (in these cases, the minimum occurs at or near r = 0 : 5 ). At other values, r = 1 2 is a zero-crossing of f vv . All examples considered, L vv and might come out as questionable ridge detectors. However, test results on medical images (which will be shown below) and on other real world images indicate that the special cases in which L vv and fail or are inaccurate do not seem to occur, or only occur very locally, in everyday practice. 
V. APPLICATION OF RIDGE MEASURES TO CT/MRI MATCHING
We will now show some examples of ridges in CT/MR brain images. Figure 10 shows the L vv -image of the CT-slice of figure 1 , at a scale of 4 pixels (approximately 4 mm) to best detect the skull ridge. The result in the same slice after applying the '3D-L vv ' operator on the 3D dataset is also shown. Notice the increase in quality: the ridge curves are much more continuous. Figure 11 shows a result of the Lvv Lw operator and the 3D Lvv Lw operator on the same CT image. A number of observations can be made as moves from 0 to 1:
There is less "blobbing" at the end points of ridges. An explanation for this might be that when changes from 0 to 1, the detector less resembles the corner detector L vv L 2 w (when = 2 ) Background ridges appear. This is because for = 1, the gradient magnitude in the denominator normalizes for 'unflatness'. When using the 2D operators, the ridges are thicker when = 0 than when = 1.
With 3D operators, such a difference cannot be noticed.
The range of real values of the ridge measure gets smaller.
The position of the ridge in which we are particularly interested for matching purposes, viz. the skull ridge, changes very little when changes. In the cases examined, this position is excellent; the ridge is located in the middle of the skull area, both for CT and MRI.
A good ridge location, is of course of crucial importance for a correct match using these ridges. Experiments have shown accurate ridge position in areas where the skull is a neatly isolated structure. A certain radial symmetry (symmetry of the intensity profile when crossing the skull area normally) and little variation in thickness of the skull is of importance to avoid moving of the ridge locus when scaling the images. This approximate radial symmetry is present both in CT and in (most protocols of) MRI: medium intense brain matter to highly intense skull to medium intense skin in CT and medium intense brain matter to hypo intense skull to medium intense skin in MRI. Sometimes, this symmetry is disturbed, causing erratic ridge measurements. Examples include transverse slices through the base of the brain, and external influences like headholder devices.
Owing to the different imaging characteristics of CT and MRI, extracted ridge images exhibit differences. In some MRI protocols not only the bone is black, but spinal fluid also. We can only extract the valley of this entire dark area, which is then likely to slightly mismatch the skull-only ridge extracted from the CT image. Another example is the area around the frontal sinus. Here the CT image shows black air surrounded by white bone: the extracted skull ridge will bifurcate and follow the bony parts. The MRI image again shows a black area only, and the detected valley will pass directly through the center of the sinus [?].
We tested the ridge measures on images acquired by various CT and MRI protocols. The detection works best, of course, when the resolution is high in all dimensions (e.g., 128
slices of a 256x256 matrix), but the results are certainly acceptable when the z-resolution is lower (e.g., a 14 slice 256x256 matrix MR dataset). A scale of 4 mm is usually a good choice for detecting the skull ridges. The only case where we failed to detect a skull valley is in MR images of protocols where the bone marrow shows up too brightly in the dark skull area. In this case, however, we extracted the marrow ridge (at a scale of 1 to 2 mm), which also runs centrally through the skull bone. Note that the actual scale used (the of the Gaussian) will usually have to be corrected for anisotropic voxel dimensions, i.e., the in each direction is inversely proportional to the voxel dimension in that direction.
The resultant ridgeness images were employed in a matching approach using a hierarchical correlation technique [5] , [?] , which minimizes the correlation value c(t) over all rigid (translations and rotations) transformations t:
where L 1 and L 2 are the ridgeness images of the images to be matched.
The images were not preprocessed. After applying the operators, the image gray scales were adjusted linearly and quantified to integers to speed up computations. If necessary, outlyers that could disrupt this quantification were filtered out first.
A. 2D matching results
We and slice thickness 1.5 mm. Both 2D and 3D operators were used; the 2D operators were applied to six representative slices, the 3D operators were applied to the entire sets.
A.1 2D ridge and trough operators
The 2D tests were performed on 7 different scales, ranging from = 1 pixel to = 7 pixels, so the total number of 2D experiments equals 126 (6 slices, 3 operators, 7 scales).
The results concerning the topmost slice were discarded, on account of the failure of the algorithm to accomplish an accurate match. Apparently, the 2D feature information available is too little to furnish a match conforming with the original 3D marker based match, which was used as a standard for comparison 8 . To interpret the large amount of matching results, on the remaining five slices, these results were categorised into classes of increasing matching accuracy. These classes were subsequently indexed, '1' for the sub-pixel accuracy class, to '0' for the class of failed matches. The accumulated results can be seen in figure 13. It is hard to draw any generally valid conclusions from these results. In our experiments, the matches are best at a scale of 3 or 4 mm, corroborating the visual impression of best visibility of the skull ridge at a scale of 4 mm. At this scale, there is a slight preference for L vv , which renders better matches, to the other operators.
A.2 3D ridge and trough operators
The results of 2D matchings after applying the 3D differential operators are in table I.
Only two operators (L vv and L vv =L w ) at one sigma were tried in these tests, because of the labour intensiveness of the feature extraction. All matchings now have a sub-pixel error compared to the marker based gold standard, with the exception of slices 65 and 140. Slice 65 is a slice trough the base of the brain, where the ridge differences between CT and MR are larger. The skull ridge is less well defined. Even so, although the global correlation minimum supplies us with a bad match, there is a local correlation minimum near that does furnish a sub-pixel accurate match.
Slice 140 is near the top of the brain: the rotation symmetry makes a good match nearly impossible. This problem vanishes when matching in 3D.
B. 3D matching results
We tested and assessed the ridge matching (3D-L vv and 3D-L vv =L w operators) on two As yet, we can provide no solid criterion for selecting one of the 3D ridge operators for matching purposes. The number of computer operations needed to compute different The form of equation (8) 
(where H is the Hessian matrix), under the constraint L i a i = 0, which gives a tensorial representation. We will use the latter form for conciseness.
We can remove the superfluous third dimension from our problem by rotating the coordinate system until the plane spanned by the x and y axes is parallel to our search plane. 
System (13) is basically two-dimensional. A possible R poss (it is not unique) is
The vector (n 1 n 2 n 3 ) has entries equaling the inverse of the norms of the first, second and third row of the matrix respectively. The rows of R then form an orthonormal basis and system (13) minimizing (ridge measure) and one maximizing (trough measure) equation (13) . These solutions p and q (note that p ? q) equal the directions of principal curvature on the surface defined by the local gradient w. We now have effectively defined a local coordinate system (w; p; q), with L pp being the ridge measure and Lbeing the trough measure.
II. IMPLEMENTATION OF L pp AND L qq
This section describes briefly how the 3D ridge measures in this paper were computed.
For each pixel,
1. compute the first order derivatives (L x , L y , and L z ), and the Hessian (H), using scaled derivatives 2. compute the rotation matrix (R) from (15) 3. compute the rotated Hessian H (r) , and determine , , and from its entries. 4. solve a (r) [x] and a (r) [y] from (19) and (18) . There are two solutions, the ridge detecting direction, and the trough detecting one. 
