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1. Introduction
We consider the partial differential equation
∂u
∂t
+ c(x) ∂u
∂x
= f (x,u) for (t, x) ∈ [0,∞) × [0,1] (1.1)
with the initial condition
u(0, x) = v(x) for x ∈ [0,1]. (1.2)
Here c : [0,1] → R and f : [0,1] × [0,∞) → R are given continuously differentiable functions satisfying
c(0) = 0, c(x) > 0 for x ∈ (0,1], (1.3)
f (x, y) k1 y + k2 for x ∈ [0,1], y  0, (1.4)
f (x,0) = 0, f ′y(x,0) > 0 for x ∈ [0,1], (1.5)
where k1,k2 are nonnegative constants.
Unique solution of this equation generates a semigroup {St}t0 of operators acting on some subspace V of the space
C([0,1]) of continuous functions on [0,1]. A. Lasota and T. Szarek [7] showed that {St}t0 has invariant measures with
arbitrary large ﬁnite Hausdorff dimension and with inﬁnite Hausdorff dimension. A. Lasota and J. Myjak [6] showed that in
special case of the form
∂u(t, x)
∂t
+ x · ∂u(t, x)
∂x
= λ · u(t, x) for t, x ∈ R+, (1.6)
semigroup {St}t0 has invariant measures with arbitrary large lower concentration dimension.
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lower concentration dimension equal to zero is residual (its complement is a set of ﬁrst Baire category). It is also shown
that in special case of the form (1.6) for arbitrary chosen nonnegative real value M there exists distribution invariant with
respect to {St}t0 with concentration dimension equal to M .
2. The semigroup {St}t0
The Cauchy problem (1.1), (1.2) has a unique solution (see [4]). We present the sketch of the proof.
For p  0 and s ∈ [0,1] by ϕ(t; p, s) we denote the unique solution of the equation
dx
dt
= c(x) (2.1)
with initial condition x(p) = s and we write ϕs(t) = ϕ(t;0, s). From (1.3) it follows that ϕ(t; p, s) is deﬁned for t ∈ [0, p],
nonnegative and nondecreasing in t . In particular it is increasing and positive for s > 0. The function ϕs(t) is deﬁned for
s ∈ [0,1] and t ∈ [0, τ (s)] where τ (s) is the ﬁrst point such that ϕs(τ (s)) = 1. We admit τ (0) = ∞.
For (r, s) ∈ [0,∞) × [0,1] we denote by ψ(t; s, r) the unique solution of the equation
dy
dt
= f (ϕs(t), y) for 0 t  τ (s) (2.2)
with the initial condition y(0) = r. From (1.4) and (1.5) it follows that this solution exists for all t ∈ [0, τ (s)].
The solution (ϕs(t),ψ(t; s, r)) of system (2.1), (2.2) is characteristic of Eq. (1.1). Thus for each solution of (1.1), (1.2) we
have
u
(
t,ϕs(t)
)= ψ(t; s, r) for t ∈ [0, τ (s)], (2.3)
where r = u(0, s) = v(s). Setting s = ϕ(0; t, x) we obtain ϕs(t) = x and
u(t, x) = ψ(t;ϕ(0; t, x), v(ϕ(0; t, x))) (2.4)
for (t, x) ∈ [0,∞) × [0,1]. Formula (2.4) proves the existence and the uniqueness of solution of the initial value problem
(1.1), (1.2).
Denote by C+([0,1]) the space of nonnegative and continuous functions deﬁned on [0,1] and by C1+([0,1]) the subspace
which contains continuously differentiable functions. Since c and f do not depend explicitely upon t , formula (2.4) deﬁnes
on C1+([0,1]) the semigroup of the form
St(v) = ψ(t;ϕ(0; t, x), v(ϕ(0; t, x))) for t  0, x ∈ [0,1].
In the space C+([0,1]) with the supremum norm the transformations St are continuous and C1+([0,1]) is a dense subset of
C+([0,1]). Hence {St}t0 is also a semigroup on C+([0,1]).
We will consider the set
V = {v ∈ C+([0,1]): v(0) = 0},
with the metric
ρ(u, v) = ‖u − v‖ for u, v ∈ V
generated by the supremum norm ‖ · ‖ in C([0,1]). Since (V ,ρ) is complete seperable metric space and St(V ) ⊂ V for t  0
(see [7, Lemma 2.1]) the semigroup {St}t0 can be considered on the space V .
From (1.4), (1.5) it follows that ψ(t; s, ·) is bijection. Thus there exists the unique function σ(t, s, ·) : R+ → R+ satisfying
ψ
(
t; s,σ (t, s, r))≡ r for s ∈ [0,1], t ∈ [0, τ (s)], r  0.
Deﬁne
G(x) =
1∫
x
dξ
c(ξ)
for x ∈ (0,1].
From (1.3) it follows that G is strictly decreasing. Moreover
ϕ(t; p, s) = G−1(p − t + G(s))
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ϕs(t) = G−1
(
G(s) − t) for s ∈ (0,1], t ∈ [0,G(s)].
By (1.5) there exist numbers α ∈ (0,1] and β > 0 such that
f ′y(x, y) β for x ∈ [0,1], y ∈ [0,α].
For every t0  G(α) and q ∈ [0,1] we deﬁne transformation Tt0,q : V → V by the formula
Tt0,qv(x) =
{
σ(t0, x, v(ϕ(t0;0, x))) for 0 x d0,
σ (t0, x, v(1)) + qδ(x− d0) for d0  x 1, (2.5)
where d0 := G−1(t0) = ϕ(0; t0,1) and δ is positive constant deﬁned by the following:
Lemma 2.1. For every t0  G(α) there exists constant δ > 0 such that
Tt0,q(Ut0) ⊂ Ut0 for q ∈ [0,1] (2.6)
and
ρ
(
Tt0,q(v), Tt0,q(w)
)
 L · ρ(v,w) for q ∈ [0,1], v,w ∈ Ut0 , (2.7)
where L = e−βt0 and
Ut0 =
{
v ∈ V : 0 v(x) δ · 1− d0
1− L for x ∈ [0,1]
}
.
The proof can be found in [7, Lemma 4.1].
Lemma 2.2. For every t0  G(α) there exists positive constant C such that
ρ
(
St Tt0,qv, S
t Tt0,qw
)
 C · ρ(v,w) (2.8)
for t ∈ [0, t0], q ∈ [0,1] and v,w ∈ Ut0 . Moreover
St0 Tt0,qv = v for q ∈ [0,1], v ∈ V . (2.9)
The proof can be found in [7, Lemma 4.2].
Since V is complete seperable metric space, for every t0  G(α) the closed set Ut0 ⊂ V given in Lemma 2.1 has the same
properties. Further according to Lemma 2.1 transformation Tt0,q maps Ut0 into itself and is contraction. It follows (see [3])
that for every ﬁnite set I ⊂ [0,1] there exists a unique compact set KI ⊂ Ut0 satisfying
KI =
⋃
q∈I
Tt0,q(KI ). (2.10)
3. Typical invariant measure
Let B(V ) denote the σ -algebra of all Borel subsets of V and let M denote the family of all ﬁnite Borel measures on V .
By M1 we denote the set of all μ ∈ M such that μ(V ) = 1. The elements of M1 will be called distributions.
A measure μ ∈ M is called invariant with respect to the semigroup {St}t0 if
μ
(
S−t(A)
)= μ(A) for A ∈ B(V ), t  0.
By M∗1 we denote space of distributions on V invariant with respect to {St}t0. Let Ms = {μ1 − μ2: μ1,μ2 ∈ M} be the
space of all ﬁnite signed Borel measures on V . We admit that Ms is endowed with the Fortet–Mourier norm (see [2]) given
by
‖μ‖F = sup
{∣∣〈 f ,μ〉∣∣: f ∈ F},
where
〈 f ,μ〉 =
∫
V
f (v)μ(dv)
and F is the space of all continuous functions f : V → R such that supv∈V | f (v)| 1 and | f (v) − f (w)| ‖v − w‖.
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Proof. Of course the space (M1(V ),‖ · ‖F ) is complete (see [2]). It suﬃces to verify that M∗1 is closed in (M1(V ),‖ · ‖F ).
Let (μn)n∈N be a sequence of measures from M∗1 which converges to μ∗ in the norm ‖ · ‖F . Thus (μn)n∈N converges weakly
to μ∗ . Let G ⊂ V be an open set. The Alexandrov theorem follows that
μ∗
(
S−t(G)
)
 lim inf
n→∞ μn
(
S−t(G)
)
 lim inf
n→∞ μn(G)
for t  0. Consequently the sequence of measures (μn)n∈N converges weakly to μ∗ ◦ S−1 and we obtain μ∗ = μ∗ ◦ S−1. 
Given μ ∈ M we deﬁne the Lévy concentration function Qμ : (0,∞) → R+ by the formula
Qμ(r) = sup
{
μ
(
B(v, r)
)
: v ∈ V } for r > 0.
Further for μ ∈ M we deﬁne the lower and upper concentration dimension by the formulas
dimLμ = lim inf
r→0
log Qμ(r)
log r
and
dimLμ = limsup
r→0
log Qμ(r)
log r
.
If dimLμ = dimLμ, then this common value is called the concentration dimension of μ and it is denoted by dimL μ.
Fix an integer N  1. By an iterated function system (T , p)N we mean a ﬁnite sequence of continuous transformations
Ti : X → X and a sequence of nonnegative numbers p1, . . . , pN such that ∑Ni=1 pi = 1. Given an IFS (T , p)N we may deﬁne
the corresponding Markov operator P : M → M by
Pμ(A) =
N∑
i=1
piμ
(
T−1i (A)
)
for μ ∈ M, A ∈ B(V ).
A measure μ ∈ M is invariant with respect to the system (T , p)N if Pμ = μ.
Lemma 3.2. For every  > 0 there exists μ˜ ∈ M∗1 such that
dimLμ˜ < .
Proof. Fix  > 0. Let t0 > G(α) be such that eβt0 > 2. Deﬁne I = {0,1} and consider iterated function system (T , p)I =
(Tt0,q, pq)q∈I , where p0 = p1 = 1/2. Corresponding Markov operator is deﬁned by the formula
Pμ(A) = μ(T
−1
t0,0
(A)) + μ(T−1t0,1(A))
2
for μ ∈ M, A ∈ B(V ).
Since Tt0,0, Tt0,1 are contractions on closed subset Ut0 of V , there exists a unique measure μ∗ ∈ M1 invariant with respect
to (T , p)I (see [5]). Moreover KI = suppμ∗ is the unique compact subset of Ut0 satisfying (2.10) (see [1]). Since Pnμ∗ = μ∗
we have
μ∗(A)
μ∗(T−nt0,0(A))
2n
for A ∈ B(V ), n ∈ N. (3.1)
Let v0 ≡ 0. From the equality ψ(t; s,0) = 0 for t ∈ [0, τ (s)] it follows that σ(t; s,0) = 0 for t ∈ [0, τ (s)]. Consequently
Tt0,0v0 = v0 and v0 ∈ KI . According to (2.7) we obtain
KI ⊂ B(v0,diam KI ) ∩ Ut0 ⊂ T−nt0,0
(
B
(
v0, L
n diam KI
))
(3.2)
for n ∈ N. Thus by (3.1) we have
μ∗
(
B
(
v0, L
n diam KI
))
 1
2n
for n ∈ N. (3.3)
From Lemma 2.2 it follows that
B
(
v0, L
n diam KI
)∩ Ut0 ⊂ (St Tt0,0)−1(B(v0,CLn diam KI)) (3.4)
for n ∈ N, t ∈ [0, t0].
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μ˜(A) = 1
t0
t0∫
0
μ∗
(
S−t(A)
)
dt for A ∈ B(V )
is invariant with respect to {St}t0. From the deﬁnition of P and equality μ∗ = Pμ∗ it follows that
μ˜(A) = 1
2t0
t0∫
0
(
μ∗
(
T−1t0,0
(
S−t(A)
))+ μ∗(T−1t0,1(S−t(A))))dt
= 1
2t0
t0∫
0
(
μ∗
((
St ◦ Tt0,0
)−1
(A)
)+ μ∗((St ◦ Tt0,1)−1(A)))dt.
Thus by (3.3) and (3.4) we obtain
μ˜
(
B
(
v0,CL
n diam KI
))
 1
2n+1
for n ∈ N.
From the deﬁnition of L and t0 it follows that
dimLμ˜
log2
− log L < . 
For every  > 0 by M1 we denote the subset of M∗1 which contains all measures with upper concentration dimension
less then  .
Lemma 3.3. For every  > 0 the set M1 is dense in (M∗1,‖ · ‖F ).
Proof. Fix  > 0. Let μ∗ ∈ M∗1 and γ > 0. From Lemma 3.2 it follows that there exists μ˜ ∈ M∗1 such that dimLμ˜ < /2.
Thus there exists r0 > 0 such that Q μ˜(r) > r/2 for r  r0. Deﬁne
μ̂ =
(
1− γ
2
)
μ∗ + γ
2
μ˜.
We have
‖μ∗ − μ̂‖F = γ
2
‖μ∗ − μ˜‖F  γ .
Since
Q μ̂(r)
γ
2
Q μ˜(r) >
γ
2
r/2 for r  r0,
we have
dimLμ̂ < . 
Lemma 3.4. If μ1,μ2 ∈ M1 and  > 0 are such that ‖μ1 − μ2‖F  2 , then
μ1
(
B(A, )
)
μ2(A) −  for A ∈ BV .
The proof can be found in [8, Lemma 3.1].
Theorem 3.1. The set M01 of all measures from M∗1 with lower concentration dimension equal to zero is residual in M∗1 .
Proof. Let (n)n∈N be a decreasing to zero sequence of positive numbers. For arbitrary m ∈ N, n ∈ N and ν ∈ Mn1 let
rm,n,ν ∈ (0,1/m) be such that
Q ν(rm,n,ν) > r
n
m,n,ν (3.5)
6 T. Bielaczyc / J. Math. Anal. Appl. 372 (2010) 1–7and let
δm,n,ν =
(
rm,n,ν
2
)2
.
We deﬁne
M =
∞⋂
n=1
∞⋂
m=1
⋃
ν∈Mn1
B(ν, δm,n,ν ),
where B(ν, δm,n,ν ) is an open ball in (M∗1,‖ · ‖F ) with center at ν and radius δm,n,ν . From Lemma 3.3 it follows that M is
residual. We are going to show that M ⊂ M01.
Fix μ ∈ M and n ∈ N. Let (νm)m∈N be a sequence of measures from Mn1 such that ‖μ− νm‖F  δm,n,ν . From Lemma 3.4
and condition (3.5) it follows that
Qμ(2rm,n,ν) Q νm(rm,n,ν) −
rm,n,ν
2
 r
n
m,n,ν
2
form ∈ N.
Consequently
dimLμ < n.
Since n ∈ N was arbitrary chosen it follows that dimLμ = 0. 
4. The special case
We will now assume that Eq. (1.1) has the form
∂u(t, x)
∂t
+ x∂u(t, x)
∂x
= λu(t, x) for t, x ∈ R+. (4.1)
We will consider Eq. (4.1) with the initial condition
v(0, x) = v(x) for x ∈ [0,1], (4.2)
where λ is a positive constant and v is a given continuously differentiable function such that v(0) = 0. Characteristics ϕs(t),
ψ(t; s, r) reduce to
ϕs(t) = set , ψ(t; s, r) = reλt .
Hence the unique solution of the problem (4.1), (4.2) is in the form
u(t, x) = St v(x),
where
St v(x) = eλt v(xe−t)
is a semigroup on V .
Theorem 4.1. For arbitrary positive number M there exists a distribution μ˜ invariant with respect to the semigroup {St}t0 , such that
dimLμ˜ = M.
Proof. Fix M > 0. Let N ∈ N be such that N > eλM − 1. Deﬁne
I = {0,1/N,2/N, . . . ,N/N}.
Let t0 = ln(N+1)λM and d0 = e−t0 . For q ∈ I we deﬁne transformation T by the formula
Tqv(x) =
{
dλ0v(x/d0) for 0 x d0,
dλ0v(1) + δq(x− d0) for d0  x 1,
(4.3)
where δ := (1− dλ)/(1− d0). We have0
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x∈[0,d0]
∣∣dλ0v(x/d0) − dλ0w(x/d0)∣∣
= dλ0 sup
x∈[0,1]
∣∣v(x) − w(x)∣∣ (4.4)
for q ∈ I and v,w ∈ V . By the proof of Theorem 3.1 in [7] we obtain
dimLμ˜ = log(N + 1)− logdλ0
= M.  (4.5)
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