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Backoff protocols are probably the most widely used protocols for
contention resolution in multiple access channels. In this paper, we
analyze the stochastic behavior of backoff protocols for contention
resolution among a set of clients and servers. each server being a
multiple access channel that deals with contention like an ethernet
channel. We use the standard model in which each client generates
requests for a given server according to a Bernoulli distribution with a
specified mean. The clientserver request rate of a system is the maxi-
mum over all clientserver pairs (i, j) of the sum of all request rates
associated with either client i or server j. (Having a subunit clientserver
request rate is a necessary condition for stability for single-server
systems.) Our main result is that any superlinear polynomial backoff
protocol is stable for any multiple-server system with a subunit
clientserver request rate. Our result is the first proof of stability for any
backoff protocol for contention resolution with multiple servers. (The
multiple-server problem does not reduce to the single-server problem,
because each client can only send a single message at any step.) Our
result is also the first proof that any weakly acknowledgment based
protocol is stable for contention resolution with multiple servers and
such high request rates. Two special cases of our result are of interest.
Hastad, Leighton, and Rogoff have shown that for a single-server
system with a subunit clientserver request rate any modified super-
linear polynomial backoff protocol is stable. These modified backoff
protocols are similar to standard backoff protocols but require more
random bits to implement. The special case of our result in which there
is only one server extends the result of Hastad, Leighton, and Rogoff to
standard (practical) backoff protocols. Finally, our result applies to
dynamic routing in optical networks. Specifically, a special case of our
result demonstrates that superlinear polynomial backoff protocols are
stable for dynamic routing in optical networks. ] 1999 Academic Press
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1. INTRODUCTION
We study the problem of contention resolution with mul-
tiple clients and multiple servers. We assume that each
server handles contention as follows: when multiple clients
attempt to access the server at the same time, none succeed.
This is the contention-resolution mechanism that is used in
an ethernet channel. Specifically, a client attempts to access
an ethernet channel by sending a message to the channel. If
no other messages are sent to the channel at the same time
then the client’s message is received and the client receives
an acknowledgment. Otherwise, the message is not received
and the client must retransmit the message. The clients in
the system use a contention-resolution protocol to decide
when to retransmit. During the time that a client is trying to
send one message, it may generate more messages that it
needs to send. These messages are stored in a buffer. An
important feature of a good contention-resolution protocol
is that, even when messages are generated fairly frequently,
the size of the buffers that are used remain bounded.
We use the standard model in which each client generates
requests for a given server according to a Bernoulli distribu-
tion with a specified mean. Following Ha# stad, Leighton,
and Rogoff [3], we say that a contention-resolution
protocol is stable for the specified request rates if the expec-
tation of the average waiting time incurred by a message
before it is successfully delivered is finite and the expectation
of the time that elapses before the system returns to the
initial state (in which there are no messages waiting in the
buffers) is also finite. It is easy to see that if a protocol is not
stable then the buffers that it requires to store waiting
messages grow larger and larger over time and the amount
of time that it takes to send each message increases without
bound.2
O1.1. Related Previous Work
The most popular protocol that is used for contention-
resolution on an ethernet is the binary exponential backoff
protocol of Metcalfe and Boggs [4]. In this protocol each
client maintains a counter, b, which keeps track of the num-
ber of times that the client has tried to send its message and
failed. After it unsuccessfully tries to send a message, it
chooses t uniformly at random from the set [1, ..., 2b] and
it retransmits after t steps. (In practice, a truncated binary
exponential backoff protocol is usually used, in which t is
chosen uniformly at random from [1, ..., 2min[10, b]]. Many
works refer to this truncated version as ‘‘binary exponential
backoff.’’)
Most of the previous results on contention-resolution
protocols concern systems in which the number of clients is
infinite. As [3] explains, these results have limited relevance
to the finite case. It has not been shown that the binary
exponential backoff protocol is stable for ethernets with a
finite number of clients. However, there are some related
results. In [2], Goodman, Greenberg, Madras, and March
modify the protocol as follows. If a client has unsuccessfully
tried to send a message then on each successive step (until
the message is successfully delivered), it retransmits the
message with probability 2&b. (The decision as to whether
to retransmit the message is independent of all previous
decisions.) This modified binary exponential backoff
protocol is similar to the original protocol, but it is not
implemented in practice because it requires too many ran-
dom bits (a random number is required at every time-step);
[2] shows that the modified protocol is stable as long as the
sum of the request rates, which we refer to as *, is sufficiently
small. (The definition of stability that is used in [2] is
actually slightly weaker than the one that we use above.)
Reference [3] shows that if *>12, the modified protocol is
unstable. However, it shows that any modified superlinear
polynomial backoff protocol (in which a client retransmits
with probability (b+1)&:) is stable as long as :>1 and
*<1.
In [5], Raghavan and Upfal consider the problem of con-
tention resolution with multiple servers, each of which
handles contention in the same way as an ethernet channel.
Note that this problem does not reduce to multiple instan-
ces of the single-server problem because each client can send
only one message on each time step. Thus, we cannot obtain
a stable protocol for the K-server problem by combining K
copies of a stable single-server protocol because the ‘‘com-
bination’’ could require a client to send as many as K dif-
ferent messages (to K different servers) during a single time
step, which is not allowed in our model. Raghavan and
Upfal describe a contention-resolution protocol that is
PRACTICAL BACKstable as long as the sum of the request rates associated with
any client or server is bounded from above by a constant
*$<1. The expected waiting time of a message in theirprotocol is O(log N). This is much smaller than the expected
waiting time of messages in any backoff protocol, which
they show to be 0(N). However, their protocol is more
complicated than a backoff protocol and *$ may be small
compared to 1, so their protocol may not be stable for high
request rates. Furthermore, like the modified backoff
protocols, their protocol requires random number genera-
tion on each time step. For these reasons, it seems likely that
backoff protocols will continue to be used in practice for
contention resolution with multiple servers.
1.2. Our Results
The clientserver request rate of a system is the maximum
over all clientserver pairs (i, j) of the sum of all request
rates associated with either client i or server j. Having a sub-
unit clientserver request rate is a necessary condition for
stability for single-server systems. Our main result is that
any superlinear polynomial backoff protocol is stable for
any multiple-server system with a subunit clientserver
request rate.
Our result extends the previous results in the following
ways. First, our result is the first stability proof that applies
to standard (unmodified) backoff protocols. This is impor-
tant because the standard protocols are used in practice.1
The special case of our result in which there is just one
server extends the result of [3] to standard (practical) back-
off protocols. Second, our result is the first stability proof for
any backoff (or modified backoff) protocol for contention
resolution with multiple servers. Thus, our result generalizes
the result of [3] to the multiple-server case.
We say that a contention-resolution protocol is weakly
acknowledgment based if each client decides whether to
transmit on a given step without knowing anything about
the other clients other than the number of clients in the
system and the results of its own previous transmissions.
Our result is the first proof that any weakly acknowledg-
ment based protocol is stable for contention resolution with
multiple servers and such high request rates.
One application of our result is the following: When N
processors are connected via a complete optical network (as
in the OCPC model [1, 6]), the resulting communication
system consists of N clients and N servers. Each processor is
associated with one client and one server. The servers
handle contention resolution using the same mechanism as
in our clientserver model: If a single message is sent to a
server during a time step it succeeds. However, if two or
more messages are sent to a server at the same time they
do not succeed. For example, the contention-resolution
mechanism could be implemented by assigning a unique
wavelength to each server. Thus, the special case of our
233FF PROTOCOLS1 Although standard protocols are used in practice, the system that arises
in practice is more complicated than the one we study because of issues
such as message length, synchronization and so on. See [3] for the details.
Dresult in which the number of clients is equal to the number
of servers shows that if the sum of the request rates
associated with a given processor is less than 1 then any
superlinear polynomial backoff protocol can be used to
route messages in a complete optical network.
2. THE PROTOCOL
There are many ways to generalize the ethernet backoff
protocol to a multiple server protocol. We consider the
following generalization, which is natural (and perhaps
easiest to analyze).
We have N clients and K servers. For each client i and
each server j we have a queue Qi, j which contains the
messages that the client i has to send to server j. We use the
notation qi, j, t to denote the length of Qi, j before step t
(qi, j, 1=0.) We define a backoff counter whose value before
step t is bi, j, t (bi, j, 1=0). The protocol at step t is as follows.
With probability *i, j , a message arrives at Qi, j at step t. If
a message arrives and qi, j, t=0 then Qi, j decides to send on
step t. If qi, j, t>0 then Qi, j decides to send on step t only if
it previously decided to retransmit on step t. If client i has
exactly one queue that decides to send, it sends a message
from that queue (otherwise, it does not send any messages).
After step t, the variables qi, j, t+1 are set to be the new queue
lengths. If Qi, j decided to send on step t but it was not suc-
cessful (i.e., either client i did not actually send the message,
or more than one message was sent to server j (we refer to
either of these events as a collision at queue Qi, j)), then it
sets bi, j, t+1 to bi, j, t+1 and it chooses an integer l
uniformly at random from [1, ..., w(bi, j, t+1+1):x] and it
decides to retransmit on step t+l. If Qi, j successfully sent
on step t then it sets bi, j, t+1 to be 0.
In order to simplify the analysis of the above protocol, we
use the following equivalent formulation: For each queue
Qi, j , we also define a step counter whose value before step
t is si, j, t (si, j, 1=1). Then in the new formulation of the
protocol, if qi, j, t>0 then Q i, j decides to send on step t with
probability s&1i, j, t . (This decision is made independently of
other decisions.) After step t, the step counters are updated
as follows. If qi, j, t>0 but Q i, j did not decide to send on step
t then si, j, t+1 is set to si, j, t&1. If Qi, j decided to send on
step t but it was not successful then it sets si, j, t+1 to
w(bi, j, t+1+1):x. If Qi, j successfully sent on step t then it
sets si, j, t+1 to be 1. (To see that this formulation is equiv-
alent, note that the probability that Qi, j retransmits on a
step t$ in the range t+1, ..., t+w(bi, j, t+1+1):x after a colli-
sion at step t is 1w(bi, j, t+1+1):x. Thus, each step in the
range is equally likely to be chosen.)
3. THE PROOF OF STABILITY
234 GOLDBERG ANFollowing [3], assume that the system starts in the initial
state in which there are no messages waiting in the buffersand let Tret be the number of steps until the system returns
to this state. Let Li be the number of messages in the system
after step i, and let Lavg=limn   (1n) ni=1 Li . Let Wavg
denote the average waiting time incurred by a message
before it is successfully delivered. Recall that a contention-
resolution protocol is stable for a given set of request rates
if Ex[Wavg] and Ex[Tret] are finite when the system is run
with those request rates. By a result of Stidham [7], the fact
that Ex[Wavg] is finite follows from the fact that Ex[Lavg]
is finite.
The main result of our paper is that the protocol
described in Section 2 is stable as long as :>1 and the
system has a subunit clientserver request rate. The condi-
tion that the system have a subunit clientserver request
rate is necessary in a single-server system. For the worst case
multiple-server system (a system with the same number of
clients and servers), the condition may reduce the usable
bandwidth by up to a factor of 2.
The starting point for our proof is the proof of [3], so we
begin by briefly describing their proof. We use the notation
of [3] in our proof whenever it is possible to do so.
3.1. The Stability Proof of Ha# stad, Leighton, and Rogoff
The proof of [3] analyzes the behavior of a Markov
chain which models the single-server system. The current
state of the chain contains the current queue lengths and
backoff counters for all of the clients. The probabilities of
transitions in the chain are defined by the protocol. The
authors define a potential function which assigns a potential
to each state in the chain. If the chain is in state s just before
step t, the potential of state s is defined to be
POT(s)= :
N
i=1
qi, t+ :
N
i=1
(bi, t+1):+12&N.
The potential function is used to prove that Ex[Tret] and
Ex[Lavg] are finite.
The proof in [3] has two parts. The bulk of the proof
establishes the fact that there are constants $, d, and V such
that for any state s with potential at least V, there is a tree
of depth at most d of descendant states over which the
decrease in the square of the potential is at least $ POT(s).
The proof of this fact has three cases:
1. If state s contains a queue Qi that will send and succeed
with overwhelming probability, then the authors consider
the complete tree of depth 1 and show that the expected
decrease in the square of the potential is sufficiently large.
2. Otherwise, if state s contains a queue Qi with a big
MACKENZIEbackoff counter then the tree that they consider is the com-
plete tree of depth 1 or 2. Since the backoff counter of Qi is
big, the potential decreases significantly if Qi succeeds in
Osending a message. They show that this happens with suf-
ficiently high probability that the expected decrease in the
square of the potential is sufficiently large.
3. In the remaining case, they show that with reasonably
high probability, a long queue (which we call the control
queue) takes over and dominates the server for a long time,
sending many messages. Specifically, the tree that they con-
sider consists of long paths in which the control queue
dominates the server (the potential decreases significantly
on these paths) and of short branches off of the long paths
in which something goes wrong and the control queue loses
control. The potential may increase on these short branch-
ing paths. However, it turns out that it does not increase too
much, so over the tree, the expected decrease in the square
of the potential is sufficiently large.
The second (easier) part of their proof shows that, given
the fact that each state with sufficiently large potential has
a tree as described above, Ex[Lavg] and Ex[Tret] are finite.
3.2. Overview of Our Stability Proof and Comparison to the
Proof of Ha# stad et al.
Following [3], we view our protocol as being a Markov
chain in which states are 3KN-tuples containing the queue
lengths, backoff counters, and step counters associated with
each queue. The transition probabilities between the states
are defined by the protocol. This Markov chain is easily
seen to be time invariant, irreducible, and aperiodic. We use
a potential function argument to show that Ex[Tret] and
Ex[Lavg] are finite. In order to show that Ex[Lavg] is finite
we show that the expected average potential is bounded.
According to our potential function, each state just before
step t has the following potential associated with it:
POTt= :
N
i=1
:
K
j=1
[qi, j, t+(bi, j, t+1):+12&s1&14:i, j, t ].
The use of step counters in our potential function is
motivated by the following problem (which we describe in
the single server case). Suppose that s is a state with two
queues Q1 and Q2 that have step counters equal to 1, but
huge backoff counters. In this case, with probability 1, Q1
and Q2 collide on this step and increase their backoff coun-
ters. If the potential function of [3] were used, this would
cause a massive increase in potential. This is not the case
with our potential function.
Our proof is structurally similar to that of [3] in that we
first show that for every state s with POT(s)V there is a
tree of depth at most V&1 rooted at s such that the expec-
ted decrease in the square of the potential over the tree is at
PRACTICAL BACKleast POT(s) and from this we prove that Ex[Tret] and
Ex[Lavg] are finite. Our proof of the first part is broken up
into cases. However, we do not use the same cases as [3].For instance, our potential function prevents us from con-
sidering the first case of [3] in which a single queue sends
and succeeds with overwhelming probability. The problem
is that this single queue only reduces the potential by 1,
whereas the step counters of the other queues cause a larger
increase in potential.
The first case that we consider is the case in which every
backoff counter in s is small. Suppose that Q1, 1 is the longest
queue in s. (We call Q1, 1 the control queue.) In the single-
server case, [3] finds a tree of depth U rooted at s such that
with reasonably high probability, Q1, 1 sends successfully on
most of the U steps. When this occurs, the potential goes
down because almost U messages are sent, whereas at most
*U messages are received. (The tree is defined in such a way
that the backoff counters, which start small, do not increase
the potential by too much.)
In the K-server case this approach does not suffice. First
of all, it could be the case that almost all of the messages
start at queue Q1, 1 , so it is the only queue that can dominate
a server during the U steps. However, even though Q1, 1
sends a message on most of the U steps, about K*U
messages are received on the U steps, so the potential
increases (assuming K>*&1). One possible solution to this
problem involves modifying the potential function to give
different ‘‘weights’’ to messages depending upon the dis-
tribution of queue sizes or backoff counters. However, this
solution seems to cause other difficult problems, and thus
does not seem to help.
Our solution to the problem is approximately as follows.
We define a tree of descendant states of depth U such that
with reasonably high probability Q1, 1 successfully sends on
most of the U steps, and the part of the potential that is
attributed to client 1 and server 1 goes down. Next, we wish
to prove that the part of the potential that is attributed to
the queues that do not have client 1 or server 1 (we refer to
these queues as free queues) does not go up too much over
the tree. This problem is complicated by the fact that the free
queues interact with the other queues as the Markov chain
runs, so there are dependence issues. In order to deal with
the dependence of the control queue and the other queues
with client or server 1 on the free queues, we let M denote
the Markov chain that describes our protocol and we define
several Markov chains that are similar to M but do not
depend upon the behavior of the free queues. Next, we
define the states in our tree in terms of the chains that are
similar to M rather than in terms of M itself. We prove that
M is related to the other chains, and we use this fact to
prove that we still expect the potential that is attributed to
client 1 and server 1 to decrease over the tree. We now wish
to prove that we do not expect the potential of the free
queues to go up much over the tree. The definition of the
235FF PROTOCOLStree has nothing to do with behavior of the free queues, so
the problem is equivalent to finding an upper bound on the
expected potential of the free queues at a given step, t. In
Dorder to find such a bound, we have to deal with dependen-
ces because the queues that are not free can affect the
behavior of the free queues. If we (temporarily) ignore the
dependences by pretending that the free queues are not dis-
turbed by the other queues, our problem reduces to bound-
ing the expected potential of a smaller clientserver system
at step t. To deal with the dependence, we define a stochastic
process which is a Markov chain extended by certain ‘‘inter-
rupt steps.’’ We show that even with the interrupt steps, the
expected potential of the free queues does not increase
too much by step t. The details are given in Case 1 of our
proof.
Cases 2 and 3 of our proof are similar to cases in the proof
of [3]. In both cases, s contains a backoff counter that is
sufficiently large such that, with sufficiently high probabil-
ity, the queue with the large backoff counter sends and suc-
ceeds and decreases the square of the potential.
Our fourth (and final) case is motivated by a problem
that can occur when s has a queue Qi, j with a big backoff
counter. In the single-server case, [3] either finds a queue
Qi $, j $ that will successfully send with overwhelming prob-
ability, or shows that with sufficiently high probability Qi, j
sends successfully within 1 or 2 steps (as in our Cases 2 and
3). As discussed above, even if Qi $, j $ sends successfully, the
potential may not decrease. However, Qi $, j $ might prevent
Qi, j from sending successfully. Thus, the approach of [3]
does not suffice in the multiple-server case. We solve this
problem by showing that unless it is sufficiently likely that
Qi, j (or some other queue with a big backoff counter) sends
successfully within some reasonable number of steps (in
which case we are in Case 2 or 3), we can identify a control
queue that dominates its server as in Case 1. This does not
suffice, however, because there may be free queues with big
backoff counters. Although we can guarantee that at any
given step t the expected potential of the free queues does
not increase too much (even if they have large backoff coun-
ters), we do not know of a way to guarantee that at any
given step t the expected square of the potential does not
increase too much in this case. We solve this problem by
identifying several control queues rather than just one, so
that the free queues never have big backoff counters. Unfor-
tunately, we cannot ensure that all of our control queues
decide to send at the beginning of our tree. In order to make
sure that the potential goes down, we must make sure that
with reasonably high probability these delayed control
queues succeed whenever they finally do send. (Otherwise,
they may never send again and the potential would go up.)
To ensure this, we identify temporary control queues which
dominate their servers for a while, blocking any queues that
may send messages which collide with the messages of the
delayed control queues. After a temporary control queue
236 GOLDBERG ANstops being a control queue it becomes a free queue. Thus,
we also have delayed free queues and we have to argue
about the increase in the square of the potential of thedelayed free queues as well as that of the ordinary free
queues. This situation is described in Case 4 of our proof.
3.3. Preliminaries
Fact 3.1. Given r1 and given, x, y0, where
|xy|<1, (x+ y)r yr+WrXWr+1X yr&1x.
Proof. The quantity ( rk) is defined as follows:
\rk+={
r(r&1) } } } (r&k+1)
k(k&1) } } } 1
,
0,
integer k0,
integer k<0.
The binomial theorem says that if |xy|<1 then
(x+ y)r=k ( rk) x
kyr&k. We use the following observations
to bound the sum:
1. If k>r then |( rk) x
kyr&k||( rk+1) x
k+1yr&(k+1)|.
2. If r is not an integer then for any odd positive
integer i, ( rWrX+i)<0 and (
r
WrX+i+1)>0.
Thus, (x+ y)rWrXk=0 (
r
k) x
kyr&k. This quantity is at
most
yr+xyr&1 :
WrX
k=1 \
r
k+
which is at most yr+xyr&1WrXWr+1X. K
3.4. Lemmas about Markov Chains
In the following lemma, :>1 is a constant, and we
assume U is large enough so that the analysis holds.
Lemma 3.1. Let c be a sufficiently large constant. Con-
sider a Markov chain with states corresponding to pairs of
positive integers and transitions from (i, j ) to (i, j&1) with
probability 1&1j and from (i, j ) to (i+1, w(i+1):x) with
probability 1j. If the initial state is (b1 , s1) with s1b:1 and
tU steps are taken, then with probability greater than
1&O((log U )&1) the state (b2 , s2) reached at step t satisfies
b:+122 &s
1&14:
2 &(b
:+12
1 &s
1&14:
1 )cU
1&14(:+1).
Proof. Note that
b:+122 &s
1&14:
2 &(b
:+12
1 &s
1&14:
1 )
=(b:+122 &b
:+12
1 )+(s
1&14:
1 &s
1&14:
2 ),
and that when at most U steps are taken, either s1s2 in
MACKENZIEwhich case s1&14:1 &s
1&14:
2 0 or s1>s2 in which case
(s1&14:1 &s
1&14:
2 )(s1&s2)
1&14:U1&14:.
OSo in general, we simply need to sow that b:+122 &b
:+12
1 
O(U1&14(:+1)).
For a given state (i, j ), we say i is the level of the state. We
proceed in three cases.
Case 1. b1<U1(:+1). For the first 13U
:(:+1) steps after
one reaches a level of at least U1(:+1), the probability of
another increase in level is at most 2U &:(:+1). Then in U of
these steps, the expected number of increases in level is at
most 2U1&:(:+1)=2U 1(:+1). Using a Chernoff bound, the
probability of over twice that many is at most 2&0(U
1(:+1))
O((log U )&1). Also, the number of increases at other steps
after one reaches a level of at least U1(:+1) can be at most
3U1&:(:+1)=3U1(:+1), since there are at least 13U
:(:+1)
steps between any of those steps. Thus with probability
1&O((log U)&1), b2<8U1(:+1), and thus,
b:+122 &b
:+12
1 O(U
1&12(:+1)).
Case 2. b1U1: log U. If s1 12U(log U )
:, then the
probability of any increase in level at any of U steps is at
most U(4U&1(log U )&:)O((log U )&1). If there is no
increase in level, then b2=b1 .
If s1< 12U(log U)
: then there might be a large possibility
of an increase in level. If this increase occurs, we are essen-
tially in the situation above, so with probability at least
1&O((log U)&1), there will be no further increases in level.
Then b:+122 &b
:+12
1 is bounded by O(b
:&12
1 ), but
s1&14:2 &s
1&14:
1
(w(b1+2):x&U )1&14:&( 12U(log U):)1&14:
(b1+1):&14&U 1&14:&( 12U(log U )
:)1&14:
 14b
:&14
1 .
Thus
b:+122 &s
1&14:
2 &(b
:+12
1 &s
1&14:
1 )O(1).
Finally, if there is no increase in level then b2=b1 .
Case 3. U 1(:+1)<b1<U1(:) log U. Using a Chernoff
bound (similar to Case 1), we can show that with proba-
bility at least 1&O((log U )&1), there will be at most
O(max[Ub&:1 , log log U]) increases in levels in at most U
steps. Using Fact 3.1, we see that if Ub&:1 log log U then
b:+122 &b
:+12
1 is bounded by
PRACTICAL BACKO(b:&121 log log U )O(U
1&1(2:)(log U ):+12 log log U )
O(U1&1(2(:+1)).Similarly, if log log UUb&:1 then b
:+12
2 &b
:+12
1 is
bounded by
O(b:&121 Ub
&:
1 )O(Ub
&12
1 )O(U
1&1(2(:+1)) K
Let f be the function defined by f (x)=Wx+ 12X8 } Wx+32X.
Lemma 3.2. Consider a Markov chain with states corre-
sponding to pairs of positive integers and transitions from
(i, j ) to (i, j&1) with probability 1&1j and from (i, j ) to
(i+1, w(i+1):x) with probability 1j. If the initial state is
(b1 , s1) with s1b:1 , and t<((b1+1) f (:))
18 steps are
taken, then any state (b2 , s2) reached at step t satisfies
b:+122 &s
1&14:
2 &(b
:+12
1 &s
1&14:
1 )s1 .
Proof. Let x be the number of transitions that cause an
increase in level. If x=0 then b2=b1 so the quantity has an
upper bound of s1 . Otherwise, the quantity is at most
(b1+t):+12&(w(b1+1):x&t)1&14:&b:+121 +s
1&14:
1 .
Now, (w(b1+1):x&t)1&14: is at least ((b1+1):&
(b1+1)18)1&14: which is at least (b1+1) (:&18)(1&14:)
which is at least (b1+1) (:&12)(b1+1) (18). We can use the
bound on t in the statement of the lemma to show that this
is at least (b1+1) (:&12)tW:+ 12X
W:+32X.
By Fact 3.1, (b1+t):+12&b:+121 is at most b
(:&12)
1
tW:+ 12X
W:+32X. The bound follows. K
Corollary 3.1. Consider a Markov chain with states
corresponding to pairs of positive integers and transitions
from (i, j ) to (i, j&1) with probability 1&1j and from (i, j )
to (i+1, w(i+1):x) with probability 1j. If the initial state is
(b1 , s1) with s1b:1 , and 1 step is taken, then any state
(b2 , s2) reached at step t satisfies b:+122 &s
1&14:
2 &
(b:+121 &s
1&14:
1 )s1+ f (:)
:+12.
Lemma 3.3. Consider a Markov chain with states corre-
sponding to pairs of positive integers and transitions from
(i, j ) to (i, j&1) with probability 1&1j and from (i, j ) to
(i+1, w(i+1):x) with probability 1j. If the initial state is
(b1 , s1) with s1b:1 , and (b2 , s2) denotes the state after
one step is taken, and B+ denotes b:+122 &s
1&14:
2 &
(b:+121 &s
1&14:
1 ), then Ex(B
+)2f (:):+12.
Proof. B+(b1+1):+12+b:(1&14:)1 . If (b1+1) f(:),
this is at most f (:):+12+ f (:):. Otherwise, we use
Lemma 3.2 to show that, when the level increases, B+ is at
most s1 . The probability that the level increases is 1s1 . If
the level does not increase, then B+ is at most
&(s &1)1&14:+s1&14: which is at most 1. K
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A natural concept about Markov chains we use is that of
a tree of descendent states from a given state s. Let the root
Dnode be ((s), t0). Now for each node ((s, r1 , r2 , ..., r), i ) at
level i, and for each transition r  r$ in the Markov chain,
let ((s, r1 , r2 , ..., r, r$), i+1) be a child of that node. When
there is no confusion, we often refer to a node simply by the
last state in its list of states. Assuming there is a potential
function defined on the states of the Markov chain, we
define the potential of a node to be the potential of the last
state in its list.
Definition. We say a Markov chain with nonnegative
potentials assigned to each state is V-good if it satisfies the
following properties:
1. If a state s has potential POT(s)V then there is a
tree of depth at most V&1 rooted at s such that the
expected decrease in the square of the potential over the tree
is at least POT(s).
2. For any state s, every transition from s is to a state
with potential at most max[2V, 2 POT(s)].
3. The number of states with potential less than 2V is at
most 2V.
4. From each state s with POT(s)V we can define a
canonical path of length at most 2V to the unique state with
potential 0 such that when the chain starts at s the probabil-
ity that the path is taken is at least 2&V
3
.
Lemma 3.4. Given a V-good Markov chain, let Tret V (s)
denote the first step during which the potential is at most V at
the start of the step, given that the chain starts at s. (If
POT(s)V then Tret V (s)=1.) Then starting at any state s,
Ex _ :
Tret V (s)
t=1
POTt&2V POT(s))2.
Proof. (We model this proof after that in [3].) As in
[3], since Tret V (s) might be infinite, a priori, we define a
modified system that is terminated after T steps, meaning
the system goes to the unique state of potential 0 at step T
and stays there. We then prove
E(s, T)=Ex _ :
min(T, Tret V (s))
t=1
POTt&
is bounded from above by 2V POT(s)2 by induction on T.
This is true for T=1, since POT1=POT(s). This is also
true for any s with POT(s)V, since then Tret V (s)=1.
For the induction step, assume that E(s, T $)
2V POT(s)2 for all T $<T and any s with POT(s)V. We
238 GOLDBERG ANthen bound E(s, T) as follows.
Let the leaf s$ of the tree of descendent states appear with
probability ps$ , have potential POT(s$) and be at depth ds$ .Let POT$(s$) denote the sum of POTt over the ds$ steps
taken to reach leaf s$. Since the potential can at most double
at each step,
POT$(s$)POT(s) :
ds$
j=0
2 j2ds$+1 POT(s).
The following [3], we can see that
E(s, T ):
s$
ps$(2ds$+1 POT(s)+E(s$, T&ds$))
2V POT(s)+2V :
s$
ps$(POT(s$))2
2V POT(s)+2V POT(s)2&2V POT(s)
=2V POT(s)2.
As in [3], this implies the lemma. K
Lemma 3.5. Given a V-good Markov chain, if we start at
state s with POT(s)V then the expected potential at step t
is at most (2V )2 22V.
Proof. For any state s$, consider the partial tree of
descendent states from s$ in which, for every node, all proper
ancestors of that node have potential greater than V. Let
St (s$) be the set of nodes at level t of this tree. Let
E$(s$, t)=v # St(s$) pv POT(v), where pv is the probability of
reaching node v from s$. Let E(s$)=Ex[Tret V (s $ )i=1 POTi].
Then E(s$)=t E$(s, t). By Lemma 3.4, E(s$)2V (POT(s))2
and thus t E$(s$, t)2V (POT(s))2.
Let E(s, t) be the expected potential after t steps when
starting in state s. We would like to prove for all t that when
POT(s)V, E(s, t)(2V)2 22V. Let T be the full depth t
tree of descendent states of s. Note E(s, t) is the sum over
leaves of this tree of the probability of reaching the leaf times
the potential of that leaf. For any node v # T, let dv be the
depth of v, and let pv be the probability of reaching node v.
Note that if Q is a set of nodes in T such that each leaf v in
T has an ancestor v$ in Q and every node on the path from
v to v$ has potential greater than V,
E(s, t) :
v$ # Q
E$(v$, t&dv$) pv$ .
Since the root of T has potential at most V, for every leaf
v in T there is exactly one node a(v) which is the closest
ancestor to v whose parent has potential at most V. We let
Q=[a(v): v is a leaf of T ] and note that it satisfies the
conditions above.
Now we let ps$, i be the probability of being in state s$ at
MACKENZIElevel i of T. (Note that this is the sum of probabilities of
being in any node at level i of T with state s$.) Let S be the
set of all states with potential at most 2V. Then
OE(s, t) :
v$ # Q
E$(v$, t&dv$) pv$
= :
t
i=0
:
s$ # S
E$(s$, t&i ) ps$, i
 :
s$ # S
:
t
i=0
E$(s$, t&i )
= :
s$ # S
:
t
i=0
E$(s$, i )
 :
s$ # S
2V (2V )2
(2V )2 22V. K
For the next lemma we extend a Markov chain with inter-
rupt steps, which are steps in which we externally modify the
transition probabilities of the chain. (Each step could
modify the chain in a different way.) The timing and
modification of these interrupt steps will be defined inde-
pendently of the chain itself.
Lemma 3.6. Consider a V-good Markov chain extended
with a set of interrupt steps M, such that this extended
Markov chain has the property that for any state s, the expected
increase in potential in one step is at most z, whether or not
the step is an interrupt step. If we start at state s then the
expected potential at step t of this extended Markov chain is
at most POT(s)+( |M |+z)((2V )2 22V+z).
Proof. We prove this result for every set M which has
the property stated in the lemma, by induction on |M |. Let
E(s, t, M ) be the expected potential after t steps when start-
ing in state s with a set of interrupt steps M. For the base
case, let M=<. We prove by induction on t that
E(s, t, <)POT(s)+(2V )2 22V. For tV, E(s, t, <)
POT(s)+V, and when POT(s)<V, E(s, t, <)(2V)2 22V,
by Lemma 3.5.
Now we must prove that the result holds for any s and t
with POT(s)V and t>V. We can assume that the result
holds for all t$ with t$<t. Since POT(s)V, we have a tree
T of depth at most V&1 such that the expected change in
potential is at most zero. Let S contain each leaf in T. For
a leaf s$ of T, let ps$ be the probability of reaching that leaf,
and let ds$ be the distance of that leaf from the root. Now we
have
E(s, t, <) :
s$ # S
ps$ E(s$, t&ds$ , <)
PRACTICAL BACK :
s$ # S
ps$(POT(s$)+(2V )2 22V)
POT(s)+(2V)2 22V.Now that the base case for |M |=0 is established, we need
to prove the result for |M |>0, assuming the result to be
true for any t, given that there are less than |M | interrupt
steps. (Note that we prove a slightly stronger result for the
case |M |=0 than for |M |>0.)
Let t1 be the time of the first interrupt step in M. Then
E(s, t1&1, <)POT(s)+(2V )2 22V, and thus E(s, t1 , <)
POT(s)+(2V )2 22V+z. Now we examine the complete
tree of states of depth t1 . Call this tree T, and let S be the set
of leaves of T:
E(s, t, M ) :
s$ # S
ps$E(s$, t&t1 , M&[t1])
 :
s$ # S
ps$(POT(s$)
+( |M |&1+z)((2V )2 22V+z))
E(s, t1 , <)+( |M |&1+z)((2V )2 22V+z)
POT(s)+(|M |+z)((2V)2 22V+z). K
Definition. POTavg=limn   (1n) ni=1 POTi .
The following lemma is similar to one in [3].
Lemma 3.7. Given a V-good Markov chain, Ex(POTavg)
22V (2V)2 and Ex(Tret)(2V (2V )2+2V ) 2V
3
.
Proof. Let s0 be the state with potential zero. Let Tret(s)
be the number of steps taken to reach s0 when starting from
s. Let pi (s) be the probability of not reaching a state with
potential at most V within i steps when starting in state s.
(For convenience, let p&1(s)=1.) Then by Lemma 3.4, for
any s with POT(s)2V,
Ex[Tret V (s)]= :
i0
pi (s)2V (2V )2.
Let Z=maxs: POT(s)V [Ex[Tret(s)]]. We will determine
an upper bound for Z.
From each state s with POT(s)V we can define a
canonical path of length at most 2V to s0 such that when the
chain starts at s the probability that the path is taken is at
least 2&V
3
. If the path is not taken then the chain will make
a transition from the path, ending in some state s$ where
POT(s$)2V. Let ps  s$ be the probability that s$ is the first
step off the canonical path from s to s0 . Let p be the prob-
239FF PROTOCOLSability that s goes to s0 in the canonical way, and notice that
this will take at most V steps. Then for any s with
POT(s)V,
DEx[Tret(s)]2pV+:
s$ _2V+ :i0 ( pi (s$)
+Z( pi&1(s$)& p i (s$))& ps  s$
2pV+2(1& p) V+:
s$
:
i0
( pi (s$)
+Z( pi&1(s$)& p i (s$))] ps  s$
2pV+2(1& p) V+:
s$
[2V (2V )2+Z] ps  s$
2V+(1& p)[2V (2V )2+Z].
Then we get Z2V+(1& p)[2V (2V )2+Z] from which
we derive the bound Zp&1[2V+2V (2V )2]. The result
for Ex[Tret] follows by noting that p2&V
3
.
The bound on Ex[Tret] implies that the a V-good
Markov chain is stationary. From Lemma 3.5, when start-
ing from s0 , the expected potential at any step t is at most
22V (2V)2. Then we get
Ex[POTavg]=Ex _ limn  
1
n
:
n
i=1
POT i&
=Ex _lim infn  
1
n
:
n
i=1
POTi&
lim inf
n  
Ex _1n :
n
i=1
POTi&
=lim inf
n  
1
n
:
n
i=1
Ex[POT i]
22V (2V )2.
The second equality relies on the fact that the limit exists
with probability one (and an event with probability zero
does not affect the expectation), which can be shown using
the strong ergodic theorem for stationary processes. The
first inequality comes from Fatou’s lemma since the random
variables are always nonnegative. K
3.5. The Proof
Now we are ready to prove stability of the N client, K
server system as defined in the Introduction.
Theorem 3.1. Suppose that we have an N client, K server
system and message bound *<1. Then there is a constant V
such that the system corresponds to a V-good Markov chain.
From Lemma 3.7 we get the following corollary.
Corollary 3.2. Suppose that we have an N client, K
240 GOLDBERG ANserver system and message bound *. Then there is a con-
stant V such that Ex(POTavg)22V (2V )2 and Ex(Tret)
(2V (2V )2+V ) 2V3.Proof of Theorem 3.1. We proceed by induction on K.
The case K=0 is trivial with V=1 so assume that the
theorem holds for any K$ server N$ client system with
K$<K (more specifically, with constant VK$, N$, *). We will
show that it holds for a K server N client system. That is, we
must define a constant V such that the Markov chain is
V-good. (Note that we only need to prove the theorem
holds for large N, since this will imply the theorem for
smaller N, using the same V.)
Given large enough V, Conditions 2 and 3 follow directly
from the definition of the ethernet system. Condition 4 also
follows directly from the definition. Suppose that s is a state
with POT(s)V. The canonical path of length at most 2V
from s to the unique state with potential 0 is defined as
follows. First, no new messages arrive in the system during
the walk on the path. Second, during the first V steps of the
path, every nonempty queue decides to send. If there are still
messages in the system after the first V steps then, during the
remainder of the path, the queues take turns sending. (First,
Q1, 1 sends until it is out of messages and then Q1, 2 , and so
on.) Since the system has at most V messages in state s, the
path has at most 2V steps. The probability that no messages
arrive is therefore at least (1&*)2KV. Since the backoff
counters in state s are at most 2V&1 the probability that
every nonempty queue decides to send during the first V
steps is at least (4V )&:VKN. The probability that the proper
queue sends during the remaining steps is at least (4V )&:V.
By the end of the first V steps, the step counter of every
nonempty queue is at least V (actually, it is larger). There-
fore, the probability that the other queues do not send
during the remaining steps is at least 2&KNV. Condition 4
follows.
The rest of this subsection proves that Condition 1 holds
for a V which will depend on N, K, *, and V$=maxK$<K, N$<N
VK$, N$, * . That is, we seek to prove that if a state s has poten-
tial POT(s)V then there is a tree of depth at most V&1
rooted at s such that the expected decrease in the square of
the potential over the tree is at least POT(s). In order to
help the reader follow the proof, we note that the variables
that we will use in the proof will satisfy the following
inequality:
1
1&*
, :, K, N, V$ZWRBUV.
We will assume in the proof that each variable is chosen
to be sufficiently large with respect to the smaller variables.
We will have W=R2 and Z=W1(2:)&2.
Fix a state s with POT(s)V and suppose that the
Markov chain is in state s right before step t0 . We show that
MACKENZIECondition 1 holds by splitting the analysis into cases,
depending upon which (if any) of the following properties
hold:
O1. every backoff counter bi, j, t0 is less than B,
2. there is a backoff counter bi, j, t0Z such that with
probability at least
(1&*)K5 8&KN4(bi, j, t0+5)
&: 2&KN,
queue Qi, j succeeds at least once during steps t0 , ..., t0+4
and every other queue Qi $, j $ decides to send on step t (for
t # [t0 , ..., t0+4]) only if si $, j $, t8,
3. there is a backoff counter bi, j, t0B such that with
probability at least
(1&*)K(4+R ) 8&KN4(bi, j, t0+R+4)
&: R&2:KNR,
queue Qi, j succeeds at least once during steps t0 , ..., t0+
R+3 and every other queue Qi $, j $ decides to send on step
t (for t # [t0 , ..., t0+R+3]) only if si $, j $, tR2:.
In our analysis we use the following random variables:
We let Q+i, j (Q
&
i, j) denote the increase (decrease) in potential
due to the queue length of Qi, j over a path in the tree of
descendent states. We let B+i, j (B
&
i, j) denote the increase
(decrease) in potential due to the combination of backoff
counter and step counter for Qi, j over a path in the tree of
descendent states. Then we let Q+=Ni=1 
K
j=1 Q
+
i, j , and
we define Q&, B+, and B& analogously. We let $ denote the
change in potential over a path in the tree of descendant
states and we let 2 denote the change in the square of the
potential over a path in the tree of descendant states.
We will use the following notation. Let \i, j, t and \*i, j, t be
random variables which are uniformly distributed over the
unit interval. We can now describe our protocol in terms of
these variables. We will say that a message arrives at Qi, j at
step t if \i, j, t*i, j . If qi, j, t>0 then Qi, j decides to send on
step t if \*i, j, ts&1i, j, t . The progress of the Markov chain
describing our protocol (which we call M) depends only the
values of the \ and \* variables. Thus, the branching at
depth t in our tree depends on the values of the random
variables \i, j, t and \*i, j, t . In three of our cases, the states
that we use for our tree are combinations of the states of
Markov chains that are similar to M rather than states of
M itself. (In Cases 2 and 3, all of the chains start in state s
at step t0 and run with the \ and \* values that are
associated with the path in the tree. In Case 1, we argue
about step t0 separately, and the chains then start in a fixed
state s$ (dependent on s) at step t0+1.) In order to define
the states that we consider in our tree, we define, for every
queue Qi, j , a new Markov chain Mi, j . In the chain Mi, j ,
queue Qi, j follows the protocol, but all of the messages that
it sends collide with messages sent by some external source.
None of the other queues participate. We use the notation
PRACTICAL BACKq+i, j, t , b
+
i, j, t , and s
+
i, j, t to denote the queue lengths and coun-
ters when Mi, j is run. The progress of Mi, j is a function of
the random variables \i, j, t and \*i, j, t . We let B++i, j denotethe increase in potential over a path in the tree due to the
combination of the backoff counter and the step counter for
Qi, j when Mi, j is run. (Since B++i, j denotes an increase in
potential when Mi, j is run (rather than when M is run), we
use q+i, j, t , b
+
i, j, t , and s
+
i, j, t in place of qi, j, t , bi, j, t , and si, j, t
in the potential function when we calculate B++i, j . At all
other times, when we speak of the potential function, we
mean the original potential function, which depends upon
qi, j, t , b i, j, t , and s i, j, t .) For every queue Qd, d , we define a
new Markov chain Md . In the chain Md , the queues in
[Qi, j | i=d or j=d ] follow the protocol, but the other
queues do not participate. We use the notation qdi, j, t , b
d
i, j, t ,
and sdi, j, t to denote the queue lengths and counters when Md
is run. Note that if all of the chains are starred at step t0 then
q+i, j, t0+1=qi, j, t0+1=q
d
i, j, t0+1
. Similarly, each queue has the
same initial counters for all three chains. Recall that in
Case 1, we start the individual chains in a fixed state s$ at
step t0+1. Thus, in Case 1 q+i, j, t0+1=qi, j, t0+1=q
d
i, j, t0+1
.
Similarly, at step t0+1, each queue has the same counters
for all three chains.
3.5.1. Case 1. Property 1 holds: When the Markov
chain is started in state s right before step t0 with
POT(s)V, every backoff counter bi, j, t0 is less than B.
Without loss of generality, we assume that Q1, 1 is the
largest queue in state s. We call Q1, 1 the control queue and
any other queue with client or server 1 a slave queue. We call
the other queues free queues. Recall that our goal is to show
that there is a tree of depth at most V&1 rooted at s such
that the expected decrease in the square of the potential
(over the tree) is at least POT(s). We will let U denote the
depth of this tree. (We will choose U such that q1, 1, t0U.)
As we stated above, the branching in the tree depends upon
the values of the \ and \* variables, so by fixing the values
of the variables \i, j, t and \*i, j, t for all i and j and all
tt0+U&1 we fix a path p of length U. We define _( p) as
follows: For every slave queue Qi, j , and every step
t>t0+4, if Qi, j has b+i, j, t2B and it decides to send on
step t in Mi, j , then t is in _$i, j ( p). Let _$( p)=[t | Qi, j
is a slave 7 t # _$i, j ( p)]. Let _( p)=_$( p) _ [t+1
t0+U&1 | t # _$( p)]. Let _k ( p) denote the kth step in _.
We say that path p is good if it satisfies the following
conditions:
1. At step t0 , no message is received at any queue, the
control queue decides to send in M, every other queue Qi, j
with q+i, j, t0>0 and s
+
i, j, t0
5 decides to send in M, and no
other queue Qi, j decides to send in M.
2. At step t0+1, no message is received at the control
and slave queues, the control queue decides to send in M1 ,
241FF PROTOCOLSevery slave queue Qi, 1 with q+i, 1, t0+1>0 and s
+
i, 1, t0+1
4
decides to send in Mi, 1 , and no other shave queue Qi, j
decides to send in Mi, j .
DAt step t0+2, no message is received at the control and
slave queues, the control queue decides to send in M1 , every
slave queue Q1, j with q+1, j, t0+2>0 and s
+
1, j, t0+2
3 decides
to send in M1, j , and no other slave queue Qi, j decides to
send in Mi, j .
At step t0+3, no message is received at the control and
slave queues, the control queue decides to send in M1 , every
slave queue Qi, 1 with q+i, 1, t0+3>0 and s
+
i, 1, t0+3
3 decides
to send in Mi, 1 , and no other queue Qi, j decides to send in
Mi, j .
3. At step t0+4, no messages are received at the control
and slave queues, the control queue decides to send in M1 ,
and every slave queue Qi, j does not decided to send in Mi, j .
4. For each slave Q1, j (and each t # _$1, j ( p), t{t0 mod 2.
Also, for each slave Qi, 1 and each t # _$i, 1( p), t=t0 mod 2.
5. For every step _k ( p) # _( p), \*1, 1, _k( p)(k+1)
&:.
6. If t is in _( p), and Qi, j is a slave queue with
b+i, j, t>2B, then Q i, j does not decide to send on step t in
Mi, j . If t is not in _( p) and Q i, j is a slave queue with
b+i, j, t>2B which decides to send on step t in Mi, j then, for
any t$ in the range t&2:&1, ..., t, there is no slave queue
Qi $, j $ with b&i $, j $, t$>2B that decides to send on step t$ in
Mi $, j $ .
7. If Qi, j is a slave or control queue then for every t in
the range t0t<t0+U, \*i, j, t>2(U1: log(U ))&:.
8. For every slave queue Qi, j and any t in the range
t0tt0+U, we have (b+i, j, t+1)
:+12&s+1&14:i, j, t &
((b+i, j, t0+1)
:+12&s+1&14:i, j, t0 )2cU
1&14(:+1), where c is
the constant defined in Lemma 3.1.
9. For any t in the range t0+5t<t0+U, the number
of messages received by the control and slave queues during
steps t0+5, ..., t is at most *(t&t0&4)+U12 log U.
The tree that we consider will be the tree consisting of
every good path of length U plus every child of every inter-
nal node of such a path. We will show that for this tree
Ex[2]&POTt0 . The key to showing this will be to prove
that with sufficient probability a good path is taken when
the chain is run. The properties in the definition of ‘‘good’’
deal with the Markov chains Md and Mi, j . However, we will
prove that in the internal nodes of our tree, the state of M
is related to the states of Md and Mi, j . Thus, we will be able
to show that for this tree Ex[2] &POTt0 .
We start by proving a lemma which establishes some of
the relationships between M, M1 , and Mi, j .
Claim 3.1. If n is a node in the tree at level tt0+1
(i.e., step t is just about to take place) and the parent of n is
in good path p, then
242 GOLDBERG AN1. For any slave queue Qi, j , qi, j, t=q+i, j, t=q
1
i, j, t ,
bi, j, t=b+i, j, t=b
1
i, j, t , and s i, j, t=s
+
i, j, t=s
1
i, j, t .2. q1, 1, tq11, 1, t , b1, 1, tb
1
1, 1, t , and s1, 1, ts
1
1, 1, t .
3. If t>t0+4 then b11, 1, t1+|_$( p) & [t0 , ..., t&1]|.
Proof. The proof is by induction on t. First note that the
actions of every queue is forced at step t0 , and thus there is
only one node s$ at step t0+1 in any good path. Then the
base case includes the five steps t # [t0+1, ..., t0+5]. The
case t=t0+1 is clear because the queue lengths and coun-
ters have the same values before step t0+1 in all of the
chains. To see that 1 holds for steps t0+2 to t0+4, note that
any slave queue that decides to send collides with the con-
trol queue. Specifically, in step t0+2 only queues that
client-conflict with Q1, 1 decide to send, and in steps t0+1
and t0+3 only queues that server-conflict with Q1, 1 decide
to send, and in steps t0+1, t0+2, and t0+3, Q1, 1 decides
to send. To see that 1 holds for t=t0+5 note that the slave
queues do not decide to send on step t0+4.
To see that 2 holds for steps t0+2 through t0+5 we con-
sider the possible cases. In defining the cases, we observe
that for any t, if 2 has been established for step t&1, then
if Q1, 1 decides to send on step t in M1 , Q1, 1 also decides to
send on step t in M. Also, if 1 and 2 have been established
for step t&1, then if Q1, 1 sends and succeeds at step t in M1
then Q1, 1 sends and succeeds at step t in M. (Note that 2
was established for step t0+1.) The cases are:
a. Q1, 1 sends and succeeds in M.
b. Q1, 1 decides to send in M and fails and does not
decide to send in M1 .
c. Q1, 1 decides to send and fails in M and M1 .
d. Q1, 1 does not decide to send in M or M1 .
It is clear that 2 holds in a, c, and d. Finally, we note that
b cannot occur on steps t0+1 through t0+4 since Q1, 1
decides to send on those steps in M1 , and inductively 2 can
be established for steps t0+2 through t0+5. To see that 3
holds for t=t0+5, we note that b11, 1, t0+5 is 0.
We now do the induction step. In order to establish 1, we
want to show that if a slave queue Qi, j sends on step t (for
t>t0+4), then it collides in M and in M1 . We consider two
cases. If t # _( p) (suppose that t=_k ( p)), then, by property
4 and property 6, if j=1, then no slave queue Q1, j $ decides
to send on step t. Whether or not j=1, by property 5,
\*1, 1, t(k+1)&:. Also (by 3, inductively), b11, 1, tk, so
s11, 1, t(k+1)
:. By 2, inductively, s1, 1, ts11, 1, t , so the con-
trol queue decides to send on step t in M and M1 . Thus, Qi, j
has a collision. Now suppose t  _( p). We will show that
b11, 1, t=0. (To do this, we can assume inductively that for
t$<t, if t$  _( p), then b11, 1, t$=0.) Consider the maximum
t$<t, where either t$ # _( p), some slave sent at step t$, or
t$=t0+5. If t$ # _( p), then t$+1  _( p), so no slave queue
MACKENZIEsends at step t$, but by property 5 and the argument used
above, Q1, 1 sends and succeeds at step t$ in M1 . Thus
b11, 1, t=0. If t$=t0+5, then Q1, 1 sends and succeeds at step
Ot$ in M1 , and therefore b11, 1, t=0. Otherwise, by property 6,
t$<t&2:, and inductively b11, 1, t$=0, so b
1
1, 1, t$+1=1. But
then Q1, 1 sends and succeeds by step t&1, so b11, 1, t=0.
Thus (since the queue size of the control queue is at least U ),
it decides to send on step t and Qi, j has a collision.
In order to establish 2, we want to rule out b, in which
Q1, 1 decides to send at step t in M and fails and does not
decide to send in M1 . We have already shown, in the
analysis in the preceding paragraph, that Q1, 1 sends in M1
on every step in _( p). So suppose that t  _( p). By the same
argument as in the preceding paragraph, we can show that
b11, 1, t=0, unless there is some t$<t, where some slave sends
on step t$  _( p) and t$t&2:. So either no slave sends at
step t, in which case Q1, 1 will succeed if it decides to send,
or else some slave sends at step t and, by property 6,
b11, 1, t=0 (and, thus, Q1, 1 decides to send in M1). Thus, b
does not occur.
In order to establish 3, we note that we have already
shown that Q1, 1 sends in M1 on every step in _( p) and that
it succeeds on the last step of every consecutive block of
steps in _( p). Furthermore, Q1, 1 succeeds on step t0+4. By
property 6 (and, inductively, by 1), Q1, 1 can have at most
one collision in M1 just before the consecutive block of steps
from _( p); 3 follows. K
As in [3], we will use the equality
Ex[2]=2 POTt0 } Ex[$]+Ex[$
2].
Thus it is sufficient to show that Ex[$] &1 and
Ex[$2]POTt0 . Let E be the event that a good path is
taken when the chains are run. (That is, E is the event that
all the conditions in the definition of ‘‘good’’ hold for U
steps.) Let Ei be the event that condition i holds for U steps.
Let U$=max[U12 log U, U1: log U, U1&1(4(:+1)), U1&1(4:)
log:&14U], and note U$=o(U ).
Call two paths in the tree equivalent if and only if every
queue has the same \ and \* values at step t0 , and every
control and slave queue has the same sequence of \ and \*
values over the remaining transitions in the paths. This
notion of equivalence is clearly an equivalence relation.
Furthermore, if one path in the tree ends at level t (i.e., if
t<t0+U, there is no good path continuing on from the
node at level t, but there is a good path continuing on from
the node at level t&1), then every equivalent path also ends
at level t.
Let M$ denote the Markov chain in which the free queues
run the protocol (after step t0), and no other queues par-
ticipate. By induction, there is a constant V$ such that M$ is
V$-good. Now suppose that we fix a sequence of \ and \*
values for the control and slave queues and we run M. If we
PRACTICAL BACKjust look at the free queues during this run, we can think of
this as being a run of M$, in which M$ is extended by the set
of interrupt steps I which is determined by the sequence of\ and \* values for the control and slave queues (and the \
and \* values of the queues at step t0). Lemma 3.3 shows
that when M$ is extended by I, the expected increase in
potential in any one step (other than step t0) is at most
3KNf (:):+12. (The expected increase due to each backoff
and step counter is at most 2f (:):+12 and the expected
increase due to each queue is at most 1.) If the fixed
sequence of \ and \* values is such that the path taken is in
the tree (i.e., all of the properties continue to hold (except
possibly after the last step)), then the number of interrupt
steps in I is at most KNU1: log(U ). (To see this, note that,
by Claim 3.1, every slave queue collides every time it sends
(except possibly the last time it sends). Furthermore, since
Property 7 holds, a slave queue does not send once its back-
off counter is U1: log(U )&1 (except possibly on the last
step). Therefore, the slave queues provide at most KNU1:
log(U ) interruptions.)
Claim 3.2. Suppose that we fix a particular equivalence
class of paths of length at least t, and we condition on
the event that when M is run for t steps, starting with step
t0 , one of the paths from this equivalence class is taken.
Then the expected potential of the free queues, after the t
steps, is at most the potential of the free queues at step
t0+1 plus ((KNU1: log U)+3KNf (:):+12)((2V$ )2 22V$+
3KNf (:):+12).
Proof. We view the free queues as forming a Markov
chain M$ which is extended by the set of interrupts I that is
determined by the set of \ and \* values associated with the
equivalence class. We now apply Lemma 3.6 using the facts
that the expected increase in potential in any one step is at
most 3KNf (:):+12 and the number of interruptions is at
most (KNU1: log U ). K
Claim 3.3. There is a function f1 such that
Ex[$ | E] &(1&*) U+U$ } f1(:, K, N, V$, B ).
Proof. Given E and Claim 3.1, there are at most
[(K+N&1) U1: log U] 2:
steps on which the control queue does not broadcast suc-
cessfully. (Each of the K+N&1 slave queues provides at
most U1: log U interrupts.) For any run of interrupts in
_( p), the control queue sends successfully after the last step
of that run (which is still in _( p)). For any interrupts not in
_( p), the control queue sends within 2: steps. Therefore, at
least
U&[(K+N&1) U1: log(U )] 2:
243FF PROTOCOLSmessages are sent successfully. By Property 9, the number of
messages that are received by the control and slave queues
Dis at most *U+U12 log U. By Property 8 and Claim 3.1, the
increase in potential due to the backoff counters and step
counters of the slave queues is at most 2cU 1&14(:+1). By
Claim 3.1, the backoff counter of the control queue is at
most (K+N&1)(2B+1)+1, so the increase in potential
due to the backoff counter and step counter of the con-
trol queue is at most ((K+N&1)(2B+1)+2):+12.
Claim 3.2 shows that for each equivalence class of paths,
the expected potential of the free queues increases by
at most ((KNU1: log U )+3KNf (:):+12)((2V$)2 22V$+
3KNf (:):+12) during steps t0+1, ..., t0+U&1. By
Corollary 3.1, it increases by at most KN(5+ f (:):+12) on
step t0 . K
Claim 3.4. Pr(E )  2((1 & *)  3)5 + (K + N & 1)(2B + 1)
5&5(KN&1)(B+5)&5:((2(K+N&1)(2B+1)+1)!)&:.
Proof. We can divide the calculation as follows:
Pr(E )=Pr(E1) Pr(E2 | E1) Pr(E3 | E1 7 E2)
_Pr(E4 | E1 7 E2 7 E3)
_Pr \E5 } 
4
i=1
Ei+ Pr \
9
j=6
Ej } 
5
i=1
Ei + .
Now we analyze each probability in turn. Clearly, Pr(E1)
(1&*)K (B+1)&: 5&(KN&1). Note that every slave Q1, j
with q1, j, t0+1>0 has s1, j, t0+1>1 and every slave Q i, 1
with qi, 1, t0+2>0 has s i, 1, t0+2>1 and every slave Q1, j
with q1, j, t0+3>0 has s1, j, t0+3>1. Thus, Pr(E2 | E1)
(1&*)3 (B+4)&3: 4&3(K+N&1). Note that every slave Qi, j
has si, j, t0+4>1. Thus, Pr(E3 | E1 7 E2)(1&*)(B+5)
&:
2&(K+N&1).
The next probability essentially requires two separate
arguments, one to lower bound the probability of each slave
queue receiving its first message at either an odd or an even
step, and one to lower bound the probability of it attempt-
ing each send (until its backoff counter exceeds 2B ) at either
an odd or even step.
In the first argument note that we must show that Qi, j
receives its first message at either an odd or even step. (If
*i, j=0, then Qi, j never receives any messages and we can
disregard it.) If *i, j 12 , then it receives a message at step
t0+5 (an odd step) with probability at least 12 , and it
receives its first message at step t0+6 with probability at
least 12(1&*i, j)
1
2(1&*). If *i, j<
1
2 , let ? be the probability
that a message is first received on an odd step (noting that
the first step possible is t0+5, an odd step). Then it can be
easily shown that a message is first received on an even step
with probability (1&*i, j) ?. Thus ?+(1&*i, j) ?=1,
implying ?=(2&*i, j)&1. Since 0<*i, j< 12 and
1
2<?<
2
3 ,
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In the second argument, we must show that slave queue
Qi, j attempts each send (until its backoff counter exceeds2B) at either an odd or even step, assuming that if it is
empty, it attempts its first send at the correct step. First, we
deal with the first step of the slave queues Qi, j with
qi, j, t0+5>0. If Q1, j is a slave queue with q1, j, t0+5>0 and
s1, j, t0+5=1 then it sends on step t0+5, which is fine. Every
other slave queue Qi, j with qi, j, t0+5>0 has si, j, t0+52.
Since si, j, t0+52, there is a step of the correct parity in the
range t0+5, ..., t0+si, j, t0+5+4. Let t$ be the last such step.
The probability that Qi, j does not send before step t$ is at
least 1si, j, t0+5 and the probability that it sends on step t$,
given that it did not send earlier, is at least 13. We now con-
sider steps after t0+5. If Qi, j collides at step t&1, we have
si, j, t=w(b i, j, t+1):x. By Claim 3.1, a slave queue never suc-
ceeds, so s i, j, t2 and we can use the same argument that
we used for the first step.
Thus, since the relevant step counters are at most
(2B+1):, we have
Pr(E4 | E1 7 E2 7 E3)
\14 (1&*)
1
(2B+1):+
(K+N&1)(2B+1)
.
Using Claim 3.1, we see that for any good path p,
|_$( p)|(K+N&1)(2B+1). Thus, |_( p)|2(K+N&1)
(2B+1). We conclude that Pr(E5 | 74i=1 Ei)((2(K+
N&1)(2B+1)+1)!)&:.
Next, we note that Pr( 79j=6 Ej | 7
5
i=1 Ei) is at least
1&Pr \E6 } 
5
i=1
Ei+&Pr \E7 } 
5
i=1
Ei+
&Pr \E8 } 
5
i=1
Ei+&Pr \E9 } 
5
i=1
Ei+ .
We calculate Pr(E6 | 75i=1 Ei), by considering the fol-
lowing game. Suppose that we have boxes labeled
t0+5, ..., t0+U&1, each box representing one time-step.
Recall that _( p) is completely determined by the values of
the variables \*i, j, t for slave queues Q i, j with b+i, j, t2B. We
examine these variables and mark each box that represents
a time-step in _( p). Then we identify the step t in which b+i, j, t
reaches 2B+1, we choose a random number l between 1
and w(2B+1):x and we put pebble (i, j, 2B+1) in box
t+l&1. (This choice of the random number is dependent
upon the values \*i, j, t+1 , \*i, j, t+2 , ... .)
To play the game we now consider the boxes in order.
When we consider box t we check whether it contains a
pebble (i, j, k). If so, we choose a random number l between
1 and w(k+1):x and we put (i, j, k+1) in box t+l. (This
choice of the random number is dependent upon the values
\*i, j, t+1 , \*i, j, t+2 , ...) We lose the game if a pebble is ever
MACKENZIEplaced in any marked box or if any two boxes t, t$t0+5
ever contain pebbles and have |t&t$|2:. Otherwise, we
win. One can see that winning this game corresponds
Oexactly to having condition E6 hold. Note that the \* values
that we use to play the game are independent of the \*
values that we used to show that the probabilities that
E1&E5 hold. The probability that any pebble of the form
(i, j, V ) is placed in a specific marked box can be bounded
by (e(2B+1)):2 and thus the probability of being placed in
any of the marked boxes is at most O((K+N&1) B1&:),
since there are O(K+N&1) B marked boxes. The prob-
ability that any pebble (i, j, k) comes too close to another
nonblank pebble is at most O((K+N&1) 2:) k&: (since
when it is placed, only K+N&1 nonblank pebbles have
been placed in front of it). The probability that any pebble
of the form (i, j, V ) ever comes too close to another non-
blank pebble is then bounded by O((K+N&1) 2:)
b2B+1 b&:=O((K+N&1) 2:B1&:). Overall the prob-
ability of losing is bounded by O((K+N&1)2 2:B1&:).
Let H=min(16, (B+4)&:, (2(K+N&1)(2B+1)+1)&:).
During the proof that E1E5 hold with sufficiently high
probability we sometimes forced \i, j, t values to be large.
The only times that we forced \i, j, t values to be small, we
only forced them to be as small as H. Thus,
Pr \E7 } 
5
i=1
Ei+(K+N&1) U2(U1: log U )&:H
2(K+N&1)(log U )&:H.
The portion of
(b+i, j, t+1)
:+12&s+1&14:i, j, t &((b
+
i, j, t0
+1):+12&s+1&1:i, j, t0 )
that is caused by backoff counters before they exceed 2B is
at most KN(2B+1):+12. For the remaining portion, we
use Lemma 3.1, to conclude that the probability that the
portion due to any one queue exceeds cU 1&14(:+1) is
O((log U )&1). Thus,
Pr \E8 } 
5
i=1
Ei+O((K+N&1)(log U)&1).
For the last calculation, note that the conditioning in the
calculation of E4 only affects the arrival of the first
K+N&1 messages. For the remaining messages, let Mt be
the number of other messages received at control and slave
queues during steps t0+5, ..., t. The expected value of Mt is
at most *t&t0&4. By a Chernoff bound,
Pr(Mt*(t&t0+4)+U12 log U | E1 7 E2 7 E3)
2 exp(&2(U12 log U )2U )2 exp(&2 log2 U ).
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2 Once a pebble (i, j, k) could possibly hit the marked box, consider the
probability of hitting it with (i, j, k), (i, j, k+1) and so on. This probabil-
ity is bounded by i0 ( k
:
i ) k
&:(i+1)k&:(1+k&:)k
:
ek&:, and the
result follows from the fact that k>2B.Thus,
Pr \E9 } 
5
i=1
Ei+2U exp(&2 log2 U ).
Assuming that U and B are sufficiently large compared to
N and K, we have shown
Pr \
9
j=6
Ej } 
5
i=1
Ei+ 12 .
The claim follows. K
Claim 3.5. There is a positive function f2 such that
Ex[$ | E ]U$ } f2(:, K, N, V$, B).
Proof. Let $$ denote the change in potential over all but
the last step of a path in the tree of descendant states and let
$" denote the change in potential during the last step of a
path in the tree of descendant states. Clearly, $=$$+$".
The proof of Claim 3.3 shows that Ex[$$ | E ]U$ }
f1(:, K, N, V$, B ).
Suppose that p is a path of length t that does not satisfy
E. We will calculate an upper bound on the amount that the
potential could increase on step t0+t&1. (Thus, we are
upper bounding $" for this path.) The increase due to
messages arriving at slave and control queues is at most
K+N&1. The increase due to the backoff counter and step
counter of queue Qi, j is at most
(bi, j, t0+t&1+2)
:+12&(bi, j, t0+t&1+1)
:+12
+(bi, j, t0+t&1+1)
:&14.
Using Fact 3.1, this is at most
W:+12XW:+32X 2(bi, j, t0+t&1+1)
:&14.
Since the parent of the last node in p is part of a good path,
b1, 1, t0+t&1(K+N&1)(2B+1)+1 and far every slave
queue Qi, j , b i, j, t0+t&1U
1: log(U )&1. Thus, as long as U
is big enough compared to K, N, and B, the increase in
potential due to the backoff counters and step counters of
control and slave queues is at most W:+12XW:+32X 2KNU$.
Finally, we use the fact (from Lemma 3.3) that the
expected increase in potential of the free queues in any one
step is at most 3KNf (:):+12. K
Claim 3.6. Ex[$]&1.
Proof. Ex[$]Ex[$ | E] Pr[E]+Ex[$ | E ]. The claim
245FF PROTOCOLSfollows from Claims 3.3, 3.4, and 3.5 provided that U is suf-
ficiently large compared to :, K, N, V$, B, and 1(1&*). K
Claim 3.7. Ex[$2]POTt0 .
DProof. Since each queue Qi, j can gain at most U
messages and has bi, j, t0B, $KN(U+(B+U+1)
:+12).
Thus, as long as V is sufficiently large compared to :, K, N,
B, and U, Ex[$2]VPOTt0 . K
3.5.2. Case 2. Property 2 holds: When the Markov
chain is started in state s right before step t0 with
POT(s)V, there is a backoff counter bi, j, t0Z such that
with probability at least
(1&*)K5 8&KN4(bi, j, t0+4)
&: 2&KN,
queue Qi, j succeeds at least once during steps t0 , ..., t0+4
and every other queue Qi $, j $ decides to send on step t (for
t # [t0 , ..., t0+4]) only if s i $, j $, t8.
Without loss of generality, let Q1, 1 be the queue Qi, j
described in Property 2 and let E be the event that queue
Q1, 1 succeeds at least once during steps t0 , ..., t0+4 and
every other queue Qi, j decides to send on step t (for
t # [t0 , ..., t0+4]) only if si, j, t8. Recall that our goal is to
show that there is a tree of depth at most V&1 rooted at s
such that the expected decrease in the square of potential
(over the tree) is at least POT(s). The tree that we will con-
sider is the complete tree of depth 5. We consider steps t0
through t0+4 and analyze POT2t0+5&POT
2
t0
. Clearly,
Ex[POT2t0+5&POT
2
t0
]
=Ex[POT2t0+5&POT
2
t0
| E] Pr[E]
+Ex[POT2t0+5&POT
2
t0
| E ] Pr[E ].
We start by computing a lower bound for the decrease in
potential in the event that E occurs. Let g(:) denote
(5W:+12XW:+32X)8. First, we show that for every queue
Qi, j except Q1, 1 , when E occurs, B+i, j(g(:)+6)
:+12. This
is easy to see in the case that bi, j, t0<g(:). If b i, j, t0g(:)
then either Qi, j doesn’t send (in which case B+i, j=0) or Qi, j
sends and succeeds (in which case B+i, j5
:+12 or Q i, j
decides to send and collides, in which case it never decides
to send again and B+i, j is at most
(bi, j, t0+2)
:+12&(bi, j, t0+1)
:+12
&(w(bi, j, t0+2)
:x+4)1&1(4:)+s1&1(4:)i, j, t0 .
Using Fact 3.1, this is at most
W:+12XW:+32X (bi, j, t0+1)
:&12
&(w(bi, j, t0+2)
:x&4)1&1(4:)+s1&1(4:)i, j, t0
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g(:).
For Q1, 1 , when E occurs, B&1, 1(b1, 1, t0+1)
:+12&
(b1, 1, t0+1)
:&14&5:+12. Q+KN5. Thus, when E occurssince b1, 1, t0Z and Z is sufficiently large compared to :, K,
and N, the potential decreases by at least 12(b1, 1, t0+1)
:+12.
Thus, POT2t0+5&POT
2
t0
is at most
&(b1, 1, t0+1)
:+12 POT(s)+ 14(b1, 1, t0+1)
2:+1
 & 12(b1, 1, t0+1)
:+12 POT(s)
since POT(s)(34)(b1, 1, t0+1)
:+12. Using the lower
bound on the probability of E from the statement of
Property 2 and the fact that b1, 1, t0Z and that Z is suf-
ficiently large compared to :, K, N, and 1(1&*), we find
that
Ex[POT2t0+5&POT
2
t0
| E] Pr[E]
 & 12(b1, 1, t0+1)
14 POT(s).
Using the facts Q+5KN, Q&0, and B&0, we see
that
Ex[POT2t0+5&POT
2
t0
| E ] Pr[E ]
Ex[(POTt0+5KN+B
+)2
&POT2t0 | E ] Pr[E ].
Clearly, this is at most
[(5KN )2+10KN } POTt0
+2(POTt0+5KN ) Ex[B
+ | E ]
+Ex[(B+)2 | E ]] } Pr[E ].
We can bound the last two expectations by noting that
Ex[Y | E ] Pr[E ]Ex[Y].
Recall that we defined B+ to be Ni=1 
K
j=1 B
+
i, j .
Thus, Ex[B+]=i, j Ex[B+i, j]. Similarly, Ex[(B
+)2]=
i, j Ex[(B+i, j)
2]+2 [i, j ]{[i $, j $] Ex[B+i, jB
+
i $, j $]. We
will now proceed to bound Ex[B+i, j], Ex[(B
+
i, j)
2] and
Ex[B+i, jB
+
i $, j $] when b i, j, t0 (or bi $, j $, t0) is large.
Claim 3.8. Fix any sequence of values for the \ and \*
variables. Then, for every queue Qi, j such that bi, j, t0100,
when M and Mi, j are run with these \ and \* values,
B+i, jB
++
i, j .
Proof. Until the first successful transmission by Qi, j in
M, bi, j, t=b+i, j, t and s i, j, t=s
+
i, j, t . (Thus if Qi, j does not
have any successful transmissions in M, then the claim
holds.) Assuming the first successful transmission in M is at
step t$, bi, j, t$+1=0 and si, j, t$+1=1, but b+i, j, t$+1100 and
s+i, j, t$+1100
:. In the next 5&t$ steps, b i, j, t<5 but
b+i, j, t100. Then
MACKENZIE(b+i, j, t0+5+1)
:+12&(s+i, j, t0+5)
1&14:100:
5:+12(bi, j, t0+5+1)
:+12&(si, j, t0+5)
1&14:. K
OClaim 3.9. Ex[B+i, j]Z
18(KN ).
Proof. If bi, j, t0(10:)
16:, then B+i, j((10:)
16:+6):+12
(20:)32:2Z 18(KN ). Otherwise, we use Claim 3.8 to
show that Ex[B+i, j]Ex[B
++
i, j ] and we bound Ex[B
++
i, j ]
as follows. If Qi, j does not send during the five steps then
B++i, j 5. Otherwise, we know by Lemma 3.2 that
B++i, j s i, j, t0 . The probability that Qi, j sends during the five
steps is min(1, 5si, j, t0). Therefore, Ex[B
++
i, j ]5+
(5si, j, t0) s i, j, t010Z
18(KN ). K
Claim 3.10. Ex[(B+i, j)
2](POT(s)+Z 14)(KN ).
Proof. If bi, j, t0(10:)
16:, then we follow the proof of
Claim 3.9 to show that (B+i, j)
2Z 14(KN ). Otherwise, we
use Claim 3.8 to show that Ex[(B+i, j)
2]Ex[(B++i, j )
2]
and we bound Ex[(B++i, j )
2] as in Claim 3.9 to get
25+5si, j, t0 . Since s i, j, t0(bi, j, t0+1)
: and 10:<b1(16:)i, j, t0 ,
Ex[(B++i, j )
2] is at most (bi, j, t0+1)
:+116 which is at most
POT(s)KN. K
Claim 3.11. Ex[B+i, jB
+
i $, j $]Z
14(KN )2.
Proof. If bi, j, t0(10:)
16: then we follow the proof of
Claim 3.9 to show that B+i, jZ
18(KN ). We conclude that
Ex[B+i, jB
+
i $, j$][Z
18(KN )] Ex[B+i $, j $] so the result follows
from Claim 3.9. On the other hand, if bi, j, t0>(10:)
16: and
bi $, j $, t0>(10:)
16:, then we use Claim 3.8 to show that
B+i, jB
++
i, j and B
+
i $, j $B
++
i $, j $ . Thus, Ex[B
+
i, jB
+
i $, j $]
Ex[B++i, j B
++
i $, j $ ]. But B
++
i, j and B
++
i $, j $ are independent, so
the result follows from Claim 3.9. K
Recall that our goal was to bound Ex[POT2t0+5&
POT2t0] and that we have shown that this is at most
& 12(b1, 1, t0+1)
14 POT(s)+(5KN )2+10KN } POT(s)
+2(POT(s)+5KN ) Ex[B+]+Ex[(B+)2].
Claim 3.9 shows that Ex[B+]Z 18 and Claims 3.10
and 3.11 show that Ex[(B+)2]POT(s)+Z 14+2Z 14.
Using the facts that POT(s)Z 38, that b1, 1, t0Z and that
Z is large compared to N and K we find that
Ex[POT2t0+5&POT
2
t0
] is at most &POT(s).
3.5.3. Case 3. Property 3 holds: When the Markov
chain is started in state s right before step t0 with
POT(s)V, there is a backoff counter bi, j, t0B such that
with probability at least
(1&*)K(4+R ) 8&KN4(bi, j, t0+R+4)
&: R&2:KNR,
queue Qi, j succeeds at least once during steps
t0 , ..., t0+R+3 and every other queue Qi $, j $ decides to send
on step t (for t # [t0 , ..., t0+R+3]) only if si $, j $, tR2:.
PRACTICAL BACKWithout loss of generality, let Q1, 1 be the queue Qi, j
described in Property 3 and let E be the event that queue
Q1, 1 succeeds at least once during steps t0 , ..., t0+R+3 andevery other queue Qi, j decides to send on step t (for
t # [t0 , ..., t0+R+3]) only if si, j, tR2:. Recall that our
goal is to show that there is a tree of depth at most V&1
rooted at s such that the expected decrease in the square of
potential (over the tree) is at least POT(s). The tree that we
will consider is the complete tree of depth R+4. We
consider steps t0 through t0+R&3 and analyze POT2t0+R+4
&POT2t0 . Clearly,
Ex[POT2t0+R+4&POT
2
t0
]
=Ex[POT2t0+R+4&POT
2
t0
| E] Pr[E]
+Ex[POT2t0+R+4&POT
2
t0
| E ] Pr[E ].
We start by computing a lower bound for the decrease in
potential in the event that E occurs. First, we show that
for every queue Qi, j except Q1, 1 , when E occurs,
B+i, j(R
2+R+4):+12. This is easy to see in the case that
bi, j, t0<R
2. If bi, j, t0R
2 then either Qi, j does not send (in
which case B+i, j=0) or Qi, j sends and succeeds (in which
case B+i, jR
:+12 or Q i, j decides to send and collides, in
which case it never decides to send again and B+i, j is at most
(bi, j, t0+2)
:+12&(bi, j, t0+1)
:+12
&(w(bi, j, t0+2)
:x&(R+3))1&1(4:)+s1&1(4:)i, j, t0 .
Using Fact 3.1, this is at most
W:+12XW:+32X (bi, j, t0+1)
:&12
&(w(bi, j, t0+2)
:x&(R+3))1&1(4:)+s1&1(4:)i, j, t0
which is at most si, j, t0 since bi, j, t0R
2 and R is sufficiently
large.
For Q1, 1 , when E occurs, B&1, 1(b1, 1, t0+1)
:+12&
(b1, 1, t0+1)
:&14&(R+4):+12, Q+KN(R+4). Thus,
when E occurs, since Bb1, 1, t0 and B is sufficiently large
compared to R, K, and N, the potential decreases by at least
1
2(b1, 1, t0+1)
:+12.
Thus, POT2t0+R+4&POT
2
t0
is at most
&(b1, 1, t0+1)
:+12 POT(s)+ 14 (b1, 1, t0+1)
2:+1
 & 12 (b1, 1, t0+1)
:+12 POT(s)
since POT(s)(34)(b1, 1, t0+1)
:+12. Using the lower
bound on the probability of E from the statement of
Property 2 and the fact that Bb1, 1, t0 and B is sufficiently
large compared to R, K, and N, we find that
247FF PROTOCOLSEx[POT2t0+R+4&POT
2
t0
| E] Pr[E]
& 12 (b1, 1, t0+1)
14 POT(s).
DUsing the facts Q+(R+4) KN, Q&0, and B&0,
we see that
Ex[POT2t0+R+4&POT
2
t0
| E ] Pr[E ]
Ex[(POTt0+(R+4) KN+B
+)2
&POT2t0 | E ] Pr[E ].
Clearly, this is at most
[((R+4) KN )2+2(R+4) KN } POTt0
+2(POTt0+(R+4) KN ) Ex[B
+ | E ]
+Ex[(B+)2 | E ]] } Pr[E ].
We can bound the last two expectations by noting that
Ex[Y | E ] Pr[E ]Ex[Y].
Recall that we defined B+ to be Ni=1 
K
j=1 B
+
i, j .
Thus, Ex[B+]=i, j Ex[B+i, j]. Similarly, Ex[(B
+)2]=
i, j Ex[(B+i, j)
2]+2 [i, j ]{[i $, j $] Ex[B+i, jB
+
i $, j $]. We will
now proceed to bound Ex[B+i, j], Ex[(B
+
i, j)
2], and
Ex[B+i, jB
+
i $, j $] when b i, j, t0 (or bi $, j $, t0) is large.
Claim 3.12. Fix any sequence of values for the \ and \*
variables. Then, for every queue Qi, j such that bi, j, t0(2R )
2,
when M and Mi, j are run with these \ and \* values,
B+i, jB
++
i, j .
Proof. Until the first successful transmission by Qi, j in
M, bi, j, t=b+i, j, t and s i, j, t=s
+
i, j, t . (Thus if Qi, j does not
have any successful transmissions in M, then the claim
holds.) Assuming the first successful transmission in M is at
step t$, bi, j, t$+1=0 and s i, j, t$+1=1, but b+i, j, t$+1(2R )
2
and s+i, j, t$+1(2R )
2:. In the next R+4&t$ steps, bi, j, t<R
but b+i, j, t(2R )
2. Then
(b+i, j, t0+R+4+1)
:+12&(s+i, j, t0+R+4)
1&14:
(2R )2:R:+12(b i, j, t0+R+4+1)
:+12
&(si, j, t0+R+4)
1&14:. K
Claim 3.13. Ex[B+i, j]B
18(KN ).
Proof. If bi, j, t0(2:R )
16:, then B+i, j((2:R )
16:+
R+1):+12(4:R )32:2B18(KN ). Otherwise, we use
Claim 3.12 to show that Ex[B+i, j]Ex[B
++
i, j ] and we
bound Ex[B++i, j ] as follows. If Qi, j does not send during
the R+4 steps then B++i, j R+4. Otherwise, we know by
Lemma 3.2 that B++i, j s i, j, t0 . The probability that Qi, j
sends during the R+4 steps is min(1, (R+4)si, j, t0). There-
fore, Ex[B++i, j ]R+4+((R+4)si, j, t0) si, j, t02(R+4)
B18(KN ). K
+ 2 14
248 GOLDBERG ANClaim 3.14. Ex[(B i, j) ](POT(s)+B )(KN ).
Proof. If bi, j, t0(2:R )
16:, then we follow the proof of
Claim 3.13 to show that (B+i, j)
2B14(KN ). Otherwise, weuse Claim 3.12 to show that Ex[(B+i, j)
2]Ex[(B++i, j )
2]
and we bound Ex[(B++i, j )
2] as in Claim 3.13 to get
(R+4)2+(R+4) si, j, t0 . Since si, j, t0(bi, j, t0+1)
: and
2:R<b1(16:)i, j, t0 , Ex[(B
++
i, j )
2] is at most (bi, j, t0+1)
:+116
which is at most POT(s)KN. K
Claim 3.15. Ex[B+i, jB
+
i $, j $]B
14(KN )2.
Proof. If bi, j, t0(2:R )
16: then we follow the proof of
Claim 3.1 to show that B+i, jB
18(KN ). We conclude
that Ex[B+i, j B
+
i $, j $][B
18(KN )] Ex[B+i $, j $] so the result
follows from Claim 3.13. On the other hand, if bi, j, t0>
(2:R )16: and bi $, j $, t0>(2:R )
16:, then we use Claim 3.12
to show that B+i, jB
++
i, j and B
+
i $, j $B
++
i $, j $ . Thus,
Ex[B+i, jB
+
i $, j $]Ex[B
++
i, j B
++
i $, j $ ]. But B
++
i, j and B
++
i $, j $ are
independent, so the result follows from Claim 3.13. K
Recall that our goal was to bound Ex[POT2t0+R+4&
POT2t0] and that we have shown that this is at most
& 12 (b1, 1, t0+1)
14 POT(s)+((R+4) KN )2
+2(R+4) KN } POT(s)+2(POT(s)
+(R+4) KN ) Ex[B+]
+Ex[(B+)2].
Claim 3.13 shows that Ex[B+]B18 and Claims 3.14
and 3.15 show that Ex[(B+)2]POT(s)+B14+2B14.
Using the facts that POT(s)B38, that b1, 1, t0B, and that
B is large compared to N, K, and R, we find that
Ex[POT2t0+(R+4)&POT
2
t0
] is at most &POT(s).
3.5.4. Case 4. None of Properties 13 hold. In order
to define the terms that we need for this case, we consider
a run of the chain for steps t0 , ..., t0+3 in which no
messages arrive and Qi, j decides to send on step t if qi, j, t>0
and si, j, t8&t+t0 . Note that if qi, j, t0+4>0 and
si, j, t0+4=1 then Qi, j succeeded in sending on step t0+3
(so bi, j, t0+4=0). If qi, j, t0+4>0 and s i, j, t0+4>1 then
si, j, t0&4>4.
We use the following definitions. We say that queue Qi, j
is forced on step t if qi, j, t>0 and si, j, t=1. We say that it is
almost forced if qi, j, t>0 and si, j, t2. We say that queue
Qi, j is short if qi, j, t0+4<R2. Otherwise, we say that it is
long. If j{ j $ we say that Qi, j client-conflicts with queue
Qi, j $ . If i{i $ we say that Qi, j server-conflicts with queue
Qi $, j . If Qi, j client-conflicts or server-conflicts with Qi $, j $
then we say that Qi, j conflicts with queue Qi $, j $ . A queue
Qi, j is a potentially active queue if qi, j, t0+4=0 and
*i, j>1R2. A queue Qi, j is a working queue if q i, j, t0+4>0
and si, j, t0+4<R
2:. A queue is called a potentially working
MACKENZIEqueue if it is a potentially active queue or a working queue.
A queue Qi, j is a blocking queue if it is potentially active or
it has qi, j, t0+4>0 and bi, j, t0+4<R
2:&2.
OIn the Appendix we will show that we can split the queues
into categories so that the following conditions (which we
call the Case 4 conditions) are satisfied:
There will be three categories of control queues: solid
control queues, delayed control queues, and temporary con-
trol queues. No two control queues will conflict. Every
queue that conflicts with a control queue is called a slave of
that control queue. (A queue can be the slave of up to two
control queues.) Every queue that is not a control queue or
a slave is a free queue.
Slaves are not blocking queues. If a slave Qi, j has
bi, j, t0+4B then Qi, j is a slave of a solid or delayed control
queue.
Every solid control queue Qi, j is long and has
bi, j, t0+4=0 and si, j, t0+4=1.
Every delayed control queue Qi, j is long and has
bi, j, t0+4<Z. If Qi $, j is a working slave of Q i, j , then either
qi $, j, t0+4=1 and *i $, j1R
2, or there is a temporary or
solid control queue Qi $, j $ with qi $, j $, t0+4min(R2,
si, j, t0+4&2, si $, j, t0+4&1). If Qi, j $ is a working slave of Qi, j ,
then either qi, j $, t0+4=1 and *i, j $1R
2, or there is a tem-
porary or solid control queue Qi $, j $ with q i $, j $, t0+4
min(R2, si, j, t0+4&2, s i, j $, t0+4&1).
If Qi, j is a temporary control queue then bi, j, t0+4=0,
si, j, t0+4=1, and qi, j, t0+42.
Every free queue Qi, j has bi, j, t0+4<B.
We now show that if the Case 4 conditions are satisfied,
there is a tree of depth at most V&1 rooted at s such that
the expected decrease in the square of the potential over the
tree is at least POT(s). We will let W denote the depth of
this tree.
In our proof, we use the following terminology. We refer
to solid and delayed control queues as permanent control
queues and we refer to slaves of these control queues as per-
manent slaves. All other slaves are called temporary slaves.
We refer to temporary slaves and temporary control queue
as delayed free queues. Without loss of generality, we assume
that the permanent control queues are queues Q1, 1 through
Qr, r and that the temporary control queues are queues
Qr+1, r+1 through Qr$, r$ , ordered by qd, d, t0+4 in decreasing
order (i.e., qr$, r$, t0+4qr+1, r+1, t0+4). If Qi, j is a slave queue
and m=min[i, j ] then we refer to Qm, m as the primary con-
trol queue of Qi, j . We associate a threshold value hi, j with
each queue Qi, j as follows. If Qi, j is a permanent control
queue then hi, j=t0+W. If it is a temporary control queue
then hi, j=t0+4+min(W 12, qi, j, t0+4). If it is a free queue
then hi, j=t0+4. The threshold value of each slave is equal
to the threshold value of its primary control queue. If
hi, j<t0+W then we will say that Qi, j is a free queue at the
PRACTICAL BACKstart of step hi, j .
As in Case 1, the branching in our tree depends on the
values of the \ and \* variables, so by fixing the values ofthe variables \ i, j, t and \*i, j, t for all i and j and all
tt0+W&1, we fix a path p of length U. We make the
following definitions for path p: For every slave queue Qi, j ,
let ti, j denote the first step after t0+3 on which Q i, j decides
to send. If ti, j<hi, j then let _$i, j ( p)=ti, j and put t i, j in
_$( p). Otherwise, let _$i, j ( p)=. Let _( p)=_$ _ [t+1
t0+W&1 | t # _$( p)]. Let _k ( p) denote the kth step in
_( p). Let td denote the first step after step t0+3 at which
control queue Qd, d decides to send. If td<t0+4+W12 then
let {d ( p)=td . Otherwise, let {d ( p)=. We say that path p
is good if it satisfies the following properties:
1. On each step t (t0tt0+3), no messages arrives
and Qi, j decides to send iff q i, j, t>0 and si, j, t8&t+t0 .
2. For each delayed control queue Qd, d , if sd, d, t0+4
(KN )3 then {d ( p)=t0+4. Otherwise, {d ( p)t0+
sd, d, t0+4+2.
3. For each slave queue Qi, j , if Qi, j client-conflicts with
a solid or temporary control queue and si, j, t0+4(KN )
3
then _$i, j ( p)=t0+4. If si, j, t0+4(KN )
3 but Q i, j does not
client-conflict with a solid or temporary control queue then
_$i, j ( p)=t0+5. If si, j, t0+4>(KN )
3 and _$i, j ( p)<hi, j then
t0+6_$i, j ( p)t0+si, j, t0+4+3.
4. Consider two slave queues Qi, j and Qi $, j $ such that
qi, j, t0+4>0 and qi $, j $, t0+4>0. If _$i, j ( p)=_$i $, j $( p) then
either _$i, j ( p)=t0+4, _$i, j( p)=t0+5, or _$i, j ( p)=.
5. For each delayed control queue Qd, d and each slave
Qi, j , either {d ( p)=t0+4 or {d ( p){_$i, j ( p).
6. If for a control queue Qd, d , {d ( p)<_k ( p)<hd, d ,
then \*d, d, _k( p)(k+1)
&:.
7. If Qi, j is a slave queue and qi, j, t0+4>0 then for all t
(t0+4t<hi, j), \*i, j, t>2(W log W )&1.
8. If Qi, j is a slave queue and qi, j, t0+4=0 then for all t
(t0+4t<hi, j), \ i, j, t>2(W log W )&1.
9. During the first t steps, the number of messages
received by the permanent control and permanent slave
queues is at most r(*t+W12 log W ).
The tree that we consider will be the tree consisting of
every good path of length W plus every child of every inter-
nal node of such a path. We will show that for this tree,
Ex[2]&POTt0 . The key to showing this will be to prove
that with sufficient probability a good path is taken when
the chain is run.
First, we prove some claims about good paths.
Claim 3.16. On any good path p, each delayed control
queue Qd, d succeeds the first time that it decides to send after
step t +3.
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Proof. This follows from Property 5 unless {d ( p)=
t0+4. By Property 3, the only slaves that send on step t0+4
Dclient-conflict with a solid or temporary control queue, so
they cannot collide with Qd, d . K
Claim 3.17. On any good path p, every slave queue Qi, j
decides to send at most once during steps t0+4, ..., hi, j&1.
Every control queue Qd, d decides to send on steps
{d , ..., hd, d&1.
Proof. We start by observing that, if a slave Qi, j is not
working, then, by Property 7 and Property 8, it will not
decide to send at all during steps t0+4, ..., hi, j&1. If a
working slave Qi, j has qi, j, t0=1 and * i, j(2W )
&2, then,
by Properties 7 and 8, after it decides to send once, it will
not decide to send again. Every remaining slave conflicts
with a temporary control queue or a solid control queue. If
one of the remaining slaves decides to send and does not
succeed, then by Property 7, it will not decide to send again.
We will prove by induction on t that if a remaining slave
Qi, j first decides to send on step min[t, hi, j&1] it has a
collision. Furthermore, every control queue Qd, d decides to
send on steps {d , ..., min[t, hd, d&1].
The base case is t=t0+4, which holds by the definition
of {d , the fact that each solid and temporary control queue
Qd, d has qd, d, t0+4>0 and sd, d, t0+4=1, and Property 3.
For the inductive case, consider step t+1. Suppose that
for control queue Qd, d , t+1<hd, d . Then qd, d, t+1>0. If
t+1={d then Qd, d decides to on step t+1 by definition.
Suppose that t+1>{d . By induction, Qd, d decides to send
on step t. If t  _( p) or t is the last step in a consecutive block
of steps in _( p), then Qd, d succeeded on step t so sd, d, t+1=1
and Qd, d decides to send on step t+1. Otherwise, we use
Claim 3.16 to show that every delayed control queue suc-
ceeds the first time that it decides to send after step t0+3.
Therefore, for any control queue Qd, d , bd, d, t+1 is at most
the number of collisions that it had during steps t0+4, ..., t.
Thus, by induction, bd, d, t+1  |_$( p) & [t0+4, ..., t]|
and, therefore, sd, d, t+1(|_$( p) & [t0+4, ..., t]|+1):. By
Property 6, Qd, d decides to send on step t+1.
We now show that if Qi, j is a remaining slave and it first
decides to send on step t+1<hi, j , it has a collision.
The first case that we consider is the case t+1=t0+5. In
this case Qi, j collides with the solid or temporary control
queue that it server-conflicts with. (If Qi, j client-conflicts
with a solid or temporary or solid control queue it will
instead send on step t0+4. Note that the control queue
decides to send on step t0+5 since hd, dt0+6. Further-
more, nothing that client-conflicts with it sends.)
The other case that we consider is the case in which
t+1>t0+5. By Property 4, Qi, j does not send at the same
step as any other slave queue. If Qi, j conflicts with a solid
control queue Qd, d , then since no other slave queue sends at
the same step as Qi, j , it will be blocked by Qd, d . If Qi, j con-
250 GOLDBERG ANflicts with a temporary control queue Qd, d and sends before
step hd, d then since no other slave queue sends at the same
step as Qi, j , it will be blocked by Qd, d . The remaining caseto consider is when the primary control queue of Qi, j is a
delayed control queue Qd, d , Qi, j also conflicts with tem-
porary control queue Qd $, d $ , but Qi, j sends after hd $, d $ .
Now, by the definition of delayed control queue, qd $, d $, t0
sd, d, t0+4&2 so hd $, d $, t0t0+sd, d, t0+4+2. Thus, the step
on which Qi, j sends is at least step t0+sd, d, t0+4+2.
By Property 2, Qd, d sends by this step, so Qi, j has a
collision. K
Claim 3.18. On any good path p, every control queue
decides to send by step t0+3+W12.
Proof. Every solid or temporary control queue decides
to send on step t0+4. If Qd, d is a delayed control queue then
bd, d, t0+4<Z=W
12:&2 so sd, d, t0+4<W
12. K
As in [3], we will use the equality
Ex[2]=2 POT(s) } Ex[$]+Ex[$2].
Thus it is sufficient to show that Ex[$]&1 and
Ex[$2]POT(s). Let E1 be the event that a good path is
taken when the chain is run. (That is, E1 is the event that all
conditions in the definition of ‘‘good’’ hold for W steps.) Let
Di be the event that condition i holds for U steps. For each
queue Qi, j , let E2, i, j be the event that Qi, j decides to send
at step t (t0+4t<hi, j) with bi, j, t>(W log W )1:&1 and
si, j, t>(bi, j, t+1):2. Let E2=i, j E2, i, j . Let E3 be the
event E1 6 E2 . Let W$=max[W12 log W, W 1: log2 W,
W1&1(4:(:+1))), (W log W )1&1(4:)], and note that
W$=o(W).
Call two paths in the tree equivalent iff every queue Qi, j
has the same \ and \* values from step t0 through step
t0+hi, j&1. This notion of equivalence is clearly an equiv-
alence relation. Furthermore, if one path in the tree ends at
step t (i.e., if t<t0+W, there is no good path continuing on
from the node at level t, but there is a good path continuing
on from the node at level t&1), then every equivalent path
also ends at step t. (This is because the \ and \* values of
a queue Qi, j on or after step hi, j are not considered in any
of the properties.)
Let & be the set of hi, j values for all queues Qi, j . By the
definition of the hi, j values, |&|K. Assume & is ordered,
and let &k be the kth element of &. During steps &k , ...,
&k+1&1, there will be a certain set of queues Qi, j
(dkiN, dk jK ) for some dk which are the free
queues. Let M$ denote the Markov chain in which these free
queues run the protocol and no other queues participate. By
induction, there is a constant V$ such that M$ is V$-good.
Now suppose that we fix the sequence of \ and \* values for
the control and slave queues and we first run M for steps
t0 , ..., &k&1 and we then run M for steps &k , ..., &k+1&1. If
MACKENZIEwe just look at the free queues during steps &k , ..., &k+1&1,
we can think of this as being a run of M$, starting at step &k ,
in which M$ is extended by the set of interrupt steps I which
Ois determined by the sequence of \ and \* values for the
control and slave queues. Lemma 3.3 shows that when M$
is extended by I, the expected increase in potential in any
one step is O(KN ). If the fixed sequence of \ and \* values
is such that all of the properties continue to hold, (except
possibly after the last step) then the number of interrupt
steps in I is at most KN+1. (To see this, note that each
slave sends at most once in a good path.) Let Ft denote the
set of free queues at the start of step t.
Claim 3.19. Suppose that we fix a particular equivalence
class of paths of length at least t, and we condition on the
event that when M is run for t steps, starting with step t0 , one
of the paths from this equivalence class is taken. Then the
expected potential of the queues in Ft after the t steps is at
most the original potential of the queues in Ft plus O(KN )+
O(K2N )((2V$)2 22V$+O(KN ))+(O(KN ):+32) W12.
Proof. Note that each queue Qi, j in Ft satisfies all of the
properties in the definition of good during steps t0 , ...,
hi, j&1. (Otherwise, the paths would end before step hi, j , so
Qi, j would not become free.)
By Lemma 3.3, the expected increase in the potential of
the queues in Ft during steps t0 through t0+3 is at most
O(KN ).
Suppose that t$>t0+3 and that Qi, j is a queue in Ft that
is not free at the start of step t$. If Qi, j is a control queue then
its potential goes up by at most 2+(KN+1):+12 on step t$.
(This follows from Claim 3.17, since each slave sends at
most once prior to step t$.) If Q i, j is a slave queue then
bi, j, t$>R2:&2. If it sends on step t$, then since it does not
violate Property 7, si, j, t$(W log W)2. By definition, the
change in its potential is at most
1+(bi, j, t$+2):+12&w(b i, j, t$+2):x1&1(4:)
&(bi, j, t$+1):+12+s1&1(4:)i, j, t$ .
By Fact 3.1, this is at most
1+W:+12XW:+32X (bi, j, t$+1):&12
&w(bi, j, t$+2):x1&1(4:)+s1&1(4:)i, j, t$ .
Since bi, j, t$ is sufficiently large with respect to :, this is at
most
1&(12)(bi, j, t$+1):&14&s1&1(4:) i, j, t$ .
Clearly, this is negative, so the potential goes down.
There are at most KN queues in Ft , and (by Claim 3.18)
at most W 12 steps after step t0+3 before a delayed free
queue becomes a free queue.
PRACTICAL BACKTo finish the proof of the claim, we will prove that during
steps &k , ..., &k+1&1, the potential of the current free queues
(those queues that are free at the start of step &k) increasesby O(KN )((2V$)2 22V$+O(KN )). Since |&|K, this will
prove the claim.
We view the current free queues as forming a Markov
chain M$ which is extended by the set of interrupts I$ that
is determined by the set of \ and \* values associated with
the equivalence class. We now apply Lemma 3.6 using the
facts that the expected increase in potential in any one step
is O(KN ) and the number of interruptions is at most
KN+1. K
Claim 3.20. There is a function f1 such that
Ex[$ | E1]&r[(1&*) W&W$ } f1(N, N, V$)].
Proof. Given E1 , we use Claims 3.18 and 3.17 to show
that each permanent control queue successfully broadcasts
for all but at most KN+W12+4 steps. Thus, we send at
least r(W&(KN+W12+4)) messages. By Property 9, we
receive at most r(*W+W12 log W ) messages in the perma-
nent control and permanent slave queues. By Claim 3.17,
the increase in potential due to the backoff and step counter
of a permanent control queue is at most (KN+1):+12. We
can follow the proof of Claim 3.19 to show that if a perma-
nent slave decides to send, its potential goes down. Thus, the
increase in potential due to the backoff and step counter of
a permanent slave is at most W1&1(4:). Thus for each path
the potential attributed to the permanent control and per-
manent slave queues decreases by at least
r((1&*) W&(W 12 log W+KN+W12+4)
+O(NW1&1(4:))).
Last, from Claim 3.19 for each possible equivalence
class, the expected potential of the free and delayed free
queuesincreases by at most O(KN )+O(K2N )((2V$)2 22V $
+O(KN ))+(O(KN ):+32) W 12. K
Claim 3.21. There is a positive function f2 such that
Pr(E1)
1
f2(N, K, *)
.
Proof. We can divide the calculation as follows:
Pr(E1)= ‘
9
i=1
Pr \D i } 
i&1
j=1
D j+ .
Now we analyze each probability in turn. We know
Pr(D1)(1&*)4K 8&4KN, since for each delayed control
queue Qd, d , 4sd, d, t0+4W
12, Pr(D2 | D1)(KN )&3.
Note that the number of slaves is at most KN, and for
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slave Qi, j with si, j, t0+4(KN )
3 sends at the appropriate
step (t0+4 or t0+5) is at least 12(KN )
&3 and that a slave
DQi, j with si, j, t0&4>(KN )
3 sends by step t0+s i, j, t0+4+3 is
at least 12 . Thus, Pr(D3 | D1 7 D2)(2KN )
&3KN.
Given Property 3, for each slave Qi, j with si, j, t0+4>
(KN )3, the probability of conflicting with any of the other
slaves is at most (KN )&2. Thus Pr(D4 | D1 7 D2 7 D3)
1&(KN )&1.
Given Properties 1 through 4, the probability that no
delayed control queue sends at step t0+5 is at least
1&K(KN )&3. Then the probability that some slave queue
first sends at a step in which one of the at most K delayed
control queues first send (except for steps t0+4 and t0+5)
is at most (KN )(K((KN )3&KN )). Thus,
Pr(D5 | D1 7 D2 7 D3 7 D4)
(1&K(KN )&3)(1&(KN )(K((KN )3&KN )) 12 .
Since |_( p)|2KN, and the number of control queues is
at most K, Pr(D6 | 75i=1 D i)((2KN+1)!)
&:K.
It is easily seen that Pr(D7 | 6i=1 Di)1&
2KNW(W log W )&1 12 .
In the proofs that D1 through D7 hold with sufficiently
high probability we forced some of the \i, j, t values to be
large. The only times that we forced \i, j, t values to be small,
we only forced them to be as small as (KN )&3. Thus, the
probability that a given queue fails to satisfy Property 8
on a given step is at most 2(KN )3(W log W ) and
Pr(D8 | 77i=1 D i)1&KNW(2(KN )
3 (W log W )&1) 12 .
For the last calculation, let Mt be the number of messages
received by the permanent control and permanent slave
queues by step t. The conditioning on D7 only helps, so the
expected value of MT is at most r*t. By a Chernoff bound
Pr \Mtr*T+rW 12 log W } 
8
i=1
Di+
2 exp(&2(rW12 log W )2(rW ))
2 exp(&2r log2 W ).
Thus,
Pr \D9 } 
8
i=1
D i+1&2W exp(&2r log2 W) 12 .
The claim follows. K
Claim 3.22. There is a positive function f4 such that
Ex[$ | E3]W$ } f4(N, K, V$).
Proof. Consider a group of equivalent paths G that
satisfy E3 . Let $$ denote the change in potential over all but
the last step, and let $" denote the change in potential of the
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that Ex[$$ | E3]W$ } f1(N, K, V$). To bound $", note that
in the last step in the path the expected increase in potentialof the free queues is at most O(KN ). Also note that the
increase in potential due to messages arriving is at most KN.
Now we bound the increase in potential due to backoff
counters and step counters of the nonfree queues. Assuming
that a queue does not fail in a send, the potential increase
associated with the backoff and step counters of that queue
is bounded by 1 (i.e., the step counter decreases by 1).
Since E2 does not hold, a queue that sends and fails must
have either si, j, t 12(bi, j, t+1)
: or bi, j, t(W log W )1:&1.
If bi, j, t(W log W)1:&1 then the potential increases
by at most (W log W )1&1(4:). Otherwise, since si, j, t
1
2(bi, j, t+1)
: and bi, j, t>(W log W )1:&1, the potential
actually decreases on a failed send. Thus the potential
increase of the last step due to queues that send and fail is
at most O(KN(W log W )1&1(4:)). K
Claim 3.23. There is a positive function f3 such that
Ex[$ | E2] Pr[E2]W$ } f3(K, N, V$).
Proof. First, we observe that if E2, i, j is satisfied then
bi, j, t0>(W log W )
1:&2. (To see this, suppose instead that
bi, j, t0(W log W )
1:&2. Then if E2, i, j holds for some t
we have (W log T )1:&2bi, j, t(W log W)1:&3 (either
this is true for t=t0 or there is a collision at step t&1). Then
si, j, tw((W log W )1:&2):x. So if Qi, j sends after step t
then Property 7 will be violated so the path will end.)
Let B be the set of queues Qi, j with bi, j, t0>
(W log W )1:&2.
Let $$ denote the change in potential over all but the last
step and $" denote the change in potential of the last step.
Clearly $=$$+$". As in the proof of Claim 3.22,
Ex[$$ | E3]W$ } f1(N, K, V$), at most KN messages arrive
on the last step, and the potential due to backoff counters
and step counters of queues that are not in B go up by at
most O(KN(W log W )1&1(4:)) on the last step. Let $$$$
denote the increase on in potential on the last step due to the
backoff counters and step counters of queues in B.
We wish to bound Ex[$$$$ | E2] Pr[E2]. We do this as
follows: For each queue Qi, j in B, let
b*(Qi, j)={
bi, j, t0 , if bi, j, t0>(W log W )
1:&1;
si, j, t0>(bi, j, t0+1)
:2;
bi, j, t0+1, otherwise.
(Note that E2, i, j will occur if Qi, j sends with backoff coun-
ter at least b*(Qi, j) but that it will not occur because of Qi, j
sending with a smaller backoff counter. Also note that Qi, j
will never sound with backoff counter bigger than b*(Qi, j)
because it will violate Property 7 when it sends with backoff
counter b*(Qi, j), so the path will end.) Let the queues in B
MACKENZIEbe Q1 , ..., Qm , ordered such that b*(Q1) } } } b*(Qm).
Let Si be the event that Qi attempts to send once it has
attained a backoff counter of b*(Qi). Then
OEx[$$$$ | E2] Pr[E2]
 :
m
i=1
Ex _$$$$ } S i 7 
i&1
j=1
Sj& Pr _Si 7 
i&1
j=1
S j&
 :
m
i=1
Ex _$$$$ } S i 7 
i&1
j=1
Sj& Pr[S i].
If Qi attempts to send once it has attained backoff counter
b*(Qi) then its potential increases by at most
(b*(Qi)+2):+12&(b*(Qi)+1):+12+(b*(Qi)+1):&14.
Using Fact 3.1, we find that if Si 7 7i&1j=1 S j then
$$$$=O(KN(b*(Qi)+1):&14). Once Q i has reached backoff
counter b*(Qi), its step counter will be at least 14(b*(Qi)+1)
:
for the next W steps, and thus, Pr[Si]4W(b*(Qi)+1)&:.
Plugging this into the equations above, we obtain
Ex[$$$$ | E2]
 :
m
i=1
(O(KN(b*(Q i)+1):&14)) W(b*(Qi)+1)&:
O((KN )2 (W(b*(Q i)+1)&14))
O((KN )2 (W((W log W )1:&1)&14))
O(W$(KN )2). K
Claim 3.24. Ex[$]&1.
Proof. Using the previous claims we have
Ex[$]=Ex[$ | E1] Pr[E1]+Ex[$ | E2] Pr[E2]
+Ex[$ | E3] Pr[E3]
[&r(1&*) W+rW$ } f1]
1
f2
+W$( f3+ f4)
&(1&*) W
1
f2
+W$( f1+ f3+ f4)
&1,
assuming W is large enough. K
Claim 3.25. Ex[($)2]POT.
Proof. If Qi, j is a free queue or a delayed free queue then
bi, j, t0<B. Therefore, the potential due to Q i, j increases by
at most O((B+W):+12).
Suppose that Qi, j is a permanent control queue or a per-
manent slave, but that E2, i, j does not hold. Using the
prongs of Claims 3.20 and 3.22, we see that the potential due
PRACTICAL BACKto queue Qi, j increases by at most O(W$ } f1(N, K, V$)).
Thus, as long as V is sufficiently large compared to N, K,
V$, B, and W, Ex[$2 | E1 6 E3]V.To bound Ex[($)2 | E2] Pr(E2) we follow the proof of
Claim 3.23:
Ex[($)2 | E2] Pr(E2)
 :
m
i=1
Ex _($)2 } Si 7 
i&1
j=1
S j& Pr _Si 7 
i&1
j=1
S j&
 :
m
i=1
Ex _($)2 } Si 7 
i&1
j=1
S j& Pr[Si].
As before, Pr[Si]4W(b*(Q i)+1)&:. Given that S i 7
 i&1j=1 S j ,
$O((B+W):+12)+O(W$ } f1(N, K, V$))
+O(KN(b*(Qi)+1):&14).
Thus,
Ex[($)2 | E2] Pr(E2)
 :
m
i=1
[O((B+W):+12+W$ } f1(N, K, V$)
+(b*(Qi)+1):&14)]2 W(b*(Qi)+1)&:
 f (B, W, N, K )(b*(Q1)+1):.
The claim follows since POTt0=0((b*(Q1))
:+12) and V
is sufficiently large with respect to B, W, N, and K. K
This concludes the proof of Theorem 3.1. K
APPENDIX: ESTABLISHING THE CASE 4 CONDITIONS
In the following case analysis, we show that if we are in
Case 4 then we can split the queues into categories so that
the Case 4 conditions are satisfied.
First, we note that since we are in Case 4, none of Proper-
ties 13 hold. That is, when the Markov chain is started in
state s right before step t0 with POT(s)V, there is not a
backoff counter bi, j, t0Z such that with probability at least
(1&*)K5 8&KN4(bi, j, t0+5)
&: 2&KN,
queue Qi, j succeeds at least once during steps t0 , ..., t0+4
and every other queue Qi $, j $ decides to send on step t (for
t # [t0 , ..., t0+4]) only if si $, j $, t8. There is a backoff coun-
ter bi, j, t0B, but for every such backoff counter, it is not
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(1&*)K(4+R ) 8&KN4(bi, j, t0+R+4)
&: R&2:KNR,
Dqueue Qi, j succeeds at least once during steps t0 , ...,
t0+R+3 and every other queue Qi $, j $ decides to send on
step t (for t # [t0 , ..., t0+R+3]) only if si $, j $, tR2:.
Suppose that bi, j, t0B. We will show that unless we are
in Case 2 or Case 3, we can identify a solid or delayed con-
trol queue that conflicts with Qi, j . In order to do so, we
need some definitions. We will say that a queue Q i $, j $ which
conflicts with Qi, j is a solid candidate if qi $, j $, t0+4>0,
si $, j $, t0+4=1, and (therefore) bi $, j $, t0+4=0. We will say that
Qi $, j $ is a delayed candidate if it is long, has no conflicting
blocking queues, has bi $, j $, t0+4<Z, and satisfies the follow-
ing conditions:
1. If Qi", j $ is a working queue then either qi", j $, t0+4=1
and *i", j $1R2, or there is a queue Qi", j" which does not
conflict with a blocking queue and has si", j", t0+4=1 and
qi", j", t0+4min(R2, s i $, j $, t0+4&2, si", j $, t0+4&1).
2. If Qi $, j" is a working queue then either qi $, j", t0+4=1
and *i $, j"1R2, or there is a queue Qi", j" which does not
conflict with a blocking queue and has si", j", t0+4=1 and
qi", j", t0+4min(R2, s i $, j $, t0+4&2, si $, j", t0+4&1).
We say that a solid candidate is clear if it has no conflicting
blocking queues and we say that it is unclear otherwise.
Note that each client and each server has at most one
candidate, so if candidates are made into control queues
then these control queues will not conflict. (To see this, note
that each solid candidate succeeded on step t0+3, so solid
candidates cannot conflict with each other. Solid candidates
and delayed candidates are blocking, so they cannot conflict
with delayed candidates.) Note that clear solid candidates
and delayed candidates do not conflict with blocking
queues.
We now consider the possible cases (split by the number
and type of solid candidates that exist):
1. If there is no solid candidate then we are in Case 3.
Consider the run of the chain for steps t0 , ..., t0+3 that we
described earlier. Suppose that on step t0+4, no message
arrives, Qi, j decides to send if qi, j, t0+4>0, and every other
queue decides to send only if it is forced. The probability of
this event is at least (1&*)K(5) (8)&KN4 (bi, j, t0+5)
&: 2&KN.
Since there are no solid candidates, Qi, j succeeds if it
decides to send on step t0+4. Furthermore, every queue
Qi $, j $ other than Qi, j only decides to send on step t with
si $, j $, tR2:.
2. If Qi $, j $ is a long clear solid candidate then we can
make Qi $, j $ a solid control queue.
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other solid candidate then we are in Case 3. Consider the
run of the chain for step t0 , ..., t0+3 that we describedearlier. Suppose that no messages arrive on steps
t0+4, ..., t0+6. If qi $, j $, t0+4=1, then no other queues that
conflict with either Qi $, j $ or Qi, j decide to send on steps
t0+4 through t0+6 and after one step qi $, j $, t0+5=0. There-
fore, Qi, j can decide to send on step t0+6, and it will suc-
ceed. Therefore, suppose that qi $, j $, t0+4>1. If there is a
blocking queue Qi $, j" then Q i $, j $ and Qi $, j" decide to send on
steps t0+4 and t0+5. Otherwise, there is a blocking queue
Qi", j $ . If there is a blocking queue that client-conflicts with
Qi", j $ then on step t0+4, Qi", j $ decides to send and every
blocking queue that client-conflicts with Qi", j $ decides to
send. On step t0+5 Qi $, j $ and Qi", j $ decide to send.
Otherwise, Q i $, j $ and Qi", j $ decide to send on steps t0+4
and t0+5. On step t0+6, Qi, j decides to send if
qi, j, t0+6>0. On each of the steps, every other queue decides
to send only if it is forced. The probability of this event is at
least (1&*)K(7) (8)&KN4 (bi, j, t0+7)
&: R&2:KN(3). Note that
Qi, j succeeds if it decides to send on step t0+6. Further-
more, every queue Qi", j" other than Q i, j only decides to
send on step t with si", j", tR2:.
4. If there are two unclear solid candidates, Qi, j $ and
Qi $, j , then we are in Case 3. Consider the run of the chain
for step t0 , ..., t0+3 that we described earlier. Suppose that
no messages arrive on steps t0+4, ..., t0+6. If qi, j $, t0+4=1
or qi $, j, t0+4=1 then we can treat Qi, j $ and Qi $, j separately,
using the analysis of the previous case. Also, if Qi, j $ conflicts
with blocking queue Qi", j" and Qi $, j conflicts with blocking
queue Qi $$$, j $$$ , with i $$${i, i $$${i", and i"{i $, then again we
can treat Qi, j $ and Qi $, j separately, using the analysis of the
previous case.
Otherwise, note that i $$${i, since Qi, j cannot be a block-
ing queue (because bi, j, t0+4B). Thus, for every blocking
queue Qi $$$, j $$$ that conflicts with Q i $, j and every blocking
queue Qi", j" that conflicts with Q i, j $ , either i $$$=i" or
i"=i $. Note that no blocking queue client-conflicts with
Qi, j $ in this case.
If there is a blocking queue Qi $, j $ then suppose no
messages arrive on steps t0+4, ..., t0+9. On step t0+4,
Qi, j $ , Qi $, j , Qi $, j $ decide to send, along with any working
queues that client-conflict with Qi, j $ or Qi $, j . On step t0+5,
Qi $, j decides to send, along with any working queues that
server-conflict with Qi $, j . (Note that after step t0+5, any
working queue Qi*, j that server-conflicts with Qi $, j has
si*, j, t0+65.) On step t0+6 and t0+7. Qi $, j and Qi $, j $
decide to send, along with any blocking queues that client-
conflict with Qi $, j . On step t0+8, Q i, j $ and Qi $, j $ decide to
send, along with any forced queues, unless qi, j $, t0+8=0, in
which case just Q i $, j $ decides to send. On step t0+9, Qi, j
decides to send if qi, j, t0+9>0. (Note that no queue conflict-
ing with Qi, j is forced at step t0+9. On each of the steps,
MACKENZIEevery other queue decides to send only if it is forced.
The remaining possibility is that Qi, j $ conflicts with
blocking queue Qi", j $ and Q i $, j conflicts with blocking
Oqueue Qi", j such that i"{i and i"{i $. (Note that there are
no other blocking queues that conflict with Qi, j $ or Qi $, j , or
the situation could have been handled previously.) Suppose
that no messages arrive on steps t0+4, ..., t0+10. For t in
the range t0+4tt0+6, Qi", j and Q i", j $ decide to send
on step t. Qi, j $ decides to send on step t if qi, j $, t>0 and Qi $, j
decides to send on step t if qi $, j, t>0. On step t0+4 any
working queue that client conflicts with Qi, j $ , Qi $, j or Qi", j
decides to send. On step t0+5 any working queues that
server-conflict with Qi, j $ or Qi $, j decide to send. On steps
t0+5 and t0+6, any blocking queues that client-conflict
with Qi", j decide to send. If qi $, j, t0+7=0 then we proceed as
follows; if qi $, j, t0+7>0 then Qi $, j and Qi", j $ decide to send
on step t0+7. On step t0+8, Qi, j decides to send if
qi, j, t0+8>0. On each of the steps, every other queue decides
to send only if it is forced. (Note that no queue that conflicts
with Qi, j is forced at step t0+8.) If qi $, j, t0+7>0 then Qi $, j
and Qi", j decide to send on steps t0+7 and t0+8. If
qi $, j, t0+9>0 then Qi $, j and Qi", j $ decide to send on step
t0+9. On step t0+10, Qi, j decides to send if qi, j, t0+10>0.
On each of the steps, every other queue decides to send only
if it is forced. (Note that no queue that conflicts with Qi, j is
forced at step t0+10.)
The probability of this event is at least (1&*)K(11)
(8)&KN4 (b i, j, t0+11)
&: R&2:KN(7). Note that every queue
Qi", j" other than Q i, j only decides to send on step t with
si", j", tR2:.
5. If Qi $, j $ is an unclear solid candidate and Q i", j" is a
short clear solid candidate then we are in Case 3. Consider
the run of the chain for steps t0 , ..., t0+3 that we described
earlier. Suppose that on steps t0+4, ..., t0+w(R&1)2x+8
no messages arrive. Suppose that on step t0+4, every work-
ing queue that client-conflicts with Qi", j" decides to send.
On step t0+5, Qi", j" decides to send and every working
queue that server-conflicts with Qi", j" decides to send. For
t in the range [t0+6, ..., t0+w(R&1)2x+6], Qi", j"
decides to send on step t if qi", j", t>0. (Thus Qi", j" will
empty its queue by step t0+w(R&1)2x+6].)
If Qi $, j $ client-conflicts with Q i, j and with another block-
ing queue Qi, j" then Qi $, j $ and Qi, j" decide to send on steps
t0+4, ..., t0+w(R&1)2x+6 and so do any queues that
client-conflict with them and are almost forced. Qi, j decides
to send on step t0+w(R&1)2x+7 if qi, j, t0+w(R&1)2x+7
>0. If Qi $, j $ server-conflicts with Qi, j and client-conflicts
with a blocking queue Qi $, j" then on steps t0+4, ..., t0+
w(R&1)2x+5, Qi $, j $ and Q i $, j" decide to send and so does
any other queue that client-conflicts with them and is
almost forced. On step t0+w(R&1)2x+6, Qi $, j $ decides
to send and so does any queue that server-conflicts with Qi, j
and is almost forced. On step t0+w(R&1)2x+7, Q i $, j"
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If Qi $, j $ does not client-conflict with a blocking queue
then it server-conflicts with a blocking queue Qi", j $ . If Q i", j $does not client-conflict with a blocking queue then on step
t0+4, Qi $, j $ and Qi", j $ decide to send and nothing that
client-conflicts with either of them decides to send. If there
is a working queue that client-conflicts with Qi $, j $ then Qi $, j $
decides to send on step to t0+5 and so does any working
queue that client-conflicts with it. Otherwise, Qi $, j $ does not
decide to send on step t0+5. Similarly, if there is a working
queue that client-conflicts with Qi", j $ then Qi", j $ decides to
send on step t0+5 and so does any working queue that client-
conflicts with it. Otherwise, Qi", j $ does not decide to send on
step t0+5. On steps t0+6, ..., t0+w(R&1)2x+6, Qi $, j $ and
Qi", j $ decide to send and so does any queue that server-
conflicts with them and is almost forced. On step t0+
w(R&1)2x+7, Qi, j decides to send if qt0+w(R&1)2x+7>0.
If there is a blocking queue Qi", j" that client-conflicts with
Qi", j $ then for even l in the range 0lw(R&1)2x+4, on
step t0+4+l, Qi", j $ and Qi", j" decide to send and any
queue that client-conflicts with them and is almost forced
decides to send. On step t0+4 any working queue that con-
flicts with Qi $, j $ decides to send. If q i $, j $, t0+5>0 then for any
odd l in the range 0lw(R&1)2x+4, Qi $, j $ and Qi", j $
decide to send. On step t0+w(R&1)2x+7 or t0+
w(R&1)2x+8 (whichever is of the same parity as t0+4),
Qi, j decides to send if its queue is nonempty. Every other
queue only sends if it is forced. The probability of this
event is at least (1&*)K(w(R&1)2x+8) (8)&KN4 (bi, j, t0+
w(R&1)2x+8)&: R&2:KN(w(R&1)2x+4). On steps t0+6, ...,
t0+w(R&1)2x+7 nothing that conflicts with Qi", j"
decides to send, so it successfully sends its last message by
step t0+w(R&1)2x+6. If Qi $, j $, t0+7>0 then Qi $, j $ does
not decide to send on both of steps w(R&1)2x+7 and t0+
w(R&1)2x+8. Therefore, if Qi, j decides to send on one of
these steps it succeeds. Furthermore, every queue Qi $$$, j $$$
other than Qi, j only decides to send on step t with
si $$$, j $$$, tR2:.
6. If Qi, j $ and Qi $, j are short clear solid candidates
then we are in Case 3. Consider the run of the chain for steps
t0 , ..., t0+3 that we described earlier. Suppose that on steps
t0+4, ..., t0+w(R&1)2x+7 no messages arrive. Suppose
that on step t0+4, every working queue that client-conflicts
with Qi, j $ or Qi $, j decides to send. On step t0+5, Qi, j $ and
Qi $, j decide to send and every working queue that server-
conflicts with one of them decides to send. For t in the range
[t0+6, ..., t0+w(R&1)2x+6], Qi, j $ decides to send on
step t if qi, j $, t>0 and Qi $, j decides to send on step t if
qi $, j, t>0. On step t0+w(R&1)2x+7, Qi, j decides to send
if qi, j, t0+w(R&1)2x+7>0. Every other queue only sends if it
is forced. The probability of this event is at least
(1&*)K(w(R&1)2x+7) (8)&KN4 (bi, j, t0 + w(R&1)2x+7)
&:
R&2:KN(w(R&1)2x+3). On steps t0+6, ..., t0+w(R&1)2x
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so they successfully send their last messages by step t0+
w(R&1)2x+6. Therefore, if Qi, j decides to send on step
Dt0+w(R&1)2x+7 it succeeds. Furthermore, every queue
Qi", j" other than Q i, j only decides to send on step t with
si", j", tR2:.
7. If Qi $, j $ is a short clear solid candidate and there is
no other solid candidate, then there are many cases. In each
case, we will say that a queue other-conflicts with Qi, j if it
conflicts wish Qi, j but not with queue Qi $, j $ . The cases
follow:
7a. No blocking queue other-conflicts with Qi, j . We
split this case up as follows.
7a1. No working queue other-conflicts with Qi, j . In
this case, we are in Case 3. Consider the run of the chain for
steps t0 , ..., t0+3 that we described earlier. Suppose that on
steps t0+4, ..., t0+w(R&1)2x+7 no messages arrive.
Suppose that on step t0+4, every working queue that
client-conflicts with Qi $, j $ decides to send. On step t0+5,
Qi $, j $ decides to send and every working queue that server-
conflicts with Qi $, j $ decides to send. For t in the range
[t0+6, ..., t0+w(R&1)2x+6], Qi $, j $ decides to send on
step t if qi, j $, t>0. On step t0+w(R&1)2x+7, Q i, j decides
to send if qi, j, t0+w(R&1)2x+7>0. Every other queue only
sends if it is forced. The probability of this event is at least
(1&*)K(w(R&1)2x+7) (8)&KN4
_(bi, j, t0+w(R&1)2x+7)
&: R&2:KN(w(R&1)2x+3).
On steps t0+6, ..., t0+w(R&1)2x+7 nothing that con-
flicts with Qi $, j $ decides to send, so it successfully sends its
last messages by step t0+w(R&1)2x+6. Therefore, if Qi, j
decides to send on step t0+w(R&1)2x+7 it succeeds.
Furthermore, every queue Qi", j" other than Qi, j only
decides to send on step t with si", j", tR2:.
7a2. There is a working queue that other-conflicts
with Qi, j . Every working queue that other-conflicts with
Qi, j client-conflicts with another potentially working queue.
In this case, we are in Case 3. The proof is the same as that
of Case 7a1 except that on step t0+4 every working queue
Qi", j" that other-conflicts with Q i, j decides to send, and
every potentially working queue that client-conflicts with
Qi", j" decides to send.
7a3. There are two working queues, Qi", j and Qi $$$, j
that other-conflict (and in particular, server-conflict) with
Qi, j . Neither of them client-conflicts with a forcing queue.
In this case we are in Case 3. The proof is the same as that
of Case 7a1 except that on step t0+4 every working queue
that other-conflicts with Qi, j decides to send.
7a4. There is a working queue Qi", j that other-con-
flicts (and in particular, server-conflicts) with Qi, j and does
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other working queue that other-conflicts with Qi, j client-
conflicts with a forcing queue. In this case we are in Case 2.Note that bi", j, t0+4Z (otherwise Qi", j would be block-
ing). Consider the run of the chain for steps t0 , ..., t0+3 that
we described earlier. Suppose that on step t0+4 no
messages arrive and Qi", j decides to send. No other queue
decides to send unless it is forced. The probability of this
event is at least (1&*)K5 8&KN4 (bi, j, t0+5)
&: 2&KN. Qi", j
succeeds on step t0+5 and every other queue Qi $$$, j $$$ decides
to send on step t (for t # [t0 , ..., t0+4]) only if si $$$, j $$$, t8.
7a5. If there is a working queue Qi, j" that other-
conflicts (and in particular, client-conflicts) with Qi, j and
does not client-conflict with a potentially working queue
but server-conflicts with a forcing queue then we are in
Case 3. The proof is the same as that of Case 7a1 except that
on step t0+4, Qi, j" decides to send and nothing that client-
conflicts with the forcing queue decides to send.
7a6. If there is a working queue Qi, j" that other-
conflicts (and in particular, client-conflicts) with Qi, j and
does not client-conflict with a potentially working queue
and does not server-conflict with a forcing queue then we
are in Case 2. The proof similar to that of Case 7a4.
7b. There is a blocking queue which other-conflicts
with Qi, j . We split this case up as follows:
7b1. There are two blocking queues, Qi, j $ and Qi, j"
that other-conflict (and in particular, client-conflict) with
Qi, j . In this case, we are in Case 3. The proof is the same as
that of Case 7a1 except that on steps t0+4, ..., t0+
w(R&1)2x+6, Qi, j $ and Qi, j" decide to send, colliding
with each other and with any other queues that send that
other-conflict with Qi, j . On step t0+w(R&1)2x+6, every
queue that other-conflicts with Qi, j and is almost forced
decides to send.
7b2. There are two blocking queues, Qi $, j and Qi", j ,
that other-conflict (and in particular, server-conflict) with
Qi, j . There is no blocking queue that client-conflicts with
either of these queues. In this case, we are in Case 3. The
proof is the same as that of Case 7a1 except that, if there is
a working queue that client-conflicts with Qi $, j then it sends
on step t0+4 and Qi $, j sends on step t0+4. Otherwise, Qi $, j
does not send on step t0+4. Similarly, if there is a working
queue that client-conflicts with Qi", j then it sends on step
t0+4 and Qi", j sends on step t0+4. Otherwise, Qi", j does not
send on step t0+4. On steps t0+5, ..., t0+w(R&1)2x+6,
Qi, j $ and Qi, j" decide to send, colliding with each other and
with any other queues that decide to send that other-conflict
with Qi, j . On step t0+w(R&1)2x+6, every queue that
other-conflicts with Qi, j and is almost forced decides to
send.
7b3. There is a blocking queue Qi $, j which other-
conflicts (and in particular, server-conflicts) with Qi, j and
MACKENZIEthere is a blocking queue Qi $, j $ . In this case, we are in Case 3.
The proof is the same as that of Case 7a1 except that on steps
t0+4, ..., t0+w(R&1)2x+5, Qi $, j and Qi $, j $ decide to
Osend. On step t0+w(R&1)2x+5 any queue Qi $, j" which is
almost forced decides to send. On step t0+w(R&1)2x+6,
Qi $, j decides to send and any queue Qi", j which is almost
forced decides to send and no other queue Qi", j" decides to
send. On step t0+w(R&1)2x+7, Qi $, j $ decides to send.
7b4. There is a blocking queue Qi, j $ which other-
conflicts (and in particular, client-conflicts) with Qi, j . It
does not client-conflict with any other blocking queue. It
server-conflicts with the blocking queue Qi $, j $ . Q i $, j $ does
not client-conflict with any other blocking queue. In this
case, we are in Case 3. The proof is similar to the proof of
Case 7b2.
7b5. There is a blocking queue Qi, j $ which other-
conflicts (and in particular, client-conflicts) with Qi, j . It
does not client-conflict with any other blocking queue. It
server-conflicts with the blocking queue Qi $, j $ . Qi $, j $ client-
conflicts with blocking queue Qi $, j" . In this case, we are in
Case 3. The proof is the same as that of Case 7a1 except that
if there is a working queue that client-conflicts with Qi, j $
then it sends on step t0+4 and Q i, j $ sends on step t0+4.
Otherwise, Qi, j $ does not send on step t0+4. For even l in
the range 0lw(R&1)2x+2, Qi $, j $ and Qi $, j" both
send, and so does any queue Qi $, j $$$ which is almost forced.
For odd l in the range 0lw(R&1)2x+2, on step
t0+4+l, nothing that client-conflicts with Qi $, j $ sends.
Qi $, j $ and Qi, j $ both send.
7b6. There is a short blocking queue Qi $, j $ that
other-conflicts with Qi, j . Qi $, j $ does not conflict with any
blocking queues. In this case, we are in Case 3. The proof is
the same as the proof of Case 6, because queue Qi $, j $ can be
treated as a short clear solid candidate.
7b7. There is a long blocking queue Qi $, j $ that other-
conflicts with Qi, j . Qi $, j $ does not conflict with any blocking
queues. bi $, j $, t0+4Z. In this case we are in Case 2. The
proof is similar to that of Case 7a4.
7b8. There is a long blocking queue Qi $, j $ that other-
conflicts with Qi, j . Qi $, j $ does not conflict with any blocking
queues. bi $, j $, t0+4<Z. Qi $, j $ satisfies the following condi-
tions:
1. If Qi", j $ is a working queue then either
qi", j $, t0+4=1 and *i", j $1R
2, or there is a queue Qi", j"
which does not conflict with a blocking queue and has
si", j", t0+4=1 and
qi", j", t0+4min(R2, s i $, j $, t0+4&2, si", j $, t0+4&1).
2. If Qi $, j" is a working queue then either
qi $, j", t0+4=1 and *i $, j"1R
2, or there is a queue Qi", j"
which does not conflict with a blocking queue and has
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qi", j", t0+4min(R2, s i $, j $, t0+4&2, si $, j", t0+4&1).We conclude that Qi $, j $ is a delayed candidate. Note that if
there is a delayed candidate Qi $, j $ then we can make Qi $, j $ a
delayed control queue. If Qi", j $ is working and qi", j $, t0+4>1
or *i", j $, t0+4>1R
2 then there is a queue Qi", j" which does
not conflict with a blocking queue and has si", j", t0+4=1
and qi", j", t0+4min(R2, s i $, j $, t0+4&2, si", j $, t0+4&1). We
make Qi", j" a solid control queue if it is long, and a
temporary control queue otherwise. (Note that Qi", j" is
blocking, so it does not conflict with a candidate.) If Qi $, j"
is working and qi $, j", t0+4>1 or *i $, j", t0+4>1R
2 then there
is a queue Qi", j" which does not conflict with a block-
ing queue and has si", j", t0+4=1 and q i", j", t0+4
min(R2, si $, j $, t0+4&2, si $, j", t0+4&1). As before, we make
Qi", j" a solid control queue if it is long, and a temporary
control queue otherwise.
7b9. There is a long blocking queue Qi $, j $ that other-
conflicts with Qi, j . Qi $, j $ does not conflict with any blocking
queues. Qi", j $ is a working queue such that (qi", j $, t0+4>1 or
*i", j>1R2) and there is no forced queue Qi", j" . (Or,
similarly, Qi $, j" is a working queue such that (q i $, j", t0+4>1
or *i $, j">1R2) and there is no forced queue Qi", j" .) Then
we are in Case 3. The proof is the same as that of Case 7a1
except that on step t0+4, Qi", j $ decides to send and nothing
that conflicts with it decides to send. As of step t0+5, Qi", j $
is a blocking queue. Thus, we are in one of the cases
7b17b5. (As in Cases 7b2, 7b4, and 7b5, if there is a work-
ing queue that client-conflicts with Qi $, j $ then it sends on
step t0+4 (while Qi", j $ is succeeding) and Qi $, j $ sends on
step t0+4. Otherwise, Qi $, j $ does not send on step t0+4.
Now if there is a working queue that client-conflicts with
Qi", j $ then we start at step t0+4 of those cases. Otherwise,
we start at step t0+5.)
7b10. There is a long blocking queue Qi $, j $ that
other-conflicts with Qi, j . Qi $, j $ does not conflict with any
blocking queues. Qi", j $ is a working queue such that
(qi", j $, t0+4>1 or *i", j>1R
2) and Qi", j" has si", j", t0+4=1
but it conflicts with a blocking queue Q$. (Similarly, Qi $, j" is
a working queue such that (qi $, j", t0+4>1 or *i $, j">1R
2)
and Qi", j" has si", j", t0+4=1 but it conflicts with a blocking
queue Q$.) Then we are in Case 3. The proof is the same as
that of Case 7a1 except that on step t0+4, Q$ decides to
send (and collides with Qi", j"). On step t0+5, Qi", j $ decides
to send and nothing that conflicts with it decides to send. As
of step t0+6, Qi", j $ is a blocking queue. Thus, we are in one
of the cases 7b17b5 as in case 7b9.
7b11. There is a long blocking queue Qi $, j $ that
other-conflicts with Qi, j . Qi $, j $ does not conflict with
any blocking queues. For every working queue Qi", j $ such
that qi", j $, t0+4>1 or * i", j $>1R
2 (there is at least one
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collide with any blocking queue and has qi", j", t0+4<
min(R2, si $, j $, t0+4&2, si", j $, t0+4&1). (Similarly, for every
Dworking queue Qi $, j" such that qi $, j", t0+4>1 or *i $, j">1R
2
(there is at least one such Qi $, j"), there is a forced queue
Qi", j" that does not collide with any blocking queue and has
qi $, j", t0+4<min(R2, s i $, j $, t0+4&2, si $, j", t0+4&1).) Then
we are in Case 3. The proof is similar to that of Case 7a1
except that on step t0+4 all workers Q i $$$, j $ with qi $$$, j $, t0+4
=1 and *i $$$, j $1R2 decide to send. On every step all of the
forced queues that are described above decide to send and
every working queue that client-conflicts with one of the
forced queues and is almost forced decides to send. If one of
the forced queues, Qi", j" has a collision on a step, then, on
the next step, Q i", j $ decides to send and none of the queues
that conflict with Qi", j $ decides to send. Otherwise, one of
the forced queues, Qi", j" exhausts its queue and on the next
step Qi", j $ decides to send and none of the queues that con-
flict with Qi", j $ decides to send. Qi", j $ is then a blocking
queue and so we are in one of the cases 7b17b5 as in
Case 7b9.
If none of the big backoff counters put us into Case 2 or
Case 3, then the control queues that we identify by consider-
ing the above cases do not conflict and therefore we can
divide the queues into categories such that all of the Case 4
conditions are satisfied.
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