Abstract. Infinite products of matrices arise in many areas, such as the study of subdivision and interpolation schemes, Markov chains, and construction of wavelets of compact support. These products are used here to give sufficient conditions for the continuity and differentiability of a class of rectangular compactly supported nonseparable N -dimensional prewavelets or scaling functions. This paper considers the dilation equation
1. Introduction. Infinite products of matrices occur in a wide variety of fields. They may be used to study subdivision algorithms [2, 13, 14] , Markov chains [3] , lattice two-scale difference equations [8, 9] , and orthonormal bases of compactly supported wavelets [6] .
Our interest is in characterizing certain classes of smooth compactly supported N -dimensional prewavelets or scaling functions using infinite products of matrices. These functions are the solutions of the N -dimensional dilation equations
where φ : R N → R, C K ∈ R, K ∈ {0, . . . , m} N , and X ∈ R N . If the values of φ at integer points are known, then one can use (1.1) to get the values of φ at half integers and, by iterating the process, at all dyadic points (i.e., at Z N /2 ℓ for all nonnegative ℓ). Since any X can be approximated by a sequence of dyadic points, e.g., through its binary expansion, the continuity of φ will then provide the value of φ(X).
An efficient way to describe this process is to convert (1.1) to a matrix equation. Since the support of the solution is finite, the matrix will be finite too. Then, the iteration will take the form of multiplication by certain fixed matrices with entries in terms of C K . There is a one-to-one correspondence between the digits of the binary expansion of X and the matrices that appear in the product. As more digits of the binary expansion are taken into account, the length of the matrix product increases. Hence, we will take up the question of infinite products of matrices.
In section 2 of this paper, we study the one-dimensional case. Our main result in that section, Theorem 2.5, classifies a one-parameter class of C ℓ scaling functions for ℓ < m − 1. In section 3, we generalize our results to the N -dimensional case. In Theorem 3.3, we classify a (2 N − 1)-parameter family of C ℓ scaling functions in N dimensions.
2. One-dimensional scaling functions. In one dimension, the dilation equation may be written as φ(x) = c 0 φ(2x) + c 1 φ(2x − 1) + · · · + c m φ(2x − m), (2.1) where φ : R → R and c i , i = 0, . . . , m, are given real coefficients. The regularity properties of the solutions of dilation equations have been extensively studied. In particular, nontrivial L 1 solutions having compact support are characterized in [8] and shown to have their support in [0, m]. Moreover, it is shown that if φ is r times continuously differentiable, then r < m−1. The Hölder exponent and fractal structure of φ are determined in [4, 5, 9] . Continuous solutions are characterized in terms of the general and joint spectral radii of a family of matrices in [10] (see also [1, 11, 12, 15, 16] ).
The point of view in the next section of this paper is to identify certain smooth one-dimensional scaling functions which lead to the specification of certain smooth solutions in higher dimensions. Some higher-dimensional scaling functions can be formed by tensor products of lower-dimensional ones. Our solution is, different however, and cannot be reduced to a tensor product.
Our construction depends on results concerning infinite products of matrices. Given a pair of matrices, T 0 and T 1 , any infinite product (e.g., P = T 0 T 1 T 1 T 0 T 1 · · ·) is associated with a binary number (e.g., x = .01101 . . . ). We give sufficient conditions for (a) the convergence of such products; (b) the existence of a well-defined map that, given any x ∈ [0, 1], generates a product; and (c) the continuous dependence of the product on x. The sufficient conditions require that (I) the two matrices are simultaneously triangularizable by a similarity transformation, (II) the first diagonal elements of triangular matrices are 1 and the remaining elements are less than one in absolute value, and (III) the products of each matrix with the eigenvector of the other matrix (associated with eigenvalue 1) are linearly dependent. While considerably weaker conditions that guarantee the same results are known (see [10] ), our requirement of simultaneous triangularizability can be easily adapted to identify certain continuous prewavelets in higher dimensions. In particular, we will characterize a (2 N − 1)-parameter family of continuous (m + 1) N -coefficient scaling functions in N dimensions. Similar results are obtained for higher-order regularity.
2.1. Notation. Define the vector Φ and matrices T 0 and T 1 by 
where x 1 is the first digit in the binary expansion of x. In particular if we apply (2.3) to x = 0 = 0.00 . . ., x = 1 = 0.11 . . ., and x = 1/2 = 0.100 . . . = 0.011 . . ., respectively, then we get
Once Φ(0) or Φ(1) is known, one can calculate Φ at dyadics by repeated applications of (2.3). Now, suppose x ∈ [0, 1] and indicate its binary expansion by x = 0.x 1 x 2 · · · x q x q+1 · · ·. Denote byx q the residual after the qth digit,x q = 0.x q+1 x q+2 · · ·. Then, by repeated application of (2.3), we get
We define P q (T 0 , T 1 , x) = q ℓ=1 T x ℓ and P (T 0 , T 1 , x) = lim q→∞ P q (T 0 , T 1 , x) whenever the limit exists.
Dyadic numbers have two binary expansions, e.g., x = 1/2 = .100 . . . = .011 . . .. Therefore, in the definition of P q (T 0 , T 1 , x) a particular expansion of x should be specified a priori. The consistency of (2.3) at dyadics, i.e., (2.4b), remedies this nonuniqueness for the infinite products, and the value of P (T 0 , T 1 , x) is then determined independently of the choice of expansion for x. Further details are provided in Lemmas 2.4 and 2.5 below.
The matrices T 0 and T 1 have a very special structure. For example, the submatrices obtained by deleting the first row and column of T 0 are the same as the one obtained by deleting the last row and column of T 1 . Moreover, the columns of T 0 and T 1 contain all the c k 's with an even index or all the c k 's with an odd index. However, these special properties are not used before Lemma 2.7. For this reason, and to simplify the notation, we use matrices A and B in place of T 0 and T 1 , respectively.
2.2.
Conditions for convergence of P q . Some of the elementary necessary conditions for existence of P (A, B, x) are expressed in the following lemma.
Lemma 2.1. Let Q be a finite product of A's and B's and λ be an eigenvalue of Q. Then, P (A, B, x) exists for all 0 ≤ x ≤ 1 only if |λ| < 1 or λ = 1 and nondefective.
Proof. These conditions follow immediately from the Jordan normal form of the matrix under consideration. Here, we give a brief indication. If an eigenvalue |λ| > 1, then Q ν is exponentially unbounded as ν → ∞, and the corresponding product does not exist. If λ = 1 is defective (i.e., its geometric multiplicity is less than its algebraic multiplicity), then Q ν is polynomially unbounded. If |λ| = 1 but λ = 1, then Q ν does not have a limit.
We note that if all the eigenvalues of Q are less than 1 in absolute value, then P (A, B, x) will be zero on a dense set of values of x. (To see this, consider the set of numbers whose binary expansions end in an infinite repetition of the digit pattern associated with Q. These numbers form a dense set and P is zero on this set.) One of the simplest cases for controlling the eigenvalues of products of matrices is when the matrices are triangular. This prompts the following definition. Definition 2.2. A finite family of matrices {A} is said to be jointly tied (to 1) if the matrices are simultaneously lower triangularizable by a similarity transformation, their leading eigenvalue is 1, and the remaining eigenvalues are less than 1 in absolute value. Hence, there is an invertible matrix S such that for each A ∈ A we have
The following definition will be used to study the relationship between the two products associated with the two expansions of the dyadics. Theorem 2.4. Let A and B be jointly tied. Then, for a given binary expansion of x, P (A, B, x) exists. P is continuous at x if x is nondyadic. If A and B are jointly tied and consistent with respect to the joint eigenvalue 1, then P (A, B, x) is well defined and continuous for all x.
We establish this theorem by proving Lemmas 2.2 through 2.5. Lemma 2.5. Let U be an m × m lower triangular matrix with U 11 = 1, |U ii | < 1 for i > 1, and U ii = U jj for i = j. Then, lim ν→∞ U ν = U ∞ exists, and its nonzero entries are only on the first column. Moreover, U ν ij → 0 exponentially for j > 1.
Proof. The eigenvalues of U , {1, U 22 , . . . , U mm }, are distinct; hence, U is diagonalizable by a similarity transformation. We write U = S∆S −1 , where ∆ is diagonal, S and S −1 are lower triangular, and ∆ 11 = S 11 = S −1 11 = 1. Now,
. As S and S −1 are lower triangular, we get U ∞ i1 = S i1 , and the remaining elements of
∞ for j > 1 will occur even if U ii for i > 1 are not distinct. This is evident from the Jordan normal form of U . The convergence rate, however, could be slower. If the largest Jordan block associated with ǫ is of size q, then the elements of U ν i,j for j > 1 are at most of the order of
If U is triangular and for a fixed i and any j > i we have |U ii | > |U jj |, then, as ν → ∞, the ith column of (U/U ii ) ν converges to a finite vector and all subsequent columns tend to zero. Lemma 2.6. Let A and B be jointly tied. Then, for a given binary expansion of x,P = P (Ã,B, x) exists and the only nonzero entries ofP are in its first column. In particular,P 11 = 1.P , as a function of x, is uniformly bounded.
Proof. Let M = max i,j {|Ã ij |, |B ij |} and ǫ = max i>1 {|Ã ii |, |B ii |}. Choose δ and m − 1 distinct ǫ i 's such that ǫ < ǫ i < δ < 1 for i > 1. Define a lower triangular matrix U with U 11 = 1, U ii = ǫ i for i > 1, U ij = M for i > j, and U ij = 0 for j > i. The absolute values of entries ofÃ andB are dominated by those of U ; hence, |P q (Ã,B, x) ij | ≤ U q ij . Now, by Lemma 2.2, U q converges to a matrix whose nonzero elements are on its first column only. Therefore, lim q→∞ P q (Ã,B, x) ij = 0 for j > 1. Moreover, as q → ∞, P q (Ã,B, x) i1 appears as a series with exponentially decaying terms; hence, it converges. Specifically, denote P q (Ã,B, x) byP q , and writeP q −P 1 = q−1
, where I is identity,D =Ã if x ℓ+1 = 0, andD =B if x ℓ+1 = 1. Now, |(D − I) ij | < M + 1 and the exponential decay of U q ij for j > 1 implies (P ℓ ) ij = o(δ ℓ ) for j > 1. Using (D − I) 11 = 0 we get (P ℓ (D − I)) ij = o(δ ℓ ) for all i and j. Therefore,P q converges as q → ∞. We have (P q ) 11 = 1 for all q, and henceP 11 = 1. Note thatP (Ã,B, x) is uniformly bounded by U ∞ for all x. Define Z to be the first column ofP , Z i = P (Ã,B, x) i1 . Note thatP Z = Z and Z 1 = 1. Let W = SZ. From P = SP S −1 we get P ij = W i S −1 1j and P W = W ; i.e., W is the eigenvector of P associated with eigenvalue 1. (All other eigenvalues are zero and the null space is generated by columns 2 through m of S.) Lemma 2.7. Let A and B be jointly tied and consistent; then AB ∞ = BA ∞ . Proof. Since A and B are jointly tied, then, by Lemma 2.3, A ∞ and B ∞ exist. Moreover, similarity transformation preserves consistency, andÃ andB are also consistent. We have
∞ has only zeros on columns 2 through m, and the first column is just the eigenvector ofB whose first entry is 1. The same applies toÃ. We have (ÃB
, and, for j = 1, the cancellations occur due to consistency ofÃ andB.
Lemma 2.8. Let A and B be jointly tied and consistent; then P (A, B, x) is a continuous function of x.
Proof. We prove this first for the case when x is not dyadic and then for the case when x is dyadic. Only in the latter case do we use the consistency of A and B. The similarity transformation preserves continuity. Hence, it is sufficient to prove that P (Ã,B, x) is a continuous function of x. Case 1. Assume that x is not dyadic. Then, the binary expansion of x does not have a tail of zeros or a tail of ones. Hence, y → x implies that an increasing number of digits of y agree with those of x.
Suppose that y agrees with x on the first q digits; then
Now, for sufficiently large q, P q (Ã,B, x) has near zero entries in positions (i, j) for j > 1. Moreover, [P (Ã,B,x q ) − P (Ã,B,ȳ q )] has a zero entry in the (1, 1) position and the remaining entries are uniformly bounded. As a result, the right-hand side of (2.6a) approaches zero as q → ∞. Therefore, we have lim y→x P (Ã,B, y) = P (Ã,B, x) for x nondyadic. Case 2. Assume that x is dyadic. If y approaches x while agreeing with an increasing number of digits of x, then Case 1 applies. Otherwise let x = 0.x 1 x 2 · · · x q 1000 · · · and y = 0.x 1 x 2 · · · x q 01 · · · 1y q+ν+2 y q+ν+3 · · ·, where the ν digits y q+2 through y q+ν+1 are equal to 1. Note that y → x as ν → ∞, but only the first q digits of y and x agree. Now, we write
where
ν , except the first one, approach zero while P ′ 11 = 1 and P ′ stays uniformly bounded. Lemma 2.4 gives lim ν→∞BÃ
This concludes the proof of Theorem 2.1. A function f is said to have Hölder exponent (at least)
Based on this definition, we can obtain additional regularity information about P by combining (2.6a) and (2.6b).
Lemma 2.9.
Then the Hölder exponent of P is at least r = − log 2 (δ).
Proof. Consider 1 ≥ y > x ≥ 0; then the binary expansions of x and y will be x = 0.x 1 · · · x q 011 · · · 1x q+n+2 x q+n+3 · · · and y = 0.x 1 · · · x q 100 · · · 0y q+n+2 y q+n+3 · · ·, where the first q digits are identical and the digits in positions q+2 through q+n+1 are ones for x and zeros for y. Moreover x q+n+2 = y q+n+2 or x q+n+2 = 0 and y q+n+2 = 1. In the former case y − x ≥ 2 −(q+n+2) , and in the latter case
The absolute values of the (i, j) elements ofP (q) for j > 1 are bounded by C 1 δ q for some C 1 > 0. The (1, 1) entry of the bracket is zero, and all others are bounded by
Hence the Hölder exponent ofP (x), and therefore that of P (x), is at least r = − log 2 (δ).
We have identified sufficient conditions for P (A, B, x) to be well defined and continuous. Now we concentrate on the special matrices given by (2.2c). The following two lemmas make full use of the particular structure of T 0 and T 1 . They will be used to specialize the result of Theorem 2.1 to the solution of the dilation equation (2.1).
Lemma 2.10. Let G be the matrix obtained by removing the first row and column of T 0 or the last row and column of T 1 . Thus
Suppose that G has a right eigenvector V = (g 1 , g 2 , . . . , g m−1 ) associated with eigenvalue α; then T 0 has a right eigenvector V 0 = (0, g 1 , g 2 , . . . , g m−1 ) and T 1 has a right eigenvector V 1 = (g 1 , g 2 , . . . , g m−1 , 0), both with the same eigenvalue α and satisfying T 0 V 1 = T 1 V 0 . If α is simple, then T 0 and T 1 are consistent with respect to α. If k c 2k = k c 2k+1 = β, then G, T 0 , and T 1 each have a left eigenvector of the form (1, 1, . . . , 1) with the same eigenvalue β. Suppose that β is simple; then T 0 and T 1 are consistent with respect to the corresponding right eigenvectors and β.
Proof. This is immediate from the special structure of T 0 and T 1 . Definition 2.11. The coefficients c k are said to satisfy the unit column sum rule if
If c k satisfy the unit column sum rule and 1 is a simple eigenvalue, then T 0 and T 1 will be consistent with respect to 1. If, in addition, T 0 and T 1 are jointly tied, then our construction yields a continuous solution of (2.3) and the corresponding continuous solution of (2.1). (Notice that Φ(0) and Φ(1) are eigenvectors of T 0 and T 1 corresponding to eigenvalue 1. According to Lemma 2.7, they are shift continuous, i.e., Φ(1) i−1 = Φ(0) i for i > 1.) Now, we proceed to show that φ is properly normalized.
Lemma 2.12. Let φ be a continuous solution of (2.1), and assume
Moreover, if Γ = 1 and c k satisfy the unit column sum rule (2.7), then for any
Proof. The first sum rule (2.8) for c k 's is obtained by integrating (2.1). (We use the compactness of the support of φ and c k to simplify our formulas. Unless otherwise indicated, the integrals are over the entire reals and the summations are over the entire integers.) To establish (2.9) we form a Riemann sum for the integral and simplify the sum using (2.1).
Consider the dyadics points at a fixed level ℓ, i.e., the ones of form (2n + 1)/2 ℓ . We use these points to form a Riemann sum S ℓ to approximate φ. We have S ℓ = 2 1−ℓ n φ((2n + 1)/2 ℓ ). Now, we apply the recursion relation (2.1) to write φ((2n + 1)/2 ℓ ) in terms of the dyadics at level ℓ − 1. Assume ℓ > 1; then we have
Therefore, S ℓ = 1/2 k c k S ℓ−1 . Hence, if ℓ > 1 and c k = 2, then S ℓ = S ℓ−1 . However, if ℓ = 1, we get
Hence, S ℓ = S 1 = k c 2k n φ(2n + 1) + k c 2k+1 n φ(2n). Now, as ℓ → ∞, we have S ℓ → φ = 1, which proves (2.9). Moreover, if c k satisfy the unit column sum rule, then we get ℓ φ(ℓ) = 1. (One uses this result to normalize the eigenvectors of T 0 and T 1 corresponding to eigenvalue 1 in (2.4a). That is, j Φ(0) j = j Φ(1) j = 1.) Finally, we prove (2.10) and show that the integral of φ equals the sum of φ at any translate of the integers. Consider a vector
Hence, if we start with V = Φ(0) or V = Φ(1) and multiply on the left with T 0 's or T 1 's, then at any stage the resulting values of φ(x) at dyadics satisfy (2.10), and in the limit the same equation is satisfied at all points by continuity of φ.
Theorem 2.13. If T 0 and T 1 are jointly tied and their entries c k satisfy the unit column sum rule, then P (T 0 , T 1 , x) is well defined and continuous, the columns of P are identical, and a solution of (2.1) is given by φ(x + i − 1) = P (T 0 , T 1 , x) i,j for any j. Moreover, this φ is properly normalized, i.e., φdx = 1.
Proof. Since c k 's satisfy the unit column sum rule and 1 is a simple eigenvalue, then, by Lemma 2.7, T 0 and T 1 are consistent. The matrices are assumed to be jointly tied; therefore, by Lemma 2.5, P is well defined and continuous. Since c k 's satisfy the unit column sum rule, then, by the argument in the proof of (2.10), the sum of elements of any column of any product of T 0 's and T 1 's, e.g., P (T 0 , T 1 , x), is 1. Now, by the comments following Lemma 2.3, we have P ij = W i S −1 1j and 1 = i P ij = S −1 1j W i for any j. Hence, the elements of the first row of S −1 are equal, and we may assume S −1 1j = 1. Then, the columns of P and W are equal, and each represents φ through φ(x + i − 1) = P (T 0 , T 1 , x) i,j for any j. Using Lemma 2.8 we get φ = i φ(x + i − 1) = i P ij = 1. Hence, φ is properly normalized.
2.3. Infinite products of a finite family of matrices. Theorem 2.1 can be generalized to include the products of a finite family of matrices. Let R > 1 be an integer and r be a digit in base R, i.e., 0 ≤ r ≤ R − 1. Consider R matrices A 0 ,
A x ℓ and P (x) = lim q→∞ P q (x) whenever the limit exists. The family is called consistent if there are simple eigenvectors V 0 and V R−1 such that A 0 V 0 = V 0 , A R−1 V R−1 = V R−1 , and A r V R−1 = A r+1 V 0 for 0 ≤ r ≤ R − 2. Now, we have the following theorem.
Theorem 2.14. Let the family {A r } be jointly tied and consistent. Then, P (x) exists and is continuous.
Proof. This is similar to Theorem 2.1.
Analysis of three-term dilation equations.
In this section we give an example based on the case m = 2. We can achieve triangularization if c 1 = c 0 + c 2 , in which case for any a = b we have
We note that the triangularization is not unique. We set a = 0 and b = 1 to get
Now,T 0 andT 1 are the middle matrices on the right-hand side of previous equations.
Given an x it is easy to formP = P (T 0 ,T 1 , x). For c 1 = 1, 0 < c 0 < 1, and 0 < c 2 < 1, we haveP 11 = 1,P 12 =P 22 = 0. Define σ q = σ q (x) = q n=1 x n and σ 0 (x) = 0. Then, (P q+1 ) 21 = (P q ) 21 + x q+1 c 0 (P q ) 22 and (P q ) 22 = c 0 q−σq c 2 σq . Therefore,
Now, using our previous notation (following Lemma 2.3) we have
It is easy to verify that φ(x) is increasing on [0, 1] and decreasing on [1, 2].
2.5. Simultaneous triangularization. The main step in our analysis of the products of two matrices is to reduce them to a triangular form. Given A and B, we search forÃ,B, and S −1 such that S −1 A =ÃS −1 and S −1 B =BS −1 . This constitutes 2m
2 nonlinear algebraic equations. In the case of wavelets, one always enforces (2.7). Then, S −1 1j =Ã 11 =B 11 = 1. This reduces the number of equations to 2m
2 − 2m and the number of unknowns to 2m 2 − 2. (The eigenvalues of A and B are the elements on the diagonal ofÃ andB, but their positions are not known.) Therefore, there are 2m − 2 degrees of freedom in the triangularization (e.g., a and b in section 2.4). Despite the presence of degrees of freedom, simultaneous triangularization is rarely possible. (It is known that a family of matrices is simultaneously triangularizable iff the eigenvalues of any product of matrices are equal, in some order, to the products of eigenvalues of the same matrices.)
The triangularizer matrices which are useful for the construction of N -dimensional scaling functions are the ones which work for a class of matrices and have constant entries. For example, if m = 3, then T 0 and T 1 can be triangularized when c 0 + c 3 = 1 or 1/2. But if the sum is 1, then the triangularizer depends on c 0 and will not be suitable for higher-dimensional constructions considered in this paper. On the other hand when the sum is 1/2, then the triangularizer is constant. In the next section we focus on the latter case.
Analysis of (m + 1)-term dilation equations.
A class of matrices T 0 and T 1 for which constant triangularizers have been obtained are exactly those which satisfy certain sum rules used to enforce high regularity [9] . Here we require a particular subset of such rules, i.e., The coefficient matrix of (2.11) is a Vandermonde-type matrix with a nonzero determinant. Therefore, it is nonsingular. The unique solution is given by "binomial interpolation" between the endpoint values (see Note A.1),
For this particular choice of c k 's, an m × m triangularizer matrix S and its inverse S −1 are given by (see Note A.2.) By Theorem 2.1, we will have a continuous scaling function if the leading eigenvalue is one and the remaining eigenvalues are less than one in absolute value. Therefore, we will have a continuous scaling function if
and the remaining c k 's are determined by (2.12). We summarize this result in the following theorem. 
gives the normalized continuous solution of (2.1).
Analysis of smooth scaling functions.
If the inequalities in (2.15) are made stricter by a factor of 1/2 ℓ , then the degree of smoothness of φ increases by ℓ . This is expressed in the following theorem.
Theorem 2.16. If
for an integer 0 ≤ ℓ < m − 1 and
gives the normalized ℓ times continuously differentiable solution of (2.1).
Proof. This can be shown by considering the divided difference of φ:
If the limit of above expression, as h → 0, exists, then φ is ℓ times differentiable. We will use the matrix form of (2.16) and some of the results from Theorem A.1 (see Appendix A) to prove this theorem.
Consider the binary expansion of the numbers x + jh for 0 ≤ j ≤ ℓ. If x is not a dyadic, then, as h → 0, the number of common initial digits of the numbers x + jh will tend to infinity. To ensure the same for dyadic x, we use the expansion of x that ends in a tail of zeros if h > 0; however, if h < 0, then we use the expansion that ends in a tail of ones. Suppose that the binary expansions of x + jh's differ only on the k (possibly infinite) digits in the positions n + 1 through n + k. Then we may write x + jh = y + 2 −n w j + 2 −n−k z, where w j 's, for 0 ≤ j ≤ ℓ, are equidistant numbers, y represents the initial common digits, and z represents the ending common digits (if any). Here y, z, and w j 's are in the unit interval. Let = 2 n h, θ = w 0 , and definẽ D =D(k, ℓ, , θ), as in Theorem A.1, bỹ
Then the triangularization of the matrix form of (2.16) leads tõ
While the first ℓ columns of 2 nℓP n (x) grow unbounded as n → ∞, they are nullified by the first ℓ rows ofD, which are zero. The (ℓ + 1)-st column of 2 nℓP n (x) is finite, and its diagonal entry is 1. This column multiplies the first entry of the (ℓ + 1)-st row ofD, which is ℓ!. The remaining columns of 2 nℓP n (x) for j > ℓ + 1 and elements of D for i − j < ℓ are zero. Also notice thatP (z) 11 = 1 andP (z) ij = 0 for j > 1. As a result, all columns ofQ = lim n→∞Qn beyond the first one are zero. Moreover, the first column is simply the "normalized" form of the (ℓ + 1)-st column ofP (x), that is,
The existence of this limit follows from Remark 2.2.
To establish the continuity of the ℓth derivative, we note that the pair of eigenvectors ofT 0 andT 1 corresponding to the eigenvalue 1/2 ℓ are, by Lemma 2. 3. N -dimensional scaling functions. Higher-dimensional wavelets and scaling functions are important in analyzing multivariable cases. Rectangular wavelets can be constructed for R N in ways similar to the one-dimensional case [7, Chapter 10] . However, as the number of dimensions and coefficients increases, it becomes less practical to ascertain regularity properties of the general N -dimensional scaling functions and the corresponding wavelets.
Our aim in this section is to identify a class of smooth scaling functions by generalizing the results from section 2 to N dimensions. In order to abbreviate the formulas and compare quantities in N dimensions, we first introduce a few notations. Assume X = (X 1 , X 2 , . . . , X N ) and Y = (Y 1 , Y 2 , . . . , Y N ) are two N -tuples. We define reverse lexicographic order X ≺ Y to mean X N < Y N , or there is 1 ≤ n < N so that X n < Y n and X n ′ = Y n ′ , for n ′ > n. For the N -tuple I ∈ {1, . . . , m} N , we definê I = 1 + Φ J 1 ) is located in the final m × m matrix. In this manner we have N nested grids on each T D . We label these grids as level N (for the coarsest) through level 1 (for the finest). The value of D n determines the nth component of the index of C K . Inside each level-n grid element this component is fixed, and across the grid elements its values changes in a pattern similar to the indexing of the matrix for the one-dimensional problem, i.e., T Dn . The triangularization steps (see section 3.2 below) will utilize these grids. The statements and proofs of the one-dimensional case are easily generalized to the N -dimensional case by using these grids.
To generalize the iteration formula (2.3), first we define the following convention. We will show the qth digit of the nth component of X by X n,q . Then, X * ,q will indicate the vector of such digits. Similarly,X n,q andX * ,q will be used to indicate the residual after the qth digit. Now, any continuous solution of (1.1) with its support in [0, m] N satisfies Φ(X) = T X * ,1 Φ(2X − X * ,1 ) = T X * ,1 Φ(X * ,1 ), (3.2) and the repeated applications of (3.2) result in
We define P q ({T D }, X) = q ℓ=1 T X * ,ℓ , and P ({T D }, X) = lim q→∞ P q ({T D }, X) = whenever the limit exits.
Suppose X ∈ [0, 1] N and 1 ≤ n ≤ N , and define X⌉n (respectively, X⌋n) to be a vector which is same as X except that its nth component is 1 (respectively, 0). We define N , the requirement of shift continuity may also be limited to this set.)
The notion of consistency of matrices (as it appears in Definition 2.2 for base 2 and in Theorem 2.3 for bases larger than 2) can be generalized to higher dimensions in a componentwise fashion. For example, consider a set of matrices A D for D ∈ {0, 1} N . These matrices are called consistent if for any n, 1 ≤ n ≤ N , the pair A D⌋n , A D⌉n are consistent.
Theorem 3.1. Suppose that {A D } are jointly tied; then, for a given binary expansion of X, P ({A D }, X) exists. P is well defined and continuous at X if all components of X are nondyadic. If the matrices are consistent, then P is well defined and continuous at any X. P is Hölder continuous with exponent at least − log 2 (δ) if 1 > δ > |λ|, where λ is any nonleading eigenvalue of any A D .
Proof. The existence of P is proved in the same manner as in the one-dimensional case (Theorem 2.1). To prove continuity or obtain the Hölder exponent, we estimate |P (Y ) − P (X)| through the triangle inequality. Consider an N -cube with X and Y as two diagonally opposite corners. Define a set of points Z n , 1 ≤ n ≤ p = 2 N −2 + 2, which start at X, go through the vertices of the N -cube, and arrive at Y . We have
Each consecutive pair of vertices differ in only one coordinate, and hence, we may apply the estimates in Lemma 2.5 or 2.6 to each term of the sum. (The same estimates cannot be applied to P (Y )−P (X) directly because different components of X and Y may approach each other at different rates or some components may be dyadic while others are nondyadic.) The remaining steps in the proof are similar to the one-dimensional case.
Suppose that Ω is a sublist of (1, . . . , N ), i.e., Ω = (n 1 , n 2 , . . .) and 1 ≤ n 1 < n 2 < · · · ≤ N . We say K is even (odd) on Ω if K n1 , K n2 , . . . are even (odd) and the remaining components of K are odd (even). Now the sum rule (2.7) can be generalized as follows. Definition 3.2. We say the coefficients C K satisfy the unit column sum rule if
Notice that if C K 's satisfy this property, then the column sum for any column of any T D is 1. In that case, all matrices have a left eigenvector of the form (1, 1, . . . , 1) . As in the one-dimensional case, there is a matrix G, obtained by eliminating certain rows and columns of the matrices, which has a similar left eigenvector. To obtain G, we start from any T D and for each n eliminate the first (respectively, the last) row and column of each of the level-n grid elements if D n is zero (respectively, one). We are looking for the unique normalized continuous solution of (1.1) with support in [0, m] N . According to (3.2) such a solution will satisfy certain simple and important properties (similar to (2.4)) as follows:
and in general for any X ∈ [0, 1]
Other properties of these solutions (similar to the "sum rules" in Lemma 2.8) are expressed as follows. Lemma 3.3. Let φ be a continuous solution of (1.1), and assume Γ = φ(X)dX = 0. Then
Moreover, if C K 's satisfy the unit column sum rule and Γ = 1, then for all X we have
Proof. This is identical to the proof for the one-dimensional case. The integration of (1.1) gives (3.6). A Riemann sum approximation to the integral provides (3.7) and its special case (3.8). Proof. The proof is identical to the proof for the one-dimensional case, Theorem 2.2.
Analysis of 3
2 -term dilation equations. In this section, we give an example based on m = 2 and N = 2. We have Φ(
t and
We can triangularize these matrices in two steps if
Let I n denote an n × n identity matrix, and define
Then, any of matrices T D , D ∈ {0, 1} 2 , can be triangularized bỹ
The four eigenvalues of each of the four matrices may be given in terms of the "corner" C K 's as (C 00 + C 20 + C 22 + C 02 , C 00 + C 02 , C 00 + C 20 , C 00 ), (C 00 + C 20 + C 22 + C 02 , C 00 + C 02 , C 02 + C 22 , C 02 ), (C 00 + C 20 + C 22 + C 02 , C 22 + C 20 , C 00 + C 20 , C 20 ), (C 00 + C 20 + C 22 + C 02 , C 22 + C 20 , C 02 + C 22 , C 22 ).
Notice that sums of C K 's on every corner, corners of every side, and corners of the entire square show up as eigenvalues. For convergence of the products of T D 's, we need the leading eigenvalue to be 1 and the remaining eigenvalues to be less than 1 in absolute value. The result can be displayed in terms of a three-parameter space, say, (C 00 , C 02 , C 20 ). Therefore, we require C 22 = 1 − C 00 − C 02 − C 20 and −1 < C 00 < 1, −1 < C 02 < 1, −1 < C 20 < 1, 0 < C 00 + C 02 < 1, 0 < C 00 + C 20 < 1, 0 < C 00 + C 02 + C 20 < 2.
The remaining C K 's are then determined by (3.9) . Notice that this solution has three degrees of freedom and can change its sign on [0, 2] 2 , while a tensor product solution φ(x, y) = φ 1 (x)φ 2 (y), where φ 1 and φ 2 satisfy
has only two degrees of freedom, i.e., 0 < α, β < 1, and a fixed sign.
Analysis of (m + 1)
N -term dilation equations. In this section, we consider the dilation equations for a given m and N , with coefficients that satisfy (2.11) along every coordinate direction. In this case the coefficients, C K , are given by binomial interpolation of their values on the corners of the N -cube, that is, C mD 's. Applying (2.12) repeatedly along all coordinate directions gives
Now, all 2 N corresponding T D 's can be triangularized by a set of matrices built from S given by (2.13). These matrices are constructed as follows: given an n, 1 ≤ n ≤ N , first replace every entry S ij of S with a diagonal matrix S ij I m n . This will produce an m n+1 × m n+1 intermediate matrix. Then, use m N −n−1 copies of the intermediate matrix to create S n , a block diagonal matrix of size m N × m N . Now, we have simultaneous triangularization bỹ
Here, at each stage n, n = N, . . . , 1, the effect of S n and S n −1 is to triangularize the current level-n grid elements. The formation of the resulting diagonal blocks is similar to the one-dimensional formula (2.14). The entries that act as c 0 and c m are a pair of blocks, within each grid's m × m subdivision, in the positions (1, 1 + D n ) and (m, m + D n − 1). We call these the polar blocks. At the end of each stage of triangularization the polar blocks and their sum, scaled by factors 1, . . . , 2 m−2 , appear on the diagonal. The first entry of T D is C D , and the corresponding indices of C K 's in each pair of polar blocks differ in only one component. As a result, the final summation of C K 's occur on the corners of the faces of the N -cube. If the face is n-dimensional, then the sum will appear with scale factors of up to 2 (m−2)n . To formally describe the eigenvalues of T D 's, i.e., the diagonal elements ofT D 's, we need to construct sums of C K 's on the corners of every n-dimensional face of the N -cube, {0, m} N . Let θ be a sublist of (1, . . . , N ), θ = (θ 1 , θ 2 , . . . , θ n ), 1 ≤ θ 1 < θ 2 < · · · < θ n ≤ N , and assume that θ ′ is its complimentary list, θ ∪ θ ′ = {1, . . . , N }. (If θ is empty, then n = 0.) Now, let D θ = (D θ1 , D θ2 , . . . , D θn ) be a free element of {0, 1} n , and assume that the remaining elements of D form a fixed element of {0, 1} N −n , say, D θ ′ = Υ. Then, for every Υ there are diagonal entries (with various multiplicities) of
Hence, for the convergence of the matrix products to a continuous function, we require
which restricts the sum of C K 's on all corners of the N -cube. Similarly, for every n-dimensional (n < N ) face of the cube, described by an Υ, we require
Now, (3.10)-(3.12) characterize a class of C K 's which produce continuous scaling functions. As As in the case of the one-dimensional scaling functions, one can increase the degree of smoothness of φ by ℓ if the inequalities (3.12) are made stricter by a factor of 1/2 ℓ . We summarize our results in the following theorem. Theorem 3.5. If the sum of C K 's on the corners of the N -cube satisfies
and for every n-dimensional (n < N ) face of the N -cube we have
and all other C K 's are given by binomial interpolation of their values at the corners of the N -cube,
then the solution of (1.1) is ℓ times continuously differentiable. If ℓ is allowed to be a real number, then the [ℓ]th derivative of φ is Hölder continuous with exponent at least
Proof. If ℓ = 0, then we establish continuity by using Theorem 3.2. For ℓ > 0 we investigate existence, continuity, and the Hölder exponent of the required derivative of φ by considering the related partial derivatives. The treatment is analogous to the one-dimensional case, and it uses the generalization of Theorem A.1 to N dimensions.
Examples of 4
2 -term scaling functions. In this section we give some pictorial examples of the scaling functions obtained by applying (3.10)-(3.12) to the case of m = 3 and N = 2. We require The remaining C K 's are given by (3.10), which in two dimensions reads
In our example, m = 3, (i, j) ∈ {0, 1, 2, 3} 2 , and the support of φ is [0, 3] 2 . For a given set of coefficients, C K , the supremum of all possible real values of ℓ will be shown by ℓ c , the critical exponent. Then, for any ℓ < ℓ c , the [ℓ]th derivative of φ is Hölder continuous with exponent (at least) ℓ − [ℓ].
If we choose C 00 = C 03 = C 30 = C 33 = 1/16, then we get the two-dimensional spline in Figure 1 . This function fails to have continuous second derivatives at points in its support where one of the coordinates is an integer. The maximum integer value that we can use for ℓ in Theorem 3.3 is 1. Therefore, this function is C 1 . The critical exponent is ℓ c = 2.
If we choose C 00 = −0.075, C 03 = C 30 = 0.1, and C 33 = 0.125, then we get the graph in Figure 2 . The maximum value that we can use for ℓ in Theorem 3.3 is 1. Therefore, this function is C 1 , despite appearances. The critical exponent is ℓ c = − log 2 0.45 = 1.152 . . ..
If we choose C 00 = −0.5, C 03 = C 30 = 0.625, and C 33 = −0.5, then we get the graph in Figure 3 . The maximum value that we can use for ℓ in Theorem 3.3 is 0. Therefore this function is only continuous. The critical exponent is ℓ c = − log 2 0.625 = 0.678 . . .. Proof. We prove the theorem forT 1 andT 0 . The general case is similar and can be shown by induction on ℓ. The proof rests on simple divided difference properties of polynomials. We establish that S −1 T 0 S and S −1 T 1 S are lower triangular, with diagonal entries given by (2.14) . Define the matrices M a for a = 0 A brief outline of the proof of (A.8) is as follows. First, we notice that for each fixed i the elements of row i of S −1 are the values of a polynomial of order i − 1 in j. Then we will show that the same is true of S −1 M a (except that when a = 0, the last row is a polynomial of order m − 2, and when a = 2, the last row is zero). Next we observe that for each j the elements of the column j of S are proportional to the coefficients of the divided difference scheme of order j − 1. Therefore, when j > i, the product of row i of S −1 M a and column j of S is zero; hence, (A.8) follows. Now we show that row i of S −1 M a is a polynomial of degree at most i − 1. For a fixed i let s(j) = S −1 ij . Obviously s is polynomial of degree i − 1. Define g and h in
