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The security system designed for Internet of Things IOT should be able to detect and prevent 
both internal and external attacks. It should be noted that not all connected devices have 
enough computational power. That means tasks like encrypting data are going to be 
impossible and any type of security must be lightweight. The privacy of the information on 
IOT needs a reliable security system that prevents unauthorized access to private data on the 
network. Cryptographic mechanisms must be smaller and faster but with no reduction in 
security level.  
In this work, a new security system for voice over wireless networks is being developed and 
tested. New encryption algorithms have been developed to meet the Quality of Service QoS 
requirements of voice traffic and to be suitable for wireless devices. The goal of the research 
is to reduce the execution time and Energy consumption of the encryption process and at the 
same time at least maintain or increase its security level. The proposed scheme uses similar 
methods used in Advanced Encryption Standard algorithm AES, with some changes and 
enhancements considering the limitations of the wireless device. The new technique 
introduces triple key usage in this algorithm, making it difficult to break and is more secure. 
A range of simulation scenarios are setup; testing data is analyzed to test delay, energy, and 
security.  
The test results show significant improvements in new design metrics. Also, the comparison 
between the new algorithms and the standard one shows a significant amount of time and 
energy consumption reduction being achieved (approximately 30% - 35%), with a high-level 
of complexity. The results provide and validate a framework for the implementation of 
security methods.  
The proposed algorithm is more suitable for wireless devices with limited resources, and it 
achieves a considerable trade-off solution (balance) between security and QoS, thus it 
exhibits its applicability for any wireless networks where the resources are limited. 
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1 Chapter One: Introduction  
 
1.1 Introduction:  
    Security and Cryptography are the two aspects to protect communication and data. The 
security implements the protocols that govern what goes where, when and how, while 
cryptography provides the methods of applying such security. According to (Morgan, 2017) 
the cost of cybersecurity reached $84 bn in 2015, and it would expect to reach $170 bn in 
2020. Therefore, most of the businesses are giving huge attention to security concerns.  
The wireless network is a set of wireless nodes that connect with wireless links and are not 
connected by cables of any kind. The use of a wireless network enables enterprises to avoid 
the costly process of introducing cables into buildings between different equipment locations 
(Sharma , et al., 2017). However, the security of information over wireless networks is 
vulnerable to different kind of attacks, because of the nature of this network and any node can 
join or leave wirelessly. Cybercrime is increasingly growing and existing practical models to 
tackle cybercrime are ineffective in stopping the increase in cybercrime (Jahankhani, et al., 
2014).  
 
Fig. 1-1 Security Spending (Gartner, 2017) 
 
The main factor of security is confidentiality, which can be achieved by encryption. 
Encryption algorithms have been used in many applications and protocols. They have been 
used to encrypt data transferred into the network and could be used to encrypt the IP address 
as well (Hazzaa, et al., 2018). The routing information and request-response packets between 
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wireless nodes could also be encrypted. These features have made the encryption essential for 
security. However current cryptography algorithms are not suited wireless environment 
because of nodes limitation such as time and Energy consumption. This research will suggest 
a new encryption scheme to be suited to these networks.      
     This thesis is different from pure cryptography thesis, which would focus on the 
mathematical computational operations. This thesis instead discusses wireless network 
security and how the cryptography operations related to their function. It also explains the 
network limitation and the cost of the implementation of current cryptography schemes. 
In this thesis, the aim is to find an efficient security system for encrypting the voice and 
multimedia information data without expensive cost such as, delay, throughput and the power 
consumption. In addition to propose a lightweight encryption algorithm with the same level 
of security compared with the standard algorithm. For this purpose, many experiments will be 
required to determine QoS in a wireless network and to test the effect encryption has on QoS 
parameters. The impact of this work is significant because there is still a huge threat to the 
privacy of individuals and at the same time the cost is still high. Therefore, best trade-off 
solutions are highly required for the wireless environment. This study will reduce the cost of 
the security without affecting security level.   
1.1.1 Brief Overview for Wireless Networks 
     Wireless networks are key enablers of next-generation communications. These networks 
can be designed and reconfigured dynamically and they can be mobile, standalone or 
internetworked with other networks (Thomas & Robertazzi, 2017). Wireless networks are 
very important in the IoT environment and are deployable. For instance, Mobile Ad-hoc 
Networks are established by a group of autonomous nodes that link with each other by 
creating a multi-hop radio network and maintain connectivity in an infrastructure less 
manner. They allow data, voice and video communications over a wireless channel (Panwara, 
et al., 2016). The key role of WMANET is to facilitate wireless and mobile communication 
service without having a previously set up infrastructure and without using the expensive 
service provider network, it makes the service available anywhere, any time.  
Voice and multimedia are very important in wireless networks and play crucial role in 
allowing people to communicate, like a battlefield and emergency operations, so it’s 
important to secure this traffic in such networks. 
19 
 
1.1.2 Brief Overview for the Security and Cryptography 
     Security of the connections between devices and networks is crucial. The important 
challenges for supporting multimedia applications in the Ad hoc network are the security 
issues (Hazzaa, et al., 2018). Unfortunately, conventional multimedia traffic management 
algorithms, developed mainly to guarantee less delay while usually neglecting security 
requirements. According to (Stallings, 2017; Zhou, 2010; Zhao, et al., Jan. 2009) applications 
and users can be a source of security threats. (Liang & Chao, 2011) claim that it is very 
important to adopt a security strategy to protect critical voice and multimedia applications. 
Many previous researchers (Nagendra & Sekhar, 2014; Ali, et al., 2014; Binod & Hyuk, 
2010) adopted security algorithms that were weak enough to deal with the constraints of the 
quality of service (QoS) in a way to make the delay within limits. Also, using multiple keys 
for encryption and decryption will make the probability of breaking the encrypted data is very 
difficult because even though if the first key has been known by a hacker, the probability of 
knowing the other key is very rare. In this research, it is very important to consider QoS 
metrics that are not going to be affected by the designed security system.   
Cryptographic algorithms run on several kinds of networks and computing devices with 
different security features (KIZHVATOV, 2011). They include Enterprise servers and 
personal computers; also there are numerous embedded devices such as electronic keys, 
radiofrequency identification (RFID) tags, smart cards, mobile smartphones, and wireless 
access routers. Real examples of embedded devices along with their secure applications: 
• Bank card with integrated chip, used to pay in a shop or to withdraw cash from an ATM; 
• E-passport with an integral contactless chip; 
• SIM cards that enable access to the cellular network and provides privacy of voice and data 
sent over the air; 
• A Smart meter that records consumption of electric energy in houses and sends the results to 
the central energy office (KIZHVATOV, 2011). 
In addition to the previous usage of security involvement, there are other areas that are 
important for security implementation such as industry and manufacturing. For instance, 
current manufacturing technology relies on big data and information technology (Khan, et al., 
2017). Furthermore, the authors in (Butt, et al., 2018) state that there is a big relation between 
the technology and industry, so it is essential to enforce some security restrictions to 
safeguard the processing data. 
20 
 
1.2 Gap in Knowledge 
   The main concerns in the security of the network are: “current encryption algorithms 
consume a lot of resources such as, time and energy which are limited in a wireless network” 
(Ahmad, et al., 2016).  The biggest challenge in a wireless network is how to get a good 
tradeoff solution between security and QoS (Bansod, et al., 2015). For instance, the real-time 
application is sensitive to the delay, and the energy of the battery is limited in the wireless 
device, but at the same time, the security of the information is urgently required as well, and 
nobody can give it up. So it is very important to balance these requirements.   
 
 
Fig. 1-2 Balance of Security and Energy 
 
Let us take this real-life example: Many people exchange voice messages through the Internet 
using their mobile devices, and most of them want these massages to be secret and nobody 
can listen to them. Yes, this is possible and can be done by encryption. For instance, the 
important (secret) voice msg in the WhatsApp can be encrypted by a strong cryptography 
algorithm like AES. But, if this msg is long, it will consume more mobile energy. And with 
many messages may consume all the battery and then switch the mobile device off.  
Another example: sometimes we need to secure the routing protocol in WMANET to prevent 
the routing attacks. And this can be done by encrypting the request-response messages 
between the nodes. However, this encryption may cause a bit of delay in this protocol and 
may affect the network function and their QoS, in addition, to consume more energy from the 
participated nodes. 
Here the gaps can be summarized as follow:  
 Modern multimedia communication tools must have high security, high availability and 
high quality of service (QoS) (Liang & Han, 2011). 
 Any security implementation will directly impact on QoS and power consumption 
(Amine, et al., 2018). 
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 Current encryption techniques are not suiting wireless real-time traffic in terms of delay, 
throughput and power consumption (Ahmad, et al., 2016), (Hamada & Rahman, 2016). 
And In the previous studies, there is no consideration for saving power by the wireless 
nodes during the encryption process. 
 In the substitution transformation function, using single typical S-box alone does not have 
enough cryptographic strength for Advanced Encryption Standard algorithm AES, and it 
is vulnerable to cryptanalysis attacks (Ali, et al., June 2014).  
 MixColumn function in AES algorithm account as the most expensive operation and 
consume a big amount of energy. So it is vital to create or modify a lightweight and low-
cost encryption algorithm to solve the attacks in the wireless network for better 
complexity and protection (Masoud, et al., Sep 2015). 
 The weakness of AES is that it works with a single key. For instance, a man in the middle 
attack can fraudulently capture the cryptography key and using it to reveal the encrypted 
data. Also, a brute force attack is still possible with several supercomputers. 
 There is a lack of convincing security analysis for currently proposed cryptography 
algorithms. 
The problems can be explained in details according to the literature: 
In a mobile ad hoc network, the new nodes can join the authentication process where each 
node can send a request to the nearest servers in the local neighbourhood region. However, 
this makes the network vulnerable to Sybil attack (Eissa , et al., 2011) or packet sniffing.  
 
Fig. 1-3 Security Threat (Kepner, et al., 2015) 
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Many security challenges could be found in such an IoT data processing system (fig 1-3): 
external denial of service, credential stealing, cross virtual machine (VM) side channels, data 
loss, insider threats, internal attacks, and supply chain attacks (Kepner, et al., 2015). These 
attacks threaten to damage the availability of the IoT handling system, compromise the 
confidentiality of the data, and disrupt the integrity of the original data.  
The encryption in the wireless environment is completely different from other environments. 
For instance, the encrypted data to be stored are don’t care about the processing time or 
Energy consumption, when the data to be sent need quickly processing and may need less 
power to be consumed if it is being sent from a wireless device.  
     The encryption and decryption process consumes a significant amount of computing 
resources such as CPU time, throughput, and battery power (Jiehong & Detchenkov, 2016; 
RAMESH & UMARANI, 2012). According to (Sahu & Kushwaha, 2014) who state that after 
encryptions of a 5 MB file using Triple-DES the remaining battery power is 45% and 
subsequent encryptions are not possible due to battery dies rapidly. Also, AES showed poor 
performance results compared to other algorithms since it requires more processing power. 
Regarding voice concern, the results of (Samad , et al., July 2017) show that although IPSec 
can add security, it can reduce the VoIP performance in terms of higher delay and higher 
CPU usage. For these reasons, it is crucial to balance these requirements and achieve the best 
tradeoff solution for them. 
1.3 Research Questions  
To investigate and address the gap in the knowledge problem, the main question is: 
“How can the security cost (delay, energy) be reduced without affecting the security 
level of cryptography implementation for voice over wireless devices?”       
This question leads to other sub-questions: 
 What is the strongest encryption algorithm and what is its cost? 
 Can the proposed encryption technique achieve an optimal trade-off solution between 
the security and performance compared with the standard AES? 
So, the answer to these questions will fill the gap in the knowledge and achieve the aim of 
this research, to propose a lightweight encryption algorithm with the same level of security 
compared with the standard algorithm. 
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1.4 Research Objectives: 
The research question and the issues highlighted in previous sections would be addressed in 
the following objectives to achieve the aim of this research: 
Objective #1 is a critical investigation into the wireless network traffic and standard 
cryptography algorithms.  
Objective #2 investigates and studies the network traffic and their requirements. Also, it 
experimentally investigates the AES encryption algorithm.  
Objective #3  Implementation of multi S-box encryption algorithm with a high level of 
complexity and at the same time keeping the execution time and power consumption at the 
same level. Moreover, address the fixed structure of SubByte transformation function, to 
increase the confusion in the cipher.   
Objective #4 to design, implement, and build a lightweight and low-Energy encryption 
algorithm for audio files considering the cryptosystem strength. To meet the wireless devices 
requirements (limitation)  
Objective #5 conceptual development of an innovative encryption algorithm with triple key 
and high level of complexity with effective execution costs such as time and energy 
consumption. Also, to Validate, Evaluate and Analyses the new security architecture in every 
step of the design to prove their strength.  
These objectives will be justified in the methodology chapter; also, they will be explained in 
details in each related chapter. 
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1.5 Knowledge gap filling Contributions 
    The goal of the research is to reduce the execution time and power consumption of the 
encryption process compared with the standard algorithm and at the same time at least to 
maintain or to increase its security level, to get high performance with high security. 
 
 
Fig. 1-4 Metrics Enhancement 
 
This goal has been achieved, and this research contributed to the knowledge by: 
Contribution #1  Study and Investigation of the security and encryption techniques for 
wireless environment. 
Contribution #2  Design, Implement and Analysis of cost effective Lightweight Encryption 
Algorithm for Audio files. 
Contribution #3  Propose a Novel Triple Key Encryption Algorithm (TKE) with high 
complexity and lightweight characteristics. 
The published works of these contributions are stated in fig. (1-4), in addition to the relate 
chapters and objectives. The figure illustrates the relation between the objectives and the 
chapters to achieve the contributions and the outcome publication for each contribution. 
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Fig. 1-5 Research Contributions 
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1.6 Thesis Structure  
 
Chapter 1- Introduction 
This chapter will introduce the field wireless network security and challenges that affect the 
privacy and information of users. This chapter presents the cryptosystem and their relation to 
data security in addition to its implementation cost. This chapter has included research 
questions, objectives, and knowledge gap filling contribution of the research. A brief 
description of each chapter in this thesis is included. 
 
Chapter 2- Literature Review  
This chapter gives a review for the literature and an overview of the background from more 
than 45 research papers that have been published in the area of Wireless networks security 
and cryptography. It explains the network types and their infrastructure and the topology and 
then explains their challenges and security concerns.  Furthermore, the real-time application 
and their requirements have been reviewed as well. The chapter has in detail explained the 
security requirements, implementation, and limitation in wireless environments in addition to 
the parameters measured. The gaps of knowledge that are highlighted by previous researchers 
are summarised and became the basis for the motivation and aims of this research. 
 
Chapter 3 – Research Methodology & Proposed Framework 
This chapter describes the approach that was taken for the proposed design and its elements. 
Justification of research method and rationale for the research approach are explained. The 
details of how the results tested and analysed are also included. Furthermore, the whole 
research framework is graphically illustrated in this chapter.    
 
Chapter 4 – Study and Investigation  
This chapter investigates and studies the network traffic and their requirements. Also, it 
experimentally investigates the AES encryption. The aim is to find the most sensitive traffic 
to the delay and quality of service metrics, also to determine what the strongest cryptography 
algorithm is. Many scenarios will be carried out in a wireless environment to test the different 
traffic type over the wireless network, and with a variable number of the nodes. 
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Chapter 5 – Multi S-box Encryption Algorithm  
This chapter is going to investigate and develop an encryption algorithm which aims to 
increase the complexity of encryption process making it difficult to breach and at the same 
time does not increase the execution time and power consumption. The base of the work is 
the AES algorithm functions. A SubByte function using multi S-box transformation 
technique has been suggested to increase the confusion and complexity of encryption 
algorithm and to make it ready for further enhancements in the following chapters. 
 
Chapter 6- Lightweight and Low-Energy Encryption Scheme 
            In this chapter lightweight and low energy encryption algorithm for voice over wireless 
networks is being developed and tested. The new encryption algorithm has to meet the QoS 
requirements of voice traffic and to be suitable for wireless devices. The aim of the chapter is 
to reduce the execution time and energy consumption of the encryption process compared 
with the standard algorithm (AES) and at the same time at least maintains or increases its 
security level. 
 
             Chapter 7 - A Novel Triple Key Encryption Algorithm (TKE) 
             This chapter will develop the algorithm that has already been proposed in chapter 5 and 6, to 
increase the security level by adding 3rd key function. The SubByte function proposed in 
chapter 5 and mixcol proposed in chapter 6, in addition, the 3rd key function will be all used 
to propose the novel encryption algorithm for high security and lightweight consumption. A 
huge performance and security analysis have been conducted in this chapter to demonstrate 
the effectiveness of the novel design. 
 
Chapter 8 – Conclusions and Future Research  
A summary of each chapter conclusions is presented in addition to the major achievements 
and detailed recommendations to the wireless network designers. A further research topic 
also explained and will be required to continue developing other cryptography schemes to 
meet the new developing in wireless network’s needs.  
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Fig. 1-6 Chapters Structure 
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2 Chapter Two: Background & Literature review 
 
2.1 Introduction 
     This chapter gives a review of the literature and an overview of the background for 
network security and cryptography. First, it will explain the network types and their 
infrastructure and the topology and then explain their challenges and security concerns. The 
limitation of network elements has also discussed in this chapter. Furthermore, the real-time 
application and their requirements have been reviewed as well. The chapter has in detail 
explained the security requirements, implementation, and limitation in wireless environments 
and the main parameters. The focus on cryptography in this chapter takes big attention 
because it is the main objective of this research. Also, the implementation of encryption 
algorithms in computer networks has discussed and their advantages. A quick overview of 
parallel computing has also been mentioned in this chapter. Finally, we discussed the related 
work at the end of this chapter. The advantages of this chapter will help to understand the 
main problems in the wireless network and the security concerns and voice traffic issues. It 
will help to diagnosis the gaps in the network security and to put the main research questions 
and to choose the main objectives to address these gaps. The following sections explain in 
details the chapter parts. 
2.2 Computer Networks 
     Computer/Internet network is a set of computers/nodes connected together for the purpose 
of sharing resources and data.  In computer networks, computing devices exchange data with 
each other using connections between nodes. The internet has been developed over the last 45 
years (Thomas & Robertazzi, 2017) 
2.2.1 Networks Types and Topology 
There are two types of network: 
 Wired Network: is a set of connected PCs through the wired link. Most of the wired 
networks use Ethernet cables to transfer information throughout the connected nodes. 
These networks may use the routers or switches to organize the network depending on 
the size of it (Cisco, 2016). 
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 Wireless Network: is a set of connected devices that are not connected by cables of 
any kind. These networks use the access points to get access to the network or use 
some wireless technologies such as ad hoc and Bluetooth (Zheng, et al., 2013). These 
networks usually are cost-effective and easy deployed.   
 
 Fig. 2-1 Network Types 
 
Also, there are two kinds of topology can connect the networks; that is, infrastructure and 
infrastructure-less network (Jahankhani, et al., 2017).  
 
2.2.1.1 Ad-Hoc Network 
    An ad-hoc network is an infrastructure-less network. It is a crucial enabler of next-
generation communications. Such networks can be formed and reconfigured dynamically and 
they can be mobile, standalone or internetworked with other networks (Panaousis, 2012), for 
instance, Mobile ad-hoc network (MANET) is the most important part of these networks. 
Mobile ad-hoc network (MANET) is a set of mobile devices that communicate with radio 
links. MANET network infrastructure is not defined and there is no centralized 
administration for controlling the other activities (Hazzaa & Yousef, 2017; Aarti & Tyagi, 
2013; Jahankhani, et al., 2017). Mobile ad-hoc network MANET is established by a set of 
independent devices/nodes that connect with each other by creating a multi-hop radio 
network and retain connectivity in an infrastructure less method. It allows data, voice and 
video communications over a wireless channel (Thomas, et al., 2010). The main role of 
MANETs is to assist wireless and mobile communication services without using the costly 
service provider network and without having a previously set up infrastructure.  
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Fig. 2-2 Ad Hoc Network 
  
Security is essential in wireless ad-hoc networks, and mobile ad-hoc networks (MANET) 
face a major problem in terms of their lack of central control. There are numerous internal 
and external sources of potential attacks on networks, requiring tailored protection for 
applications. For instance, Vehicular Ad-hoc Network (VANET) is used to wirelessly 
connect vehicles, utilizing mobile vehicles as nodes of communication to locate and detect 
movement among vehicles linked into the system. Data packets circulating in wireless 
networks such as VANET, where speed, optimized geographical coverage and streamlined 
data processing are overriding specification concerns, are generally validated without 
assessment of content accuracy or source quality. This renders such systems susceptible to 
erroneous and potentially malicious messages being disseminated (e.g. by spoofing), such as 
attacks to cause denial-of-service (DoS) (Sharma , et al., 2017). Consequently, there is an 
urgent imperative to increase the security of such networks. 
2.2.1.2 Wireless Sensor Networks 
    Nowadays, the world is rapidly moving toward the wireless environment. In 2020 most of 
the devices will connect wirelessly. And the most significant part of this technology is 
wireless sensor networks WSN. According to (Matin & Islam, Sep.2012), WSN can be 
defined as “ a self-configured and infrastructure-less wireless networks to monitor physical 
or environmental conditions, such as temperature, sound, vibration, pressure, motion or 
pollutants and to cooperatively pass their data through the network to a main location or sink 
where the data can be observed and analysed”.  
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Currently, many researchers are focusing on Real-time Wireless Multimedia Sensor 
Networks (WMSNs), Because it supports many application layer services to solve real-life 
concerns, such as health monitoring, transport management, weather forecasting, and safety 
& security investigation (Elhoseny & Hassanien, 2018; Ehsan & Hamdaoui, Jun 2012). A 
traditional WMSN contains a range of sensor nodes, including both simple and multimedia 
sensor nodes, and a Base Station (BS) as shown in Fig. (2-4)  
 
 
Fig. 2-3 Traditional wireless multimedia sensor network (Usman, et al., 2018) 
 
There are several advanced technologies such as the Internet of Things and IPv6 over Low 
power Wireless Personal Area Networks (6LowPAN) have enabled WMSNs to carry out the 
remote control and surveillance using the Internet (Usman, et al., 2018). Similar to MANET, 
wireless sensor network has huge concerns and limitation about security implementation. 
Also, the nature of this network and the node sizes are affecting the network function 
especially with real-time traffic like voice (more details of these issues will be explained in 
the next sections of this chapter). Extensive research is required to improve technology in this 
area, particularly given the importance of WSN applications (e.g. for monitoring in industrial, 
environmental, and military contexts) (Yick, et al., 2008). Solutions generally seek to devise 
novel services, algorithms, protocols, and designs to enable diverse applications. 
2.2.2 Real-Time Traffic in Network 
2.2.2.1  Basics of Audio Files  
    Audio technologies generally seek to convey (i.e. reproduce) sound patterns at a remote 
location, possibly at a later time (Thomas & Robertazzi, 2017; Watkinson, 2001). Sound 
33 
 
comprises physical vibrations and rapid fluctuations in pressure (i.e. multiple times per 
second), usually heard through the air. Pressure cycles affect the frequency received (i.e. 
heard), this frequency and amplitude are the main parameters of sound (Waggoner, 2010). 
Real sound waves comprise continuous analogue values, which can be of any frequency and 
amplitude (Waggoner, 2010); humans can optimally hear sounds in the frequency range 20-
22,000 Hz (Salomon, 2012). Prior to the digital recording of sound, discrete representation 
was required to store values of continuous signal amplitude in computers (Marina, 2009).  
2.2.2.2  Digital Audio  
     Analog and digital audio recorders have similar features, but the latter is distinguished by 
improved channel number, and sampling size and rate. In order to apprehend sound’s spatial 
characteristics, simultaneous recording in varying locations is necessary (Massa, 2000). 
    Various methods exist to convert sound from analogue to digital formats (Jahankhani, et 
al., 2017), including Pulse Code Modulation (PCM), whose use is prolific, using digital 
audio, as shown in Figure (2-5) The x-axis (time) is not represented as continuous, rather it is 
in stepwise or discrete form, with waveform being noted at regular points; the effectiveness 
of this longitudinal sampling technique is dependent on the frequency of sampling (sampling 
rate), Fs, which is generally predetermined and static (i.e. unresponsive to varying signal 
frequencies). Accuracy can be diminished by factors such as jitter in the sampling clock, and 
any error in the time base changes the moments when sound samples are recorded, and this 
effect is identifiable. Digital audio systems treat irregular time base by temporary memory 
storage of samples in a stable, known as time base correction, which totally eliminates errors 
(Watkinson, 2001)   
                                 
 Fig. 2-4 Pulse Code Modulation (PCM) (Watkinson, 2001) 
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Audio files that are known and played on a personal computer come in different formats 
which are usually associated with different file extensions such as (*.wav) format and 
(*.mp3) format (Balagurusamy, 2009).  
 
2.2.2.3 WAVE Audio Format  
    Waveform audio format, known as WAVE, is commonly used in Windows, which with 
most other operating systems supports audio files in native formats, in addition to video and 
image files. WAVE files are aggregates of data chunks, which begin with headers (descriptor 
chunk) and might include sub-chunks (Figure 2-6). Format chunks include specifications that 
determine the waveform, including bits per sample, byte rate, and sample rate. The size of 
sound data and raw data is indicated by the data chunk, and the potential future addition of 
novel chunk types may not be recognized by existing software, in which case such chunks are 
generally skipped during data processing (Massa, 2000).  
 
                 
 Fig. 2-5  WAVE file layout (Bhalshankar & Gulve, 2015)  
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2.2.2.4 Voice over Wireless Networks 
    The voice requirements in wireless networks are different from wired networks. In the 
wireless networks, we must carefully investigate and analyse the problems associated with 
this integration (Thomas & Robertazzi, 2017). A real-time application like the voice has a 
sensitive requirement in term of delay. For example, in phone call conversation, the voice 
should reach the destination quickly and efficiently. Any delay in the voice will affect the 
quality of the call. This problem will also be affected if apply security rules. Furthermore, this 
problem will become worst in the wireless network because of the nature of wireless 
networks. Many researchers gave good attention to real-time application in wireless 
networks. They tried to address some issues concerning security and delay. For instance, 
(Binod & Hyuk, 2010; Emmanouis & Christos 2012) suggested a secure model for 
autonomous networks like mobile ad hoc networks to create real-time communication in 
disaster rescue operations. Secure P2PSIP, intrusion detection, and secure routing methods 
are a vital part of any secure model. The design of these extensions helps to meet the 
requirements of a mission-critical MANET where rescuers should create links to 
communicate with each other by using lightweight devices such as PDAs. A novel security 
framework was designed by Liang and Han (2011) to enable different multimedia services in 
the IoT environment. Also, they presented a novel media-aware traffic security style based on 
the proposed traffic classification to enable various multimedia services supplying to 
customers anywhere at any time. Furthermore, they proposed the scheme basis and approach 
to performing a good trade-off between system flexibility and efficiency.  
However, some problems remain in cryptography and security schemes for real-time 
applications, including the security of voice in wireless networks while maintaining quality, 
given the heavy demand for high-quality data and the absolute necessity of high-speed 
communication in real voice applications So, the question is: how to secure the voice in 
wireless network without affecting their quality? As mentioned, the voice needs speed and 
security at the same time, and this should be addressed in this research. 
2.2.3 Power in Wireless Devices 
   The potential of wireless networks has been evident since the 1970s and in more recent 
years numerous specialty networks have emerged, including wireless personal area networks 
(WPANs), wireless local area network (WLANs), wireless metropolitan area networks 
(WMANs), and wide area networks (WWANs) (Abhijith, Srivastava, & Mishra, 2013). All 
wireless networks have high power loads, and each node requires efficient management, 
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which pertains to the field of “Green Computing”, although the main interest is in cutting 
power costs rather than reducing environmental impacts. In relation to cryptography and 
security in general, the addition of security processes adds an extra burden on the energy 
topography of the system. Empirical studies have demonstrated the high power cost of 
implementing encryption algorithms like AES, Bluefish, DES, and RC6 (Masoud, Jannoud, 
& Ahmad, Sep 2015).  
Consequently, the negative impact on power consumption inhibits the use of cryptographic 
algorithms in smartphone communication applications. Consequently, power consumption is 
a real and pertinent issue in encryption algorithms, which must consider such real-world 
consumer concerns in addition to pure cryptographic and security performance. There is 
clearly a need to provide effective security for wireless networks without increasing node 
power consumption inordinately. So, the question is: how to secure the data in a wireless 
network without affecting the power of the nodes? As mentioned, the wireless nodes need to 
keep their power as long as possible when implementing the security enforcement and this 
has been addressed in this research. 
2.2.4 Networks Security Challenges  
    The recent increase in wireless portable users and data usage (Thomas & Robertazzi, 2017) 
(Butt, et al., 2018), has added more load on networks. Real-time applications over wireless 
networks often suffer from jitter, delay, and packet loss. In future smart cities, there will be a 
solid placement of wireless sensor networks WSN ranging from reserving water to public 
safety. “These WSN and Things Internet (IoT) should be seamlessly integrated with future 5G 
networks. In cellular networks such as 3G, 4G, and LTE, mobile devices are served by Base 
Stations (BSs) which cover a large area (about 1-2 miles). Due to many practical deployment 
issues, some areas have good coverage while other areas may not. As a result, the wireless 
signal strength of a mobile device varies based on its location” (Hu & Cao, March 2017) 
said. IoT devices are an attractive attack target for cybercriminals. Internet of Things (IoT) 
devices frequently employs weak security actions, and their compromise could lead to safety 
threats and privacy breaches in the real world. Lately, some malware families were created to 
target vulnerable IoT devices (Albonda, Tapaswi, Yousef, & Cole, March 2017) (e.g., 
routers, IP cameras, and CCTV) and form botnets for DDoS. It is estimated that some IoT 
botnets comprise more than one million infected devices.  In October 2016, the botnet 
attacked the DNS service provider, taking down a large portion of websites in North 
America, including GitHub, Twitter, Netflix, and so on (Cheng, et al., 2017). Also, the 
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privacy of information, transferring into the network, is repeatedly threatened by hackers. For 
example, a man in the middle attack can reveal secure information by deceit the users of the 
network. 
 
Fig. 2-6 (purevpn, 2017) 
2.3 Cybersecurity 
    Cybersecurity is the processes and technologies designed to protect computers, networks, 
data and programs from unauthorized access, damage or attack (Cisco, 2018). According to 
the Telegraph in 2017, the cost of cyber-attacks which have spent by UK businesses reached 
$34 billion. Ensuring cybersecurity needs corresponding efforts throughout an information 
system. The main elements of cybersecurity include Applications security, Information 
security, Network security, Disaster recovery and End-user education (Jahankhani, et al., 
2017). The fig. below shows the global cyber security market size from 2014 to 2024. 
 
 
Fig. 2-7 Source (Market.Research, 2018) 
 
     According to (Rouse, 2014), “Application security is the usage of hardware, software, and 
technical methods to protect applications from external threats. Arrangements taken to 
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guarantee application security are sometimes called countermeasures”. The most common 
hardware countermeasure is a router that can prevent the IP address of an individual 
computer from being directly visible on the Internet (Bhaskar & Ahson, 2008). While the 
simplest countermeasure in terms of software is a firewall application to limit data handling 
or files execution by specified programs installed in the computer. Mainstream 
countermeasures also include biometric authentication, antivirus, and anti-spyware programs, 
conventional firewalls, and encryption/decryption programs. 
2.3.1 Security Principles 
   A brief review of the main requirements that all networks usually have to accomplish 
would be explained in this section. 
 
1. Confidentiality means that secret information should not read or revealed by others, 
except the authorized persons (Goodrich & Tamassia, 2011). So to achieve this principle, 
there are many tools could be used. These tools incorporate the following concepts: 
 Encryption: the changing of information in a way that cannot be easily read or 
understood. This can be happened by using some known algorithms with a secret 
key.  
 Access control: a set of rules that limit access to privet data. 
 Authentication: it means that the users or system should give its identity by using 
different methods, like a password or a smart card. 
 Authorization: the determination if a person or system is allowed access to the 
network, depends on access control rules. 
Confidentiality guarantees that message content is never revealed to WMANET entities 
that are not authorized to interpret it. Due to WMANETs' wireless links being easily 
susceptible to eavesdropping, confidentiality is very crucial for protecting the 
transmission of private information (Stallings, 2017). Especially, any leakage of data or 
control traffic (such as routing) information could be really harmful in certain 
circumstances such as emergency cases, where human life is in danger. Ransomware 
insertion is nowadays the most popular attacking vector because it denies the availability 
of critical files and systems until attackers receive the demanded ransom (Jaime , et al., 
2019). In this case, any malicious MANET node is likely to try revealing the confidential 
message content as the first step towards different kind of physical or network attacks. 
(Apietro , et al., 2014).  
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2. Integrity means that secret information should not be altered. And the malicious 
modification to the information which traveled in the network must be (quickly) detected. 
3. Availability The services provided by the network must be always available, despite any 
faulty of the system.   
4. Non-Repudiation assures that the sender of data could not deny having sent it or the 
receiver could not deny for received it. 
2.3.2  Threats and Attacks 
 Routing Attacks:  the routing signal is modified by unauthorized nodes and rerouted 
in an incorrect route in order to provide unauthorized data access to the attacker. Such 
attacks include breaking the neighbour, black hole, routing table poisoning, 
wormhole, and replay attacks. 
 Eavesdropping:   is a passive attack that could not be identified, because it has no 
effect on the process of the routing protocol (Goodrich & Tamassia, 2011). The aim 
of the attacker is to gain access to the data and try to break the encryption of the data. 
 
Fig. 2-8 Eavesdropping (SSL, 2015) 
 Denial of Service:  this attack aims to disrupt routing in order to prevent the network 
from functioning and providing normal service. The attacker sends a massive volume 
of simultaneous requests to overwhelm the server and hamper its response time by 
jamming its mechanisms, ideally halting the complete system.  
 Sybil Attack: is an attack against the wireless sensor networks where several frank 
identities with fake identities are used for getting an illegitimate entry into a network 
(Suriya & Rajamani, 2015). Basically, a Sybil attack means a node which pretends its 
identity to other participated nodes. 
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 Masquerading: During the neighbour acquisition process an attacker might act as 
another node, capturing messages and replaying or modifying them posing as a 
legitimate node. 
 Alteration: The attacks on integrity; when someone makes unauthorized changes to 
codes or data (Northcutt, 2018). 
2.3.3 Security Issues 
     This section gives an overview of security issues, particularly in wireless networks. 
Modern wireless networks, such as in 5G environments, comprise core networks based on IP, 
and include numerous service providers and wireless technologies, with the likelihood of 
mobile internet devices switching between different technologies and providers to maintain 
optimum QoS. Rapid vertical handover and network accessibility and openness render 
devices vulnerable in some respects, including availability, privacy, communication security, 
access control, and data confidentiality, in addition to IP-related weaknesses (Amine, et al., 
2018) Clearly 5G networks consequently raise numerous new privacy and security challenges 
(Panwara, et al., 2016). 
    Furthermore, in addition to dynamic vertical handover, 5G mobile devices are ubiquitously 
connected (i.e. they are permanently networked at all times) to ensure continuity of service 
and enable background updates and notifications. Obviously increased (i.e. permanent) 
connection offers the maximum window for malicious attacks like impersonation, 
eavesdropping, man-in-the-middle, denial of service, replay and repudiation attack (Ferrag , 
et al., 2017). “Maintaining a high level of QoS in terms of delay, when huge volume of data is 
transferred inside a 5G network, while keeping on the same time high security and privacy 
level, is critical in order to prevent malicious files from penetrating the system and 
propagating fast among mobile devices” (Amine, et al., 2018). Consequently, the challenge 
of maintaining QoS by minimizing delay while applying necessary security measures is 
increased in 5G, and it is incredibly difficult to provide rapid, high-quality communication 
with the requirement of zero latency (Basaras , et al., 2016). As mentioned, eavesdropping is 
the most dangerous attack because it reveals the information and breaks the confidentiality of 
the data and security. The best solution for this attack is encryption. However, the encryption 
should be lightweight and consider wireless environments limitations.  
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2.3.4 Applications of Encryption in Network Security  
     In addition to data encryption, there are many uses of cryptosystems in the network 
environment. This section explains some examples of network security and shows the 
importance of using encryption in Internet and network security and privacy. This section 
explains the issues involved in successfully incorporating IPsec encryption into VOIP 
services. According to National Institute of Standards and Technology (NIST, April 2004); 
Firewalls, gateways, and other such devices can help keep intruders from compromising a 
network, but firewalls are no defence against an internal hacker. They state that a need for 
another level of protection is required at the protocol stage to defend the data itself. In voice 
over Internet protocol VOIP, this can be carried out by encrypting the packets at the IP layer 
using IPsec. However, Cryptographic operation itself may cause an extreme amount of 
latency in the VOIP packet delivery. This leads to corruption of the voice quality, so once 
again there is a trade-off between voice quality and security, and a necessity for speed.   
2.3.4.1 IP Sec 
     The network protocol suite IPsec encrypts and authenticates data packets sent over a 
network. It is essential for data privacy. It deploys security services over the internet protocol 
to cryptographically protect communications in VPN tunnelling (Figure 2.9).  
 
 Fig. 2-9 IPsec (Techbast, 2016)  
Authentication Header (AH) and Encapsulating Security Payload (ESP) IPsec protocols 
confer source authentication, connectionless integrity, and anti-replay service (Blaze, et al., 
2001).   Encrypting the IP address of the origin prevents attacks on the packet (i.e. by 
hackers), and precludes them from determining the packet originality. However, IPsec has 
high latency, particularly for voice, with higher CPU usage in VoIP (Samad , et al., July 
2017). 
IPsec supports transport and tunnel delivery modes (Figure 2.10). Upper layer headers and 
payload (data) are encrypted in the IP packet in transport mode. Normal view is used for the 
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new IPsec header and the IP header, thus the interception of an IPsec data packet would 
indicate to attackers the target destination of the packet, enabling traffic analysis, but would 
not reveal the content. In tunnel mode, the whole IP datagram is encrypted and enclosed in a 
novel IP packet, with the encryption of the IP header and the payload; the only clear 
information is the new IP Header and the IPsec header for the encapsulating packet. Each 
“tunnel” is usually shown between router and gateway network components, or for mobile 
users, between a client and a router/gateway. 
 
 Fig. 2-10 Daniels Networking Blog 2017 
 
      VoIP data can be dynamically protected by IPsec encryption as it passes through the 
network, preventing deciphering of encrypted contents by intercepting attackers (e.g. if they 
override physical precautions for network security). Compared to traditional landlines, IPsec 
enables more secure VoIP communications, but despite its popularity, it incurs overheads 
(Kolahi, et al., July,2017), consequently, it increases delay and increases retransmission 
attempts, reducing throughput (Hamada & Rahman, 2016) However, despite incurring some 
delay, the IPsec protocol is successful in its main aim of increasing network security, and 
research attention is devoted to improving and adapting encryption algorithms rather than 
devising alternatives.  
2.3.4.2 SSL 
     “Secure Sockets Layer (SSL) SSL was a ubiquitous protocol before it was superseded by 
Transport Layer Security (TLS) in 1999 (Bahrak & Aref, July 2008), but the latter continues 
to be commonly referred to as ‘SSL’ by academics and industry practitioners 
(GLOBALSIGN, 2018). SSL provides safety to channels between devices over the internet or 
internal networks, such as between a web server and web browser, in which case ‘s’ for 
‘secure’ is suffixed to the website address ‘HTTP’ (i.e. ‘https’) (Amine, Maglaras, & Argy, 
2018).  
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2.3.4.3 VPN 
    Comprising the services and technologies used by VPN providers to provide fast and 
secure connections to VPN servers, VPN protocol includes transmission protocols and 
encryption standards. An example of private networks encryption is shown in Figure 2.11.  
 
Fig. 2-11 VPN 
There are many methods to mitigating security challenges. Data protections are mostly useful 
for preserving the secrecy of the information (Thomas & Robertazzi, 2017). Typical defences 
of this type include encrypting the links between users and the IoT processing system or 
between the data sources and the IoT treating organization or encrypting the information in 
the file system. 
 
 
Fig. 2-12 Methods of Data Security 
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To summarise, Cryptography is the mainstay of security solutions for networks, but 
developing more sophisticated techniques and algorithms, etc. require addressing the 
fundamental trade-off problem between QoS requirements for maximum speed and quality 
and minimal power consumption and the provision of security solutions that inevitably entail 
overheads in these dimensions. So, this should be considered in this research.  
2.4  Cryptography 
     Cryptography in the dictionary means secret writing, (Crypto: Secret, graph: writing). It is 
“The discipline which embodies principles, means, and methods for the transformation of 
data to hide its information content, prevent its undetected modification, prevent its 
unauthorized use or a combination thereof. Cryptography deals with the transformation of 
ordinary text (plaintext) into coded form (ciphertext) by encryption and transformation of 
ciphertext into plaintext by decryption” (Trapnell & French, 2016). 
The easy example to illustrate the encryption can be explained here, let us say: 
FIRAS STUDY IN ANGLIA RUSKIN 
This msg can be encrypted using a key between the sender and receiver. Let us assume the 
key =3 so we can shift the letters three positions to the left so the output will be 
ASSTU DYINA NG LIARUS KINFIR 
Now the above sentence is unreadable. And nobody can understand it apart from the sender 
and receiver who know the key. 
Cryptography is about constructing and analyzing protocols that prevent third parties or the 
public from reading private messages. The main target of using cryptography is to achieve 
confidentiality. And this can be achieved by encryption. The encryption consists of two parts: 
the encryption algorithm and a secret key. There are two types of encryption process 
(Hercigonja & gimnazija, 2016) : 
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Fig. 2-13 Cryptosystem 
 
 Symmetric-key cryptography refers to encryption methods in which both the sender 
and receiver share the same key. 
 Asymmetric-key cryptography when each party has a different key, the public key, 
and private key. 
The traditional asymmetric key algorithm may be slower than the symmetric key algorithm 
by 1000 times or more (Prakash, et al., Aug. 2015) 
                                           
Fig. 2-14 Encryption Process 
 
In regard to the efficient implementation of cryptographic algorithms, it has been focused on 
the major research efforts for the last two decades. Majority of cryptographic algorithms 
utilize arithmetic operations on finite mathematical structures such as finite multiplicative 
rings, groups, and finite fields (Savas & Koc, 2010). 
2.4.1   Encryption Algorithms  
    In this section, a quick overview of some encryption algorithms is explained, which are 
used in the data security field and as following:  
DES: Data Encryption Standard was the pioneering encryption solution (National Institute of 
Standards and Technology), first published in 1975. DES is 64 bits key size with 64 bits 
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block size. It became increasingly insecure as a block cipher as attackers developed more 
sophisticated techniques. (Umaparvathi, 2010). The most reason for its vulnerability is the 
small key size it has, which make it less resistance to a brute-force attack. 
 
Fig. 2-15 DES (Website, 2018) 
 
3DES: was an initial improvement of DES, revising the original 64-bit block size with 192 
bits key size. It also applies DES thrice, to increase the level of encryption and typical safe 
time, which makes it slower than alternative block cipher methods (including DES, although 
it is more secure than this).   
RC2: is a block cipher with a 64-bits block cipher and variable key size, from 8 to 128 bits. It 
uses 234 chosen plain texts, making it susceptible to related-key attack.  
Blowfish: is another block cipher 64-bit block to replace DES. It uses a variable-length key, 
ranging from 32 bits to 448 bits, with a default of 128 bits. Blowfish is a license-free, 
unpatented, open-source package, with variants of up to 14 rounds (Ebrahim, 2013).    
AES: is a block cipher with a variable key length of 128, 192, or 256 bits; the default is 256. 
It encrypts data blocks of 128 bits in 10, 12 and 14 rounds, according to key size. It is flexible 
and quick, and it can be used in numerous platforms, making it particularly useful for smaller 
devices (Ayyappadas, et al., 2014). It has frequently tested. In October 2000, NIST released 
the Rijndael algorithm for AES. Symmetric key AES algorithm became the most prevalent 
algorithm used to send information securely, and it is highly resistant to various attack types 
(NIST, 2004).   
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Fig. 2-16 Voice Protection  
 
2.4.1.1 Security Analysis for Algorithms 
      According to the capability of attackers to break them, different algorithms confer 
varying levels of security. As with protecting systems, attacking network security involves a 
cost-benefit analysis. If it is prohibitively expensive to break algorithms (relative to the value 
of targeted, encrypted data), in terms of the costs associated with computer power, time and 
criminality, etc., the algorithm is considered safe. Furthermore, algorithm complexity confers 
intrinsic protection: if it takes a long time to crack the algorithm, such that data secrecy is no 
longer required, this is also safe (Schneier, 2015). Safety is also implicit if the volume of 
encrypted data with a key is less than the data required to breach the algorithm, and 
unconditional security is assumed if it is complex to recover plain text even when possessing 
substantive ciphertext (i.e. if the attacker can access scrambled data but cannot decipher it). 
In such circumstances a ciphertext-only attacker would have to try every conceivable key 
individually to analyze whether the resulting plain text is meaningful, which generally 
requires massive human attention in addition to computer systems, thus it is known as ‘brute 
force’ attack, beyond the capabilities and interest of most attackers (Goodrich & Tamassia, 
2011). Cryptography is conventionally targeted to cryptosystems whose breach is 
computationally infeasible in the context of available resources. For instance, an encryption 
scheme where insufficient information exists in the generated ciphertext to uniquely 
determine the corresponding plain text, regardless of the volume of ciphertext accessed by the 
attacker or their computational power. The complexity of reversing underlying cryptography 
determines conditionally secure algorithms’ security (e.g. the ease of factoring large primes), 
(Goodrich & Tamassia, 2011).  An encryption scheme is said to be computationally secure if: 
the time required breaking the cipher exceeds the useful lifetime of the information. And if 
the cost of breaking the cipher exceeds the value of the encrypted information.  
A comparison of cryptography algorithms’ salient features is shown in Table 2.1, based on 
previous research (Premkumar & Shanthi, 2014)   
48 
 
Table 2-1 Commonly used cryptography algorithm features 
 
 
2.4.1.2 Attacks 
     Attacks are essentially crypto analysis attempts by unauthorized users. There are seven 
main types of attack, as explained below, whereby it is assumed attackers (i.e. crypto 
analyzers) have comprehensive knowledge of algorithm used for encryption. 
1. Ciphertext only attacks: the analyst only recognizes ciphertext to be decoded and 
attempts to discover the encryption key or to decrypt particular parts of ciphertext by 
analyzing several encrypted messages (Daernen & Rijrnen, 2002). The attacker seeks to 
revert to the plain text for particular messages or to identify the encryption key used in order 
to read data outputs.  
2. Known Plaintext attack: this type of attack greatly facilitates the work of the attacker 
compared to ciphertext-only attack. When the attacker has specimens of cipher and plain text, 
they can attempt to identify the algorithms used to encrypt data, and thus obtain the key 
(Singh, February 2012). 
3. Chosen Plaintext Attack (CPA): in CPA the attacker has chosen parts of plain text, as in 
differential cryptoanalysis, where the attacker is identified as being at the encryption site 
(Goodrich & Tamassia, 2011).   
4. Chosen Ciphertext Attack (CCA): in CCA the attacker possesses chosen ciphertext and 
the matching plain text, facilitating decryption from the private key (Goodrich & Tamassia, 
2011). Having obtained the chosen messages, it has access only to an encryption machine. 
5. Chosen text: the attacker has the encipher algorithm, the ciphertext to be decrypted, 
chosen plain text messages, corresponding ciphertexts, fabricated ciphertext, and 
corresponding decrypted plain texts, developed by the private key. 
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6. Brute force attack: this is a dedicated, laborious and costly trial-and-error method, as 
described previously, whereby the attacker seeks to obtain the encryption key by running 
one-by-one encryption iterations using automated software generating vast numbers of 
guesses, usually entailing super machines that render such attacks unprofitable in most cases 
(Goodrich & Tamassia, 2011). 
7. Man in the Middle attack: in this attack, communication between two parties is covertly 
intercepted and relayed (potentially in altered form) between the users, which can enable 
attackers to trick senders and intercept the secret key (Wikipedia).  
 
 
Fig. 2-17 Man in the Middle attack (Comado, n.d.)   
 
The frequency analyst (differential attacks) endeavors to extract plain text by looking at the 
frequency of characters in ciphertext, based on the probability and prevalence of characters in 
messages (Memon, Rozan, Uddin, & Abubakar, 2014). For instance, ‘E’ is the most prolific 
letter used in the English language (Figure 2.11) (Oxford, 2017), thus if ‘D’ is the most 
frequent letter in a ciphertext this is likely to be the scrambled version of ‘E’, which enables 
the attacker to subsequently identify other letters and thus crack the code. Table (2-2) below 
show the frequency for each letter in the English language: 
Table 2-2 Frequency of alphabet letters in English 
Letter Frequency Letter Frequency 
e 0.12702 f 0.02228 
t 0.09056 g 0.02015 
a 0.08167 y 0.01974 
o 0.07507 p 0.01929 
i 0.06966 b 0.01492 
n 0.06749 v 0.00978 
s 0.06327 f 0.02228 
h 0.06094 g 0.02015 
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r 0.05987 y 0.01974 
d 0.04253 p 0.01929 
l 0.04025 b 0.01492 
c 0.02782 v 0.00978 
u 0.02758 k 0.00772 
m 0.02406 j 0.00153 
w 0.02360 x 0.00150 
    
 
 
Fig. 2-18 Frequency of alphabet letters in English 
 
 
2.4.2 Encryption in Wireless Devices  
    As explained previously, the most widely used key encryption algorithms in wireless 
networks are symmetric, because of asymmetric keys depend on mathematical functions that 
entail high computation loads and low efficiency for small wireless devices (Salama & 
Hadhoud, 2010). Among symmetric key encryption algorithms amenable to wireless 
networks, RC4 and AES are highly efficient. Developed in 1987 by Ron Rivest, RC4 is a 
stream cipher used in numerous applications and wireless networks, including IEEE 802.11 
WEP. It is efficient and fast, and highly effective into the early 2000s (Prasithsangaree & 
Krishnamurthy, 2003). It uses Wired Equivalent Privacy (WEP) protocol to provide 
standardized security services in wireless local area networks (WLANs). However, it now has 
numerous security weaknesses (Popov, 2015), (Fluhrer & Mantin, 2001). RC4 deficiencies in 
WEP protocol led to developing a new security standard in WLANs (IEEE 802.11i), AES.  
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Encryption by AES is flexible, fast, and compatible with many platforms, with particular 
utility in smart cards and small devices, for functions including routing information, request-
response packets, and IP address encryption (between wireless nodes). AES was extensively 
tested for potential loopholes in security prior to its release, and it is considered highly secure 
for the modern wireless environment (NIST, 2004). 
 
Fig. 2-19 IPsec (purevpn, 2017) 
 
2.4.3 Energy Consumption in Encryption and limitation 
   Data encryption algorithms are applied in contexts where speed and communication 
efficiency is essential in addition to high-level security, including in online transactions, 
banking, and e-commerce (Nadeem & Javed, 2005). Wireless devices have limited resources 
in terms of electrical power (i.e. battery), memory, and processing power. While online and 
encryption technologies have increased remarkably since the early 2000s, there has been 
relatively slower progress in battery technology, a design problem known as the “battery 
gap”. Mobile devices such as smartphone are most commonly used to access wireless 
networks, and they have niggardly power budgets due to the array of consumer-oriented 
applications they support, making them increasingly incompatible with modern potential 
security solutions, due to their computationally intensive encryption/decryption algorithms 
(Jiehong & Detchenkov, 2016).  
For instance, wireless internet access itself is one of the major consumers of battery power, 
making access to wireless sensor networks problematic without access to a constant power 
supply and recharging facilities. Consequently, the higher power consumption required for 
the number of rounds in AES encryption is anathema to mobile device capabilities. Figure (2-
21) illustrates the relationship between power requirement and security in relation to 
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encryption rounds. Clearly, it is essential to find optimal security relative to optimal 
performance and user satisfaction by developing the most power-efficient encryption 
algorithms for wireless networks.   
 
Fig. 2-20 Energy and Round Relation  
  Traditional cryptography failed to properly account for QoS requirements and device-
specific needs such as power consumption, because prior to the 2000s the majority of 
internet/ wireless network access was achieved by desktop computers connected to mains 
electricity, and reduced speed was taken for granted as a necessary part of an already slow 
internet service (relative to modern fiber-optic broadband etc.). In the modern internet 
environment, users expect high-quality and fast service, regardless of the limitations of their 
own consumer devices (e.g. laptops and smartphones), thus researchers are focussing on 
increasing the number of computations used in network security with minimum latency times 
and power consumption (Chandramouli, et al., 2006).   
One technique is to reduce transmission cost and complexity by using less data for 
permutation, by using only global encoding vectors (GEVs), and not whole message symbols. 
This method uses algorithms for random permutation confusion key calculation and key 
generation, achieving improved encryption time, energy consumption and throughput (Khan, 
et al., 2017) P Coding is another lightweight encryption coding scheme using permutation 
(Zhang & Lin, 2014), introduced a permutation coding scheme, called P Coding, which is a 
lightweight encryption. 
Some hardware devices can reduce power consumption, but pipelined and loop-unrolled 
hardware usually requires a larger area and (paradoxically) high power consumption, and 
such architecture cannot achieve optimal feedback operational modes (Hamalainen, et al., 
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2006) Common algorithms such as AES and DES have massive requirements for memory, 
that cannot be implemented in embedded systems (Bansod, et al., 2015) Lightweight 
encryption algorithms would have greater efficiency in wireless networks, such as 
PRESENT, but they have demonstrable vulnerabilities to attack (Lee, 2014), including full-
round attacks using biclique cryptanalysis (Faghihi , et al., 2015). 
A significant empirical study by Ramesh and Umarani (2012) compared the performance of 
different key sizes of AES (128, 192 and 256 bit) and UR5 (128, 192 and 256 bit). In terms of 
AES, they found that greater key size is associated with a change in time and battery 
consumption. Increasing from 128 to 192 and 256-bit keys increase power by 9% and 17%, 
respectively (Figure 2.21).  (Jiehong & Detchenkov, 2016; RAMESH & UMARANI, 2012) 
 
Fig. 2-21 (RAMESH & UMARANI, 2012) 
Existing solutions proposed by researchers to reduce network costs (Scarfone, et al., 
Novmber 2007)  are deficient in security terms by failing to encrypt whole messages, while 
AES encryption to modify the transmission protocol without modifying the actual AES 
algorithm is not cost effective (Zhang, et al., 2014). Consequently, this research aims to 
develop a current AES algorithm to provide high security with low power consumption in 
order to make a cost-effective solution. 
2.4.4  Advanced Encryption Standard (AES) 
     The development in the arena of IT and the increased requirement of communication 
through various networks results in less demand for DES, as it is no longer suitable to meet 
the required demands. This has led to the introduction of Advanced Encryption Standard 
(AES), a new standardization which was introduced in 1997 by NIST. AES is a round-based 
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symmetric block cipher (Trichina, et al., 2005) which is required to exchange data over 
different networks. AES is also known as Rijndael (Zhang, et al., 2014).    
    AES (Advanced Encryption Standard) is the best cryptography algorithm using in 
computing, to protect the confidentiality of data. There is no successful attacks against AES 
have been recognized since 2004. The United State Government announced in June 2003 that 
the block cipher AES (Advanced Encryption Standard) algorithm for 128-bit key length is 
categorized as SECRET, TOP SECRET level for information.  
In Nov. 2001 the National Institute of Standard and Technology (NIST) state that “The 
Advanced Encryption Standard (AES) specifies a FIPS-approved cryptographic algorithm 
that can be used to protect electronic data. The AES algorithm is a symmetric block cipher 
that can encrypt (encipher) and decrypt (decipher) information. Encryption converts data to 
an unintelligible form called ciphertext; decrypting the ciphertext converts the data back into 
its original form, called plaintext. The AES algorithm is capable of using cryptographic keys 
of 128, 192, and 256 bits to encrypt and decrypt data in blocks of 128 bits.” (Dworkin, et al., 
November 2001) Encryption is a fundamental tool for the protection of sensitive information 
(Nagaraj, et al., 2015) the attacker could be also identifying user actions in a network 
application. According to (Conti, et al., 2016) people continuously carry wireless devices 
with them and use them for daily communication activities, including not only voice calls and 
SMS, but also emails and social network interactions. The adversary may analyse the 
encrypted traffic in the network. The authors advised that a set of countermeasures should be 
taken and it may require a kind of trade-off between power efficiency and the required 
privacy level.      
     The AES encryption algorithm is composed of four transformation functions; 
AddRoundKey, substitution byte (SubByte), MixColumns and shift rows (ShiftRows). This 
iterative algorithm contains different rounds which are dependent on key length. There were 
ten, twelve and fourteen rounds used for key sizes 128, 192 and 256 bits. In AES every 
plaintext encrypted block consists of 128 bits, known as State Matrix and is illustrated 
through a 4x4 bytes square matrix. The majority of these AES tasks are completed over a 
predetermined and fixed field (Scarfone, et al., 2007). 
The aforementioned four standard transformations for AES algorithm are discussed in more 
detail below: 
1. AddRoundKey: This is a simple function and the most basic form for users. It uses a 
simplistic bitwise XOR operation. Every 128-bit round key XOR with a 128-bit state 
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matrix (Stallings, 2017). Figure 2.23 illustrates the simplistic structure of the state matrix 
with the present key to produce the output. 
                                                      
  
 Fig. 2-22 Add Round Key transformation in AES. 
 
For example the XOR of two Hex matrices: 
 
(
7d  5c  ff  76
aa  12  34  56
df   aa  11  aa
a1  b2  34  aa
) ⊕  (
a1  c4  6e  00
a6  aa  3a  ad
43  3f  f6  b8
de  9f  a4  aa
) =  (
𝒅𝒄  98  91  76
𝟎𝒄  𝑏8  0𝑒  𝑓𝑏
𝟗𝒄  95  𝑒7  12
𝟕𝒇  2𝑑  90  00
) 
 
When column 1 matrix 1 XOR column 1 matrix 2, then:  
            7d ⨁ 𝑎1 = 𝑑𝑐 
            aa ⨁ 𝑎6 = 0𝑐 
            df ⨁ 43 = 9𝑐 
            a1 ⨁ 𝑑𝑒 = 7𝑓         and so on. 
 
Matrix 1 can be converted to binary form as: 
 
01111101   01011100   11111111   01110110 
10101010   00010010   00110100   01010110 
11011111   10101010   00010001   10101010 
10100001   10110010   00110100   10101010 
 
2. Sub-Byte: Within this part of the process every byte within the state matrix is substituted 
with a SubByte through the use of 8-bit data from the AES S-Box. In the reverse 
procedure for SubByte, every byte within the matrix is substituted with relative inverse 
Sub Byte. Sub Byte processes result in changes which are not linear within the code 
(Abhijith, et al., 2013). There were two methods implemented to enable this procedure; 
multiplication with the irreducible polynomial and addition through an affine 
transformation (Stallings, 2012).     
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 Fig. 2-23  Sub Bytes transformation in AES. 
 
 Table 2-3 The AES S-Boxes Table 
 
 
3. Shift-Rows: The transformation during the ShiftRows stage is a permutation function 
which enables cycle shifts for each row within the state matrix. This means that the top 
row of the state matrix remains the same, whereas the other rows are moved in relative 
cyclical patterns (Daemen & Rijmen, 2003). This pattern of change is imperative and 
ensures that the previous four columns create the next byte of the state matrix (Smith, 
2003). This process is shown in Figure (2.25) demonstrates this operation 
 
                                          
 
 
 Fig. 2-24 ShiftRow Transformation in AES Algorithm 
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4. The MixColumn method of conversion is a significantly complex function compared to 
the other methods discussed within AES. It is illustrated in Fig 2.26 and the 
transformation occurs column by column within the state matrix. Every vertical column is 
addressed ‘as a four-term polynomial over GF(28) and it is multiplied by the constant 
polynomial value (Stallings, 2017).  
 
 Fig. 2-25 The Mix Column transformation in AES 
 
For example the multiply of two Hex matrices: 
 
(
03  02  01  00
02  03  02  01
01   02  03  02
00  01  02 03
) • (
a1  c4  6e  00
a6  aa  3a  ad
43  3f  f6  b8
de  9f  a4  aa
) =  (
𝑥𝑥  𝑦𝑦  𝑧𝑧  𝑔𝑔
0𝑐  𝑏8  0𝑒  𝑓𝑏
9𝑐  95  𝑒7  12
7𝑓  2𝑑  90  00
) 
 
The result for the first row is as follows: 
 
            (03• 𝑎1)⨁(02 • 𝑎6)⨁(01 • 43)⨁(00 • 𝑑𝑒) = 𝑥𝑥 
 
            (03• 𝑐4)⨁(02 • 𝑎𝑎)⨁(01 • 3𝑓)⨁(00 • 9𝑓) = 𝑦𝑦 
 
            (03• 6𝑒)⨁(02 • 3𝑎)⨁(01 • 𝑓6)⨁(00 • 𝑎4) = 𝑧𝑧 
 
            (03• 00)⨁(02 • 𝑎𝑑)⨁(01 • 𝑏8)⨁(00 • 𝑎𝑎) = 𝑔𝑔 
 
 and so on. 
           Matrix 1 can be converted to binary form as: 
00000011   00000010   00000001   00000000 
00000010   00000011   00000010   00000001    
00000001   00000010   00010001   00000010 
00000000   00000001   00000010   00000011 
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The polynomial representation: this is a method can be performed by multiply each bit by X. 
the advantage of using this method is to represent the numbers in GF. Fig. (2-27) illustrate the 
multiplication of two binary numbers. 
 
Fig. 2-26 
Unfortunately, the resulting polynomial has a degree greater than 8 bit, can therefore not 
be expressed in one byte (i.e. it is not a GF(28) element) and has to be transformed back into 
the ”byte range” by the modulo division (Stallings, 2017). 
 
2.4.5  AES Encryption and Decryption 
     The process for the encryption of the AES algorithm begins with the addition operation of 
input data and round subkey via an XOR operation. This is followed by a substitution-
permutation network (SPN) consisting of the four transformation operations (Stallings, 2017). 
This encryption method is seen in Figure 2.28. 
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Fig. 2-27 AES algorithm 
 
The AES decryption algorithm for each method processes similarly through inverse 
transformations of the encryption algorithm as described previously. For example, a 
replicated reverse transformation is used in the decryption process as previously seen used in 
the encryption process for AddRoundKey. The subsequently created state is identical to the 
present state exclusive XOR with the key, which means the inverse state is applied in both 
encryption and decryption.  
Inverse-ShiftRow is the term used for the inverse of ShiftRows. This means that the initial 
row of the state matrix remains unchanged. However, rows two, three and four are moved by 
one, two and three bytes respectively to the right (Trichina, et al., 2005). This operation is 
illustrated in Fig 2.29. 
 
 
Fig. 2-28 Shift row 
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Inverse-SubByte inputs the Inverse S-Box data, which are illustrated in Table 2.4. The 
modification uses a one to one mapping process which is the antithesis of the SubBytes task 
used in the encryption procedure (Stallings, 2017). 
Table 2-4 
 
The Inverse-MixColumn illustrated in fig (2-28) also used the polynomial representation but 
with inverse constant polynomial (Veena, et al., 2016) : 
(
14  11  13  09
09  14  11  13
13   09  14  11
11   13  09  14
) • (
 s   
s 
 s   
 s   
) =  (
 𝑥
𝑦
𝑧
𝑔
) 
         
(14• 𝑠)⨁(11 • 𝑠)⨁(13 • 𝑠)⨁(09 • 𝑠) = 𝑥 
And so on, 
 
The following fig (2-30) shows how the characters are represented in Hex system and relation 
to ASCII code for computer system and programmer functions.  The first column contains a 
serial hexadecimal number of the position of the characters displayed in the other two 
columns. 
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Fig. 2-29 File Representation  
 
In the second column the characters are presented in hexadecimal form (see ASCII table). 
One character is represented by two characters one after the other (0, 1,..., 9, A, B,..., F). 
In the third column, the displayable characters are shown in accordance with their ASCII 
code. Non-displayable characters are depicted by a dot. 
As mentioned before, AES is in a good choice for wireless networks because it is symmetric 
encryption algorithm and more secure, however, there are some issues in the time and power 
consumption making it critical in an application such as wireless sensor networks.  The figure 
below shows a comparison of some algorithms. 
 
Fig. 2-30 (Bansod, et al., 2015) 
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Current research has focused on OpenMP directives and stream cipher in addition to AES 
block cipher encryption. Hosseinkhani and Javadi (2012) used cipher key for dynamic S-Box 
generation, with static S-Box increasing AES cipher cryptographic strength, generating novel 
S-Boxes when necessary merely by changing two bits of the cipher key. For almost all block 
cipher applications AES is an excellent solution, but it is deficient in high demand, 
constrained environments, including sensor networks and RFID tags. Furthermore, 
smartphone battery life is highly reduced by AES encryption (Masoud, Jannoud, & Ahmad, 
Sep 2015) , although according to some studies it provides the best security relative to power 
demand (Bogdanov, Knudsen, Leander, & Paar, 2007), particularly compared to 3DES 
(Ahmad, et al., 2016). 
2.4.5.1 Key Expansion  
      Key schedule or expansion (according to the number of rounds) is a necessary 
prerequisite of the encryption process. For instance, a 128-bit (16-byte) key might be 
expanded into an array of 44 (32-bit) words; given a 128-bit key, this is arranged in an array 
of 4x4 bytes. As in the input block, the initial keyword is entered in the initial array column, 
and so on (Kak, 2018). The key array’s four columns of words are thus expanded into a 44-
word schedule, whereby every round uses four words from the key schedule. Figure 2.32 
shows the original 128-bit key’s four words being expanded into a 44-word key schedule. See 
appendix.  
 
Fig. 2-31 (Kak, 2018) 
It is designed to resist known attacks where knowing part key insufficient to find many more 
and to diffuse key bits into round keys.  
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Fig. 2-32 Key encryption (Stallings, 2017) 
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2.5 Lightweight Cryptography Discussion 
  
     Many previous types of research have started to address security issues in wireless 
MANET, most of them could solve many problems in this network especially for real-time 
traffic which is crucial. 
(Matesanz, et al., Nov. 2012) showed the most common threats to ad hoc networks and 
reviewed several proposals that attempt to minimize some of these threats, showing their 
protection ability and vulnerabilities in light of the threats that might arise.   
 Address Spoofing In this attack the malicious node intentionally select an allocated or a free 
IP address. When it takes the assigned IP of the victim, it will hijack its traffic. And in the 
other case, the node allocates the free IP address to itself to join in the network, trying to 
collect important information which helps to execute some attacks, like denial of service. 
 Address Space consumption   in this threat the attacker can consume the address space by 
demanding a huge number of IP addresses. The attacker could request the assignment of IP 
addresses to fake nodes, so it could avert other nodes from being configured and arriving at 
the Mobile ad-hoc networks. 
Address Conflict Threat In this attack the malicious node may assign an additional address to 
a client from possible addresses which already in use. So, it would produce many problems in 
the Mobile ad-hoc networks and lead to address conflict (Sandoval & Garc´ıa, 2012).  
Denial of Service Threat where the attacker can, in an autoconfiguration process, act as a 
requester and send AREQ messages to several nodes simultaneously causing an overload of 
traffic. 
Multiples Identities (Sybil) This kind of attack is possible when a repudiation system is to 
state the legality of nodes in the network. The attacker could cause the isolation of valid 
nodes by making messages to blacklist those nodes. Blackmail is a type of Sybil attack. 
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      ------------------------------------------------------------------------------------------------------ 
                                      Layer                                      Attacks 
      ------------------------------------------------------------------------------------------------------- 
                            Application Layer               data corruption, viruses, and worms 
                            Transport Layer                  TCP/UDP SYN flood 
                            Network Layer                    hello flood, blackhole 
                            Data Link Layer                   monitoring, traffic analysis 
                            Physical Layer                     eavesdropping, active interference 
      ----------------------------------------------------------------------------------------------------- 
 
Another work by (Apietro , et al., 2014) survey emerging and established wireless ad-hoc 
technologies and they highlight their security/privacy features and deficiencies. They also 
identified open research issues and technology challenges for each surveyed technology. 
 
(Binod & Hyuk, 2010) took the advantages of multipath which are useful for reliable 
MANET, and they proposed a basis for sending secure real-time streaming by using 
multipath mobile ad hoc network. It can offer security for wireless ad hoc routing and 
multimedia transfer. They considered the digital signature and encryption technique. Their 
results show a good performance, also they suggest in future work the using of multicast 
which is important in many video applications.   
Furthermore, (Emmanouis & Christos, 2012) suggested a secure model for autonomous 
networks like mobile ad hoc networks to create real-time communication in disaster rescue 
operations. Secure P2PSIP, intrusion detection, and secure routing methods are a vital part of 
any secure model. The aforementioned concerns in the realm of emergency ad hoc networks 
have been discussed. They presented two additions of the IETF drafts and analyzed in 
relations of security power and scalability. The design of these extensions helps to meet the 
requirements of a mission-critical MANET where rescuers should create links to 
communicate with each other by using lightweight devices such as PDAs. The situation of 
adaptive routing protocol and its security addition by using IPsec have been also discussed. 
In spite of these researches could address some security issues for real-time traffic in 
MANET. However, may could not address the cryptographic issues in this network.   
(Sehgal, et al., 2011) in their recent research paper proposed an architecture, which states that 
self-organized distributed security could be provided by five-layer security model, 
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authenticated and security aware routing.  After they have carried out the simulation, they 
found it provide security with negligible overhead. 
A layered architecture can provide such advantages as modularity, simplicity, flexibility, and 
standardization of protocols. Five-layer security architecture for MANETs: Trust 
Relationship Security Layer, Node-To-Node Security Layer, Routing Level Security Layer, 
Network Level Security Layer and Application Level Layer. They expect this security 
architecture can be used as a framework when designing system security for ad hoc networks. 
  
    In another side, many previous types of research have been conducted to address 
cryptographic issues related to real-time traffic. They could develop some algorithms to deal 
with real-time limitation issues, like delays. 
(Hu, et al., 2009) propose a relay encryption scheme based on a threshold secret sharing 
algorithm, to enhance the data confidentiality, reliability, and integrity in MANET. The basic 
idea is to distribute the whole encryption task to all nodes along the route, every node 
completes part of the encryption task instead of the single source node encrypting the whole 
data. They found that the encryption scheme can effectively alleviate the burden of the source 
node and reduce the transmission delay, besides, it improves the reliability of MANET 
Also, (Mohammed & Rohiem, 2009), have introduced a Variable Mapping S-box technique 
with AES (VMS-AES) for voice over Internet Protocol VoIP. By using a key to generate a 
parameter that used to shift (remapping) the substitution of S-box to another location 
randomly depend on the initial key and the derived sub keys data. The results of this work 
could maximize the nonlinearity to provide more resistance against linear attacks and to solve 
the fixed structure of the substitution function. Also, Increase the overall security. It has also 
shown that 7 rounds of encryption consume less power and execution time without affecting 
the security level. However, their findings have been criticized long time ago, by (Ferguson, 
et al., 2001) and (Daernen & Rijrnen, 2002) who explained the possibility of saturation 
attacks on six and seven rounds of AES. They state that seven-round attack can be mounted 
by adding one round before the distinguisher and two rounds after it. For these reasons, their 
work was still unsuitable for the security requirements of wireless networks.  
Another study has been published by (Rahma & Yaco , 2012) who proposed asymmetric dual 
key Dynamic block algorithm (SDD) for digital video in the partial encryption technology. 
This algorithm meets the requirements of real-time with a high level of complexity with 
considerable speed. The proposed encryption algorithm SDD achieves better results of the 
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time faster than AES by 13 times factor for encryption and 9 times of the decryption. This 
work has a high resistance to brute-force attack because it used two keys in the encryption 
process; however, it encrypts only selected parts of the data, which consider the risk of a 
breach in security. Also, In spite of the new features which have been achieved in their work, 
there is still a lack of security analysis in this work to prove its strength   
(Das , et al., 2013) devised a new algorithm to generate random S-Box and its inverse S-Box 
based on using different irreducible polynomial in the finite field GF(28), while only fixed 
polynomial in AES standard. The irreducible polynomial in the AES standard is m(x) = x8+ 
x4 + x3 + x+1, this polynomial is used to find the multiplicative inverse which is well known 
to any attacker. To overcome this problem in the proposed algorithm, the different irreducible 
polynomials are used every time in the finite field of GF (28) and send this to the receiver 
joint with the secret key to raise the security of the cipher operations. They tried to address 
security concern, and their results kept the execution time and energy the same, and this may 
not suit the new wireless environment. 
In the same field, (Lambić & Živković, 2013) applied an alternative S-box generation method 
of forming compositions of permutations from some fixed sets. After choosing these sets, 
output S-boxes are obtained by making various compositions of the starting S-boxes. The 
sequence of the used indices of starting S-boxes is key-controlled. 
(Barnes , et al., 2012) took a sequential program that implements the AES algorithm and 
converts the same to run on multicore architectures with minimum effort. Two different 
parallel programs have been implemented, one with the fork system call in Linux and the 
other with the PTHREADS, the POSIX standard for threads. Similarly, (Navalgund, et al., 
December 2013) proposed an optimized parallel AES algorithm which was implemented on 
shared memory architecture systems. The proposed algorithm uses two techniques for 
parallelization. The first approach uses data level parallelization, while the second one uses 
control level for parallel. The proposed algorithm is executed on the multi-core system and 
the program is written in C language, OpenMP standard is embedded into the program to get 
full parallelization benefits. The results show very attractive performance-effort ratios by 
OpenMP. Also, (Nagendra & Sekhar, 2014), implemented the AES algorithm using OpenMP 
to parallelize this algorithm. The OpenMP standard directives are embedded to an existing 
program to reproduce a new parallel version of that program. The parallel AES is 
implemented on a dual-core (Intel Core 2 Duo) system.  
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The study by (Ali, et al., 2014) proposed a new encryption/decryption algorithm based on the 
AES scheme. They suggest some modification on two AES functions, subyte, and mixcol, to 
increase the security of the encryption strength and keep the execution time at the same level 
to maintain the QoS of real-time traffic. Their results achieved a significant level of 
complexity in the new algorithm (8!*4!*256!) and this made it more complicated to be 
breached by the parasitical.  However, keeping the execution time at the same level, as in 
AES, is not enough for current wireless environment requirements. 
Furthermore, a new proposal by (Masoumi & Rezayati, February 2015), proposed a novel 
method for implementation of the advanced encryption standard (AES) algorithm, which 
offers an improved strength against differential electromagnetic and Energy analysis with 
minimal additional overhead. Their results showed significant protection for some 
microprocessor-based security tokens with limited resources such as smart cards. In this 
research, the authors explained the power analysis attacks and how it is used to compromise 
the security of cryptographic hardware, such as power side-channel and EM attack. They also 
mentioned a vital point on how the output of first SubBytes is usually attacked in practice 
since that is the only function in AES in which data and cipher key enter a direct operation 
which what is being tried to address in this research. The authors still concern about a lot of 
questions remain open, regarding the hardware security of microprocessor-based tokens and 
hardware security modules which is still a challenge, costly and must be done with care.  
(Bansod, et al., 2015), designed a new lightweight compact encryption system based on bit 
permutation instruction group operation (GRP) they proposed a new hybrid system that offers 
more compact results in terms of memory space and gate equivalents in embedded security. 
The authors frequently stated that the standard algorithm such as DES & AES have vast 
memory requirement and would not be possible to be implemented for embedded system 
scheme. 
Finally, the research conducted by (Msolli, et al., July 2016) suggested a 5 rounds AES 
encryption algorithm for multimedia and real-time applications in a wireless sensor network. 
Their aim was to reduce the execution time of the encryption process to be suitable for WSN 
nodes requirements. The results showed a good execution time has been reduced. Also, the 
security analysis of histogram showed good encryption strength and randomness. However, 
the authors didn’t know from the literature that a last successful attack on 7 rounds has been 
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claimed by (Bahrak & Aref, July 2008) So this work still critical in term of security and 
cryptanalysis. 
So, the aforementioned work is still has some gaps in addressing the full lightweight 
cryptography solution in wireless environment. And there is no actual considerable balance 
among the security and quality parameters such as latency energy and complexity strength of 
cryptosystems. The following section is critically addressing these gaps in the previous 
studies. 
2.5.1 Summary & Conclusion toward Thesis Knowledge gap  
     From this chapter, we can summarize that Wireless networks are the most important part 
of IoT, and their security is crucial. The encryption is the main principle of security because it 
keeps the confidently of the information, and the best encryption algorithm is AES algorithm 
because of its strength. However, this algorithm needs more research to meet the QoS 
requirements of the new wireless devices such as the energy of these devices and the time 
(latency) for voice traffic. The security system designed for IOT should be able to detect and 
prevent both internal and external attacks. And as mentioned, not all linked devices have 
enough computational processing energy. That means tasks like encrypting data are going to 
be impossible and any type of security must be lightweight. The privacy of the information 
on IOT needs a reliable security system that prevents unauthorized access to private data on 
the network. Cryptographic mechanisms must be smaller and faster but with little or no 
reduction in security level.  
Real-time applications and voice are very important in wireless networks because huge traffic 
of these applications will use the wireless networks in IoT. So secure these applications and 
keeping their quality is a big challenge. As explained, there are many types of research have 
been done to address these issues such as, (Mohammed & Rohiem, 2009; Rahma & Yaco , 
2012; Lambić & Živković, 2013) however, they still have some gaps in their research. Also, 
Unfortunately, some of the researches (Ali, et al., 2014) and (Das , et al., 2013) focused on 
security concern and they raised the complexity of encryption algorithms to make it more 
complicated and high resistance against cryptanalysis but they didn’t give further attention to 
QoS requirements and nodes limitations, and this made them not suitable for wireless 
devices, because of the sensitive requirements for wireless networks, like delays, throughput, 
and power consumption. In spite of the work of (Bansod, et al., 2015) and (Msolli, et al., July 
2016) who have addressed the QoS metrics, but their work has a lot of concerns regarding the 
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security strength. Specification of a good algorithm has to be lightweight and secure to be 
suitable for the wireless environment. The other gap in their work is that there is still a lack of 
convincing security analysis to prove the security strength of the proposed schemes. 
In our point of view, the best solution is to propose a new approach to deal with these 
requirements by modifying some functions in the current cryptography algorithms; this then 
becomes lightweight and suitable for V-over-WMANET and helps to get a good tradeoff 
between the security and QoS metrics. The problems in the voice delay and in the power of 
devices and in the security level of algorithm which can be solved by this thesis because 
previous work couldn’t solve it together. The following chapter is going to explain the 
methodology of the proposed approach and its elements and tools, to achieve the main 
objective of this research. 
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3 Chapter Three: Research Methodology & Proposed 
Framework 
 
3.1 Introduction  
    The literature review of the security and cryptography in wireless networks presented in 
the previous chapter obviously identified a research gap: encryption techniques are not suited 
for wireless traffic, costing more resources; also, the weakness of AES is that it works with a 
single key. In particular, this research addresses the lack of knowledge on how to secure the 
information with cost-effective ways. All researches are based on basic assumptions about 
what establishes valid research and which research approaches are applicable for the 
development of the knowledge in a specific field. The research is a systematic work 
undertaken to increase the standard of knowledge, and the use of this standard to invent new 
claims (Manual, 2015). It is used to create or confirm facts, confirm the results of previous 
work, support hypotheses, resolve new or existing problems, or develop new models. A 
research mission may also be an extension of past work in a specific area. The approach in 
which someone chooses to measure something is called the methodology. 
3.2 Research Quantitative Methodology  
  The key characteristic of any research is measurement. This is based upon a fact that 
things can be measured and measured reliably. However, some people disagree with this fact, 
arguing that certain features of human behaviour and experience cannot be objectively 
measured. So, they adopt a qualitative approach to research. This type of approach does not 
narrowly focus on a specific question but consider the theoretic logical model in an 
inquisitive, open-ended settle in proves as they adopt a perspective (Neuman, 2011). The 
other method that has been used to conduct research is Quantitative approach. Usually, 
Quantitative methodologies contain experiments, observation, and structured interviews. 
Quantitative researchers usually begin with a general area of study or personal interest or 
issue of professional. “Researchers must narrow it down to, or focus on, a specific research 
question that can be addressed in the study. Often this requires a careful review of the 
research literature and developing hypotheses that frequently come from social theory” 
(Neuman, 2011). The Strengths of the Quantitative Research Methodology Approach has 
been addressed in (Choy, 2014), the author states that this methodology has the reliability by 
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critical analysis. Also, enabled numerical data for groups and extents of agree or disagree 
from respondents. This research will focus on quantitative approaches. 
3.2.1 Justification of the Research Method 
    This research adopted an investigatory strategy, to employ observational investigation by 
using quantitative methodology. The experimental approach was planned in accordance with 
scientific technique. The research objectives were defined in order to collect primary 
evidence from literature, in addition, to obtaining empirical proof over experimentation, in 
order to justify the design elements for a TKE algorithm. The prototype was constructed from 
these design elements and tested to compare their performance against the standard technique 
and the similar state of the art researches carried out by other authors. The analysis of 
empirical data obtained from tests allowed the research questions to be answered. A 
quantitative research method helped in this study to interpret the statistical security analysis 
by collecting the numerical data. It also gave a good comparative study with current 
algorithms.  
3.3 Rationale for Research Approach  
   There are various evidence could be clearly seen throughout worldwide media of the threat 
of cyber-attacks on people privacy and security. The literature review provided considerable 
evidence that clearly showed the security requirements for next-generation wireless networks 
and their limitations (Chapter 2). In addition to the security protection, the implementation 
cost like execution time and energy consumption should be maintained as well, particularly 
for multimedia and real-time data. This is the big challenge which should be addressed in the 
research when how the balance should be achieved between the security and QoS metrics. 
The literature has also provided evidence about encryption importance in the security field 
(Objective#1). The Encryption of the data represents the backbone of security and privacy. 
The main principle of security is confidentiality, which can be achieved by encryption 
(Merkow & Breithaupt, 2014). Encryption algorithms have been used in many applications 
and protocols. They have been used to encrypt data transferred into the network and could be 
used to encrypt the IP addresses as well. The routing information and request-response 
packets between wireless nodes could also be encrypted. These features have made the 
encryption very important in cyber security. However, the encryption processes have many 
issues; according to (Jiehong & Detchenkov, 2016) encryption algorithms consume a 
significant amount of computing resources such as CPU time and battery power in mobile 
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devices. For instance, AES encryption process does the substitution processes to achieve the 
“Confusion” and it is doing repeated iterations to achieve the “Diffusion” in the cipher; also, 
it helps to hide the relationship between the key and text (Diffusion). But, this cost much 
more execution time and energy consuming which is limited in wireless devices (Section 
2.9.3). AES is very secure because it used substitution, permutation, mixing, and keys, in 
addition to many rounds of iteration. These operations offer the confusion and diffusion 
needed to protect any cipher from cryptanalysis attempt. So, any proposed cryptosystem 
based on AES features will be efficient and secure. In this research, our proposed crypto-
schemes are based on AES features because of its strength. The proposed algorithm TKE 
suggests five functions to implement the encryption process. 
     Objective#2, 3 has been built upon the claim by (Abhiram, et al., 2015) that Static S-
Boxes are implemented using lookup tables which will never vary with the input text or input 
key. This technique makes reverse engineering very simple for the purpose of cryptanalysis. 
The sub-byte function and S-Boxes are used in cryptography in order to provide non-linearity 
in the design of cryptographic primitives such as block ciphers and hash functions (Alsalami, 
et al., 2016), “the operation of an S-box cannot be encoded in a linear equation” (Matsui, 
1994). Similar to AES, S-Box creation is a pre-encryption process (Dworkin, et al., 
November 2001), so creating many S-Boxes will lead to increasing the algorithm complexity 
without affecting the execution time and power consumption of the encryption process; 
because it is pre-encrypt process and these S-boxes should be generated before the encryption 
starts as explained in (Chapter 5).  
      Review of the state of the art has shown that many encryption algorithms exist, with 
variable features. The existing works focusing on security concern while neglecting the 
wireless and voice limitation. Also, (Masoud, et al., Sep 2015) believe that utilizing the AES 
algorithm with their complexities in smartphone for social applications is not convenient. 
They state that a new encryption algorithm with less complex instructions should be 
introduced. So, research objective #4 has been built upon suggestions identified in the 
following literature. According to (Ali, et al., 2014), Mixcolumn function is a more expensive 
operation in AES, so the modification of this function will reduce their execution cost. In 
addition to the claim by (Daernen & Rijrnen, 2002) which applied to Rijndael AES, state that 
the saturation attacks is faster than an exhaustive key search for reduced-round versions of up 
to six rounds. Furthermore, this objective, built to address the round reduction proposed by 
(Mohammed & Rohiem, 2009) which is vulnerable to differential cryptanalysis attack. For 
74 
 
this reason, using 9 rounds will create TKE more resistance to cryptanalysis. It makes a good 
tradeoff between the complexity and Power consumption, compared with standard AES, 
without affecting the security and complexity of the new algorithm (Chapter 6).  
      Research objective #5 was built upon claim by (Abhiram, et al., 2015) that weakness of 
AES is that it works with a single key. Also, the recommendation of NIST about the key 
importance and key management (Scarfone, et al., Novmber 2007), gave further attention on 
key security because the confidentiality of the key determines the security of the algorithm. 
For instance, a man in the middle attack can fraudulently capture the cryptography key and 
use it to reveal the encrypted data. Therefore, a third key has been added to the proposed 
algorithm in order to increase the security level for it, this key is XOR with the output cipher-
text in the last round only. The third key length is 16-byte, thus the key space for it is 2128. 
Empirical data evidence was collected to demonstrate that newly proposed algorithm TKE is 
faster than AES and consumed less Energy.  
      In relation to the security analysis and evaluation, the effort previously spent on 
evaluating AES security strength has been very limited. (Preneel & Rijmen, 2000) said that 
the majority of researches at AES dealt with performance evaluation rather than with security 
evaluation. So, the security analysis has been deeply conducted in this study to prove the 
strength of the proposed schemes. 
The security of the packet transfer using NETFPGA is one that has not yet been implemented 
on a more secure scale due to hardware limitation as many of the advanced algorithms such 
as AES or DES cannot be used due to their high complexity and excessive use of resources 
(Chouhan, 2016). Power analysis attacks are non-invasive and use power consumption profile 
to compromise the security of cryptographic hardware (Muresan, 2012). Although hardware 
implementations generally offer higher throughput and better energy efficiency than software 
designs, they are difficult to upgrade and adapt for future possible protocol changes (Baas & 
Liu, 2013). Moreover, the designs are very time consuming and costly. So, software 
implementation is more suitable in these applications.  
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3.4 Research Design  
  The approach to researching the problem of voice encryption in wireless devices is 
conducted in three phases. Phase 1 has three stages: stage 1 was a review of network security 
and state of the art in encryption/decryption techniques. Stage 2 was an empirical statistical 
test of traffic in the wireless network. Stage 3 an experimentally test of AES encryption on 
voice; (phase 1 represents ch.2 and ch.4). Phase 2 was the construction, justified through 
empirical statistical evidence, of a TKE algorithm, which was performance tested against 
different file sizes. It contains of three stages: stage 1 Multi S-box generation for security 
increment, stage 2 for time and power reduction, and stage 3 for triple key usage and 30% 
power saving, (phase 2 represents ch.5, 5, and 7). Phase 3 was the Validation & evaluation of 
component elements for the construction of a modular framework architecture that allows 
TKE to be used for encrypts the voice over a wireless environment, in addition to the 
conclusion and future work. Please see fig. 3-2 for more clarification. 
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Fig. 3-1 Validation & Evaluation Method 
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Fig. 3-2 Research Design 
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3.5 Implementation 
    This section explains the implementation of the research experiments. Usually, in the 
network environment, the encryption occurs in the nodes, so the focus will be on the 
encryption process in the nodes and the effect it has in terms of delay and power 
consumption. The implementation of the experiments and the parameters chosen according to 
(Zhang & Lin, 2014) 
3.5.1 Proposed Framework 
3.5.1.1 Data Investigation 
     The characteristic and QoS of MANET should be studied and tested to determine the QoS 
metrics required for voice traffic over MANET, such as delay and Energy. This can be done 
by reviewing the published work or by simulating the MANET using OpNet tools. Also, 
experimental investigating should be conducted on the AES encryption algorithm. The focus 
in this research will be on the encryption/decryption time and energy consumption in the 
nodes, to compare with newly proposed algorithms, in addition to security assessment for 
each algorithm, more details can be found in chapter 4. 
3.5.1.2 Multi S-Box algorithm 
     Investigate and develop an encryption algorithm which aims to increase the complexity of 
the encryption process making it difficult to breach and at the same time don’t increase the 
execution time and power consumption. The base of our work is the AES algorithm. A 
SubByte function using multi S-box transformation technique has been suggested to increase 
the confusion and complexity of encryption algorithm because each byte in state block will 
substitute with another Byte from S-Box table, as explained in chapter two.  
So, the enhancements for AES functions are proposed. The AES algorithm has four 
functions: Sub-byte, Shift row, Mix column and Add round key. In this scenario, a new sub-
byte transformation has been proposed. Sub-byte function enhancement aims to increase the 
security and the complexity of the AES algorithm and keeps the execution time 
approximately the same, by using multi S-box substitution method. The decryption has also 
been tested. All the details are explained in chapter 5. 
3.5.1.3 Lightweight algorithm 
      Here a Lightweight and low energy encryption algorithm for voice over wireless 
networks are being developed and tested. The new encryption algorithm has to meet the QoS 
requirements of voice traffic and to be suitable for wireless devices. The Mixcolumn 
enhancement, in addition to reducing the number of rounds in AES algorithm processes, aims 
78 
 
to decrease the power consumption and execution time and to keep the security and 
complexity at the same level. The proposed algorithm employs similar methods with those 
used in the Advanced Encryption Standard algorithm (AES), with some changes and 
enhancements considering the limitations of wireless devices, this contribution can be found 
in chapter 6. 
3.5.1.4 Triple Key Encryption Algorithm TKE 
   Finally, further development will be conducted for the algorithm proposed in chapter 5 and 
6, to increase the security level by adding a 3rd key function. The SubByte function proposed 
in chapter 5 and mixcol proposed in chapter 6, in addition, the 3rd key function will be all 
used to propose the novel encryption algorithm for high security and lightweight 
consumption (see chapter 7). This approach has been already justified in previous sections 
and chapter 7 which contains more details.  
The validation was carried out by implementing the theory in experiments. The validation 
approach adopts many ways and methods. A comparison with standard AES algorithm has 
been carried out and for more validation; we used two different processor specifications, to 
see how much power saving percentage for each processor.  
3.5.2 Experiments  
3.5.2.1 Experiment Tools 
    Microsoft Visual Studio 2015 has been used to build and write the proposed algorithm 
code using visual C++ programming language, which executes the encryption/decryption 
process. Console app was used to avoid any load on the processor and avoided additional 
delays. Microsoft Visual Studio is an integrated development environment (IDE) from 
Microsoft. It is used to develop computer programs, as well as websites, web apps, web 
services, and mobile apps. The testing has been conducted in a laboratory environment using 
a High-performance lab computer with Microprocessor (quad-core i7, 8 GB RAM) running 
Windows 7, and the wireless laptop (Due Core, Ram 4 GB) was used for the other scenario. 
Using 2 different type of processors will help to measure the validity of the proposed scheme 
and prove the power saving percentage. 
Furthermore, OPNET Simulator has been used to create and test Wnet. OPNET simulator is a 
tool to simulate the behaviour and performance of any type of network. The other technique 
used is parallel computing which helps to speed up the encryption/decryption process. 
OpenMP (Open Multi-Processing) is defined as an API that works on multiprocessing 
systems combined with shared memory platform. CrypTool 14.1 will be used to analyse the 
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encrypted data and to graph the statistical output. A Statistical Test Suite PRNG will be used 
as well for further security analysis of encrypted data. This toolbox was specifically designed 
for individuals interested in conducting statistical testing of cryptographic (P)RNGs. It was 
published by the National Institute of Standard And Technology (NIST). 
 
Fig. 3-3 Snapshot of Visual Studio 
 
 
Fig. 3-4 Snapshot of CrypTool 
3.5.2.2  File Attributes & Sizes: 
    The experiments and testing will be carried out on Audio file with .wav format and in 
different sizes, 128 KB, 540 KB, 1 M, and 1.48 MB and another size. The literature shows 
80 
 
that these sizes are common files used in network experiments (Ali, et al., 2014). The voice 
files used in this research are as following: 
 Test file: it is a music voice with 128 KB size used in all the scenarios. 
 Lecture file: it is a short talk by a lecturer with 540 KB size. 
 Computer file: it is a conversation about the computer subject with 1.48 MB. 
 Washing Machine file: a recorded sound for a washing machine while it working with 
different sizes. 
Reading the audio files is not similar to reading data files, it is different. It needs to read the 
header first to know the characteristics of the file. So the header should be identified in the 
program and then start to scan the data to conduct the operation on it. Different file patterns 
have been used to check their effect like human voice and music and washing machine. We 
can also mention that the recording encrypted\decrypted files are easy to hear by human and 
it proves the successful implementation of experiment. The following code shows the audio 
file header reading process:    
if ((err == 0) && (erw == 0)) 
   { 
 fread(meta, 1, sizeof(header), Rfile); // read the source header file 
 fwrite(meta, 1, sizeof(*meta), Wfile); //write header into destination file 
  int flag = Check_Header(meta); 
      if (flag == 1) 
     { 
        printf("corrupted file"); 
        exit(0); 
     } 
3.5.2.3  Scenarios  
    The first step to investigate the traffic was implemented by Simulation scenarios of 
MANET over IP with VoIP and multimedia system to test the QoS. Opnet 18.5, used in this 
scenario. After that, the AES algorithm has been tested using visual studio 2015 in different 
devices to measure the time and energy consumed for encrypting the voice. Then, the 
proposed algorithms have been tested in the same way as AES testing.     
3.5.3  Parameters Measured: 
3.5.3.1 QoS Parameters  
 The most important parameters in this research are delay, Energy and file size. 
 Delay: includes the delay time for packet from source to destination in the network. 
And the execution time spent to execute the encryption/decryption process. It is 
measured in second (sec). 
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 File size: of the audio file before and after encryption process which is measured in 
Byte (B), this size should be same for both plain and cipher so it is not going to affect 
the bandwidth of the network. 
 Energy: consumed by the execution code to do the encryption/decryption process, 
measured in (Joule). 
 The algorithm’s Energy consumption can be measured by calculating the total of computing 
cycles which are used in processes related to cryptographic tasks. For the calculation of the 
total energy cost of encryption, similar techniques are used as defined in (Jiehong & 
Detchenkov, 2016), based on the following equations: 
B cost_encry (ampere-cycle) = τ * I                                     (1) 
T energy_cost (ampere-seconds) = 
                    
𝑩 𝑐𝑜𝑠𝑡_𝑒𝑛𝑐𝑟𝑦 (𝑎𝑚𝑝𝑒𝑟𝑒−𝑐𝑦𝑐𝑙𝑒)
𝐹 (𝑐𝑦𝑐𝑙𝑒/𝑠𝑒𝑐)
 
E cost (Joule) = T energy_cost (ampere-seconds)*V        (2) 
Where: 
B cost_encry: a basic cost of encryption (ampere-cycle). 
τ: the total number of clock cycles. 
I: the average current drawn by each CPU clock cycle. 
T energy_cost: the total energy cost (ampere-seconds). 
F: clock frequency (cycles/sec). 
E cost (Joule): the energy cost (consumed). 
 
     The energy consumption of cryptographic functions can be calculated, by using the cycles, 
the operating voltage of the CPU, and the average current drawn for each cycle (Jiehong & 
Detchenkov, 2016). For example, on average, each cycle consumes roughly 270 mA on an 
Intel 486DX2 processor or 180 mA on Intel Strong ARM. 
In this research, the power factor produced from the above equation = 0.073 
3.5.3.2 Security Parameters 
The most important parameters for security analysis are: 
 Entropy 
 Binary Histogram 
 Floating Frequency 
 brute force attack 
 Autocorrelation    
 Randomness P-value and Poker test (All of these metrics will be explained in the 
following section) 
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3.5.4 Security Analysis 
    Appropriate security parameters are required to investigate the degree of randomness and 
encryption quality for the output file (binary sequences) produced by the proposed algorithm, 
statistical testing and mathematical measurements (Riad, et al., 2013). And then these metrics 
could be used to collect evidence whose output sequences are truly random and have a high 
encryption quality, which can be used safely in the converged network applications (Rana & 
Wankhade, 2017), (Jonge & Loo, 2013). The security analysis used in this research to 
confirm the security strength of the proposed schemes. There are three pieces of evidence to 
confirm the security of the encrypted files. The CrypTool graphs and numerical NIST tests 
results, in addition to the human recognition of the recorded sound, could be used as proof of 
successful encryption. The recorded sound (cipher) after encryption was completely unclear 
and nobody can understand it. There is a lack of security analysis in many research works. 
According to (Ye & Huang, 2016; Riad, et al., 2013), the security metrics are essential to 
measuring the security strength of any security system. Further details of the security metrics 
could be found in the following sections.  
3.5.4.1   Cryptool 14.1  
It used to analyse the encrypted data and to graph the statistical output. It is used to test the 
following parameters: 
 Entropy:  The entropy of a document represents an index of its information content. The 
entropy is measured in bits/ character and  is defined by: 
                                       M[i] = log2 (1/p[i]) = − log2 (p[i]) 
Where M[i] (the information content of a message), p[i] is the probability, that the message 
M[i] is transferred by the message source. This means that the information content depends 
exclusively on the probability distribution with which the source generates the message. “The 
information content of two messages chosen independently of one another equals the sum of 
the information content of the individual messages, with the aid of the information content of 
the individual messages, the average amount of information which a source with a specified 
distribution delivers can be calculated as the individual messages will be weighted according 
to the probabilities of their occurrence” (Riad, et al., 2013).  
 
Entropy(p[1], p[2], . . . , p[r]) := − [p[1]∗ log(p[1]) + p[2] log(p[2]) + · · · + p[r] log(p[r])] .  
The entropy of a source thus specifies its characteristic distribution for text which contains the 
character set (0 to 255), the entropy range between 0bit/char (for only one character in the text) 
and log(256) bit/char (for all 256 characters). 
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 Binary histogram expresses the frequency distribution of the characters of the document 
in graphical form. The distribution of each character should be different in both the plain 
and cipher. Thus, by using the cryptosystem, the cipher will not supply any useful 
information related to the plain-file. Then the differentiate cryptanalysis be more difficult. 
Table 3-1 ASCII Code 
 
To understand the Binary histogram figure, the above table can translate each number with 
the equivalent character. This ASCII table contains all 256 ASCII characters. The table 
contains four clusters of three columns apiece. The first column contains the decimal value 
(Dec.), the second column the hexadecimal value (Hex) and the third column the character 
itself if it is possible to display it on the screen. 
 Floating frequency can be defined as the characteristic of local information content at 
separate points in the document. The floating frequency specifies how many different 
characters are to be found in any given 64-character long segment of the document (Riad, 
et al., 2013).  And this should be diverse from Cipher. 
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 Brute-force Test it tries all possible keys to decipher the file. This test calculates the time 
required to recover the encryption key and decrypt the cipher. 
 The autocorrelation: The autocorrelation of a sequence is an index of the match of 
different pieces of a sequence. The purpose of this empirical test of independence is to 
check the correlation between the binary sequence S and a version of S that has been 
displaced by t positions (ESSLINGER, 2008).  
     Let t be a number, 1 <= t <= (n / 2) and fixed. The number of bit positions in s which 
do not agree with the version of s that has been displaced by t positions is determined by 
D(t) = sum[i = 0; i = n – t – 1] si XOR s(i + t) 
The test statistics used are given by 
X5 = 2 * [(D(t) – [(n – t) / 2]) / (n – t) ^ (1 / 2)] 
Where by X5 approximates an N(0, 1) distribution, provided that n - t >= 10. As both 
small and large values for D(t) are unexpected. 
The autocorrelation function    C(t) = (A(t) − D(t))/n. 
 
3.5.4.2 A Statistical Test Suite 
     This toolbox specifically designed for individuals interested in conducting statistical 
testing of cryptographic (P)RNGs. It was published by the National Institute of Standard And 
Technology (NIST). The need for random and pseudorandom numbers has risen in many 
cryptographic applications. For instance, common cryptosystems employ keys that should be 
generated in a random fashion. Also, many cryptographic protocols require random or 
pseudorandom inputs at various points (Rukhin, et al., April 2010). A random, Random 
Number Generators (RNGs) and Pseudorandom Number Generators (PRNGs) explanation 
can be found in the appendix.    
 Test Description  
       These tests use for analysing the random and Pseudorandom Number Generator for 
cryptographic applications. They are important and can measure the P_value for each bit 
stream have been chosen by the test. Furthermore, it counts the number of zeros and ones in 
each stream and calculates the result. The P_value can be calculated by using the threshold 
(alpha 0.01) When the bit streams result greater than alpha, then the test is passing (Rukhin, 
et al., April 2010). To compute the P_value, the following example illustrates the steps of it: 
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The zeros and ones of the input sequence (e) are converted to values of –1 and +1 and are 
added together to produce Sn.  For example, if  
e = 1011010101, then n=10 and Sn = 1 + (-1) + 1 + 1 + (-1) + 1 + (-1) + 1 + (-1) + 1 = 2 
Compute the test statistic Sobs = 
|𝑆𝑛|
√𝑛
   , then Sobs = .632455 
Compute P-value = erfc 
|𝑆𝑜𝑏𝑠|
√2
   , where erfc is the complementary error function. 
If the P_value ≥ 0.01, then the sequence is random. Otherwise, conclude it non-random. 
 System requirements  
    This software package was originally developed on a SUN workstation under the Solaris 
operating system. All of the source code was written in ANSI C. In this research Oracle VM 
VirtualBox has run on window 10 with computer core i7 ram 8 GB and Ubuntu 17.1 has been 
installed in this VM. 
Oracle VM VirtualBox: is a cross-platform virtualization application. It can be installed on 
current Intel or AMD-based computers. VirtualBox can produce and run a guest operating 
system (virtual machine) in a window of the host operating system. 
Ubuntu: is an open source operating system for PCs. It is a Linux distribution based on 
the Debian architecture. It is commonly run on personal PCs and could be run on network 
servers. 
 Input and output file 
  Data input may be provided in two techniques. If the user has a stand-alone program or 
hardware device which implements an RNG (Rukhin, et al., April 2010), the user may like to 
build as many files of random length as required. The files should have binary sequences 
stored as either ASCII characters containing zeroes and ones or as binary data where each 
byte contains eight bits worth of 0’s and 1’s. The NIST Statistical Test Suite can then 
independently examine these files. The output logs of empirical results will be stored in two 
files, stats, and results 
 Running the Test Code 
“The NIST statistical test suite can be run by type assess command, followed by the desired 
bit stream length, for instance, assess 1000. Then a sequence of menu prompts will be 
displayed. Then can select the data to be examined and the statistical tests to be applied”. The 
first screen appears as follows: 
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Fig. 3-5 Snapshot of NIST Test 
 
3.6  Summary 
This chapter describes the approach that was taken for the proposed design and its elements. 
Justification of research method and rationale for the research approach are explained. In 
addition to, the tools and the data have been used in the methodology. The details of how the 
results tested and analysed are also included. Furthermore, the whole research framework is 
graphically illustrated in this chapter.    
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4 Chapter four: Investigation of the Network & 
Encryption 
 
4.1 Introduction 
     This chapter investigates and studies the network traffic and their requirements. Also, it 
experimentally investigates the AES encryption algorithm. It is assumed that cryptography 
processes occur in the nodes, so the focus will be on offline data. In the network 
environment, the end to end delay can be calculated as in fig below 
 
 Fig. 4-1  Encryption and Decryption Time over Wireless Network 
 
The focus of this research will be on the encryption/decryption time and energy consumption 
in the nodes. Because the transfer time is the same for both encrypted data or unencrypted 
data, as their size is still the same after both process (Wang, et al., 2014) and this will be 
proved in the experiment in this research. So the total time will be as follow: 
T= Encryption time + Transfer time + Decryption time 
Also, the energy consumed usually at the device battery (node). For these reasons, firstly, the 
traffic analysis in the wireless network should be conducted to determine which type of 
traffic should take extra care and to investigate the network behavior and requirement also the 
effect of nodes density could be measured in next section (4.2). Secondly, the standard 
cryptography algorithm then should be tested (offline) to measure its quality and to compare 
with the new proposed algorithm, section (4.3). Here in this research, the AES algorithm  
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has been chosen, as explained in the literature review. All of these tests are conducted in this 
chapter. This chapter is part of the published researches (Hazzaa & Yousef, 2017) and 
(Hazzaa, et al., 2019) 
4.2 Characteristics & Experimental evaluation of real-time traffic in a 
Wireless network 
4.2.1 Overview  
   This work simulates many types of traffic like FTP, Voice, and video conference. The 
results will help to decide which security methods could be used without affecting the quality 
of service. These simulation scenarios are conducted and testing data is analysed to test delay 
in each scenario, the results show significant differences 
As explained in the introduction, the encryption process in networks environment takes place 
in the nodes, such as sender or router. It doesn’t happen in transmission links between the 
nodes. So the delay time for transmitting the data between the sender and receiver is the same 
for both encrypted and unencrypted data because the size of them is still the same, as will be 
approved in the results. The encryption\decryption time is usually added to a total end to end 
delay between the nodes in the networks. In our work, the focus will be on the execution time 
at the node (wireless device) where the encryption process has been executed. Therefore, the 
focus should be on the execution time and power for encryption process needed in the node 
(device). 
   Study of the characteristics of real-time traffic and their requirements in wireless networks 
is very important before any security method is proposed. For instance, performance 
measures such as delay, throughput, and network load should be carefully checked for 
different traffic types such as voice, video, and text. This will enable decision making on the 
selection of security methods which could be used without affecting the QoS for these 
networks. According to (Albonda, et al., March 2017) a distinctive difference in voice packet 
delay can be noticed, when more than 35 nodes participate in the MANET. Figure 4.2, shows 
how each mobility model affects the delay in different ways and in relation to the number of 
nodes in the MANET cluster. It is clear that more delays have been added when increasing 
the participated nodes, in addition to the mobility speed.   
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 Fig. 4-2 Packet delay (in sec) versus the nodes volume (Albonda, et al., March 2017) 
 
In the proposed scheme, it is essential to consider these sensitive requirements for real-time 
traffic and it should make the tradeoff between the security level and QoS requirements. And 
it should offer to the network designer a range of cryptography options, depending on their 
network density and traffic requirement. For instance, in the small network, it may use the 
encryption algorithm with 20% energy saver, while in the large wireless network it urgently 
needs more than 50% energy saver (i.e WSN). So the any proposed algorithms should 
consider these facts. In this work, three encryption algorithm will be introduced with different 
range of energy saving to meet the new requirements of the wireless networks.   
4.2.1.1 Security and QoS Relation 
   As mentioned, Real-time applications over wireless networks often suffer from jitter, delay, 
and packet loss. Due to the recent increase in wireless mobile users and data usage, the 
available spectrum is limited and there is a need to devise new methods (Hazzaa, et al., 
2019). Also, implementing security enforcement in wireless networks add more load to the 
traffic and hugely affect the quality of service metrics. As explained before, the cryptography 
is the most important principle in cybersecurity, and it makes the data unreadable, however, it 
also consumes a lot of QoS metrics. Therefore, it is important to find some way to address 
these issues. The first thing is how to choose the suitable method and this can be done by a 
traffic study. Traffic classification is very important for any researcher in a network area 
because it would help them to understand the characteristics of each type of traffic; this will 
help to know the requirement of each type in term of QoS (Liang & Chao, 2011)  (Hazzaa & 
Yousef, 2017). As we know, there are many differences between real-time traffic and other 
traffic. In real time traffic, there is a huge requirement for Quality of Service metrics such as 
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Voice and Video Conference, while it is less important in another kind such as FTP. As 
mentioned, understanding the characteristics of each type of traffic will help to know the 
requirement of each type in term of quality of service QoS. For example, when need to 
encrypt the data; the quality of service (QoS) metrics should be considered because each type 
of traffic has some specific requirements, like the delay in real-time traffic. In this work, 
many types of traffic like FTP, Voice and video conference has been simulated and many 
results has been obtained which will help to decide which security methods could be used 
without affecting QoS. 
4.2.1.2  QoS Metrics Specification for MANET 
    One of the main challenges in integrating WSNs to the Internet is to ensure reliable traffic 
flows between both networks, to offer an end-to-end quality of service (QoS) ( Acharyya, et 
al., 2017). For instance, “Communication between vehicles enables a wide array of 
applications and services ranging from road safety to traffic management and infotainment. 
Each application places a distinct quality of service (QoS) constraint on the exchange of 
information. The required performance of the supported services differs considerably in 
terms of bandwidth, latency, and communication reliability. For example, high-bandwidth 
applications, such as video streaming, require highly reliable communication” (Brahim & 
Mir, 2017). The aims of this section are to design the MANET and to determine the QoS 
requirements for MANET and to study the behaviour of different type of traffic in this 
network. 
4.2.2  Investigating the Performance and QoS metrics  
  The aim of this test is to find out the delay and throughput of a different kind of traffic in 
MANET with and without connection to the Internet. This work is part of the published 
research in (Hazzaa & Yousef, 2017). The parameters were chosen according to (Albonda, et 
al., March 2017) All the tests and the results are available in the appendix B. 
 
4.2.3 The Effect of Nodes Density on Real Time Traffic 
     In this work, the Ad hoc network with a different number of nodes with voice traffic has 
been simulated, and obtained many results that will help to see the effect of nodes density on 
QoS. The same parameters as in the previous sections are used. And two scenarios are carried 
out, scenario1 with 50 nodes and scenario2 with 25 nodes as in (Albonda, et al., March 
2017). The traffic type that is passed through both networks is Voice. The similar parameters 
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have been configured as in the section (4.2.2). This work is part of the published research in 
(Hazzaa, et al., 2019) 
 
Fig. 4-3 Ad hoc Network with 25 nodes to Test the Voice Traffic 
The result showed a clear difference between the scenarios and the effect of nodes density on 
the voice traffic in the network. 
 
Fig. 4-4 Voice Jitter in the both Networks 
 
Figure (4-4) illustrates the result of the jitter (sec) in the designed networks for two scenarios. 
As we can see there is a difference in the result between the two scenarios regarding the 
92 
 
number of nodes. For 50 nodes network, the average is approximately (0.006s) while for 25 
nodes it reaches near (0.004s). The red line represents the delay of 50 nodes 
 
Fig. 4-5 End to End Delay 
Figure (4-5) shows the result of End-to-End delay (sec) in the designed networks for two 
scenarios. As we can see there is also a difference between the two scenarios regarding the 
number of nodes. For 50 nodes network, the average is approximately (1.4s) while for 25 
nodes it reaches near (1.2s). 
It is clear from the above figures and previous sections; there are many differences among the 
QoS parameters during the increasing of participated nodes. For real-time application and 
wireless environment, this is very crucial. For example, the delay increases with the 
increasing of node density, in addition, this delay wills double when implementing security or 
encryption processing. So it is vital to planning the network requirements and its limitations 
before implementing any security policy.  
4.3 Investigating the Standard AES algorithm 
      As explained in chapter two, AES is Symmetric-key cryptography and refers to 
encryption methods in which both the sender and receiver share the same key. It is fast and 
flexible; it can be implemented on various platforms especially in small devices 
(Ayyappadas, et al., 2014). Also, AES has been carefully tested for many security 
applications. In October 2000, the National Institute of Standards and Technology (NIST) 
publicized the Rijndael algorithm, which is selected for the Advanced Encryption Standard 
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(AES). The symmetric key AES algorithm is considered the most common and widely used 
at present to send information in a secure manner (NIST, 2004). It is the strongest algorithm 
in information security and it highly resists different types of attacks. This section, 
experimentally tests the standard AES algorithm to investigate their parameters such as time, 
power and security strength and to compare it with the results of the proposed algorithm. 
4.3.1 Testing  
     This test aims to apply the encryption/decryption process on the audio file using AES 
algorithm, to determine the execution time and Energy consumption. Firstly, the program 
should read the audio file and then execute the cryptography process. Reading the audio files 
is not similar to reading data files, it is more complicated; it needs to read the header first to 
know the characteristics of the file. Therefore, the compiler should identify the header in the 
program and then start to scan the data to do the operation on it. 
The header of the file contains many variables as: 
struct header_file 
{ 
 char chunk_id[4]; 
 unsigned long chunk_size; 
 char format[4]; 
 char subchunk1_id[4]; 
 unsigned long int subchunk1_size; 
 short int audio_format; 
 short int num_channels; 
 unsigned long int sample_rate; //sample_rate denotes the sampling rate. 
 unsigned long int byte_rate; 
 short int block_align; 
 short int bits_per_sample; 
 char subchunk2_id[4]; 
 unsigned long int subchunk2_size; subchunk2_size denotes the number of samples. 
} header; 
typedef struct header_file *header_p; 
These identify the file type and file format, which is .wav format in the test. These variables 
represent the first 44 Byte in audio file which describe the voice characteristics.  
The testing was carried out using Visual Studio 2015 with C++ programing language in 
Lab’s laptop computer with processor Quad Core i7, Ram 8 GB. And the original AES 
algorithm has been tested on an audio file with different sizes. The audio file stored in the 
computer in drive C and the path of the file as follows: 
  C:\Users\Fih102\Desktop\AES org\AES org 
Fig. (4-6) shows the running of the Test for voice file test.wav after implementing the 
standard AES algorithm. 
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 Fig. 4-6 Snapshot 
As explained in the literature, standard AES using a single fixed S-box table in SubByte 
transformation function. The following table has been used in this test. 
 
 Table 4-1 S-box 
 
 
After executing the encryption program (source.cp) by the software, the command line 
appears and asks to enter the main encryption key. The key used in this test is: 
Main Key = 123456789abcdef123456789abcdef12 
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The length of the key is 32 char, means 16 bytes. 
After entering the key and hitting enter, the execution start to encrypt the file. The choosing 
of the file depends on the following instruction: 
          //Opens files for reading and writing input and output. 
   err = fopen_s(&Rfile, "test.wav", "rb"); 
   erw = fopen_s(&Wfile, "AESOUTP.wav", "wb"); 
For the decryption the instruction will be as: 
   err = fopen_s(&Rfile, " AESOUTP.wav", "rb"); 
   erw = fopen_s(&Wfile, "finalOUTP.wav", "wb"); 
So, the output file in encryption process will be the input file in decryption process. 
The following code executes the encryption process on the input audio file: 
     for (i = 0; i<i_count; i += 16) 
  { 
   fread(State, sizeof(char), 16, Rfile); 
   ENCRYPT(); 
   fwrite(State, sizeof(char), 16, Wfile); 
    } 
 if ((meta->subchunk2_size % 16) != 0)  
             //if the length less than 32 no padding the values stores as it is 
    { 
 li = meta->subchunk2_size - i; //to get the number of bytes that are less of 32 
   fread(Temp, sizeof(char), li, Rfile); 
   fwrite(Temp, sizeof(char), li, Wfile); 
       } 
The execution of this test has been conducted several times to ensure the accuracy of the 
results. The average of the final result has been calculated as illustrated in the result section. 
 
4.3.2 Results 
    The results below show the execution time and energy consumption which consumed by 
the standard AES algorithm for both the encryption and decryption processes.   
     Table 4-2 Encryption Time 
File Size Pattern 
Encryption 
Time (Sec) 
Decryption Time 
(Sec) 
128 K 
Human voice 
  
0.477 0.462 
540 K 1.493 1.387 
1 M 2.787 2.668 
1.48 M 4.078 3.885 
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Table 4-3 Encryption Energy 
File Size Pattern 
Encryption 
Energy (µJ) 
Decryption 
Energy (µJ) 
128 K 
Human voice 
  
0.035 0.034 
540 K 0.109 0.101 
1 M 0.2 0.195 
1.48 M 0.298 0.284 
 
Table 4-4 Different Pattern  
(a) Time 
File Size Pattern 
Encryption Time 
(Sec) 
Decryption Time 
(Sec) 
128 K 
Music 
  
0.472 0.459 
540 K 1.485 1.383 
1.48 M 4.018 3.835 
 
(b) Energy 
File Size Pattern 
Encryption 
Energy (µJ) 
Decryption 
Energy (µJ) 
128 K 
Music 
  
0.034 0.034 
540 K 0.108 0.101 
1.48 M 0.293 0.280 
 
 
Table (4-2) illustrates the amount of the execution time which has been taken by the standard 
AES algorithm to encrypt and decrypt the audio files with different size. The highest level it 
reached nearly 4.078 sec for 1.4 MB while the lowest is 0.477 sec for 128 KB file size. The 
sample rate of each file has also been mentioned in these tables. 
Table (4-3) shows the energy consumption which has been consumed by the standard AES 
algorithm, it has been calculated as described in chapter three. The highest level for both the 
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encryption and decryption processes are reached approximately 0.298 µ Joule and 0.284 µ 
Joule, respectively.  While the lowest is 0.035 µ Joule for 128 KB file size. 
Table (4-4) shows the results for the same parameters but with different voice pattern. It is 
clear that similar values have been obtained from both tests. 
The statistics figure below show the characteristic of encryption and decryption process in the 
AES algorithm, it is clear that the same amount of time for both processes 
(encryption\decryption). 
 
                          
(a) 
 
(b) 
Fig. 4-7 Results 
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4.3.3 Security Analysis 
    The AES algorithm has a high-level of security, as explained in chapter two. However, this 
section conducted an investigative security analysis to ascertain its strength and to compare 
this analysis with the proposed algorithm analysis in the following chapters. So the security 
parameters have been tested in this analysis such as Binary histogram, frequency test, and 
entropy. All these parameters have been explained in chapter three. 
Table (4-5) shows the Entropy test result for the encrypted file in the AES standard. There is 
no doubt that the standard AES algorithm showed a good value, which was 7.99 from the 
maximum possible value of = 8.  
Table 4-5 Entropy 
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washing 5.4 7.99 8 256 
computer 5.13 7.99 8 256 
 
 
The figures below show the security analysis for the encrypted file for standard AES 
algorithm. Fig.(4-8) represents the Binary Histogram of the original audio file 
(computer.wav) before the encryption and the Cipher file. It is clear that a huge difference 
between two figs and a good binary distribution has achieved after the encryption. 
Also, figure (4-9) illustrate the floating frequency of both the plain and cipher file encrypted 
by AES. In addition to figure (4-10) describe the autocorrelation for the cipher by AES 
algorithm after the test. These results will be compared with the proposed schemes to show 
the new enhancements. 
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    (a) Plain audio file  
 
               (b) Cipher audio file by AES 
Fig. 4-8 Binary Histogram  
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(a) Plain 
 
(b) Cipher 
 Fig. 4-9 Floating Frequency 
 
It is clear from the figure (4-9) that the floating frequency for the encrypted file is random, 
and the most of frequency is between 50 – 60 different characters per 64-byte block compare 
with fig which ranged between 10 and 55. This means that there is significant randomness in 
the standard AES algorithm, keeping the diffusion in the cipher and leading to more 
complexity in the relationship between the cipher and the plaintext. Therefore, according to 
the literature review (Stallings, 2017) and this test, the standard AES is considered secure.  
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Fig. 4-10 Autocorrelation 
 
In addition to the previous analysis, some tests have been carried out, such as poker test and 
brute-force attack, to test its strength. These tests have been carried out on the encrypted 
audio file and both of these tests were passed, as shown in Fig (4-11) 
 
Fig. 4-11 Poker Test 
 
4.4 Discussion & Conclusion  
     In addition to the literature review, this chapter provided a clear understanding of the 
network requirements and its behavior. The importance of the knowledge of characteristics of 
each type is useful because it will help to understand the QoS metrics for each type of traffic. 
Also, this chapter showed the execution performance of the standard AES algorithm and its 
strength.  
All experiments were conducted in the offline scenario, because as mentioned before the 
encryption/decryption process occurs in the node itself, so don’t worry about the transfer of 
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the data through the network after encryption. The only thing we should care about is the size 
of cipher which must be the same as in the plain text.   
The investigation of the standard AES algorithm showed its performance, in term of 
execution time and energy consumption, in addition to the security analysis of the encrypted 
output. These investigations will help to compare it with the proposed schemes to validate 
and evaluate their results. So the objective of this chapter has been achieved in a good 
manner. 
AES is very secure because it uses substitution, permutation, mixing, and keys, in addition to 
many rounds of iterations. These operations offer the confusion and diffusion needed to 
protect any cipher from cryptanalysis attempt. So, any proposed cryptosystem based on AES 
features will be efficient and secure. In this research, the proposed crypto-schemes based on 
AES features because of its strength. 
The next chapters will propose the new cryptography algorithms which will meet the QoS 
requirements of the voice, and to reduce the encryption cost for current AES algorithm 
execution, as stated above in this chapter. 
In the proposed scheme, it is essential to consider these sensitive requirements for real-time 
traffic and it should make the tradeoff between the security level and QoS requirements. And 
it should offer to the network designer a range of cryptography options, depending on their 
network density and traffic requirement. For instance, in the small network, it may use the 
encryption algorithm with 20% energy saver, while in the large wireless network it urgently 
needs more than 50% energy saver (i.e WSN). So the proposed algorithm should consider 
these facts.   
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5 Chapter five: Multi S-box Encryption Algorithm 
 
5.1  Introduction  
     As explained in previous chapters, Wireless Mobile ad hoc network connectivity to the 
Internet (WMANET-IP) is facing huge security challenges because every node can enter and 
leave without central admission or authority. So a huge danger comes from anywhere in the 
network (internal and external). Encryption of data in WMANET is very important to protect 
the confidentiality of the data and it is the key principle of cybersecurity. It helps to cipher the 
information and makes it unreadable. However, implementing the current encryption methods 
is a big issue for this kind of networks, especially with real-time traffic, because of the 
Energy limitation of nodes in WMANET. Therefore, these methods should be complex, 
execute quickly, and power saver (do not consume a lot of battery Energy). All of these 
points will keep the security at a high level and keep the QoS at an acceptable level. There 
are two factors that can help to increase the complexity of any cryptography algorithm, which 
is the Confusion and Diffusion, the strong encryption needs much more confusion and 
diffusion.   
 
Fig. 5-1 Encryption Process (Stallings, 2017) 
 
This chapter is going to investigate and develop an encryption algorithm which aims to 
increase the complexity of encryption process making it difficult to breach and in the same 
time don’t increase the execution time and power consumption. This chapter is the first stage 
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in the proposed framework. The output of this chapter will be used to propose the main 
algorithms in chapter 6 and 7, so more analysis and evaluation could be found in these 
following chapters. The base of this work is the AES algorithm. A SubByte function using 
multi S-box transformation technique has been suggested to increase the confusion and 
complexity of encryption algorithm. Also, further techniques will be proposed in this chapter. 
Many recent types of research have been introducing such technique which can solve the 
fixed structure issue in AES algorithm, (Abhiram, et al., 2015) claim that Static S-Boxes are 
implemented using look-up tables which will never vary with the input text or input key. This 
technique makes reverse engineering very simple for the purpose of cryptanalysis. Thus it is 
essential to generate S-Bytes at run time. It is beneficial if the S-byte generated during run 
time varies with the input key. (Alamsyah, et al., 2017)  built S-box using a basic polynomial 
equation and the addition of a constant 8-bit vector different from the standard AES. (G & S, 
2016) proposed a new technique to generate S-Box dynamically which will intensify the 
complexity of S-Box construction to encounter any possible attack on the fixed S –Box. (Ali, 
et al., June 2014), (Mohammed & Rohiem, 2009) introduced a multi S-box mapping 
technique which helped to increase the complexity of the algorithm. However, the author did 
not consider quality requirements. Also, there is a lack of convincing security argument 
which proves its strength. This chapter will address these gaps by testing and analysing the 
new encryption algorithm.   
Aims 
 To propose and investigate an encryption algorithm with a high level of complexity 
and at the same time keeping the execution time and power consumption at the same 
level. 
 Address the fixed structure of SubByte transformation function, to increase the 
confusion in the cipher. 
 Propose further flexible techniques using the dual key for the encryption process to 
increase the security. 
 Analyse the security parameters to prove their strength.  
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Methodology 
  In this chapter, a quantitative research method has been adopted in which involves running 
security encryption experiments for audio files with different sizes. A proposed algorithm has 
been explained and been tested. The delay time and Energy consumed parameters have also 
been measured. A security analysis has been conducted to prove the algorithm strength. The 
testing was carried out using Visual Studio 2015 with C++ programing language. Four 
scenarios have been conducted in Lab’s wireless laptop and computer with window 7 using a 
different kind of processer. In the first scenario (quad-core i7, Ram 8 GB) used. The other 
scenario (Due Core, Ram 4 GB) and the proposed Multi S-box algorithm have been tested on 
an audio file with different size. Finally, the evaluation and comparison with the standard 
algorithm have been carried out. 
   A security analysis has been conducted to test the security level of the new algorithm. 
Many security parameters have been measured, such as the randomness of the encrypted data 
like Entropy, Histogram, and Floating frequency test. The poker test and frequency test are 
carried out as well. The CrypTools 1.4 for cryptography and cryptanalysis have been used to 
carrying out these tests. All the tests have conducted on audio files. 
              
Fig. 5-2 Stage 1 Methodology Design 
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5.1.1 Finite Field Arithmetic 
     A ﬁnite ﬁeld also called a Galois Field (GF) is a ﬁeld with only ﬁnitely many elements. 
The ﬁnite ﬁeld (GF 28) consists of the 28= 256 diﬀerent numbers from (0 ... 255) represented 
by one byte eight bits. Special XOR – and modulo-operations make sure that the sum and the 
product of two ﬁnite-ﬁeld elements remain within the range of the original ﬁnite ﬁeld (8-bit) 
(Bucholz, 2001). 
5.1.1.1 Byte Representation Forms 
      There are four different representation forms could represent the byte numbers, in this 
section, we will explain each kind with the examples: 
Binary Representation: in this type, the byte could be represented by 8 – bit, as in the 
following example:  
10100011b 
Decimal Representation: the above binary number can be represented by multiplying every 
bit by its corresponding power of two: 
10100011b   = 163d 
Hexadecimal Representation: The numbers 0 ... 15 can be expressed by a group of four bits 
called a nibble. The numbers 10 ... 15 cannot be represented by a single decimal digit (0 ... 9) 
and are, therefore “abbreviated” by the letters A ... F in hexadecimal notation (Bucholz, 
2001): 
1111b = 15d = F h 
10100011b   = 163d = A3h 
The polynomial representation: this is a method can be performed by multiply each bit by 
X. the advantage of using this method is to represent the numbers in GF. Fig. (5-3) illustrates 
the multiplication of two binary numbers. 
              
Fig. 5-3 Binary Multiplication (Bucholz, 2001) 
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Unfortunately, the resulting polynomial has a degree greater than 8 bit, can therefore not 
be expressed in one byte, not a GF(28), so it has to be transformed back into the ”byte range” 
by the modulo division. 
5.1.2 Substitution Transformation in AES 
     SubBytes transformation is a substitution function which is considered as a nonlinear 
transformation. Each byte in the State matrix is working independently with remapping their 
values of the S-Box table. The S-Box is created using the multiplicative inverse in the finite 
field GF(28), S-boxes are crucial components of many cryptographic primitives (Alsalami, et 
al., 2016). If such components are removed, these primitives can be easily broken by 
performing linear analysis to the inputs, outputs and the secret key assuming that other 
components are nonlinear. The secret key bits can be easily realized from the input and 
output bits using certain linear algebra methods like the Gaussian elimination. Therefore, it is 
vital that the S-boxes used in any cryptographic basic are nonlinear and very well created 
against linear attacks (Alsalami, et al., 2016).  
5.1.2.1 S-Box generation  
      Encryption/decrypting functions cipher and inv_cipher using the substitution tables 
(s_box) and (inv_s_box) to directly substitute a byte GF(28) by another byte of the same 
finite field.   
 
Fig. 5-4 S-Box generation (Bucholz, 2001) 
 
find_inverse is the first step in the S-box generating process is to search for the multiplicative 
inverses of all elements of the finite field GF(28). Or, for all possible 256-byte values b, find 
the byte b−1 that satisfies (Bucholz, 2001) 
b*b-1 = 1 
 Where * represent a polynomial multiplication defined in poly_mult. 
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After that, the second stage is an affine transformation, which involving of a polynomial 
multiplication with a specific constant (31d = 00011111b) modulo another constant (257d = 
100000001b) and the XOR addition of a third constant (99d = 01100011b): 
bout = bin • 31d mod 257d + 99d 
where + bit-wise XoR operation. 
 
5.2 Proposed algorithm 
5.2.1  Implement SubByte Transformation using Multi-S-boxes  
     As explained in chapter two/section (2.9.3), the Advanced Encryption Standard AES 
algorithm consists of four functions; here the first function SubByte will be modified to 
increase their strength. In this section Multi, S-box encryption has been proposed. The goal of 
the proposed method is to use multi S-box in the transformation process for SubByte function 
using dual keys, instead of fixed structure for the S-Box used in the AES Rijndael. Similar 
techniques as in (Ali, et al., June 2014) are used. The goal is to make the new algorithm more 
secure without affecting the running cost, so it is very important to increase the complexity 
level in SubByte layout since the other AES functions will modify to achieve the tradeoff 
between the security and the time and power consumption. The proposed SubByte function 
solves the problem of the fixed structure which will lead to the generation of more secure 
block ciphers. Each byte in the State matrix will be encrypted using different S-Box tables 
created by the first key, and this, in turn, increases the security of the AES block cipher 
system. The key benefit of the proposed function is that a huge number of S-Boxes could be 
generated.  
The second key represents a random distribution of the S-Boxes created by the first key. This 
key will be in the form of a set of sequence S-Boxes tables arranged randomly, chosen by the 
two parties (sender and recipient). Figure (5-5) illustrate the process of SubByte 
transformation in Advanced Encryption Standard AES which using one S-box consists of 256 
elements and this S-box could be generated by 8-bit value K and constant C. 
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Fig. 5-5 SubByte Transformation in AES 
 
Figure (5-6) explain the implementation of SubByte function using multi S-boxes with each 
S-box containing 256 numbers. Each S-box can be generated using value k and constant C. 
here 8 S-box are using in the encryption process 
                       (S-box[m][n])k= Rndm_Key[k] * mulp[r][c] + Cons_c[k]  
 
Fig. 5-6   Multi S-box Transformation 
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This operation leads to an increase of the degree of complexity within the same delay time 
during the encryption and decryption processes in the proposed SubByte function. 
Algorithms 1, 2 and 3 demonstrate the aforementioned processes. 
Algorithm 1 S-Box generation Ali et al (2014) 
I/P: Randomly (8) values as { Rndm_Key[k], Cons_c[k] , k=1,2,………,8 } 
O/P:  Diverse (8) S-Boxes { (S-box[m][n])k ; (S-1-box[m][n])k ; k=1,2,…..,8 } 
 
1. Choice 8 keys Rndm_Key[k]    // to create a unique S- box when each key has the inverse to 
recreate Inverse S-box  
2. Choice Eight different values Cons_c[k]    
3. For each key Rndm_Key[k]  & relates constant Cons_c[k] generate its own S-box[m][n]   
(S-box[m][n])k= Rndm_Key[k] * mulp[r][c] + Cons_c[k]  
Where mulp[r][c] represent the multiplicative inverse in GF(28)    
4. Use ( S-box[m][n])k in encryption operation.  
 
Algorithm 2. Encryption with Multi S-box  
I/p :plain text Block  { State[Row][Colum] :; r,c=1,2,3,4}  
  8 S-Box{(S-box[m][n])k ; (S-1-box[m][n])k ;   k=1,2,…..,8 .      
 matrix of Key sharing  {Key-Enc\Dec[4][4]}  
O/p: cipher text Block {State[Row][Colum] ; r , c =1,2,3,4}  
using new S- box[m][n] to encrypt each block :    
1. For Each Row in State matrix, Do  
2. For Each Colum in State matrix, Do  
3. Y = (Stat [Row][Colum])&0x0f;  
X = (Stat [Row][Colum]>>4)&0x0f;  
 X, Y =  the index of row and colum  in S-Box    
4.State[Row][Colum]  encrypt by using the index of each S-Box ,;  
Key_Enc[4][4] : State[Row][Colum]=(S-box[x][y] )   
 
This algorithm will add much more complexity; because each key (Rndm_key and Cons_c) 
needed for generating the S-boxes, consist of 128 bit, this leads to a number of possible 
generated s-boxes potentially being: 
              𝑐𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦 = 2128 ∗ 2128 = 2256                           (3) 
In addition, there is a random distribution of the S-Boxes which add more complexity, by 
using another key led to much more complexity as:  
             𝑟𝑎𝑛𝑑𝑜𝑚 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛  𝑠𝑏𝑜𝑥 = 8!  
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 The total complexity for this algorithm will, therefore, be of a high level, adding more 
security for this operation.     
Algorithm 3. Decryption with Multi S-box 
I/p :plain text Block  { State[Row][Colum] :; r,c=1,2,3,4}  
  8 S-Box{(S-box[m][n])k ; (S-1-box[m][n])k ;   k=1,2,…..,8 .      
 matrix of Key sharing  {Key-Enc\Dec[4][4]}  
O/p: cipher text Block {State[Row][Colum] ; r , c =1,2,3,4}  
using new InvS- box[m][n] to decrypt each block :    
1. For Each Row in State matrix, Do  
2. For Each Colum in State matrix, Do  
3. Y = (Stat [Row][Colum])&0x0f;  
X = (Stat [Row][Colum]>>4)&0x0f;  
 X, Y =  the index of row and colum  in InzS-Box    
4.State[Row][Colum]  decrypt by using the index of each InvS-Box ,;  
Key_Enc[4][4] : State[Row][Colum]=(Inv S-box[x][y] )   
 
5.2.2 Proposed Mix S-box Operation 
    In This section, another technique could be proposed by using two S-boxes to increase the 
security level. The idea is to XOR two S-boxes and uses the new S-box in the transformation 
process for SubByte function. This method needs just one K and C to generate addition S-box 
and then XOR it with the existing one as illustrated in fig (5-7)    
 
Fig. 5-7 Mix S-Box Method 
This method will help to reduce the key generation size and generate just one S-box. So there 
is no need to generate multi S-boxes. This method can reduce the effect of using many S-
boxes on the memory size of the processing unit, in addition to reduce the load on key 
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exchange protocol in the network function.  There are 216 possible S-box can be generated by 
the new methods using just two k (8 bit for each) as follow: 
                      𝑐𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦 = 28 ∗ 28 = 216              
This method could be used in future work and further research, so in this research, the 
proposed multi S-box in section (5.2.1) will be used to develop the new algorithms in this 
research. Algorithm 4 can explain it.           
Algorithm 4 New S-Box generation with XOR operation 
I/P: Randomly (2) values as { Rndm_Key[k], Cons_c[k] , k=1,2} 
O/P:  S-Boxes { (S-box[m][n])k ; (S-1-box[m][n])k} 
 
1. Choice 2 keys Rndm_Key[k]         
2. Choice 2 values Cons_c[k]    
3. For each key Rndm_Key[k]  & relates constant Cons_c[k] generate its own S-box[m][n]   
(S-box[m][n])k= Rndm_Key[k] * mulp[r][c] + Cons_c[k]  
Where mulp[r][c] represent the multiplicative inverse in GF(28)    
4. XOR the two ( S-box[m][n])k. 
5. Get the new S-box and used in the encryption.  
 
 
5.3 Experiments 
5.3.1 Testing    
This test aims to execute the encryption process on the audio file using the proposed 
algorithm (Multi-SBOX-AES), to determine the execution time and power consumption. The 
testing was carried out using Visual Studio 2015 with C++ programing language. Two 
scenarios have been conducted in Lab’s wireless laptop and computer with window 7 using a 
different kind of processer. In the first scenario (quad-core i7, Ram 8 GB) used. The other 
scenario (Due Core, Ram 4 GB) and the proposed Multi S-box algorithm have been tested on 
an audio file with a size of 647 KB. In the first scenario the audio file stored in the computer 
in drive C in the following path: 
C:\Users\Fih102\Desktop\AES org\AES org 
In the second scenario, the audio file stored in the following path:  
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 \\anglia.local\fs\StudentsHome\FIH102\My Documents\Visual Studio 2015\Projects\AES 
org\AES org 
It is very important to consider the file path and where it stores. Because this will affect the 
execution result, as would appear in the following result. 
The program code will call the file and open and read it. Then execute the encryption process 
by reading and encrypting block by block, each block has 16 byte. The proposed algorithm 
uses dual keys; the first key is a set of multi-values up to 16 elements. Each value in the key 
set has another value related to it, as in AES Rijndael algorithm leading to build different S-
boxes with its related inverse S-Box.  
Rndom_Key[8]={0x67, 0x85, 0x25,0xb5,0xA4, 0xf1,0x19,0x4c} 
Cons_c[8]={ 0x82, 0x45, 0xc4, 0xa5,0x7b, 0x63,0xd5,0xc1} 
Represent the first key, based on hexadecimal, each value in the key with its related cons_c 
value, can create unique S-Box. 
The following code represents the S-boxes generation process: This code will generate eight 
S-boxes depending on the above keys, where each (key & con) will produce single S-box. 
The final algorithm implemented is: 
 
S-boxes generation process 
void Creat_SubByte() 
{ 
 unsigned char r, c, value, b; 
 int i; 
 for (i = 0; i<8; i++) 
 { 
  for (r = 0; r<16; r++) 
  { 
   for (c = 0; c<16; c++) 
   { 
    value = mulp[r][c]; 
    b = Find_Sbox(value, Rnd_Key[i], i); 
    Fill_Sbox(r, c, b, i + 1); 
   } 
  } 
 } 
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Table 5-1 S-Box 
Tables represent the S-box and its inverse which be generated by using the pairing key and 
correspondent constant (0x67 & 0x82). 
 0 1 2 3 4 5 6 7 8 9 A B C D E F 
0 82  4f  F0  DE  2f  B6  AC  06  C0  FE  98  17  01  63  54  76  
1 A3  36  28  C9  1B  03  48  22  43  E8  E6  4E  7D  F1  6C  9A  
2 12  8A  D8  BF  D7  65  B3  B4  DA  77  D6  A4  E7  C6  46  8C  
3 62  0B  23  11  24  44  E4  6A  E9  1D  3B  47  F5  39  8E  FD  
4 CA  B0  86  29  AF  2A  88  EB  BC  7F  E5  08  1A  C1  0D  21  
5 3A  74  78  E2  A8  0C  05  0E  30  25  A0  72  E0  F7  85  3F  
6 F2  EF  D2  9D  52  71  4B  A7  45  90  75  C4  B1  EE  F6  DF  
7 37  60  D9  9E  5E  FB  F4  BE  AD  94  CB  2A  10  87  A9  FF  
8 32  56  9B  64  14  C2  C3  81  80  7A  42  68  13  19  A2  EA  
9 09  BD  7C  DC  A5  91  53  0F  CE  69  B7  0A  D1  92  C7  4D  
A 4A  CD  F9  41  6B  6F  B2  9F  97  79  C5  04  B5  CF  50  D3  
B DB  AE  51  A1  93  6E  FA  59  27  A6  38  73  95  58  C8  4C  
C BA  55  34  8B  3E  FC  99  8D  7E  5A  7B  B5  66  2B  84  02  
D 61  E3  1F  IE  ED  F3  35  5B  8F  5C  20  31  2C  1C  B8  70  
E CC  16  67  96  BB  40  18  49  EC  33  AA  F8  B9  2D  9C  57  
F 15  6D  89  D0  26  5D  D4  3D  5F  E1  00  DD  83  AB  3C  07  
 
 0 1 2 3 4 5 6 7 8 9 A B C D E F 
0 FA  0C  CF  15  AB  56  07  FF  4B  90  9B  31  55  4E  57  97  
1 7C  33  20  8C  84  F0  E1  0B  E6  8D  4C  14  DD  39  D3  D2  
2 DA  4F  17  32  34  59  F4  D8  12  43  45  CD  BC  ED  7B  04  
3 58  DB  80  E9  C2  D6  11  70  BA  3D  50  3A  FE  F7  C4  5F  
4 E5  A3  8A  18  35  68  2E  3B  16  E7  A0  66  BF  9F  1B  01  
5 AE  B2  64  96  E  C1  81  EF  BD  B7  C9  B7  D9  F5  74  F8  
6 71  D0  30  D  83  25  CC  E2  8B  99  37  A4  1E  F1  B5  A5  
7 DF  65  5B  BB  51  6A  F  29  52  A9  89  CA  92  1C  C8  49  
8 88  87  00  FC  CE  5E  42  7D  46  F2  21  C3  2F  C7  3E  D8  
9 69  95  9D  D4  79  BC  E3  A8  A  C6  1F  82  EE  63  73  A7  
A 5A  B3  8E  10  2B  94  B9  67  54  7E  EA  FD  06  78  B1  44  
B 41  6C  A6  26  27  CB  05  9A  DE  EC  C0  E4  48  91  77  23  
C 08  4D  85  86  6B  AA  2D  9E  BE  13  40  7A  E0  A1  98  AD  
D F3  9C  62  AF  F6  AC  2A  24  22  72  28  B0  93  FB  03  6F  
E 5C  F9  53  D1  36  4A  1A  2C  19  38  8F  47  E8  D4  6D  61  
F 02  1D  60  D5  76  3C  6E  5D  EB  A2  B6  75  C5  3F  09  7F  
 
 
The second key will randomly distribute the S-boxes which created by the first key. The dual 
keys will increase the complexity security level with roughly the same time needed for the 
cryptography processes. This is because instead of using single and fixed S-Box to each byte 
in the state matrix, the proposed algorithm uses different S-Boxes to each byte for the cipher 
operations.  
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After executing the encryption program (source.cp) by the software, the command line 
appears and ask to enter the main encryption key. The key used in this excrement is: 
Main Key = 123456789abcdef123456789abcdef12 
The length of the key is 32 char, means 16 bytes. 
After entering the key and hit enter, the execution starts to encrypt the file. The choosing of 
the file depends on the following instruction: 
          //Opens files for reading and writing input and output. 
   Err = fopen_s(&Rfile, “test.wav”, “rb”); 
   erw = fopen_s(&Wfile, “AESOUTP.wav”, “wb”); 
For the decryption the instruction will be as: 
   err = fopen_s(&Rfile, “ AESOUTP.wav”, “rb”); 
   erw = fopen_s(&Wfile, “finalOUTP.wav”, “wb”); 
So, the output file in encryption process will be the input file in decryption process. The 
results of the present proposed algorithm have good cryptographic strength.  
 
 
Proposed Encryption algorithm 
16 Byte  Plain block 
for (i = 0; i<9; i++) 
     NewSubBytes();   // subbytes transformation proposed in algorithm (2)  
       ShiftRows(); 
         MixColumns();     
    AddRoundKey(); 
    Last round; 
End. 
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Fig. 5-8 Encryption Flow chart for Proposed Algorithm 
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Fig (5-9) shows the input and output files which still have the same size, and this is very 
important especially for networks and bandwidth. 
 
Fig. 5-9 Snapshot for output size 
The result shows that the processer and the file path is very important for the execution time 
and the delay. In scenario 1 the delay is smaller than scenario 2 because of using (quad-core 
i7, Ram 8 GB) processor and storing the audio file in local folder. So our experiment shows 
good results with acceptable delay time. Fig (5-10) show the encryption time scenario 1 for 
voice file test.wav with the size of 647 KB is 1.739 sec. 
 
Fig. 5-10 Snapshot for run process 
 
 
5.3.2 Results & Analysis   
   The results show that significant improvements in the AES algorithm were achieved. The 
following tables show the time is taken and the power consumed by the new algorithm for the 
encryption and decryption process.        
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Table 5-2 average of execution time 
128K Encry Decry 540 K Encry Decry 1.48 M Encry Decry 
    0.463 0.456  1.476 1.34  4.156 3.99 
0.462 0.455 1.46 1.37 4.154 3.99 
0.465 0.457 1.455 1.341 4.146 3.801 
0.465 0.459 1.464 1.342 4.152 4.01 
0.462 0.457 1.456 1.343 4.154 4.094 
Average 0.4634 0.4568 Average 1.4622 1.3472 Average 4.1524 3.977 
The above table shows the average execution time for 5 repeating execution of the program 
(more results tables can be found in appendix..). The following tables explain the time and 
power for each file. 
Table 5-3 Results  
(a) Execution Time 
File Size Pattern Encryption(Sec) Decryption(Sec) 
128 K Human voice 0.463 0.457 
540 K Human voice 1.462 1.347 
1.48 M Human voice 4.152 3.977 
 
(b) Energy Consumed 
File Size Pattern Encr Energy(µ J) Decr Energy(µ J) 
128 K Human voice 0.034 0.033 
540 K Human voice 0.107 0.098 
1.48 M Human voice 0.303 0.290 
 
Table (5-3a) illustrates the amount of the execution time which has been taken by the 
proposed algorithm to encrypt and decrypt the audio files with different size. The lowest 
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amount for both the encryption and decryption processes is about 0.463 sec and 0.457 sec, 
respectively. While the highest 4.152 sec and 3.977 sec. 
Table (5-3b) shows the power consumption which has been consumed by the proposed 
algorithm, it has been calculated as described in chapter three. The highest level it reached 
around (0.303 micro Joule) with 1.48 MB while the lowest is 0.034 (micro Joule) with 128 
KB file size. The pattern of each file has been also mentioned in these tables. 
The statistics figure below show the characteristic of encryption and decryption process in the 
proposed algorithm, it is clear that the same amount of time for both processes. 
 
(a) 
The graphs show the encryption and decryption time taken by the process in the proposed 
algorithm with different file sizes. 
 
(b) 
Fig. 5-11 Cryptography Time (Proposed) 
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(a) 
 
(b) 
Fig. 5-12 Cryptography Energy (Proposed) 
 
5.3.2.1 Security Analysis 
   The new algorithm has a high-level of security because of using multi S-box in SubByte 
transform function. And these S-boxes are generated by using a special key and the 
complexity of finding the keys is increased, each keyspace is 2128 of complexity in addition of 
random distribution of the eight S_Boxes which increased the complexity by 8!, this 
complexity has multiplied by the number of rounds, 10 round in standard and 9 in new AES.   
The figures below show the security analysis for the encrypted file for the proposed 
algorithm. Fig (5-13) represents the Binary Histogram of the original audio file 
(computer.wav) before the encryption and fig (5-14) after the encryption. It is clear that a 
huge difference between two figs and a good binary distribution has achieved after the 
encryption. 
0.000
0.050
0.100
0.150
0.200
0.250
0.300
0.350
128 K 540 K 1.48 M
Encr Power(µ J)
Decr Power(µ J)
0.000
0.050
0.100
0.150
0.200
0.250
0.300
0.350
128 K 540 K 1.48 M
Encr Power(µ J)
Decr Power(µ J)
121 
 
 
 
Fig. 5-13 Binary Histogram for Plain audio file 
 
 
   Fig. 5-14 Binary Histogram for Cipher audio file 
 
 
Table 5-4 shows the Entropy test result for the encrypted file in both the AES standard and 
the new proposed algorithm. The new algorithm achieved a good performance compared to 
the standard algorithm, which was 7.99 from the maximum possible value of = 8.  
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Table 5-4 Entropy 
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test 7.79 7.99 8 256 7.99 8 256 
teaching 5.65 7.99 8 256 7.99 8 256 
washing 5.4 7.99 8 256 7.99 8 256 
computer 5.13 7.99 8 256 7.99 8 256 
 
There are no changes in the Entropy between the proposed algorithm and AES and this main 
that they have a similar strength. 
Fig (5-15) and (5-16) shows the Floating frequency for both the original audio file and the 
encrypted file for the proposed algorithm. 
 
Fig. 5-15 Floating Frequency for Plain 
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Fig. 5-16 Floating Frequency for Cipher 
 
It is clear from the fig.5-16 that the floating frequency for the encrypted file is significant. 
The most of frequency is between 50 – 60 different characters per 64-byte block comparing 
with fig.5-15 which ranged between 10-55. This means that there is significant randomness in 
the newly proposed algorithm, keeping the diffusion in the cipher and leading to more 
complexity in the relationship between the cipher and the plaintext. All the figures above and 
the analysis demonstrate that an important security level has been achieved through the newly 
proposed encryption algorithm. In addition to the previous analysis, some tests have been 
carried out, such as frequency test and poker test, to test the randomness of the output audio 
file. These tests have been carried out on the encrypted audio file and both of these tests were 
passed, as shown in Fig (5-17). 
 
Fig. 5-17 Poker Test Result 
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5.3.3 Evaluation  
  Tables (5-5) and (5-6) show the time is taken and the power consumed by the new algorithm 
for the encryption and decryption process and the comparison between the traditional AES 
and the new encryption algorithms is provided.      
 
Table 5-5 AES and Proposed algorithm Time Comparison 
 
 
 
 
 
 
Table 5-6 AES and Proposed algorithm Energy Comparison  
File Size 
Encr Energy New 
algorithm     (µ J) 
Encr Energy Standers AES               
(µ J) 
128 K 0.034 0.035 
540 K 0.107 0.109 
1.48 M 0.303 0.298 
 
 
 From the above table can be seen that there is the same amount in execution time and power 
consumption for the new algorithm. The amount still roughly the same for both the new 
algorithm compared with the standard AES, in spite of use multi S-boxes. The reason is 
because of using multi S-box does not affect the execution cost because it is a pre-processing 
operation. The small amount of the difference in 1.48 file is not consider because in the actual 
network the maximum packet size does not accede the buffer size. 
 
File Size 
Encryption time proposed 
(Sec) 
Encryption time standard AES 
(Sec) 
128 K 0.463 0.477 
540 K 1.462 1.742 
1.48 M 4.152 4.078 
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(a) 
 
(b) 
 
(c) 
Fig. 5-18 AES and Proposed algorithm comparison 
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Table (7-5) shows the comparison of features for both algorithms. It can be seen that there are 
many important differences between them. However, it is clear that the file size is still the 
same, which will therefore not affect the memory size and the bandwidth of network paths. 
 
 Table 5-7  A comparison between the traditional AES and the proposed algorithm  
Property 
 
Standard AES   Proposed 
S_box 
Num. of keys 
Single 
1 
Multi 
2 
Key length 16 byte same 
Numbers of rounds 10  same 
 
Security 2128 2128*2128*8! 
Single round details  Four function same 
Block length 16 Bytes same 
Encryption time   T  T 
Power consumption P  P 
Output file size =  input file size Yes Yes 
      
 
                      
 
This algorithm is resistant to linear and differential cryptanalysis which requires that the S-
boxes be known in addition to the encryption key. From the aforementioned table, it could be 
noticed that the complexity is improved many times compared to the AES Rijndael, this was 
achieved by creating different (2 to 16) S-boxes. The structure of the AES Rijndael is the 
same except the creation of the S-Box and its inverse are changed. Each S-Box table is 
represented as 8-bit, which means the total values will be 256 and each value will appear only 
once in that table. In the proposed Multi S-box function, every element in the State matrix (16 
elements) has a probability to map for another value of maximally 8! * 2256, since there are 
numerous S-boxes look-up tables generated from the first key in that function. The value 2256 
Represent the probability appearance of every element in each S-Box and depends on 
multiplicative inverse used to calculate that table. 
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5.4 Summary 
This chapter produced a primary algorithm which will be used in the next chapters to develop 
the new algorithms. A SubByte function using multi S-box transformation technique has been 
suggested to increase the confusion and complexity of encryption algorithm. The testing and 
experiments were conducted and a range of implementation scenarios are set up with 
different audio files. The complexity of the proposed algorithm has been increased and the 
time and energy consumption has been kept in at the same amount. Data security was 
analysed using specific testing tools, to measure the new algorithm strength. The following 
chapters will use the output of this chapter to develop the new lightweight algorithms, so 
many analyses, and evaluation can be found there. 
5.4.1 Recommendation  
    Further to the proposed techniques already been presented in this chapter, there is a future 
possibility to propose a new function called Key XOR S-box method. The idea of this method 
is to XOR exist S-box with a chosen key, to increase the complexity of the algorithm. So, no 
need to generate multi S-boxes. The method will be also cost-effective and do not affect the 
execution time. 
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6 Chapter six: Lightweight and Low-Energy Encryption 
Scheme 
6.1 Introduction 
     As explained in previous chapters, implementing current encryption method is a big issue 
for this kind of networks, especially with multimedia or real-time traffic, for many reasons: 
firstly, it needs to be more complex. And, it needs to execute quickly (Khan, et al., 2017) 
(Thomas & Robertazzi, 2017) (Hazzaa, et al., 2018). Also, it should be an Energy saver and 
do not consume a lot of battery power, as there is an Energy limitation of nodes in WNET.  
AES algorithm using multi rounds iteration. The advantage of using repeated round in AES is 
to highly resist the cryptanalysis and to reduce the correlation in the text to achieve the 
diffusion (Daernen & Rijrnen, 2002). However, this consumes a lot of computer resources. 
So in this Research, objective #4 has been built to address these issues and reduce the Energy 
consumption and at the same time keeping the security at the same level. 
In this chapter lightweight and low energy encryption algorithm for voice over wireless 
networks is being developed and tested. The new encryption algorithm has to meet the QoS 
requirements of voice traffic and to be suitable for wireless devices. The aim of the chapter is 
to reduce the execution time and energy consumption of the encryption process compared 
with the standard algorithm (AES) and at the same time at least maintains or increases its 
security level. The suggested algorithm employs similar techniques with those used in the 
Advanced Encryption Standard algorithm (AES), with some changes and enhancements 
considering the limitations of wireless devices. The test results show significant 
improvements in new design metrics. A range of implementation scenarios are setup; testing 
data is analyzed to test delay, energy, and security. Also, the comparison between the new 
algorithm and the standard one shows a significant amount of time and energy consumption 
reduction being achieved (approximately 35%), with good level of complexity, making it 
more suitable for the wireless environment.  
Many recent types of research have been conducted to address these issues (Rahma & Yaco , 
2012), (Msolli, et al., July 2016) . However, there are still some gaps that have not been 
addressed carefully.  In (Rahma & Yaco, 2012) a Symmetric Dual key Dynamic block 
algorithm (SDD) for digital video in the partial encryption technology has been proposed. 
This algorithm meets the requirements of real-time with a high level of complexity at a 
considerable speed. Moreover, (Msolli, et al., July 2016) suggests a 5 rounds AES encryption 
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algorithm for multimedia and real-time applications in a wireless sensor network. The results 
showed a reduction of the execution time, however, this work is still critical in term of the 
security because reducing 5 round will make the algorithm very vulnerable to cryptanalysis 
and attacks.  
    Unfortunately, all of above research results are not suitable for application with wireless 
networks because of the sensitive requirements it has, such as delays, throughput and power 
consumption in network nodes (with power limitation). The fact is that there is always a 
tradeoff between the QoS and the security level in encryption and network security, meaning 
that high security requires more processing time and consumes more energy and vice versa; 
these aspects have not been addressed efficiently in most network security environments. 
Also, there is a lack of security analysis in their work to prove the algorithms strength. 
Aims 
 To propose a lightweight and low-Energy encryption algorithm for voice over 
wireless devices. 
 Using fix key for mix column function. 
 Propose nine rounds encryption algorithm. 
 Analyses the security parameters to prove their strength.  
Methodology 
  In this chapter, a quantitative research method has been adopted in which it involves 
running two security encryption experiments for audio files with deferent sizes. A proposed 
algorithm has been explained and been tested. The delay time and Energy consumed 
parameters have also been measured. A security analysis has been conducted to prove the 
algorithm strength The testing was carried out using Visual Studio 2015 with C++ 
programing language using Console app to avoid any load on the processor. Two scenarios 
have been conducted in Lab’s wireless computer using two kinds of processer. In the first 
scenario (quad-core i7, Ram 8 GB) used. The other scenario (Due Core, Ram 4 GB) and the 
proposed lightweight LEA algorithm have been tested on an audio file with different sizes. 
Finally, the evaluation and comparison with the standard algorithm have been carried out. 
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(c) 
Fig. 6-1 Methodology Design 
 
Phase 1 in fig (6-1b) has already done in chapter four. Stage 1 in phase 2 has also done in 
chapter five. So here in this chapter, stage 2 /phase 2 being carried out to produce the new 
lightweight encryption algorithm. 
6.2 Proposed Development 
6.2.1  Implement Low Computation Mix Column Function  
     The MixColumn function is the third function in the AES algorithm which represent as the 
most expensive operation, where the input matrix is multiplied Over GF(28), Nada ed al 
(2014),  (Hazzaa, et al., 2018). The key matrix used in forward and inverse MixColumn 
transformation functions, which operate on State matrix, is single and with fixed dimension 
[4*4].  
 
Fig. 6-2 MixColumn function in standard AES 
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So the operation to multiply two matrixes when [4*4] dimension for each (fig. 6-2). This 
means the total number of mathematic operations as follow: 
C11 = (K11* S11) + (K12* S21) + (K13* S31) + (K14* S41) , 
C12 = (K11* S12) + (K12* S22) + (K13* S32) + (K14* S42) , 
C13 = (K11* S13) + (K12* S23) + (K13* S33) + (K14* S43) , 
C14 = (K11* S14) + (K12* S24) + (K13* S34) + (K14* S44) , 
 . 
 . 
 . 
 . 
 . 
C43 = (K41* S13) + (K42* S23) + (K43* S33) + (K44* S43) , 
                            C44 = (K41* S14) + (K42* S24) + (K43* S34) + (K44* S44)        ………………(1) 
From the above equations the total number of mathematic operations can be calculated as 
follow: Each element in the [4*4] dimension matrix required 7 operations, two 
multiplications and one summation. So the total number of operations for the whole matrix is: 
16 * 7 = 112  (mathematic operation) 
The proposed scheme, similar to Nada ed al (2014), tends to improve MixColumn 
transformation by splits the key matrix into four parts, each part representing a different key 
with dimension [2*2]. The State matrix is also divided into four parts with [2*2] dimension, 
each part corresponding to one of the keys to a similar position in the key matrix as shown in 
(fig.6-3). 
So the operation to multiply to matrixes when [4*4] dimension for each. This means the total 
number of mathematic operations as follow: 
      C11 = (K11* S11) + (K12* S21)     , 
     C12 = (K11* S12) + (K12* S22)     , 
     C21 = (K21* S11) + (K22* S21)     , 
    C22 = (K21* S12) + (K22* S22)     , 
. 
. 
. 
. 
      C11 = (K11* S11) + (K12* S21)     , 
     C12 = (K11* S12) + (K12* S22)     , 
     C21 = (K21* S11) + (K22* S21)     , 
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                                                    C22 = (K21* S12) + (K22* S22)    …………………………… (2)     
From the above equations the total number of mathematic operation can be calculated as 
follow: Each element in the [4*4] dimension matrix required 3 operations, two 
multiplications and one summation. So the total number of operations for the whole matrix is: 
16 * 3 = 48  (mathematic operation) 
In the product matrix and in each part, any element is the sum of the products of the elements 
of one row and one column. In this case, the individual additions and multiplications are 
executed in GF(28). The transformation can be defined by the following matrix multiplication 
between the State and key matrices. Different from (Ali, et al., June 2014), this method 
assumed that all four parts of the keys are fixed. The reason is to reduce the keys exchanging 
operation between the sender and receiver in the network which cost more load in the 
network. Especially in wireless sensor networks and mobile ad hoc networks, when the nodes 
enter and leave frequently, this causes a repeat of rekeying operation between them. 
 
 Fig. 6-3 Process of Multiplication in MixColum function with fix key 
 
Where:  
𝐶11 =  (𝐾00 ∗ 𝑆00 + 𝐾01 ∗ 𝑆10) 𝑚𝑜𝑑 (𝑖𝑟𝑟𝑒𝑑. 𝑝𝑜𝑙𝑦𝑛. )  
𝐶12 =  (𝐾00 ∗ 𝑆01 + 𝐾01 ∗ 𝑆11) 𝑚𝑜𝑑 (𝑖𝑟𝑟𝑒𝑑. 𝑝𝑜𝑙𝑦𝑛. )  
𝐶21 =  (𝐾10 ∗ 𝑆00 + 𝐾11 ∗ 𝑆10) 𝑚𝑜𝑑 (𝑖𝑟𝑟𝑒𝑑. 𝑝𝑜𝑙𝑦𝑛. )  
𝐶22 =  (𝐾10 ∗ 𝑆01 +  𝐾11 ∗ 𝑆11) 𝑚𝑜𝑑 (𝑖𝑟𝑟𝑒𝑑. 𝑝𝑜𝑙𝑦𝑛. ) 
 
This method will reduce the number of operations needed to multiply two matrixes because it 
reduces the summation and multiplication processes. Consequently, lead to reduce the time 
and Energy consumption needed to executing this function, as shown in Algorithm 1. 
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Algorithm 1 Low Computation Mix Column 
I/p :plain text Block  { State[Row][Colum] :; r,c=1,2,3,4}. And The mix colum k- encryption 
Mix_Key[r][c], r,c = 1,……,4 
O/p: Ciphertext text Block  C_Blok[r][c], r,c =1,…..,4 .  
1: Divided plain Block[r][c] and Mix_Key[r][c] into 4 portions each one of size 2*2, for each 
portion of Mix_Key[2][2] , calculate its inverse matrix.  
2: Multiplication of each portion of P_Block[2][2]* fixed Mix_Key[2][2] to produce 
C_Matrix[2][2].    
3: Rebuild the C_Block[r][c] r,c=1,..,4, from each portion of C_matrix[2][2] 
 
6.2.2 Proposed Nine-Rounds Iteration 
The high complexity that has been achieved in chapter 5 for multi S-box Sub-Byte 
transformation, made the algorithm much more secure. And this offers a wide range of 
flexibility to propose new enhancements in this algorithm, to make it suitable for wireless 
networks, which have nodes with power limitation. Therefore, in this section, the aim is to 
decrease the power consumption and execution time and keep the security and complexity at 
the same level.    
Reducing the number of rounds in AES algorithm processes will decrease the power 
consumption (Hazzaa, et al., 2018) and at the same time reduces the execution time and keeps 
the complexity the same because the complexity was already increased in the S-Box stage as 
mentioned in chapter 5. It is more desirable to reduce the round iteration as much as possible. 
For example make it 5 rounds, as proposed by (Msolli, et al., July 2016), or 4 rounds, because 
it will reduce the energy consumption to the half or more. But this will breach the security 
level and would make the algorithm more vulnerable to the cryptanalysis. According to 
(Bahrak & Aref, July 2008) who confirmed that the last successful attack was on up to seven 
rounds AES-128. Also, the research conducted by (Li, et al., 2015) states that “For the 
attacks under the single-key model, up to now, the best attacks except the biclique method 
could reach to 7-round for AES-128, 8-round for AES-192 and 9-round for AES-256”. So, 
using 8 or 9 rounds is possible, especially when increasing the complexity in other parts of 
the algorithm.  Therefore, using 9 rounds iteration for a new algorithm is proposed. The 
mathematical model of the new algorithm below illustrates the proposed model: 
P = power T = time 
P(Enc) = ∑ P(round) 
136 
 
T(Enc) = ∑ T(round) 
 So, by implement 9 rounds: 
New Power consumption = 0.9 * P 
New execution Time = 0.9 * T 
Implementing this new algorithm will decrease the power consumption by up to 10% and 
reduces the execution time to 10% as well, while keeping the security at the same level, 
because the complexity of the algorithm has already been dealt with during the S-Box 
generation stage and not in round stage, in addition, to using 9 rounds, which keep the 
security high (Li, et al., 2015). The AES algorithm has traditionally implemented ten rounds, 
each round consisting of four functions, while the proposed new algorithm is implementing 9 
rounds to perform the encryption process. Algorithm 2 below illustrates the newly proposed 
algorithm. 
Algorithm 2 Nine rounds Encryption 
I/P: plaintext Block {State [Row][Col]Row, Col=1,2,3,4}.  
With 1-16 S-boxes, generated in ch.5. 
O/P: cipher text C {[Row][Colum]Row Colum=1,..,4}  
Encrypt using nine rounds  
    for (i = 0; i<8; i++) 
   SubBytes();   // subbytes transformation proposed in Ch. (5)  
    ShiftRows(); 
     MixColumns();  // mixcol proposed in algorithm (1)  
   AddRoundKey(); 
    Last round; 
End. 
 
6.3 Experiments 
    This test aims to execute the encryption process on audio files using proposed Low 
Computation MixColumn - 9 rounds algorithm to determine the execution time and Energy 
consumption. Two tests have been run. Test 1 using the proposed mixcol algorithm with 10 
rounds. Test 2 used the proposed mixcol with 9 rounds. 
Experiment 1 in chapter five has revealed the mixcol consumed 9/20 from the total 
encryption power so the theoretical mathematic would be illustrated in the following model:   
the estimated total power consumption P for 10 rounds: 
  P total = (Psub + Pshift + Pmixcol + Paddkey) * 9 + P last round 
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𝑷 𝑚𝑖𝑥𝑐𝑜𝑙 =
9
20
∗ 𝑷 𝑡𝑜𝑡𝑎𝑙 
𝑛𝑒𝑤 𝑷 𝑚𝑖𝑥𝑐𝑜𝑙 =
1
2 
∗ 𝑷 𝑚𝑖𝑥𝑐𝑜𝑙 
Then: 
𝑛𝑒𝑤 𝑷 𝑚𝑖𝑥𝑐𝑜𝑙 =
1
2 
∗
9
20
∗ 𝑷 𝑡𝑜𝑡𝑎𝑙 
E= P *t 
T=file size, code cost, CPU (processor speed, memory size) 
There is no mixcol function in the last round so, it has not been considered in the above 
model. The improvement percentage should be 22% of the total power consumption; this is 
going to be validated in this experiment. 
Also, the use of 9 rounds instead of 10 rounds in the AES algorithm should save 10% from 
energy. As explained in the mathematical formula.   
The final decreasing percentage in power consumption should be 35% of the total power 
consumption. 
The testing has been carried out using Visual Studio 2015 with C++ programing language. 
Two scenarios have been conducted in Lab’s computer with window 7 using two kinds of 
processer. In the first scenario (quad-core i7, Ram 8 GB) is used while the other scenario is 
used (Due Core, Ram 4 GB). The proposed LEA algorithm has been tested on an audio file 
with different sizes.   
The program code will call the file and open and read it. Then execute the encryption process 
by reading and encrypting it block by block, each block has 16 byte. The proposed algorithm 
uses a fixed key used as four parts; the key is a set of fixed values up to 16 elements. Each 
value in the key, as in AES Rijndael algorithm:  
Key[16] = 
{0x02,0x03,0x01,0x01,0x01,0x02,0x03,0x01,0x01,0x01,0x02,0x03,0x03,0x01,0x01,0x02}  
which represent the fix key, based on hexadecimal.   
The results of the present proposed algorithm have good cryptographic strength. The input 
and output files which still have the same size and this is very important, especially for 
networks and bandwidth. 
The following code represents the MixColumn function: 
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MixColumns process 
void MixColumns(void) 
{ 
 unsigned char c[2][2], i, j, 
  key[4][4] = { 0x02,0x03,0x01,0x01,0x01,0x02,0x03,0x01, 
  0x01,0x01,0x02,0x03,0x03,0x01,0x01,0x02 }, 
  s[4][4], k1[2][2], m; 
 for (m = 1; m <= 4; m++) 
 { 
  switch (m) 
  { 
  case 1: i = 0; j = 0; 
   break; 
  case 2:i = 0; j = 2; 
   break; 
  case 3:i = 2; j = 0; 
   break; 
  case 4:i = 2; j = 2; 
  } 
  memset(c, 0, sizeofI);  // reset the sub state matrix 
  memset(k1, 0, sizeof(k1));    
Cut_Arr(i, j, c, State);// take c[2X2] from each 4X4 state matrix 
Cut_Arr(i, j, k1, key);   
  Product(c, k1); 
Re_const(c, s, i, j);   
 } 
 for (i = 0; i<4; i++) 
  for (j = 0; j<4; j++) 
   State[i][j] = s[i][j];  
 
 
 
The code will execute the new mix-column process by dividing the 16-byte state to four parts 
with 2 dimensions for each and doing the multiplication operation. 
After executing the encryption program (source.cp) by the software, the command line 
appears and asks to enter the main encryption key. The key used in this excrement is: 
Main Key = 123456789abcdef123456789abcdef12 
The length of the key is 32 char, means 16 bytes, 128 bit. Also, the S-box key generation will 
be used here, as explained in chapter 5 to use multi S-Box. 
After entering the key and hit enter, the execution starts to encrypt the file. The choosing of 
the file depends on the following instruction: 
          //Opens files for reading and writing input and output. 
   Err = fopen_s(&Rfile, “test.wav”, “rb”); 
   erw = fopen_s(&Wfile, “AESOUTP.wav”, “wb”); 
For the decryption the instruction will be as: 
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   err = fopen_s(&Rfile, “ AESOUTP.wav”, “rb”); 
   erw = fopen_s(&Wfile, “finalOUTP.wav”, “wb”); 
So, the output file in encryption process will be the input file in decryption process. The 
encryption key should be between 0-9 and A-F hex character. Otherwise, it shows error alert, 
as shown in fig (6-4). 
 
Fig. 6-4 Snap shot for Key error 
 
6.3.1 Results & Analysis 
6.3.1.1 Low Computation Mix Column Results 
  Tables (6-1 a, b) show the time is taken and the energy consumed by the new low 
computation mixcolumn algorithm for the encryption and decryption process for audio files. 
It describes the test result by using (quad-core i7, Ram 8 GB) processor: 
 
Table 6-1    
 (a) Testing Time low computation 
File Size Encryption Time (Sec) Decryption Time (Sec) 
128 K 0.365 0.339 
540 K 1.125 1.060 
1.48 M 3.190 3.017 
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(b) Testing Energy 
File Size 
Encryption Energy (µ 
Joule) 
Decryption Energy (µ 
Joule) 
128 K 0.027 0.025 
540 K 0.082 0.077 
1.48 M 0.233 0.220 
 
Tables (6-1a, b) illustrate the amount of the execution time which has been taken by the 
proposed lightweight algorithm to encrypt and decrypt the plain audio files with different 
sizes. The highest level it reached nearly 3.190 sec with 1.4 MB while the lowest is 0.365 sec 
with 128 KB file size. Table 2 shows the energy consumption which has been consumed by 
the proposed algorithm, it has been calculated as described in chapter three. The highest level 
it reached approximately 0.233 µ Joule while the lowest is 0.027 µ Joule with 128 KB file 
size. 
The following graphs show the encryption and decryption time and energy taken by the 
processes in the proposed low computation mixcolumn algorithm with different file sizes. 
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(b) 
Fig. 6-5 Encryption\Decryption Time and Energy low computation  
 
 
6.3.1.2 Lightweight algorithm Nine-Rounds Results 
  Tables (6-2) show the time is taken and the energy consumed by the new lightweight LEA 
algorithm for the encryption and decryption process.      
Table 6-2    (a) Testing Time lightweight LEA 
File Size Encryption Time (Sec) Decryption Time (Sec) 
128 K 0.314 0.324 
540 K 0.977 1.086 
1.48 M 2.747 2.833 
 
(b) Testing Energy 
File Size 
Encryption Energy (µ 
Joule) 
Decryption Energy (µ 
Joule) 
128 K 0.023 0.024 
540 K 0.071 0.079 
1.48 M 0.201 0.207 
 
Table (6-2 a, b) illustrates the amount of the execution time which has been taken by the 
proposed lightweight algorithm to encrypt and decrypt the plain audio files with different 
sizes. The highest level it reached nearly 2.747 sec with 1.4 MB while the lowest is 0.314 sec 
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with 128 KB file size. Table 2 shows the energy consumption which has been consumed by 
the proposed algorithm, it has been calculated as described in chapter three. The highest level 
it reached approximately 0.201 µ Joule while the lowest is 0.023 µ Joule with 128 KB file 
size. 
The statistics figure below show the characteristic of encryption and decryption process in the 
proposed algorithm, it is clear that the same amount of time for both processes. 
 
(a) 
Fig. 6-6 Encryption\Decryption Time and Energy lightweight LEA  
 
 
(b) 
The following table shows the execution time and Energy consumption for LEA run with 
different encryption s’ key. It is clear that the changing of the key does not affect the 
encryption\ decryption processing time and energy, as compared with a table (6-2). 
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Table 6-3 Different Encryption key 
 Execution Time Energy Consumption 
File 
Size (B) 
Encryption 
Time (Sec) 
Decryption 
Time (Sec) 
Encryption 
Energy (µ J) 
Decryption 
Energy (µ J) 
128 K 
0.314 0.324 0.023 0.024 
540 K 
0.974 1.086 0.071 0.079 
1.48 M 
2.745 2.8 0.2 0.205 
 
 
The experiment has also tested the new proposed algorithm with many numbers of encryption 
rounds to show the differences between them and their effect on the encryption cost. The 
following tables illustrate the results for each round. 
 
Table 6-4 Execution Time with many rounds 
Rounds 
Iteration 
Encryption 
Time (Sec) 
Decryption 
Energy (µ J)   
1st Rn 0.387 0.387 
2nd Rn 0.73 0.73 
3rd Rn 1.061 1.09 
4th 1.416 1.421 
5th 1.759 1.76 
6th 2.078 2.078 
7th 2.424 2.424 
8th 2.755 2.757 
9th 3.144 3.145 
10th 3.47 3.47 
11th 3.773 3.77 
12th 4.104 4.1 
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Table 6-5 Energy consumption with many rounds 
Rounds 
Iteration 
Encryption 
Energy (µ J) 
Decryption 
Energy (µ J)  
1st Rn 0.0283 0.0283 
2nd Rn 0.0533 0.0533 
3rd Rn 0.0775 0.0796 
4th 0.1034 0.1037 
5th 0.1284 0.1285 
6th 0.1517 0.1517 
7th 0.1770 0.1770 
8th 0.2011 0.2013 
9th 0.2295 0.2296 
10th 0.2533 0.2533 
11th 0.2754 0.2752 
12th 0.2996 0.2993 
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(b) 
Fig. 6-7 Execution Time & Energy for LEA with many rounds 
 
6.3.1.3 Security Analysis 
   Appropriate security parameters are required to investigate the degree of randomness and 
encryption quality for the output file (binary sequences) produced by the proposed algorithm, 
statistical testing and mathematical measurements (Riad, et al., 2013). And then these metrics 
could be used to collect evidence whose output sequences are truly random and have a high 
encryption quality, which can be used safely in the converged network applications (Rana & 
Wankhade, 2017; Jonge & Loo, 2013). 
The security analysis has given further consideration in this chapter to confirm the security 
strength of the novel design. There are two proves to confirm the security of the encrypted 
files: the human recognition of the recorded sound, the CrypTool diagrams, and results. The 
recorded sound (cipher) after encryption was completely unclear and nobody can understand 
it. However, there are many security tests conducted in this section. 
The figures below show the security analysis for the encrypted file for both the standard AES 
and the proposed algorithm. Fig (6-8) represents the Binary Histogram (as explained in ch.3) 
of the original audio file (test.wav) before the encryption. 
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Fig. 6-8 Binary Histogram for Plain audio file 
 
Fig (6-9) illustrates the Binary Histogram of the encrypted file by the proposed algorithm. It 
is clear that there is a huge difference between the original file and the encrypted file. The 
above figures describe the repetition (distribution) percentage of each character/number in the 
audio file. For example, number 50 has a different value in each figure, this means that the 
encrypted file has good confusion pattern to trick the attacker keeping the data more secure.   
Fig (6-10) shows the Binary Histogram of the encrypted file for the standard AES. As a 
comparison with the Binary Histogram presented for the new algorithm in Fig (6-9), there is a 
clear similarity between the standard AES and the proposed algorithm as compared with the 
original file. 
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Fig. 6-9 Binary Histogram for Cipher audio file by LEA 
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Fig. 6-10 Binary Histogram for Cipher audio file by AES 
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The following table describes the previous diagrams and illustrate their values. It shows the 
frequency for some characters for the plain and cipher which encrypted by standard AES and 
the proposed Lightweight Encryption Algorithm (LEA). 
Table 6-6 Binary Histogram Values 
Character 
 value  
(Dec.) 
Equivalent  
value 
(Hex)  
Frequency  
(Plain Text)   
 (%) 
Frequency Cipher 
 (LEA)   
 (%) 
Frequency Cipher  
(AES)   
 (%) 
1 01 1 0.68 0.61 
25 19 0.49 0.67 0.51 
50 32 0.25 0.33 0.55 
75 4B 0.13 0.47 0.31 
100 64 0.09 0.62 0.75 
125 7D 0.06 0.50 0.35 
126 7E 0.061 0.70 0.31 
127 7F 0.062 0.61 0.41 
128 80 0.063 0.82 0.46 
150 96 0.12 0.57 0.52 
175 AF 0.13 0.61 0.47 
200 C8 0.22 0.42 0.37 
225 E1 0.46 0.62 0.93 
250 FA 0.77 0.40 0.18 
     
    
Frequency means the number of times repeated in the text. From the above table it is clear 
that a good confusion has been achieved in the cipher for both TKE and AES, For example, 
the character (125) in the diagram, (125 Dec.= 7D Hex= } ASCII ), has 0.5% frequency, 
While actual frequency in the plain file is 0.06%. Also, 75 has 0.47% While actual frequency 
in the plain file is 0.13%. So, all the frequency values have big differences from the plain file. 
This adding more confusion to the cipher and will confuse the attacker making it more secure 
and high resistance to cryptanalysis. To calculate the differences between the Plain file and 
cipher mathematically, the following equation computes the number of each character in the 
file: 
𝑛𝑜. 𝑜𝑓 𝑐ℎ𝑎𝑟 = 𝑇𝑜𝑡𝑎𝑙 𝑛𝑜. 𝑜𝑓 𝑐ℎ𝑎𝑟 ∗
𝑐ℎ𝑎𝑟 𝑓𝑟𝑒𝑞.
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For example, the number of character repeating (125≠7D) = 
𝑛𝑜. 𝑜𝑓 7𝐷 = 661544 ∗
0.5
100
= 3307  
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While in the Plain file: 
𝑛𝑜. 𝑜𝑓 7𝐷 = 661544 ∗
0.06
100
= 397  
Another example of (150≠96): 
𝑛𝑜. 𝑜𝑓 96 = 661544 ∗
0.57
100
= 3770  
In Plain file: 
𝑛𝑜. 𝑜𝑓 96 = 661544 ∗
0.12
100
= 794  
 
Thus, by using the proposed cryptosystem, the cipher will not supply any useful information 
related to the plain-file. And because there are significant differences between the plain and 
cipher file, the statistical attacks will be infeasible. 
Additional audio file (teaching.wav 540k) has also been considered in this test and the 
following figs show their pattern. 
 
(a) Plain file 
Fig. 6-11 Hex file and binary histogram for teaching file 
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(b) Cipher 
 
(c) Decipher 
 
Another security parameter called Autocorrelation, (as explained in ch.3), has been 
considered in this analysis to show the correlation pattern for the plain and cipher. The 
following graphs illustrate its analysis.  
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(a) Autocorrelation for Plain file 
 
(b) Autocorrelation for Cipher by AES 
 
(c)Autocorrelation for Cipher by TKE 
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                  (d) Relative agreement % for Cipher 
Fig. 6-12 Autocorrelation for testing audio file 
 
Table (6-7) describe the previous autocorrelation figs and illustrate the numerical values for 
each test. There is a big reduction in the correlation in the ciphers. 
 
Table 6-7 Autocorrelation 
Audio 
file 
Plain LEA AES 
Degree no. 
match 
% relative 
agreement 
no. 
match 
relative 
agreement 
% 
no. 
match 
% relative 
agreement  
        
teaching 
8000-
11000 
20% 
4700-
5200 
4% 
4500-
5000 
4% P 
Washing 
48000-
55000 
12-15% 
8200-
8600 
4% 
8400-
8800 
4% P 
computer 
19000-
40000 
15% 
12400-
13400 
5% 
12400-
13400 
5% P 
  
 
The number of characters that match is reduced in the cipher for LEA and AES and it roughly 
the same amount. This means that have been a similar cryptographic strength for both of 
them, according to ch.3. 
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Table (6-8) shows the Entropy test result for the encrypted file in both the AES standard and 
the new proposed algorithm. The new algorithm achieved a good performance compared to 
the standard algorithm, which was 7.99 from the maximum possible value of = 8. 
Table 6-8 Entropy 
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test 7.79 7.99 8 256 7.99 8 256 
teaching 5.65 7.99 8 256 7.99 8 256 
washing 5.4 7.99 8 256 7.99 8 256 
computer 5.13 7.99 8 256 7.99 8 256 
 
The floating frequency describes the number of different characters per 64-byte block, higher 
number means higher security (Riad, et al., 2013).  Fig (6-13) and (6-14) shows the Floating 
frequency for both the original audio file and the encrypted file for the proposed algorithm. 
 
Fig. 6-13 Floating Frequency for Plain file 
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This means that there is significant randomness in the newly proposed algorithm, keeping the 
diffusion in the cipher and leading to more complexity in the relationship between the cipher 
and the plaintext.  
 
Fig. 6-14 Floating Frequency for Cipher 
 
It is clear from the fig. (6-14) that the floating frequency for the encrypted file is perfect. The 
most of frequency is between 50 – 65 different characters per 64-byte block compared with 
fig. (6-13), which ranged between 30-55. This means that there is significant randomness in 
the newly proposed algorithm, keeping the diffusion in the cipher and leading to more 
complexity in the relationship between the cipher and the plaintext.       
All the figures above and the analysis demonstrate that an important security level has been 
achieved through the newly proposed encryption algorithm. In addition to the previous 
analysis, some tests have been carried out, such as brute force attack and poker test, to test the 
randomness of the output audio file and the strength of the encryption key. These tests have 
been carried out on the encrypted audio file (cipher) and both of these tests were passed, as 
shown in Figs (6-15a, 16). 
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(a) Time 
 
(b)Key Reveal 
      Fig. 6-15 brute force Attack 
 
The table below shows tests results and illustrates each algorithm with their keys size and the 
number of possible keys (key space) in addition to the time required to find (recover) the 
encryption key. 
Table 6-9 Key Reveal Time 
Cipher Key size (bit) Key space Recovery Time 
RC4 32 232 5 h 
AES 128 2128 2.2*1025 years 
Proposed LEA 128+256 2384 9.4*1064 years 
 
 
157 
 
The Poker test below also shows the significant level of randomness which has passed the 
test as shown in the figure 
 
           Fig. 6-16 Poker Test Results 
 
6.4 Validation and Evaluation 
  The validation approach adopts many ways and methods. First, comparison with standard 
AES algorithm has been carried out. For more validation, it used two different processor 
specifications, to see how much power saving percentage for each processor.  
From Tables (6-10, 11) it can be seen that there is a clear reduction in execution time and 
power consumption for the new algorithm. The amount of reduction reaches nearly 35% for 
the new algorithm compared with the standard AES. 
 
Table 6-10 Encryption Time compare for LEA and AES 
File Size 
Encryption Time Proposed 
(Sec) 
Encryption Time Standard 
AES (Sec) 
Energy Saving 
128 K 0.314 0.4768 
35% 540 K 0.977 1.742 
1.48 M 2.747 4.0776 
 
 
 
 
158 
 
 
Table 6-11 Encryption Energy compare for LEA and AES 
File Size 
Encryption Energy New 
algorithm (µ J) 
Encryption Energy Standard 
AES (µ J) 
Energy Saving 
128 K 0.023 0.035 
35% 540 K 0.071 0.109 
1.48 M 0.201 0.298 
 
 
 
 
(a)Time 
Fig. 6-17 graphs 
 
Let assume, send several long voice messages with X sizes using the AES algorithm, and it 
consumes E energy from the battery, so the battery can work for 10 hours.  
While in the proposed algorithm it will consume 0.65* E, means 35% extra E can be added. 
If E=10h then new E=13.5 h. means the battery can work extra time roughly 3.5 hours. 
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(b)Energy 
 
 
(c)Energy 
 
Another comparison between the new LEA algorithm and standard AES has also been done 
with many numbers of encryption rounds to show the differences between them and their 
effect on the encryption cost. The new design achieved a better performance in all rounds. 
The following tables illustrate the results for each round. 
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Table 6-12 Encryption Time compare for LEA and AES with many Rounds 
Rounds 
Iteration 
Encryption Time  
LEA (Sec) 
Encryption Time 
Standard AES 
(Sec) 
1st Rn 0.387 0.459 
2nd Rn 0.73 0.884 
3rd Rn 1.061 1.313 
4th 1.416 1.789 
5th 1.759 2.21 
6th 2.078 2.669 
7th 2.424 3.131 
8th 2.755 3.543 
9th 3.144 3.986 
10th 3.47 4.495 
11th 3.773 4.872 
12th 4.104 5.392 
 
Table 6-13 Encryption Energy compare for LEA and AES with many Rounds 
Rounds 
Iteration 
Encryption 
Energy LEA (µ J) 
Encryption Energy 
Standard AES (µ J) 
1st Rn 0.0283 0.0335 
2nd Rn 0.0533 0.0645 
3rd Rn 0.0775 0.0958 
4th 0.1034 0.1306 
5th 0.1284 0.1613 
6th 0.1517 0.1948 
7th 0.1770 0.2286 
8th 0.2011 0.2586 
9th 0.2295 0.2910 
10th 0.2533 0.3281 
11th 0.2754 0.3557 
12th 0.2996 0.3936 
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(a) 
 
(b) 
Fig. 6-18 Statistics for Many Rounds 
 
The results show that significant improvements in the proposed algorithm were achieved. The 
significance of the results is measured using a T-test function. The critical value for this test 
is (0.05). The output of the test shows that the P-value < 0.05. 
In the quality test:       P-value = 0.000387 < 0.05 
For security test:    P-value = 0.000206 < 0.05 
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So this results are consider as significant and the algorithm has achieved a good tradeoff in 
security and quality.  
Table (6-14) shows the comparison of features for both algorithms. It can be seen that there 
are many important differences between them. The performance is batter and the security is 
maintained and increased in some parts. Also, it is clear that the file size is still the same, 
which will therefore not affect the memory size and the bandwidth of network paths. 
 
Table 6-14  Features comparison between the Standard AES and the proposed LEA 
Property    AES   New Algorithm 
S_box 
Num. of keys 
  Single 
     1 
Multi 
2 
Keyspace    2128 2128*2256*8! 
Binary Histogram Random Random 
Poker Test Pass Pass 
Security Secure Secure 
Block length 16 Bytes same 
No. Rounds    10 9 
Encryption time       T 0.65 T 
Power consumption     P 0.65 P 
Energy Saving    --- 35% 
Output =  input size   Yes Yes 
 
From all the above evaluation, there is a good performance has been achieved by new 
proposed algorithm LEA making it cost-effective and energy saver. Also, a significant level 
of security has been achieved by the new algorithm. The algorithm LEA has achieved a good 
tradeoff in security and quality. 
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6.5 Summary 
    A lightweight and low energy encryption algorithm for audio files was developed and 
tested in this chapter. The main objectives have been achieved by reducing the execution time 
and energy consumption of the encryption process compared with the standard algorithm 
(AES) and keeping its security level in a good complexity.  
A Low computation Mixcolumn function and nine rounds iteration for the new algorithm 
LEA have been proposed in this chapter. The testing and experiments were conducted and a 
range of implementation scenarios are setup with different audio files. Also, the algorithm 
has been tested with many iteration rounds to test their performance and effect. The test 
results show significant improvements in new design metrics. The comparison between the 
new algorithm and the standard one shows a significant amount of time and energy 
consumption reduction being achieved (approximately 35%)  
Data security was analyzed using specific testing tools, to measure the new algorithm 
strength. Many security parameters have been tested such as binary histogram, 
autocorrelation, and others to test the randomness and the complexity of the cipher.  
The validation and evaluation showed that a significant level of security has been achieved by 
the new algorithm. In addition, a good performance making it cost-effective and energy 
saver. The algorithm LEA has achieved a good tradeoff solution in security and quality. The 
new design is more suitable for the wireless environment and helps to address the limitation 
of the wireless devices. 
The next chapter will use the outcome and the proposed functions of this chapter, to develop 
a novel encryption algorithm with new features.   
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7 Chapter seven: A Novel Triple Key Encryption 
Algorithm (TKE) 
7.1 Introduction 
   This chapter will make further development for the algorithm that has already been 
proposed in chapter 5 and 6, to increase the security level by adding 3rd key function. The 
SubByte function proposed in chapter 5 and mixcol proposed in chapter 6, in addition, the 3rd 
key function will be all used to propose the novel encryption algorithm for high security and 
lightweight consumption. Again, there are two factors that can help to increase the 
complexity of any cryptography algorithm (Alsalami, et al., 2016), which are the Confusion 
and Diffusion, the strong encryption needs much more confusion and diffusion. 
Research objective #5 was built upon claims by (Abhiram, et al., 2015) that weakness of AES 
is that it works with a single key. Also, the recommendation of NIST about the key importance 
and key management (Scarfone, et al., Novmber 2007), gave further attention on key security 
because the confidentiality of the key determines the security of the algorithm (Alamsyah, et 
al., 2017). For instance, man in the middle attack can fraudulently capture the cryptography 
key and use it to reveal the encrypted data. Therefore, a third key has been added to the 
proposed algorithm to increase the security level for it, this key is XOR with the output 
ciphertext in the last round only.  
An encryption algorithm is going to be investigated and developed in this chapter to increase 
the complexity of encryption process, reduce the execution time and use the additional key, 
making it difficult to breach and more resistance to many attacks such as differential attacks, 
and in the same time decrease the execution time and energy consumption. The base of this 
work is the AES algorithm. As explained in previous chapters, A SubByte function using 
multi S-box transformation technique has been developed to increase the confusion and 
complexity of encryption algorithm, because each byte in state block will substitute with 
another Byte from S-Box table (Hazzaa, et al., 2018). Also, developing the Mix-column 
operation and proposing 9 rounds iteration would make the algorithm lightweight and 
decrease the power consumption as explained in chapter six. To increase security, the 3rd key 
would be proposed in this chapter. All of these proposed functions would produce a Novel 
scheme to encrypt the audio files which are useful in the wireless environment when the QoS 
is crucial.  
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There is a lack of researches that dealing with such a technique. However, there are roughly 
similar works that could address some issues in encryption of voice in wireless networks 
connected to the Internet. (Alamsyah, et al., 2017) built S-box using a basic polynomial 
equation and the addition of a constant 8-bit vector different from the standard AES. (Ali, et 
al., June 2014), (Mohammed & Rohiem, 2009) used Dual keys technique which helped to 
increase the complexity of the algorithm. However, there is a lack of convincing security 
argument which proves its strength. This chapter will address these gaps by testing and 
analysing the new encryption algorithm. (RAMESH & UMARANI, 2012) also, states that the 
key size has had some effect on the performance. They compared the performance of 
changing different key sizes for AES. They consider three possible key sizes i.e., 128 bit, 192 
bits and 256-bit keys in AES. The results show that higher key size leads to a clear change in 
the battery and time consumption. It can be seen that going from 128 bits key to 192 bits 
causes an increase in power and time consumption about 9% and to 256-bit key causes an 
increase of 17%. So, choosing the key size is considered in this research. 
Aim 
 To propose a novel encryption algorithm with triple key and high level of complexity 
and at the same time reduce the execution time and power consumption   
 Add 3rd key function 
 Using the NIST test suite to analyze the security 
 Evaluate and analyze the security and QoS parameters to prove their strength.  
Methodology 
  In this chapter, a quantitative research method has been adopted which involves running two 
security encryption experiments for audio files with deferent sizes. A proposed algorithm has 
been explained and tested. As mentioned in the previous section, three functions for 
encryption algorithm will be developed. The delay time and Energy consumed parameters 
have also been measured. A security analysis has been conducted to prove the algorithm 
strength. The testing has been carried out using Visual Studio 2015 with C++ programing 
language. The proposed TKE algorithm has been tested on an audio file with different sizes. 
Finally, the evaluation and comparison with the standard algorithm have been carried out. 
A security analysis has been conducted to test the security level of the new algorithm. Many 
security parameters have been measured, such as the randomness of the encrypted data like 
Entropy, Histogram, Autocorrelation, and Floating frequency test. The poker test and 
frequency test are carried out as well. The CrypTools and NIST statistic suite for 
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cryptography and cryptanalysis have been used to carrying out these tests. All the tests have 
conducted on audio file format (.wav) with different sizes.   
 
Fig. 7-1 Methodology Design 
7.1.1 Key in AES 
      In cryptography, the key is a variable value that is applied using an algorithm to a block of 
plain text to create encrypted text and use the same key to decrypt the encrypted text. The 
length of the key is a factor in considering how hard it will be to decrypt the text in a given 
message (Stallings, 2017). 
Unlike symmetric key algorithms that rely on one key to both encrypt and decrypt, each key 
performs a unique function (Goodrich & Tamassia, 2011). The public key is used to encrypt 
and the private key is used to decrypt. It is computationally infeasible to compute the private 
key based on the public key. 
A cryptographic algorithm, or cipher, is a mathematical function used in the encryption and 
decryption process (Stallings, 2012). A cryptographic algorithm works in combination with 
a key to encrypt the plaintext. The same plaintext encrypts to different cipher-text with 
different keys. 
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An encryption key is usually a random string of bits produced specially to scramble and 
unscramble data. Encryption keys are created with algorithms designed to ensure that 
each key is unique and unpredictable. 128-bit AES keys are symmetric keys.   
 
Fig. 7-2 Cryptography Steps 
  
7.2 Proposed Triple Key Encryption Algorithm (TKE) 
       The TKE is composed of three achievements: 
7.2.1 Proposed SubByte transformation function 
 This function has already been explained in chapter 5 and will be used here  
7.2.2 Proposed the lightweight functions 
 This function has already been explained in chapter 5 and will be used here 
7.2.3 The proposed 3rd key function 
       The AES algorithm uses the key to encrypt and decrypt the data. The importance of the 
key is very sensitive; the key should be secret between the sender and the receiver. If the 
attacker knows the key, he will decrypt the cipher quickly and easily, even if the algorithm is 
very complex. So, increasing the complexity of the algorithm is not enough, the number of 
keys also need to be increased in order to achieve a high level of security.  
However, increasing a huge number of the keys may not always work in wireless networks, 
because it will add more load to the network when using key exchange protocol for 
exchanging the keys between the nodes. So, this should be taken into consideration when 
planning to increase the number of keys. 
In this section, a third key has been added to the proposed algorithm in order to increase the 
security level for it, this key is XOR with the output ciphertext in the last round only. The 
third key length is 16-byte, thus the key space for it is 128! , and accordingly, the complexity 
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in the proposed algorithm is increased by as much as the total key space added to the above 
algorithm. The following demonstrates the total keyspace, or added complexity. 
𝑁𝑒𝑤 𝐾𝑒𝑦 𝑐𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦 =  2128 
So, the Number of possible keys: 
2128 = 3.4 ∗ 1038  
𝑇 =  5.3 ∗ 1021 𝑦𝑒𝑎𝑟𝑠 
Where T = time to find the key 
  The probability of finding three keys is very rare. The third key has been added in the last 
round of new algorithm not in all rounds, to keep the execution time and power consumption 
at an acceptable level and not increasing it too much. Algorithm 5 represents the modification 
in the last round and adding the new key. 
Algorithm 1 Final algorithm TKE 
I/P: plaintext Block {State [Row][Col]Row, Col=1,2,3,4}.  
With 1-16 S-boxes, generated in algorithm 1. 
O/P: cipher text C {[Row][Colum]Row Colum=1,..,4}  
Encrypt using nine rounds  
    for (i = 0; i<8; i++) 
   SubBytes();   // subbytes transformation proposed in Chapter (5)  
    ShiftRows(); 
    MixColumns();  // mixcol proposed in Chapter (6)  
    AddRoundKey(); 
    Last round; 
End. 
 
 
Algorithm 2 Proposed last round 
Last round :   
      SubBytes();   // subbytes transformation proposed in Ch.5  
      ShiftRows(); 
       AddRoundKey(); 
           AddRoundKey3(); 
 
Fig (7-3) illustrates the new proposed Triple key process. There are three keys used in the 
new algorithm for encryption/decryption operation. The first one is the main key, the second 
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is the S-box generation key and the third is the last round key. This is will definitely address 
the brute force attach and man in the middle attack. 
 
Fig. 7-3 Proposed Cryptography Steps 
 
7.3 The Overall Novel Design Framework 
     The new design has added new features to the functions of the algorithm, as stated in 
chapter 5,6 and 7, which make a reliable tradeoff between the security and QoS parameters. 
The power and time consumption have been reduced as explained in chapter 5 and 6. and the 
security has been increased in 5 and 7. The new overall complexity of the new algorithm will 
be as follow: 
                                         𝑇𝑟𝑖𝑝𝑙𝑒 𝐾𝑒𝑦 ∶   2128 ∗ 2256 ∗ 8! ∗ 2128                    (5) 
The attacker needs to know three keys at the same time, and it is very difficult to guess all of 
them together; so, even if one key is hacked, it will be more complicated to find another. 
Also, theoretically, if the attacker uses the Brute-force attack to find all the keys, then a huge 
time will be required, greater than 5.3*1021 years (Hazzaa, et al., 2018). Therefore, in this 
case, the security level for this algorithm will be maintained or increased.   
As mentioned before, the new algorithm is more suitable for a wireless environment because 
of the new features.   The following section provides more analysis linked back to these facts. 
Fig (7-4) demonstrates the proposed enhancement in the new algorithm. The modified 
functions are new SubByte and new MixColumn. In addition, the function Addroundkey3 
was added in the last round, to increase the security level. 
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 Fig. 7-4 New TKE Algorithm Design (Author) 
7.4 Experiment 
  This test aims to execute the encryption process on the audio file using the proposed 
algorithm (Triple Key Encryption algorithm TKE), to determine the execution time and 
power consumption. Two scenarios have been conducted in Lab’s wireless laptop and 
computer with window 7 using a different kind of processer. In the first scenario (quad-core 
i7, Ram 8 GB) used. The other scenario (Due Core, Ram 4 GB) and the proposed AES 
algorithm have been tested on an audio file with different sizes, and each test has been run for 
5 times for accuracy.  
The program code will call the file and open and read it. Then execute the encryption process 
by reading and encrypting it block by block, each block has 16 byte. 
The proposed algorithm uses Triple keys; the first key is the main key which is used in 
encryption process in each round as in AES algorithm. The second key consists of two parts. 
172 
 
The first part a set of multi-values up to 16 elements. Each value in the key set has another 
value related to it, leading to building different S-boxes with its related inverse S-Box. 
Rndom_Key[8]={0x67, 0x85, 0x25,0xb5,0xA4, 0xf1,0x19,0x4c}  and Cons_c[8]={ 0x82, 
0x45, 0xc4, 0xa5,0x7b, 0x63,0xd5,0xc1} represent the first key, based on hexadecimal, each 
value in the key with its related cons_c value, can create unique S-Box. The second part 
randomly distributes the S-boxes which created s box key as explained in chapter five.  
Table 7-1 S-Box generated by K: 0x67 and C: 0x82 
 0 1 2 3 4 5 6 7 8 9 A B C D E F 
0 82  4f  F0  DE  2f  B6  AC  06  C0  FE  98  17  01  63  54  76  
1 A3  36  28  C9  1B  03  48  22  43  E8  E6  4E  7D  F1  6C  9A  
2 12  8A  D8  BF  D7  65  B3  B4  DA  77  D6  A4  E7  C6  46  8C  
3 62  0B  23  11  24  44  E4  6A  E9  1D  3B  47  F5  39  8E  FD  
4 CA  B0  86  29  AF  2A  88  EB  BC  7F  E5  08  1A  C1  0D  21  
5 3A  74  78  E2  A8  0C  05  0E  30  25  A0  72  E0  F7  85  3F  
6 F2  EF  D2  9D  52  71  4B  A7  45  90  75  C4  B1  EE  F6  DF  
7 37  60  D9  9E  5E  FB  F4  BE  AD  94  CB  2A  10  87  A9  FF  
8 32  56  9B  64  14  C2  C3  81  80  7A  42  68  13  19  A2  EA  
9 09  BD  7C  DC  A5  91  53  0F  CE  69  B7  0A  D1  92  C7  4D  
A 4A  CD  F9  41  6B  6F  B2  9F  97  79  C5  04  B5  CF  50  D3  
B DB  AE  51  A1  93  6E  FA  59  27  A6  38  73  95  58  C8  4C  
C BA  55  34  8B  3E  FC  99  8D  7E  5A  7B  B5  66  2B  84  02  
D 61  E3  1F  IE  ED  F3  35  5B  8F  5C  20  31  2C  1C  B8  70  
E CC  16  67  96  BB  40  18  49  EC  33  AA  F8  B9  2D  9C  57  
F 15  6D  89  D0  26  5D  D4  3D  5F  E1  00  DD  83  AB  3C  07  
 
Table 7-2 Inverse S-Box generated by K: 0x67 and C: 0x82 
 0 1 2 3 4 5 6 7 8 9 A B C D E F 
0 FA  0C  CF  15  AB  56  07  FF  4B  90  9B  31  55  4E  57  97  
1 7C  33  20  8C  84  F0  E1  0B  E6  8D  4C  14  DD  39  D3  D2  
2 DA  4F  17  32  34  59  F4  D8  12  43  45  CD  BC  ED  7B  04  
3 58  DB  80  E9  C2  D6  11  70  BA  3D  50  3A  FE  F7  C4  5F  
4 E5  A3  8A  18  35  68  2E  3B  16  E7  A0  66  BF  9F  1B  01  
5 AE  B2  64  96  E  C1  81  EF  BD  B7  C9  B7  D9  F5  74  F8  
6 71  D0  30  D  83  25  CC  E2  8B  99  37  A4  1E  F1  B5  A5  
7 DF  65  5B  BB  51  6A  F  29  52  A9  89  CA  92  1C  C8  49  
8 88  87  00  FC  CE  5E  42  7D  46  F2  21  C3  2F  C7  3E  D8  
9 69  95  9D  D4  79  BC  E3  A8  A  C6  1F  82  EE  63  73  A7  
A 5A  B3  8E  10  2B  94  B9  67  54  7E  EA  FD  06  78  B1  44  
B 41  6C  A6  26  27  CB  05  9A  DE  EC  C0  E4  48  91  77  23  
C 08  4D  85  86  6B  AA  2D  9E  BE  13  40  7A  E0  A1  98  AD  
D F3  9C  62  AF  F6  AC  2A  24  22  72  28  B0  93  FB  03  6F  
E 5C  F9  53  D1  36  4A  1A  2C  19  38  8F  47  E8  D4  6D  61  
F 02  1D  60  D5  76  3C  6E  5D  EB  A2  B6  75  C5  3F  09  7F  
 
Fig (7-5) shows the hexadecimal representation of the input file before the encryption (Plain).  
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Fig. 7-5 Plain File 
 
The third key will be added in the last round and the length is 16 byte. The following code 
illustrates the encryption process with the new functions: 
TKE Encryption 
  
void ENCRYPT(void) 
{ 
 
 unsigned char r, c; 
 unsigned char i; 
 AddRoundKey(); 
 for (i = 0; i<8; i++) 
  MainEnc(); 
 SubBytes(); 
 ShiftRows(); 
 AddRoundKey(); 
for (r = 0; r<4; r++) 
 { 
  for (c = 0; c<4; c++) 
  { 
   State[r][c] ^= key3[r][c]; 
  } 
 } 
 k = 0; 
 return; 
} 
   
After executing the encryption program (source.cp) by the software, the command line 
appears and asks to enter the main encryption key. The key used in this excrement is: 
174 
 
Main Key = fedcba987654321abcdef123456789ff 
The length of the key is 32 char, means 16 bytes, 128 bit. 
The 3rd key used in the last round is: 
unsigned char key3[4][4] = { 0x02,0x13,0xa1,0xb2,0xc3,0xd4,0xe6,0xf7, 
0x89,0x75,0x34,0x56,0x78,0x01,0x02,0x03 };  //3rd key to increase the security 
After entering the key and hit enter, the execution start to encrypt the file. The following code 
executes the encryption process on the input audio file: 
     for (i = 0; i<i_count; i += 16) 
  { 
   fread(State, sizeof(char), 16, Rfile); 
   ENCRYPT(); 
   fwrite(State, sizeof(char), 16, Wfile); 
  } 
   
Fig (7-6) shows the screenshot of the execution of this experiment and show the main key 
used in the encryption process. 
The other scenario is testing with different rounds iteration from 1---12 round to test their 
effect on the performance metrics. 
 
Fig. 7-6 Snapshot of the Test 
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7.4.1 Experimental Results 
    This section explains the results of the above experiment and shows the figures and 
numerical data for the outcome of the proposed scheme. Fig (7-7) show the output file data 
after the encryption. The interpretation of such Hex figure described in chapter two.  
 
Fig. 7-7 The Cipher file 
 
The following tables show the time is taken and the power consumed by the standard and the 
new algorithm for the encryption and decryption process.     
 
The table (7-3) shows the average execution time for 5 repeating execution of the program 
(more results tables can be found in the appendix).   
Table 7-3 average of execution time 
128K Encry Decry 540 K Encry Decry 1.48 M Encry Decry 
    0.328 0.335 
 
0.98 1.015 
 
2.762 2.864 
0.318 0.329 0.986 1.014 2.755 2.857 
0.329 0.329 0.981 1.014 2.759 2.879 
0.326 0.326 0.978 1.011 2.76 2.85 
0.325 0.327 0.979 1.012 2.76 2.86 
Average 0.3252 0.3292 Average 0.9808 1.0132 Average 2.7592 2.862 
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Table (7-4) illustrates the amount of the execution time and Energy which has been taken by 
both the proposed and the standard AES algorithm to encrypt and decrypt the audio files with 
different size using (quad-core i7, Ram 8 GB) processer. In the proposed algorithm, the 
highest level it reached nearly 2.759 sec with 1.4 MB while the lowest is 0.33 sec with 128 
KB file size.   
 
 Table 7-4 Cryptography Process using (quad-core i7) 
(a)execution time and Energy by TKE 
 Execution Time TKE Energy Consumption 
File 
Size (B) 
Encryption 
Time (Sec) 
Decryption 
Time (Sec) 
Encryption 
Energy (µ J) 
Decryption 
Energy (µ J) 
128 K 0.33 0.329 0.024 0.024 
540 K 0.981 1.013 0.072 0.074 
1 M 1.857 1.9 0.135 0.138 
1.48 M 2.759 2.862 0.201 0.209 
 
 
 (b) Execution time and Energy by AES 
 Execution Time AES Energy Consumption 
File 
Size (B) 
Encryption 
Time (Sec) 
Decryption 
Time(Sec) 
Encryption 
Energy (µ J) 
Decryption 
Energy (µ J) 
128 K 0.477 0.462 0.035 0.034 
540 K 1.493 1.387 0.109 0.101 
1 M 2.787 2.668 0.2 0.195 
1.48 M 4.078 3.885 0.298 0.284 
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Table (7-5) illustrates the amount of the execution time and Energy which have been taken by 
both the proposed and the standard AES algorithm to encrypt and decrypt the audio files with 
different size using (Due Core, Ram 4 GB) processer. In the proposed algorithm, the highest 
level it reached approximately 4.13 sec with 1.4 MB while the lowest is 0.51 sec with 128 
KB file size. 
 
Table 7-5 Cryptography Process using (Due core) 
(a) Execution time and Energy by TKE 
File Size 
(B) 
Encryption 
Time (Sec) 
Decryption 
Time (Sec) 
Encryption 
Power (µ J) 
Decryption 
Power (µ J) 
128 K 0.51 0.58 0.037 0.04 
540 K 1.425 1.798 0.1 0.131 
1 M 3.21 3.29 0.234 0.24 
1.48 M 4.13 4.502 0.3 0.33 
 
 
(b) Execution time and Energy by AES 
File Size 
(B) 
Encryption 
Time (Sec) 
Decryption 
Time (Sec) 
Encryption 
Power (µ J) 
Decryption 
Power (µ J) 
128 K 0.67 0.74 0.049 0.054 
540 K 2 2.2 0.14 0.16 
1M 4.41 4.597 0.321 0.335 
1.48 M 6.2 7.5 0.45 0.55 
 
 
 
The statistics figure below show the characteristic of encryption and decryption process in 
TKE algorithm, it is clear that the same amount of time for both processes. 
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(a)Execution Time 
 
 
(b)Energy Consumed 
Fig. 7-8 Graphs 
 
 
Also, a different key is used: Main Key = abcdef123456789abcdef123456789ac, the length 
of the key is 32 char, means 16 byte, 128 bit. There are no clear differences between the two 
scenarios   
 
0.000
0.500
1.000
1.500
2.000
2.500
3.000
3.500
128 K 540 K 1.48 M
Encryption(Sec)
Decryption(Sec)
0.000
0.050
0.100
0.150
0.200
0.250
128 K 540 K 1.48 M
Encr Power(µ J)
Decr Power(µ J)
179 
 
 
 Table 7-6 Different Key Encryption 
 Execution Time Energy Consumption  
File 
Size (B) 
Encryption 
Time (Sec) 
Decryption 
Time (Sec) 
Encryption 
Energy (µ J) 
Decryption 
Energy (µ J) 
128 K 0.33 0.33 0.024 0.024 
540 K 0.98 1.01 0.072 0.074 
1.48 M 2.76 2.86 0.201 0.209 
 
The experiment has also tested the new proposed algorithm with many numbers of encryption 
rounds to show the differences between them and their effect on the encryption cost. The 
following tables illustrate the results for each round. 
 
Table 7-7 Execution Time with many rounds 
Rounds 
Iteration 
Encryption 
Time (Sec) 
Decryption 
Energy (µ J)   
1st Rn 0.393 0.398 
2nd Rn 0.736 0.74 
3rd Rn 1.07 1.1 
4th 1.412 1.417 
5th 1.765 1.77 
6th 2.087 2.1 
7th 2.417 2.42 
8th 2.774 2.77 
9th 3.109 3.1 
10th 3.487 3.48 
11th 3.804 3.81 
12th 4.148 4.15 
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Table 7-8 Energy consumption with many rounds 
Rounds 
Iteration 
Encryption 
Energy (µ J) 
Decryption 
Energy (µ J)  
1st Rn 0.0287 0.0291 
2nd Rn 0.0537 0.0540 
3rd Rn 0.0781 0.0803 
4th 0.1031 0.1034 
5th 0.1288 0.1292 
6th 0.1524 0.1533 
7th 0.1764 0.1767 
8th 0.2025 0.2022 
9th 0.2270 0.2263 
10th 0.2546 0.2803 
11th 0.2777 0.2781 
12th 0.3028 0.3030 
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 (b) 
Fig. 7-9 Statistics of Many Rounds for 1.48 M 
 
Table 7-9 Encryption for (teaching.wav) file with many Rounds  
(a) Execution Time 
Rounds 
Iteration 
Encryption 
Time (Sec) 
Decryption 
Time (Sec)   
1st Rn 0.154 0.154 
2nd Rn 0.267 0.27 
3rd Rn 0.383 0.384 
4th 0.504 0.507 
5th 0.62 0.621 
6th 0.752 0.75 
7th 0.863 0.864 
8th 0.981 0.981 
9th 1.117 1.119 
10th 1.228 1.227 
11th 1.355 1.355 
12th 1.462 1.463 
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(b) Energy Consumption 
Rounds 
Iteration 
Encryption 
Energy (µ J) 
Decryption 
Energy (µ J)  
1st Rn 0.0112 0.0112 
2nd Rn 0.0195 0.0197 
3rd Rn 0.0280 0.0280 
4th 0.0368 0.0370 
5th 0.0453 0.0453 
6th 0.0549 0.0548 
7th 0.0630 0.0631 
8th 0.0716 0.0716 
9th 0.0815 0.0817 
10th 0.0896 0.0896 
11th 0.0989 0.0989 
12th 0.1067 0.1068 
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(b) 
Fig. 7-10 Statistics of Many Rounds for 540 K 
 
7.5 Validation and Analysis  
     The validation approach adopts many ways and methods. First, comparison with standard 
AES algorithm has been carried out. For more validation, we used two different processor 
specifications, to see how much power saving percentage for each processor. Also, we 
categorized into two categories, QoS and security. Furthermore, we used different file 
patterns to check their effect. We can also mention that the recording encrypted\decrypted 
files are easy to hear by human and it proves the successful implementation of our 
experiment. 
7.5.1 Time and Power 
     Here we explain the time and power consumed in our experiment and compared it with 
standard AES ina different processor.  
Table (7-10) shows the execution outcome for the audio file with different patterns. The 
result showed that no clear difference between them. So the pattern didn’t affect the QoS in 
the proposed algorithm.  
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Table 7-10 Execution outcome for different Patterns 
File 
Size 
(B) 
Voice 
pattern 
Encryption 
Time (Sec) 
Decryption 
Time (Sec) 
Encryption 
Power (µ J) 
Decryption 
Power (µ J) 
540 K 
Lady 
Phone call 
1.424 1.796 0.1 0.131 
540 K 
Man 
lecture 
1.421 1.789 0.1 0.131 
540 K 
Music 
sound 
1.423 1.791 0.1 0.131 
 
The following tables illustrate the results of implementing our proposed algorithm using two 
different processors. As explained in ch.3, the power factor = 0.073 
 Table 7-11 Comparison for TKE and AES (quad-core i7)  
(a) Time 
File Size 
(B) 
Encryption Time 
Standard (Sec) 
Encryption Time 
Proposed (Sec) 
 Improved 
percentage (%) 
128 K 0.477 0.33 30% 
540 K 1.493 0.981 31% 
1.48 M 4.078 2.759 32% 
 
(b) Energy 
File Size 
(B) 
Encryption Energy 
Standard (µ J) 
Encryption Energy 
Proposed (µ J) 
Avr. Improved 
percentage (%) 
128 K 0.035 0.024   
30% 
540 K 0.109 0.072 
1.48 M 0.298 0.201 
 
Table (7-12) illustrates the differences between the proposed algorithm and the standard AES 
implemented on processor (quad-core i7, Ram 8 GB). While table (7-12) compare between 
the proposed algorithm and the standard AES implemented on processor (Due Core, Ram 4 
GB). 
In both devices there are roughly the same improvement percentage has achieved which are 
30%, this means that the proposed algorithm has consumed by 30% less power and time 
wherever it would implements. This validation approved the enhancement of the proposed 
encryption algorithm. 
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Also, the comparison between the standard and proposed algorithm has shown an average of 
30% improvement in the time and the energy. 
 
Table 7-12 Comparison for TKE and AES (Due core)  
(a) Time 
File Size 
(B) 
Encryption Time 
Standard (Sec) 
Encryption Time 
Proposed (Sec) 
Avr. Improved 
percentage (%) 
128 K 0.67 0.51  
30% 
540 K 2 1.425 
1.48 M 6.2 4.13 
 
(b) Energy 
File Size 
(B) 
Encryption Power 
Standard (µ J) 
Encryption Power 
Proposed (µ J) 
Avr. Improved 
percentage (%) 
128 K  0.049 0.037  
30% 
540 K  0.14 0.1 
1.48 M 0.45  0.3 
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(b) 
 
It is clear that our proposed algorithm has achieved significant time and power saving 
approximately 30% compared with standard AES. 
 
(c) 
 
Another comparison between the new TKE algorithm and standard AES has also been done 
with many numbers of encryption rounds to show the differences between them and their 
effect on the encryption cost. The new design achieved a better performance in all rounds. 
Table (7-13) illustrates the results for each round. 
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(d) 
Fig. 7-11 Comparisons of AES and TKE 
  
 Table 7-13 Comparison for TKE and AES with many Rounds  
(a) Encryption Time  
Rounds 
Iteration 
Encryption Time  
TKE (Sec) 
Encryption Time 
Standard AES 
(Sec) 
1st Rn 0.393 0.459 
2nd Rn 0.736 0.884 
3rd Rn 1.07 1.313 
4th 1.412 1.789 
5th 1.765 2.21 
6th 2.087 2.669 
7th 2.417 3.131 
8th 2.774 3.543 
9th 3.109 3.986 
10th 3.487 4.495 
11th 3.804 4.872 
12th 4.148 5.392 
 
 
 
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
128 K 540 K 1.48 M
Encryption Power (µ Joule)
Encr Power New
algorithm (µ J)
Encr Power Standers AES
(µ J)
188 
 
(a) Energy Consumption  
Rounds 
Iteration 
Encryption 
Energy TKE (µ J) 
Encryption Energy 
Standard AES (µ J) 
1st Rn 0.0287 0.0335 
2nd Rn 0.0537 0.0645 
3rd Rn 0.0781 0.0958 
4th 0.1031 0.1306 
5th 0.1288 0.1613 
6th 0.1524 0.1948 
7th 0.1764 0.2286 
8th 0.2025 0.2586 
9th 0.2270 0.2910 
10th 0.2546 0.3281 
11th 0.2777 0.3557 
12th 0.3028 0.3936 
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(b) 
Fig. 7-12 Comparisons of AES and TKE for Many Rounds 
 
 
7.5.2 Security Analysis 
     The security analysis has given further consideration in this chapter to confirm the security 
strength of the novel design. There are three proves to confirm the security of the encrypted 
files that are: the human recognition of the recorded sound, the CrypTool graphs, and 
numerical NIST tests results. The recorded sound (cipher) after encryption was completely 
unclear and nobody can understand it.  
The security metrics are important to measure the security strength (Ye & Huang, 2016), 
(Riad, et al., 2013). In chapter 3, all these metrics are explained, and in the following section 
explain each one with their output. 
7.5.2.1 Entropy and Binary Histogram 
     Table (7-14) shows the Entropy test result for the encrypted file in both the AES standard 
and the new proposed algorithm. The new algorithm achieved a good performance compared 
to the standard algorithm, which was 7.99 from the maximum possible value of = 8. This 
means that there is significant randomness in the newly proposed algorithm, keeping the 
diffusion in the cipher and leading to more complexity in the relationship between the cipher 
and the plaintext.  
 
0.0000
0.0500
0.1000
0.1500
0.2000
0.2500
0.3000
0.3500
0.4000
0.4500
1 2 3 4 5 6 7 8 9 10 11 12
En
e
rg
y 
(µ
 J
o
u
le
)
Rounds
Encryption Energy
TKE
AES
190 
 
 Table 7-14 Entropy Analysis 
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test 7.79 7.99 8 256 7.99 8 256 
teaching 5.65 7.99 8 256 7.99 8 256 
washing 5.4 7.99 8 256 7.99 8 256 
computer 5.13 7.99 8 256 7.99 8 256 
     
The figures below show the security analysis for the encrypted file for both the standard AES 
and the proposed algorithm. Fig (7-13) represents the Binary Histogram of the original audio 
file (computer.wav) before the encryption (Plaintext) 
 
 Fig. 7-13 Binary Histogram for Plain audio file 
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 Fig. 7-14 Binary Histogram for Cipher audio file (Proposed TKE)  
 
Fig (7-14) illustrates the Binary Histogram of the encrypted file by proposed algorithm TKE. 
It is clear that there is a huge difference between the original file and the encrypted file. The 
above figures describe the repetition percentage of each character/number in the audio file. 
For example, number 50 has a different value in each figure, this means that the encrypted 
file has good confusion pattern to trick the attacker keeping the data more secure.   
Fig (7-15) shows the Binary Histogram of the encrypted file for the standard AES, in 
comparison with the Binary Histogram presented for the new algorithm in Fig (7-14). There 
is a clear similarity between the standard AES and the proposed algorithm as compared with 
the original file. 
As illustrated in chapter 3, to understand the diagram, refer to the ASCII code. Table (7-15) 
can translate each number with the equivalent character.  For example, (125 Dec. = 7D 
Hex=} ASCII) the character (125) has 0.43% frequency, While actual frequency in the plain 
file is 0.6%. 
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 Fig. 7-15 Binary Histogram for Cipher audio file (Standard AES) 
 
The following table shows the frequency for some characters for the plain and cipher which 
encrypted by standard AES and proposed TKE. 
Table 7-15 Binary Histogram Values 
Character 
 value  
(Dec.) 
Equivalent  
value 
(Hex)  
Frequency  
(Plain Text)   
 (%) 
Frequency Cipher 
 (TKE)   
 (%) 
Frequency Cipher  
(AES)   
 (%) 
1 01 1 0.27 0.61 
25 19 0.49 0.37 0.51 
50 32 0.25 0.77 0.55 
75 4B 0.13 0.38 0.31 
100 64 0.09 0.44 0.75 
125 7D 0.06 0.43 0.35 
126 7E 0.061 0.59  0.31 
127 7F 0.062 0.31  0.41 
128 80 0.063 0.46  0.46 
150 96 0.12 0.63 0.52 
175 AF 0.13 0.40 0.47 
200 C8 0.22 0.82  0.37 
225 E1 0.46 0.38  0.93 
250 FA 0.77 0.67  0.18 
      
 
Frequency means the number of times repeated (distributed) in the text. From the above table, 
it is clear that a good confusion has been achieved in the cipher for both TKE and AES 
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because all the frequency values have big differences from the plain file. This adding more 
confusion to the cipher and will confuse the attacker making it more secure and high 
resistance to cryptanalysis. And can be noted that TKE has a similar strength of AES. This 
mean the security has been maintained. 
To calculate the differences between the Plain file and cipher mathematically, the following 
equation computes the number of each character in the file: 
𝑛𝑜. 𝑜𝑓 𝑐ℎ𝑎𝑟 = 𝑇𝑜𝑡𝑎𝑙 𝑛𝑜. 𝑜𝑓 𝑐ℎ𝑎𝑟 ∗
𝑐ℎ𝑎𝑟 𝑓𝑟𝑒𝑞.
100
 
For example, the number of distributed char: (125≠7D) = 
𝑛𝑜. 𝑜𝑓 7𝐷 = 661544 ∗
0.43
100
= 2844  
While in the Plain file: 
𝑛𝑜. 𝑜𝑓 7𝐷 = 661544 ∗
0.06
100
= 397  
Another example of (150≠96): 
𝑛𝑜. 𝑜𝑓 96 = 661544 ∗
0.63
100
= 4167  
In Plain file: 
𝑛𝑜. 𝑜𝑓 96 = 661544 ∗
0.12
100
= 794  
 
Another file (Washing.wav) has been ciphered and analysed to test its characteristics. Fig (7-
16) shows the Binary Histogram for both the Plain file before the encryption and the Cipher 
file after the encryption.  
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(a) Plain 
 
 
(b) Cipher 
Fig. 7-16 Binary Histogram for (washing) 
 
7.5.2.2 Autocorrelation  
    Another security parameter called Autocorrelation, (as explained in ch.3), has been 
considered in this analysis to show the correlation pattern for the plain and cipher. The 
following graphs illustrate its analysis. Table (7-16) describe the autocorrelation figs and 
illustrate the numerical values for each test. There is a big reduction in the correlation in the 
ciphers. 
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Table 7-16 Autocorrelation 
Audio 
file 
Plain TKE AES 
Degree no. 
match 
% relative 
agreement 
no. 
match 
relative 
agreement 
% 
no. 
match 
relative 
agreement 
% 
         
teaching 
8000-
11000 
20% 
4600-
5100 
4% 
4500-
5000 
4% P 
Washing 
48000-
55000 
12% 
8100-
8600 
4% 
8400-
8800 
4% P 
computer 
19000-
40000 
15% 
12500-
13500 
4% 
12400-
13400 
4% P 
 
Computer 
 
(a) Autocorrelation for Plain 
 
 
(b) Autocorrelation for Cipher by TKE 
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The number of characters that match is reduced in the cipher for TKE and AES and it roughly 
the same amount. This means that have been a similar cryptographic strength for both of 
them 
 
(c) Autocorrelation for Cipher by AES 
 
(d) Relative agreement % (Plain) 
 
(e) Relative agreement % (Cipher) 
Fig. 7-17 Autocorrelation for testing audio file 
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(a) Plain 
 
 
(b) Cipher 
Fig. 7-18 Autocorrelation for washing file 
 
See appendix for more relative agreement %  
 
7.5.2.3 Floating Frequency and Poker Test 
Fig. (7-19) shows the Floating frequency for both the original audio file and the encrypted 
file for the proposed algorithm. The floating frequency describes the number of different 
characters per 64-byte block, higher number means higher security.   
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 (a) Plain 
 
 (b) Cipher 
Fig. 7-19 Floating Frequency  
 
It is clear from the fig that the floating frequency for the encrypted file is good. The most of 
frequency is from (50 – 65) different characters per 64-byte block while it ranged from (30-
55) in the plain file. This means that there is significant randomness in the newly proposed 
algorithm, keeping the diffusion in the cipher and leading to more complexity in the 
relationship between the cipher and the plaintext.       
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All the figures above and the analysis demonstrate that an important security level has been 
achieved through the newly proposed encryption algorithm. And there is reasonable 
behaviour between the standard AES and the proposed TKE scheme.  
In addition to the previous analysis, some tests have been carried out, such as frequency test 
and poker test, to test the randomness of the output audio file. These tests have been carried 
out on the encrypted audio file and both of these tests were passed, The Poker test below also 
shows the significant level of randomness which has passed as shown in Fig (7-20). 
 
 Fig. 7-20 Poker Test result 
 
7.5.2.4 Brute Force Attack 
      A brute force attack is a trial-and-error method used to obtain the cryptography keys. In a 
brute force attack, automated software is used to generate a large number of consecutive 
guesses as to the value of the desired data. Brute force attacks are used by attackers to breach 
the encrypted data.  
As explained in section (7.3) the new key space will be: 
                        𝑇𝑟𝑖𝑝𝑙𝑒 𝐾𝑒𝑦 ∶   2128 ∗ 2256 ∗ 8! ∗ 2128          
In this work, A Brute-Force attack was also tested on the 128-bit key to test the key strength. 
It shows that a huge time was taken to analyse the key, as in fig (7-21) 
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 Fig. 7-21 Brute-Force attack 
 
The table show tests result and illustrates each algorithm with their keys size and the number 
of possible keys (keyspace) in addition to the time required to find (recover) the encryption 
key. 
Table 7-17 Key Reveal Time 
Cipher Key size (bit) Keyspace Recovery Time 
RC4 32 232 5 h 
AES 128 2128 2.2*1025 years 
Proposed TKE 128+256 2384 9.4*1064 years 
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It takes billions of years to find the encrypt key. So, the brute force attack is not possible to 
breach this algorithm. this proves that new algorithm has a high-level of security because the 
complexity of finding the keys is increased, after adding more keys, each key has 2128 of 
complexity (key space), in addition of using eight S_Boxes which increased the complexity 
by 8!, this complexity has multiplied by the number of rounds, 10 round in standard and 9 in 
new AES.  
7.5.2.5     Statistical Test Suite (P-RNG) 
    This section conducts further security analysis for the audio files before and after the 
encryption by the proposed TKE algorithm. As explained in ch.3, Statistical Test Suite, 
published by National Institute of Standard and Technology (Rukhin, et al., April 2010), is an 
important test to analysis the random and Pseudorandom Number Generator for 
cryptographic applications. Here, the frequency test has been run to test the randomness of 
the encrypted data. The test measure the P_value for each bit stream has been chosen by the 
test. Also, it counts the number of zeros and ones in each stream and calculates the result. The 
P_value can be calculated by using the threshold (alpha 0.01) ch.3. When the bit streams 
result greater than alpha, then the test is passing. To compute the P_value, the following 
mathematical example illustrates the steps of it: 
The zeros and ones of the input sequence (e) are converted to values of –1 and +1 and are 
added together to produce Sn.  For example, if 
  
e = 1011010101, then n=10 and Sn = 1 + (-1) + 1 + 1 + (-1) + 1 + (-1) + 1 + (-1) + 1 = 2 
Compute the test statistic  
Sobs = 
|𝑆𝑛|
√𝑛
          , then  
Sobs = .632455 
P-value = erfc 
|𝑆𝑜𝑏𝑠|
√2
   ,           where erfc is the complementary error function. 
             = 
If the P_value ≥ 0.01, then the sequence is random. Otherwise, conclude it non-random. See 
appendix.. 
Another example can be given for 100-bit sequence,  
e =11001001000011111101101010100010001000010110100011 
     0000100011010011000100 1100011001100010100010111000 
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n=100      ,  then 
S100= -16 
Sabs= 1.6 
P-Value= 0.109599 
Since P-value ≥0.01   ,    accept the sequence as random 
In our test, the result can be found in the table (7-18) 
 
Table 7-18 P_values and Test Results (Plain file)  
(a) P_Value for Bit streams 
Bit stream P_value Result proportion 
1st  0.000004 Failure 
0/5 
2nd  0.000063 Failure 
3rd  0.000002 Failure 
4th 0.000003 Failure 
5th 0.000002 Failure 
 
 
(b) Number of Zero’s for each Bitstream 
Bit S Read 
alpha=0.01 
0s 1s 
100 73 27 
100 70 30 
100 74 26 
100 72 25 
100 73 29 
 
 
The above tables show the P_values and the results for each bit stream. In this test there are 
five-bit streams has been chosen according to our instruction. 
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Table 7-19 P_values and Test Results (Cipher file)  
(a) Number of Zero’s for each Bitstream 
Bitstream P_value Result proportion 
1st  0.2076 Pass 
4/5 
2nd  0.0163 Pass 
3rd  0.1052 Pass 
4th 0.0008 Failure 
5th 0.4232 Pass 
 
(b) Number of Zero’s for each Bitstream 
Bit S Read 
alpha=0.01 
0s 1s 
100 58 42 
100 54 46 
100 47 53 
100 62 38 
100 44 56 
 
It is clear that the cipher has a considerable randomness and 4/5 of the randomness tests have 
been passed. Also, the number of Zeros and ones is near the equalization.  
 
7.5.3 Discussion  
     From all above analysis and tests, it is clear that the newly proposed algorithm has 
achieved a significant security level and it has good resistance to different attacks such as 
brute-force and differentiate attacks, because of the confusion and the diffusion it has. Also, 
the high randomness which appears in the above means that 9 rounds are still as high as 
possible secure. Also, the QoS parameters have been improved to reach 30% compared with 
the standard AES.  
The results show that significant improvements in the proposed algorithm were achieved. The 
significance of the results is measured using a T-test function. The critical value for this test 
is (0.05). The output of the test shows that the P-value < 0.05. 
In the quality test:       P-value = 0.000387 < 0.05 
For security test:    P-value = 0.000119 < 0.05 
 
So these results are considered as significant and the algorithm has achieved a good tradeoff 
in security and quality.   
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From the proposed schemes in chapter 6 and 7, there are three main algorithms have been 
proposed. Each one has a specific characteristic in term of latency, Energy, and complexity. 
Table (7-20) illustrates and compares each algorithm  
 
Table 7-20 Three algorithm comparison 
Property 
 
Proposed           
L-Mixcol 
Proposed LEA         
L-9 round 
Proposed TKE 
S_box 
Num. of keys 
Multi 
2 
Multi 
2 
Multi 
3 
Key length 128 bit same same 
Numbers of rounds 10 
 
9 
 
9 
 
Security (key space) 2128*2256*8! 2128*2256*8! 2128*2256*8!*2128 
Single round details Four function same same 
Block length 16 Bytes same same 
Encryption time   0.78 T 0.65 T 0.7 T 
Power consumption 0.78 P 0.65 P 0.7 P 
Energy Saving % 22% 35% 30% 
Output file size =  input file size Yes Yes Yes 
 
 
The best chose is TKE algorithm, as it makes a significant tradeoff solution (balance) 
between Energy and Security. Table (7-21) shows the comparison of features between 
standard AES and proposed TKE algorithm. It can be seen that there are many important 
differences between them. However, it is clear that the file size is still the same, which will 
therefore not affect the memory size and the bandwidth of network paths. As mentioned in 
ch.3, there are ranges of encryption algorithms can be designed but it should consider the 
security strength. Therefore the best choose in this research is the TKE and LEA because it 
achieved the balance between the security and the energy saving. 
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 Table 7-21 TKE ans AES features comparison 
Property 
 
Standard AES   Proposed TKE 
S_box 
Num. of keys 
Single 
1 
Multi 
3 
Key length 128 bit same 
Numbers of rounds 10  9 
 
Security (key space) 2128 2128*2256*8!*2128 
Binary Histogram Random Random 
Autocorrelation Low Low 
Poker Test Pass Pass 
Single round details  Four function same 
Block length 16 Bytes same 
Encryption time   T 0.7 T 
Power consumption P 0.7 P 
Energy Saving % 0% 30% 
Output file size =  input file size Yes Yes 
  
  
From the above table it is clearly that the proposed scheme has the same strength as in AES 
according the security parameters in the table. Also, the new algorithm has a higher-level of 
security because the complexity of finding the keys is increased, after adding more keys, each 
key has 2128 of complexity, as mentioned in table (7-21) in addition of using eight S_Boxes 
which increased the complexity by 8!, this complexity has multiplied by the number of 
rounds, 10 rounds in standard and 9 rounds in new AES. Meanwhile, the execution time and 
power consumption have decreased by 30% and this is because of reducing the rounds and 
new mixcolumn function. Therefore, the new algorithm is better than AES. 
The new Key space: 
                                         𝑇𝑟𝑖𝑝𝑙𝑒 𝐾𝑒𝑦 ∶   2128 ∗ 2256 ∗ 8! ∗ 2128                     
Figure (7-22) explain the final proposed algorithm chart and the standard AES. There is a 
clear difference between both of the two algorithms. 
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Fig. 7-22 Two Design Comparison 
 
Finally, a comparison with previous studies has been conducted to validate the proposed 
work and confirm the research objectives. Table (7-22) show the list of published work and 
our work and illustrate the power saving percentage and the security level for each one.  
Table 7-22 
Work ref. Power saving (%) 
Overall Security  
against AES 
(Msolli, et al.,2016) 40 % low 
(Ali, et al., 2014) 0 % high 
This research 30 % Same/high 
 
It is clear that this research has achieved 30% power saving and keeping the security strength. 
It is better than previous work which focuses on one solution and neglects the other. This 
means a significant tradeoff solution (balance) between security and QoS metrics has been 
achieved in the proposed algorithm, making it more suitable for wireless devices. 
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7.6 Summary 
    A Triple Key encryption algorithm for audio files was developed and tested in this chapter. 
The main objectives have been achieved by reducing the execution time and energy 
consumption of the encryption process, in addition, to increasing the security level by using 
the third key, which not affect the encryption performance.  
This chapter combines all the developed functions proposed in this research. The proposed 
functions are, Low computation Mixcolumn, Nine rounds iteration, and Third Key 
encryption. The testing and experiments were conducted and a range of implementation 
scenarios are setup with different audio files. Also, the algorithm has been tested with many 
iteration rounds to test their performance and effect. The test results show significant 
improvements in new design metrics. The comparison between the new algorithm TKE and 
the standard AES/published work shows a significant amount of time and energy 
consumption reduction being achieved (approximately 30%) with a higher security level.  
Data security was analyzed using NIST testing tools, to measure the new algorithm strength. 
Many security parameters have been tested such as binary histogram, autocorrelation, and 
others to test the randomness and the complexity of the cipher.  
The validation and evaluation showed that a significant level of security has been achieved by 
a new algorithm making it able to resists different types of known attacks. In addition to the 
significant performance, (according to the T-test), make it effective and energy saver. The 
algorithm TKE has achieved a considerable tradeoff improvement in security and quality. 
The new design is more suitable for the wireless environment and helps to address the 
wireless devices limitation and security concerns. By the end of this chapter, the main aim of 
the research has been achieved and all the objectives already addressed. 
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8 Conclusion & Future Research 
     
    A new encryption schemes for real time traffic over wireless networks is proposed, tested 
and validated in this research. Using robust changes in the standard AES functions, the 
proposed algorithms can provide a reasonable level of security and meets the QoS of such 
networks and devices. The change in the Sub-Byte function is to the increase the degree of 
complexity within the same delay time during the encryption and decryption processes. The 
change in the MixColumn function reduces the number of operations needed to multiply two 
matrices as it reduces the summation and multiplication process, consequently leading to the 
reduction of the time and energy consumption needed for this function.  Finally, the proposed 
9-round change is capable to decrease the power consumption by up to 10% and reduce the 
execution time by nearly the same proportion in addition to involving a 3rd key for 
encryption. The overall design helps to save (30-35%) of energy during the processing time, 
which make the schemes lightweight and energy saver. The main contribution of the research 
is reducing the execution time and power consumption of the proposed new algorithms, 
besides, maintaining/increasing the security level comparing with the standard AES 
algorithm. A comprehensive security analysis has been conducted to test the validity of the 
proposed algorithms in terms of the high complexity and randomness of the proposed 
algorithm which can resist different types of attacks. The proposed algorithm is suitable for 
wireless devices with limited resources and it achieves a considerable trade-off solution 
between security and QoS, thus it exhibits its applicability for any wireless networks where 
the resources are limited.   
    The aim of this research was to find an efficient security system for encrypting the voice 
and multimedia information data without the expensive cost, and it has been achieved. The 
main research question, which was “How can the security cost, (delay, energy), be reduced 
without affecting the security level of cryptography implementation for voice over wireless 
devices?” has been answered. This achievement has been achieved by reducing the execution 
time and power consumption of the proposed new Lightweight cryptography scheme, 
besides, maintaining/increasing the security level comparing with the standard AES 
algorithm.  
Therefore, this research has contributed to the knowledge by addressing the following 
objectives: 
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 Objective #1 was a critical investigation into the wireless network traffic and standard 
cryptography algorithms. 
 Objective #2 was investigating and studying the network traffic and their requirements. 
Also, it experimentally investigates the AES encryption algorithm. 
Chapter 2 and 4 have shown that Wireless networks are the most important part of IoT, and 
their security is crucial. They also shown that the encryption is the main principle of security 
because it keeps the confidently of the information and the best encryption algorithm is AES 
algorithm because of its strength; however this algorithm needs more research to meet the 
QoS requirements of the new wireless devices such as the energy of these devices and the 
time (delay) for voice traffic. Furthermore, these chapters showed that Real-time applications 
and voice are very important in wireless networks. Therefore, securing these applications and 
keeping their quality is a big challenge. These chapters explained that the previous works 
could not solve the problems in the voice delay and in the power of wireless devices in 
addition to the security level of algorithms.   
This phase helps to propose the best solution for the current gap, by a lightweight encryption 
algorithm to be suitable for V-over-WMANET and helps to get a good tradeoff between the 
security and QoS metrics and don’t pass the security threshold.   
 In addition to the literature review, this chapter gave a clear image to understand the network 
requirement and their behavior. The importance of the knowledge of characteristics of each 
type is useful because it will help us to understand the QoS metrics for each type of traffic. 
Also, this chapter showed the execution performance of the standard AES algorithm and its 
strength.  
The investigation of the standard AES algorithm showed its performance, in term of 
execution time and energy consumption, in addition to the security analysis of the encrypted 
output. These investigations will help to compare it with the proposed schemes to validate 
and evaluate their results. So the objective of this chapter has been achieved in a good 
manner. 
    AES is very secure because it used substitution, permutation, mixing, and keys, in addition 
to many rounds iteration. These operations offer the confusion and diffusion needed to 
protect any cipher from cryptanalysis attempt. So, any proposed cryptosystem based on AES 
features will be efficient and secure. In this research, our proposed crypto-schemes based on 
AES features because of its strength. 
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 Objective #3 was the conceptual development of an innovative encryption algorithm with 
a high level of complexity and at the same time keeping the execution time and power 
consumption at the same level. And Address the fixed structure of SubByte 
transformation function, to increase the confusion in the cipher.   
Chapter 5 has developed A SubByte function using multi S-box transformation technique to 
increase the confusion and complexity of the encryption algorithm. The complexity of the 
proposed algorithm has increased and the time and energy consumption kept in the same 
amount. The output of this chapter has been used to develop the new lightweight algorithms, 
proposed in other chapters, and it is the base for proposed functions. Another SubByte 
transformation functions have been suggested in this chapter, however, they can be used in 
future research. So, chapter 5 proposed three S-box generation methods but just one has been 
chosen to be involved in the new design. 
 Objective #4 to design, implement and build a lightweight and low-Energy encryption algorithm 
for audio files considering the cryptosystem strength. To meet the wireless devices requirements 
(limitation) 
A lightweight and low energy encryption algorithm for audio files was developed and tested 
in chapter 6. The main objectives have been achieved by reducing the execution time and 
energy consumption of the encryption process compared with the standard algorithm (AES) 
and keeping its security level in a good complexity.  
A Low computation Mixcolumn function and nine rounds iteration for the new algorithm 
LEA have been proposed in this chapter. The testing and experiments were conducted and a 
range of implementation scenarios are setup with different audio files. Also, the algorithm 
has been tested with many iteration rounds to test their performance and effect. The test 
results show significant improvements in new design metrics. The comparison between the 
new algorithm and the standard one shows a significant amount of time and energy 
consumption reduction being achieved (approximately 35%)  
   Data security was analyzed using specific testing tools, to measure the new algorithm 
strength. Many security parameters have been tested such as binary histogram, 
autocorrelation, and others to test the randomness and the complexity of the cipher.  
The validation and evaluation showed a significant level of security has been achieved by the 
new algorithm. In addition to a good performance makes it cost-effective and energy saver. 
The algorithm LEA has achieved a good tradeoff in security and quality. The new design is 
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more suitable for the wireless environment and helps to address the limitation of the wireless 
devices. 
 Objective #5 to propose a novel encryption algorithm with triple key and high level of 
complexity with effective execution costs such as time and energy consumption. Also, to 
Validate, Evaluate and Analyses the new security architecture in every step of the design 
to prove their strength. 
Chapter 7 has developed and tested A Triple Key encryption algorithm for audio files. The 
main objectives have been achieved by reducing the execution time and energy consumption 
of the encryption process, in addition, to increasing the security level by using the third key, 
which not affect the encryption performance.  
This chapter combines all the developed functions proposed in this research. The proposed 
functions are, Low computation Mixcolumn, Nine rounds iteration, and Third Key 
encryption. The testing and experiments were conducted and a range of implementation 
scenarios are setup with different audio files. Also, the algorithm has been tested with many 
iteration rounds to test their performance and effect. The test results show significant 
improvements in new design metrics. The comparison between the new algorithm TKE and 
the standard AES/published work shows a significant amount of time and energy 
consumption reduction being achieved (approximately 30%) with a higher security level.  
Data security was analyzed using NIST testing tools, to measure the new algorithm strength. 
Many security parameters have been tested such as binary histogram, autocorrelation, and 
others to test the randomness and the complexity of the cipher.  
The validation and evaluation showed a significant level of security has been achieved by a 
new algorithm making it able to resists different types of known attacks. In addition to a good 
performance make it cost-effective and energy saver. The algorithm TKE has achieved a 
considerable tradeoff in security and quality. The new design is more suitable for the wireless 
environment and helps to address the wireless devices limitation and security concerns. 
To conclude the whole research, there are more than 120 tests, for both the performance 
measurement and security analysis, have been conducted in this research. The results have 
been carefully validated and evaluated and it shows significant improvements in new design 
metrics for proposing a lightweight encryption algorithm with the same level of security 
compare with the standard algorithm. 
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The main contribution of the research is reducing the execution time and power consumption 
of the proposed new algorithm, besides, maintaining/increasing the security level comparing 
with the standard AES algorithm.  
A comprehensive security analysis is conducted to test the validity of the proposed algorithm 
in terms of the high complexity and randomness of the proposed algorithm which can resist 
different types of attacks, so, the scheme is absolutely secure.  
The proposed algorithm is suitable for wireless devices with limited resources and it achieves 
a considerable trade-off solution between security and QoS, thus it exhibits its applicability 
for any wireless networks where the resources are limited. 
The impact of this work is significant because it addressed both the security concerns and the 
implementation cost together, and achieved a reasonable trade-off for the wireless 
environment; the proposed scheme has balanced the security and performance by reducing 
the cost of the security without affecting security level or passing the threshold.   
The importance of this work comes with the hugely needs of security in next year 5G 
revolution (2020). The small sensor nodes (with limited battery power) are continuously 
required a lightweight security implementation to do their function. This work should 
promise to offer a range of solutions to the networks designer to agree to their requirements.  
Future Research: 
Future Further development of the algorithm can be performed in the future, such as 
increasing the SybeByte function complexity or involving or adding the third key in the 
algorithm to increase the security level, depending on the resources and limitations of the 
network. 
 Another technique could be proposed in the future by using two S-boxes to increase the 
security level. The idea is to XOR two S-boxes and uses the new S-box in the transformation 
process for SubByte function. This method needs just one K and C to generate addition S-box 
and then XOR it with the existing one. This method will help to reduce the key generation 
size and generate just one S-box. So there is no need to generate multi S-boxes. 
A future possibility to a proposed new function called Key XOR S-box method. The idea of 
this method is to XOR exist S-box with a chosen key, to increase the complexity of the 
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algorithm. So, no need to generate multi S-boxes. The method will also be cost-effective and 
do not affect the execution time. 
 
Fig 9-1 the future work 
Furthermore, the implementation of the new algorithms in the real scenario could be tested in 
such as mobile network and this can be as cooperation with the communication companies. 
By the end of this chapter, the whole research work has been done and all the research 
objectives have been achieved. 
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Appendix A 
         
 Cryptography Performance Time of (computer file) for Many Rounds TKE 
Rounds 
Iteration 
Encryption 
Time (Sec) 
Decryption 
Energy (µ J)   
1st Rn 0.393 0.398 
2nd Rn 0.736 0.74 
3rd Rn 1.07 1.1 
4th 1.412 1.417 
5th 1.765 1.77 
6th 2.087 2.1 
7th 2.417 2.42 
8th 2.774 2.77 
9th 3.109 3.1 
10th 3.487 3.48 
11th 3.804 3.81 
12th 4.148 4.15 
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      Cryptography Performance Energy of (computer file) for Many Rounds TKE 
Rounds 
Iteration 
Encryption 
Energy (µ J) 
Decryption 
Energy (µ J)  
1st Rn 0.0287 0.0291 
2nd Rn 0.0537 0.0540 
3rd Rn 0.0781 0.0803 
4th 0.1031 0.1034 
5th 0.1288 0.1292 
6th 0.1524 0.1533 
7th 0.1764 0.1767 
8th 0.2025 0.2022 
9th 0.2270 0.2263 
10th 0.2546 0.2803 
11th 0.2777 0.2781 
12th 0.3028 0.3030 
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Decryption Time of (teaching file) for Many Rounds TKE 
Rounds 
Iteration 
Decryption 
Time (Sec)   
1st Rn 0.154 
2nd Rn 0.27 
3rd Rn 0.384 
4th 0.507 
5th 0.621 
6th 0.75 
7th 0.864 
8th 0.981 
9th 1.119 
10th 1.227 
11th 1.355 
12th 1.463 
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Decryption Energy of (teaching file) for Many Rounds TKE 
Rounds 
Iteration 
Decryption 
Energy (µ J)  
1st Rn 0.0112 
2nd Rn 0.0197 
3rd Rn 0.0280 
4th 0.0370 
5th 0.0453 
6th 0.0548 
7th 0.0631 
8th 0.0716 
9th 0.0817 
10th 0.0896 
11th 0.0989 
12th 0.1068 
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 Decryption Time of (computer file) for Many Rounds LEA 
Rounds 
Iteration 
Decryption 
Time (Sec)   
1st Rn 0.387 
2nd Rn 0.73 
3rd Rn 1.09 
4th 1.421 
5th 1.76 
6th 2.078 
7th 2.424 
8th 2.757 
9th 3.145 
10th 3.47 
11th 3.77 
12th 4.1 
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Decryption Energy of (computer file) for Many Rounds LEA 
Rounds 
Iteration 
Decryption 
Energy (µ J)  
1st Rn 0.0283 
2nd Rn 0.0533 
3rd Rn 0.0796 
4th 0.1037 
5th 0.1285 
6th 0.1517 
7th 0.1770 
8th 0.2013 
9th 0.2296 
10th 0.2533 
11th 0.2752 
12th 0.2993 
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Appendix B:  Network Performance 
 
Investigating the QoS metrics for MANET connected to the Internet 
  The aim of this experiment is to find out the delay and throughput of a different kind of 
traffic in MANET with and without connection to the Internet. 
 
Simulation setup and parameters 
The OPNET 18.5 modeler and the wireless suite are used in our simulation. 50 nodes are 
involved for the creation of topology on 1 km x 1 km space. Different traffic is chosen: FTP, 
Voice, and Video Conference. The effect of different traffic is tested.    
The table below shows the simulation parameters of the network. 10 simulations have carried 
out and the duration 60 min for each. 
 
   Simulations Parameters 
No. of simulations 10 Simulation Area 1000*1000 sq.m. 
Simulation Duration 
60 min 
each  
Data Rate 11 Mbps 
No. of Nodes 50 Transmission Power 0.001 w 
WLAN Physical Characteristic 802.11 Buffer Size 32 KB 
Freq. Band 2.4 Routing Protocol AODV 
Packet Size 512 Traffic FTP, Voice, Video Conference 
Fragmentation Threshold 1024 Simulation 50000 events 
Simulation Seeds No. 182 
Values per 
statistic 
100 
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  Network Topology 
  
 
Simulation Results and analysis 
The following figures show the simulation results for the QoS parameters: delay and jitter in 
the network.  
 
(a) End to End delay (sec) 
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(b) voice jitter 
 
  
 
(b) Route Discovery Time 
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Appendix C  :  CrypTool Cryptography Analysis Results 
 
AES implementation on teaching.wav file: 
 
Plain file 
 
Encrypted (Cipher) 
 
Decrypted (de-cipher) 
237 
 
TKE implementation on teaching.wav file: 
 
 Plain file 
 
Encrypted (Cipher) 
 
Decrypted (de-cipher) 
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Binary Histogram for AES encryption: 
 
Plain file 
 
Encrypted (Cipher) 
 
Decrypted (de-cipher) 
 
239 
 
Binary Histogram for TKE encryption: 
 
Plain file 
 
Encrypted (Cipher) 
 
Decrypted (de-cipher) 
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AES encryption using cryptool   
 
 
Floating frequency  
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Autocorrelation: 
 
 
Autocorrelation Relative agreements for Cipher file (test.wav) by AES 
 
 
Autocorrelation Relative agreements for Plain file (washing.wav) 
 
 
Autocorrelation Relative agreements for Cipher file (washing.wav) by TKE 
242 
 
 
 
 
 Autocorrelation for Cipher file (washing.wav) by AES 
 
 
Autocorrelation Relative agreements for Cipher file (washing.wav) by LEA 
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