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1. Introduction
In this paper, we investigate regularity and energy quantization for solutions to the Yang–Mills–Dirac equations on 4-
manifolds. We ﬁrst introduce some notations and notions in order to introduce our equations.
Let M be an m-dimensional oriented Riemannian manifold. The tangent bundle TM admits an SO(m)-structure so that
it can be deﬁned by an open covering {Uα} and transition maps gαβ : Uαβ := Uα ∩ Uβ → SO(m) satisfying the cocycle
condition: gαβ · gβγ · gγα = 1 in Uαβγ := Uα ∩ Uβ ∩ Uγ , where 1 is the identity. Recall that SO(m) is not simply connected.
Indeed, π1(SO(2)) = Z and π1(SO(m)) = Z2 for m 3. We mainly concern the case m = 4 in this paper and assume m 3 in
the following. Thus there exists a universal covering ρ : Spin(m) → SO(m). The manifold is said to possess a spin structure if
there exist smooth maps g˜αβ : Uαβ → Spin(m) satisfying the cocycle condition g˜αβ · g˜βγ · g˜γα = 1 in Uαβγ and ρ(g˜αβ) = gαβ
for all α,β . A pair (manifold, spin structure) is called a spin manifold. There is a topological obstruction for the existence of
a spin structure, namely, the second Stiefel–Whitney class. For this and more, please consult [6,11].
For a spin manifold M , {g˜αβ} deﬁnes a principal Spin(m)-bundle which we denote by PSpin(M). It is a double cover of the
oriented frame bundle PSO(M) whose restriction to each ﬁber is ρ˜ : Spin(m) → SO(m). We can regard PSO(M) as a bundle
associated to PSpin(M) via ρ : Spin(m) → SO(m).
Assume further that m is even. Recall that the Clifford algebra Clm is the associative R-algebra with unit, generated by
R
m subject to the relations uv + vu = −2(u, v) for u, v ∈ Rm ((u, v) is the standard inner product of u and v in Rm). There
exists a complex Clm-module Sm such that Clm := Clm ⊗C ∼= EndC(Sm) as C-algebras. Sm is the unique (up to isomorphism)
irreducible complex Clm-module, usually called the spinor module. The orientation on Rm induces a Z2-grading on Sm;
Sm = S+m ⊕ S−m , see [6,11]. Since Spin(m) ⊂ Clevenm , we deduce that each of the spinor spaces S±m is a representation space for
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spin representations and we denote them as ρ± : Spin(m) → End(S±m). Associated to these, we obtain Hermitian vector
bundles:
S(M) := PSpin(M) ×ρ Sm,
S
±(M) := PSpin(M) ×ρ± S±m.
These are called complex (positive/negative) spinor bundles.
On the other hand, assume that for a compact Lie group G a principal G-bundle P → M is given. It is deﬁned by an
open covering {Uα} of M and G-valued transition maps {hαβ} such that the cocycle condition hαβ · hβγ · hγα = 1 in Uαβγ
is satisﬁed. Let σ : G → End(V ) be a unitary representation (V a vector space over C). Associated to P , we obtain a vector
bundle
E = P ×σ V
over M with ﬁber V such that E|Uα ∼= Uα × V and its transition functions are {σ(hαβ)}. For example, if we choose V = g
the Lie algebra of G and σ = the adjoint representation : G → Aut(g), we obtain the adjoint bundle Ad(P ).
Recall also that a smooth connection A on P is deﬁned as A = {Aα}, where Aα ∈ C∞(Uα, T ∗Uα ⊗ g) and satisﬁes the
gluing relation: Aβ = h−1αβ dhαβ + h−1αβ Aβhαβ in Uαβ . The set of all C∞-connections on P is denoted by A∞(P ). For a vector
bundle E = P ×σ V and a connection A on P , we have a covariant derivative ∇ EA : C∞(M, E) → C∞(M, T ∗M ⊗ E) which
is locally given by d + σ∗(Aα), i.e., for a local representation of a section s = {sα} (sα ∈ C∞(Uα, V )), (∇ EA s)α := dsα +
σ∗(Aα)sα , where σ∗ : g → End(V ) is the derivative of σ . In particular, for E = Ad(P ) we simply write ∇A : C∞(M;Ad(P )) →
C∞(M; T ∗M ⊗ Ad(P )) which is locally given by d + [Aα, ·].
The covariant derivative ∇ EA is extended as the covariant exterior derivative dEA : C∞(M;
∧p ⊗E) → C∞(M;∧p+1 T ∗M⊗E)
which is also deﬁned locally as d+ σ∗(Aα).
The curvature of a connection A on P is deﬁned as F A = (dA)2 : C∞(M;Ad(P )) → C∞(M;∧2 T ∗M ⊗ Ad(P )). It is an
algebraic operator, i.e., the multiplication by g-valued 2-form and we identify it as an element of C∞(M;∧2 T ∗M ⊗Ad(P ));
F A ∈ C∞(M;∧2 T ∗M ⊗ Ad(P )). It is given by F A = dA + 12 [A, A].
On S(M) there is a natural connection induced from the Levi-Civita connection on TM , see [6,11]. We also call it the
Levi-Civita connection on S(M). This together with a connection A on P deﬁnes a connection ∇˜ EA on the bundle S(M) ⊗ E .
Namely, it is deﬁned as
∇˜ EA(s ⊗ u) = ∇s ⊗ u + s⊗ ∇ EAu
for s ∈ C∞(M,S(M)) and u ∈ C∞(M, E), where ∇ denotes the Levi-Civita connection on S(M).
Sections of the vector bundle S(M) ⊗ E are called E-valued spinors. We also call E-valued spinors simply spinors if
no confusions arise. The Dirac operator coupled to a connection A acts on E-valued spinors, DA : C∞(M,S(M) ⊗ E) →
C∞(M,S(M) ⊗ E). It is deﬁned as
DA = c ◦ ∇A : C∞
(
M,S(M) ⊗ E) ∇A−−→ C∞(M, T ∗M ⊗ S(M) ⊗ E) c−→ C∞(M,S(M) ⊗ E),
where c denotes the Clifford multiplication c : T ∗M ⊗ S(M)  (X,ψ) → X · ψ ∈ S(M).
Under these preparations, we now introduce the main object of this paper. For a pair of a connection A on P and an
E-valued spinor ψ , we deﬁne the action A(A,ψ) by the following formula:
A(A,ψ) =
∫
M
|F A |2 + 〈ψ,DAψ〉dvolM , (1.1)
where the pointwise norm of the curvature F A is deﬁned from the Riemannian metric on M and a bi-invariant metric on G
(which we now ﬁx throughout this paper) and 〈·,·〉 is the inner product on S(M) ⊗ E deﬁned from the metrics on S(M)
and E .
Critical points of the action A on A∞(P ) × C∞(M,S(M) ⊗ E) are called Yang–Mills–Dirac ﬁelds. They are solutions of
the following equations (see [17]):
d∗A F A = J (ψ), (1.2)
DAψ = 0, (1.3)
where d∗A is the L2-formal adjoint of dA and
J (ψ) = −1
2
〈
ei · ψ,ρ(σα)ψ
〉
θ i ⊗ σα (1.4)
is the current. Here e1, . . . , em is a local orthonormal frame of TM , θ1, . . . , θm the dual coframe of T ∗M and {σα} is an
orthonormal basis of g. We have also used and will use the summation convention throughout this paper.
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group G(P ) of the principal G-bundle P is the set of sections of the bundle Aut(P ) := P ×Ad G , where Ad : G → G is the
adjoint action Ad(g)(h) = ghg−1. In other words, it is deﬁned as the set of all h = {hα} such that hα ∈ C∞(Uα,G) and hβ =
g−1αβhα gαβ in Uαβ . The gauge transformation h = {hα} acts on A∞(P ) × C∞(M,S(M) ⊗ E) as h · (A,ψ) = (h∗A, σ (h−1)ψ),
where h∗A = {h−1α dhα +h−1α Aαhα} and σ(h−1)ψ = {σ(h−1α )ψα} (i.e., h acts on the E-part of ψ ). For simplicity, we will write
h · ψ for σ(h−1)ψ . The curvature transforms as Fh∗ A = h−1F Ah. It is also easy to see that Dh∗ A(h · ψ) = h · DAψ . Since the
metric on G is bi-invariant and the representation σ is unitary, the action A is gauge invariant: A(h∗A,h · ψ) = A(A,ψ).
A special feature in 4-dimensions is that the action A is also invariant under conformal transformations of the metric
on M . Let the metric on M be denoted by g . For a positive function ρ ∈ C∞(M), a new metric gρ = ρ2g is deﬁned.
The density |F A |2gρ dvolgρ with respect to the metric gρ is related to |F A |2g dvolg as |F A |2gρ dvolgρ = ρm−4|F A |2g dvolg (the
subscripts specify which metric on M is used). Thus the integral
∫
M |F A |2 dvolM is conformally invariant if and only if m = 4.
On the other hand, the Dirac operator behaves under the conformal transformations of the metric as follows (see [10]
and [11]). Let us denote by DρA the Dirac operator as constructed above with respect to the metric gρ on M . Then we have
the following
D
ρ
Aψ = ρ−
m+1
2 DA
(
ρ
m−1
2 ψ
)
.
Thus deﬁning ψρ := ρ−m−12 ψ , we have 〈ψρ,DρAψρ〉dvolgρ = 〈ψ,DAψ〉dvolg , i.e., the integral
∫
M〈ψ,DAψ〉dvolM is confor-
mally invariant in any dimension m. Summing up, the action A(A,ψ) is conformally invariant if and only if m = 4.
Due to these invariance properties, the analysis of Yang–Mills–Dirac equations (YMD for short) becomes diﬃcult and
interesting especially in 4-dimensions. It is a kind of critical equations, see [1,8,9,21,31] for critical equations arising in
geometry. In this paper, we are mainly interested in the regularity of solutions to YMD and the compactness properties of
solution space.
As for the regularity problem, due to the gauge invariance it is not necessary that solutions to the YMD are smooth. For
the pure Yang–Mills theory (i.e., ψ ≡ 0) in dimension 4, it was proved long ago by Uhlenbeck [29] that a point singularity is
removed via a suitable gauge transformation if the Yang–Mills action is ﬁnite. Moreover, in [28] Uhlenbeck proved that any
W 1,2-weak solution to the pure Yang–Mills equations in dimension 4 becomes smooth under a W 2,2-gauge transformation.
From the latter result, the removable singularities theorem for pure Yang–Mills ﬁelds easily follows (see also Section 2
below).
For the YMD equations, removability of the point singularities is proved by Otway [16] and Li [13]. We ﬁrst prove in this
paper a regularity of ﬁnite energy weak solutions (for the deﬁnition of energy, see (1.5) below), namely:
Theorem 1.1. Let P → M be a principal G-bundle of class W 2,2 over a 4-dimensional manifold M and E = P ×σ V an associated
vector bundle of class W 2,2 . Assume that A and ψ are W 1,2-connection on P and L8/3-section of S(M) ⊗ E respectively, such that
(A,ψ) weakly solves YMD on M. Then for any a ∈ M, there exists a ball Br(a) of radius r with center at a and g ∈ W 2,2(Br(a),G) ∩
C0(Br(a),G) such that the gauge transformed ﬁeld (g∗A, g · ψ) is C∞ in Br/2(a).
We shall indicate in Section 2 that the previously known removable singularities theorem follows easily from Theo-
rem 1.1. See [1,8,9,21,31,12] for related regularity problems for critical equations in geometry.
By the works of Uhlenbeck [28], Sedlacek [22], Donaldson [4], Taubes [27] and Rivière [20], the compactness properties
of the solution space for the pure Yang–Mills theory (also called moduli space) are now well understood. It is one of
important steps to construct 4-manifold invariants (namely, the Donaldson type invariants). Due to the conformal invariance
in dimension 4, the moduli space of Yang–Mills equations is not compact in general and energy concentration occurs (also
known as bubbling off of instantons), see [4,7]. Namely, assume that {An} is a sequence of Yang–Mills connections such that
the Yang–Mills energy EYM(An) = EYM(An;M) :=
∫
M |F An |2 dvolM is uniformly bounded; supn1 EYM(An) < +∞. Then by the
result of Uhlenbeck [28] and Sedlacek [22] (see also [20]), up to suitable gauge transformations there exists a subsequence
of {An} (still denoted by {An}), a ﬁnite set S ⊂ M , a function θ : S → R>0 and a smooth Yang–Mills connection A on M \ S
such that F An ⇀ F A weakly in L
2(M) and |F An |2 dvolM → |F A |2 dvolM +θ dH0S as Radon measures on M , where H0 is the
0-dimensional Hausdorff measure (i.e., the counting measure). Moreover, under a suitable gauge transformation on M \ S , A
can be extended as a smooth Yang–Mills connection on M , see [29]. The measure θ dH0S is called the defect measure for
the sequence {An} and it is proved in [20] that it is quantized, i.e., θ(a) for each a ∈ S is a ﬁnite sum of energies of Yang–
Mills connections on S4: There exist Yang–Mills connections B1, . . . , Bp (p  1) on S4 such that θ(a) =∑pi=1 EYM(Bi; S4).
This result indicates that there is no loss of energy along the limiting process between bubbles. In [5,18], a similar result is
obtained for harmonic maps.
We prove in this paper a similar compactness and quantization property for YMD. As we observed before, since in
dimension 4 the YMD is conformally invariant, it is natural to consider a conformally invariant energy functional deﬁned by
E(A,ψ) = E(A,ψ;M) =
∫ (|F A |2 + |ψ | 83 )dvolM . (1.5)
M
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∫
M |F A |2 dvolM and the Dirac energy deﬁned as EDirac(ψ) =
EDirac(ψ;M) =
∫
M |ψ |
8
3 dvolM . Then we have E(A,ψ) = EYM(A) + EDirac(ψ). One can easily check that these energies are
conformally invariant: E(A,ψρ; (M, gρ)) = E(A,ψ; (M, g)), EYM(A; (M, gρ)) = EYM(A; (M, g)) and EDirac(ψρ ; (M, gρ)) =
EDirac(ψ; (M, g)).
Our compactness and energy quantization result is stated as:
Theorem 1.2. Let {(An,ψn)} be a sequence of solutions to YMD such that supn1 E(An,ψn) < +∞. Then there exist a subsequence
of {(An,ψn)} (still denoted by {(An,ψn)}), principal G-bundles P0 → M, P1 → S4, . . . , Pk → S4 (k 0) and their associated vector
bundles E0 = P0 ×σ0 V , E1 = P1 ×σ1 V , . . . , Ek = Pk ×σk V , connections A0 ∈ A∞(P0), B1 ∈ A∞(P1), . . . , Bk ∈ A∞(Pk) and
spinors ψ0 ∈ C∞(M,S(M) ⊗ E0), ϕ1 ∈ C∞(M,S(M) ⊗ E1), . . . ,ϕk ∈ C∞(M,S(M) ⊗ Ek) such that (A0,ψ0) is a solution to the
YMD on M, (B1,ϕ1), . . . , (Bk,ϕk) are solutions to the YMD on S4 and the following holds:
(1) There exist a ﬁnite set S and gauge transformations gn such that {(g∗n An, gn · ψn)} converges to (A0,ψ0) in C∞loc(M \ S).
(2) For some subsequence (still denoted by {(An,ψn)}) we have
lim
n→∞ EYM(An) = EYM(A0) +
k∑
i=1
EYM
(
Bi; S4
)
,
lim
n→∞ EDirac(ψn) = EDirac(ψ0) +
k∑
i=1
EDirac
(
ϕi; S4
)
and
lim
n→∞ E(An,ψn) = E(A0,ψ0) +
k∑
i=1
E
(
Bi,ϕi; S4
)
.
For both the regularity and the compactness-energy quantization results, due to the presence of the spinor ﬁelds, one
needs to carry out a more subtle analysis than in the case of the pure Yang–Mills. Similar diﬃculties have been appeared
for harmonic maps coupled to spinor ﬁelds, namely, Dirac-harmonic maps, see [2], [3] and [33]. Here we overcome these
diﬃculties for the Yang–Mills ﬁeld coupled to spinors. Our new technical ingredient for such coupled equations is the use of
interpolation spaces such as Lorentz spaces and the regularity property of basic geometric operators such as the Laplacian
and the Dirac operators acting on these interpolation spaces. The use of interpolation spaces for compactness properties of
solutions of critical equations is initiated in [14] and used in [15,20], etc.
2. Regularity of weak solutions
In this section, we prove Theorem 1.1. Our idea of the proof is the local uniqueness of the solution to YMD in various
Sobolev spaces.
Fix an arbitrary a ∈ M . We may assume without loss of generality that E(A,ψ; B(a)) < 0, where 0 is the Uhlenbeck
constant [28,32], B(a) = B1(a) and the injectivity radius of M is greater than 1. Then by the theorem of Uhlenbeck [28,32],
there exists g ∈ W 2,2(B(a),G) such that g∗A is in the Coulomb gauge, i.e., satisﬁes
d∗
(
g∗A
)= 0 in B(a), (2.1)
ιν
(
g∗A
)= 0 on ∂B(a), (2.2)
where ν is the outer normal of ∂B(a) and ιν is the contraction by ν .
As noted by Taubes [27, Appendix] and Shevchishin [23], such a g has an additional regularity g ∈ C0(B(a),G).
For simplicity of notation, we may assume that A itself satisﬁes (2.1) and (2.2). Then from (2.1) and (2.2), we have
‖A‖W 1,2(B(a))  C0 (see [28,32]).
In B(a), the ﬁrst equation of YMD (1.2) becomes
d∗F A − ∗[A,∗F A] = J (ψ).
Using F A = dA + 12 [A, A], it is written as
d∗dA + 1
2
d∗[A, A] − ∗[A,∗dA] − 1
2
∗ [A,∗[A, A]]= J (ψ).
Thus in the Coulomb gauge (2.1), (2.2), (1.2) becomes
A + 1
2
d∗[A, A] − ∗[A,∗dA] − 1
2
∗ [A,∗[A, A]]= J (ψ), (2.3)
where  = dd∗ + d∗d is the Hodge Laplacian.
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Q 1(∇A, A) = −1
2
d∗[A, A] + ∗[A,∗dA]
and
Q 2(A, A, A) = 1
2
∗ [A,∗[A, A]].
Then (2.3) is written in the form
A = Q 1(∇A, A) + Q 2(A, A, A) + J (ψ). (2.4)
We next rewrite the second equation of YMD (1.3). Using an orthonormal frame ﬁeld {eα}4α=1 on B(a), we have
0= DAψ =
4∑
α=1
eα · (∇A)eαψ =
4∑
α=1
eα ·
(∇eα + σ∗(Aα))ψ = D0ψ +
4∑
α=1
σ∗(Aα)eα · ψ, (2.5)
where Aα = ι(eα)A and D0 =∑4α=1 eα · ∇eα .
By the Lichnerowicz formula [6,11], we have D20 =  + s4 (s is the scalar curvature of the metric on M), and from (2.5)
we obtain
ψ + s
4
ψ = D20ψ =
4∑
α,β=1
eβ · ∇eβ
(−σ∗(Aα)eα · ψ)
= −
4∑
α,β=1
(∇eβ (σ∗(Aα))eβ · eα · ψ + σ∗(Aα)eβ · ∇eβ eα · ψ + σ∗(Aα)eβ · eα · ∇eβ ψ). (2.6)
In symbols, we write
R1(∇A,ψ) = −
4∑
α,β=1
∇eβ
(
σ∗(Aα)
)
eβ · eα · ψ,
R2(A,ψ) = −
4∑
α,β=1
σ∗(Aα)eβ · ∇eβ eα · ψ
and
R3(A,∇ψ) = −
4∑
α,β=1
σ∗(Aα)eβ · eα · ∇eβ ψ.
Thus (2.6) is written as
ψ = − s
4
ψ + R1(∇A,ψ) + R2(A,ψ) + R3(A,∇ψ). (2.7)
For any ϕ ∈ C∞0 (B(a)), we have from (2.4) that
(ϕA) = C1(ϕ)A + C2(ϕ)∇A + ϕA
= C1(ϕ)A + C2(ϕ)∇A + ϕ
(
Q 1(∇A, A) + Q 2(A, A, A) + J (ψ)
)
= C1(ϕ)A + C2(ϕ)∇A + C3(ϕ)Q 3(A, A) + Q 1
(∇(ϕA), A)+ Q 2(ϕA, A, A) + J (ϕψ,ψ), (2.8)
where C1(ϕ), C2(ϕ) and C3(ϕ) depend only on ϕ and the derivatives of ϕ , Q 3(A, A) is a quadratic form on A and
J
(
ψ,ψ ′
)= −1
2
〈
ei · ψ,ρ(σα)ψ ′
〉
θ i ⊗ σα.
On the other hand, we have from (2.7) that
(ϕψ) = d1(ϕ)ψ + d2(ϕ)∇ψ + ϕψ
= d1(ϕ)ψ + d2(ϕ)∇ψ + ϕ
(
− s
4
ψ + R1(∇A,ψ) + R2(A,ψ) + R3(A,∇ψ)
)
= d4(ϕ)ψ + d2(ϕ)∇ψ + d3(ϕ)R2(A,ψ) + R1
(∇(ϕA),ψ)+ R3(A,∇(ϕψ)), (2.9)
364 T. Isobe / Differential Geometry and its Applications 28 (2010) 359–375where d1(ϕ), d2(ϕ), d3(ϕ) and d4(ϕ) depend only on s, ϕ and the derivatives of ϕ and R2(A,ψ) here is different from that
was previously deﬁned above, but it is a bilinear form on A and ψ as before.
Deﬁning
Q
(
A,ψ,
(
B
η
))
=
(
Q 1(∇B, A) + Q 2(B, A, A) + J (η,ψ)
R1(∇B,ψ) + R3(A,∇η)
)
for (B, η) ∈ W 1,2(B(a), T ∗B(a) ⊗ g) × L8/3(B(a),Sm ⊗ V ), Eqs. (2.8) and (2.9) are written as

(
ϕA
ϕψ
)
− Q
(
A,ψ,
(
ϕA
ϕψ
))
=
(
C1(ϕ)A + C2(ϕ)∇A + C3(ϕ)Q 3(A, A)
d4(ϕ)ψ + d2(ϕ)∇ψ + d3(ϕ)R2(A,ψ)
)
. (2.10)
Let us denote the closure of C∞0 (B(a)) in W 1,p(B(a)) by W
1,p
0 (B(a)) and set W
k,p
0 (B(a)) = Wk,p(B(a))∩W 1,p0 (B(a)). We
have the following lemma:
Lemma 2.1. Let us assume μ > 0. There exists 0 <  < 0 such that for A ∈ W 1,2(B(a), T ∗B(a) ⊗ g) satisfying (2.1), (2.2) and
ψ ∈ L8/3(B(a),Sm ⊗ V ) with E(A,ψ; B(a)) <  , the operator
 + μ− Q
(
A,ψ,
( ·
·
))
: W 1,20
(
B(a), T ∗B(a) ⊗ g)⊕ W 1,8/50 (B(a),Sm ⊗ V )
→ W−1,2(B(a), T ∗B(a) ⊗ g)⊕ W−1,8/5(B(a),Sm ⊗ V )
is invertible.
Proof. Let us assume A˜ ∈ W 1,20 (B(a), T ∗B(a) ⊗ g) and ψ˜ ∈ W 1,8/50 (B(a),Sm ⊗ V ). For B ∈ W 1,20 (B(a), T ∗B(a) ⊗ g), we have
by the Hölder’s inequality and the Sobolev embedding W 1,2 ⊂ L4 in dimension 4 that∣∣〈Q 1(∇ A˜, A), B〉∣∣ C‖A‖4‖∇ A˜‖2‖B‖4  C‖A‖4‖ A˜‖1,2‖B‖1,2, (2.11)
where 〈·,·〉 is the duality pairing between W−1,2 and W 1,2, ‖ · ‖p is the Lp-norm on B(a) and ‖ · ‖k,p is the Wk,p-norm on
B(a).
From (2.11), we have∥∥Q 1(∇ A˜, A)∥∥−1,2  C‖A‖4‖ A˜‖1,2. (2.12)
Similarly, we have∥∥Q 2( A˜, A, A)∥∥−1,2  C‖ A˜‖1,2‖A‖24 (2.13)
and ∥∥ J (ψ˜,ψ)∥∥−1,2  C‖ψ˜‖1,8/5‖ψ‖8/3. (2.14)
On the other hand, for η ∈ W 1,8/3(B(a),Sm⊗V ) we have by the Hölder’s inequality and the Sobolev embedding W 1,8/3 ⊂ L8
in dimension 4 that∣∣〈R1(∇ A˜,ψ),η〉∣∣ C‖∇ A˜‖2‖ψ‖8/3‖η‖8  C‖ A˜‖1,2‖ψ‖8/3‖η‖1,8/3. (2.15)
Thus we have∥∥R1(∇ A˜,ψ)∥∥−1,8/5  C‖ A˜‖1,2‖ψ‖8/3. (2.16)
Similarly we have∥∥R3(A,∇ψ˜)∥∥−1,8/5  C‖A‖1,2‖ψ˜‖1,8/5. (2.17)
From (2.12), (2.13), (2.14), (2.16) and (2.17) we have∥∥∥∥Q
(
A,ψ,
(
A˜
ψ˜
))∥∥∥∥
W−1,2(B(a))⊕W−1,8/5(B(a))
 C
∥∥∥∥
(
A˜
ψ˜
)∥∥∥∥
W 1,20 (B(a))⊕W 1,8/50 (B(a))
. (2.18)
Since  + μ : W 1,20 (B(a)) ⊕ W 1,8/50 (B(a)) → W−1,2(B(a)) ⊕ W−1,8/5(B(a)) is invertible, the assertion follows from (2.18) if
 > 0 is small. 
We next prove the following:
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 < 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(2.2) and ψ ∈ L8/3(B(a),Sm ⊗ V ) with E(A,ψ; B(a)) <  , the operator
 + μ− Q
(
A,ψ,
( ·
·
))
: W 2,p0
(
B(a), T ∗B(a) ⊗ g)⊕ W 2, 8p8+p0 (B(a),Sm ⊗ V )
→ Lp(B(a), T ∗B(a) ⊗ g)⊕ L 8p8+p (B(a),Sm ⊗ V )
is invertible.
Proof. For 1 < p < 2, deﬁne q = pp−1 . For A˜ ∈ W 2,p0 (B(a), T ∗B(a)⊗ g) and B ∈ Lq(B(a), T ∗B(a)⊗ g) we have by the Hölder’s
inequality and the Sobolev embedding W 2,p ⊂ L 4p4−p in dimension 4 that∣∣〈Q 1(∇ A˜, A), B〉∣∣ C‖A‖4‖∇ A˜‖ 4p
4−p
‖B‖q  C‖A‖1,2‖ A˜‖2,p‖B‖q, (2.19)
where 〈·,·〉 is the duality pairing between Lp and Lq .
Thus we have∥∥Q 1(∇ A˜, A)∥∥p  C‖A‖1,2‖ A˜‖2,p . (2.20)
Similarly, we have∥∥Q 2( A˜, A, A)∥∥p  C‖A‖21,2‖ A˜‖2,p . (2.21)
On the other hand, for ψ˜ ∈ W 2,
8p
8+p
0 (B(a),Sm ⊗ V ) we have ψ˜ ∈ L
8p
8−3p (B(a),Sm ⊗ V ) by the Sobolev embedding and∥∥ J (ψ˜,ψ)∥∥p  C‖ψ˜‖ 8p8−3p ‖ψ‖8/3  C‖ψ˜‖2, 8p8+p ‖ψ‖8/3 (2.22)
by the Hölder’s inequality.
As for R1(∇ A˜,ψ), since ∇ A˜ ∈ W 1,p ⊂ L
4p
4−p and ψ ∈ L8/3, we have by the Hölder’s inequality∥∥R1(∇ A˜,ψ)∥∥ 8p
p+8
 C‖∇ A˜‖ 4p
4−p
‖ψ‖8/3  C‖ A˜‖2,p‖ψ‖8/3. (2.23)
Similarly, since ∇ψ˜ ∈ W 1, 8pp+8 ⊂ L 8p8−p we have∥∥R3(A,∇ψ˜)∥∥ 8p
8+p
 C‖∇ψ˜‖ 8p
8−p
‖A‖4  C‖ψ˜‖2, 8p8+p ‖A‖4. (2.24)
From (2.20)–(2.24), we have∥∥∥∥Q
(
A,ψ,
(
A˜
ψ˜
))∥∥∥∥
Lp⊕L
8p
8+p
 C
∥∥∥∥
(
A˜
ψ˜
)∥∥∥∥
W 2,p0 ⊕W
2, 8p8+p
0
. (2.25)
Since  +μ : W 2,p0 ⊕ W
2, 8p8+p
0 → Lp ⊕ L
8p
8+p is invertible, the assertion follows from (2.25). 
Under these preparations, we now give the proof of Theorem 1.1.
Proof of Theorem 1.1. Recall that at the beginning of this section, we have assumed that A is in the Coulomb gauge, i.e.,
it satisﬁes (2.1) and (2.2). In particular, A ∈ W 1,2(B(a)). On the other hand, for arbitrary φ ∈ C∞0 (B(a)), since (A,ψ) ∈
W 1,2(B(a), T ∗B(a) ⊗ g) ⊕ L8/3(B(a),Sm ⊗ V ) is a solution to YMD, we have from (2.5) and the Hölder’s inequality that
D0(φψ) = φD0ψ + ∇φ · ψ = −φ
4∑
α=1
σ∗(Aα)eα · ψ + ∇φ · ψ ∈ L8/5
(
B(a)
)
. (2.26)
Therefore by the elliptic regularity we have φψ ∈ W 1,8/5(B(a)) and ψ ∈ W 1,8/5loc (B(a)).
Let ϕ ∈ C∞0 (B(a)) be arbitrary. By Lemma 2.2 and the observation we have made, for any 1< p < 2 there exists a unique
( A˜, ψ˜) ∈ W 2,p0 (B(a), T ∗B(a) ⊗ g) ⊕ W
2, 8p8+p
0 (B(a),Sm ⊗ V ) satisfying

(
A˜
ψ˜
)
+μ
(
A˜
ψ˜
)
− Q
(
A,ψ,
(
A˜
ψ˜
))
=
(
C1(ϕ)A + C2(ϕ)∇A + C3(ϕ)Q 3(A, A))+ μ( ϕA
ϕψ
)
. (2.27)d4(ϕ)ψ + d2(ϕ)∇ψ + d3(ϕ)R2(A,ψ)
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is also a solution in the class W 1,20 ⊕ W 1,8/50 if 4/3  p < 2, we have by the uniqueness of the solution in that class
(Lemma 2.1) that ( A˜, ψ˜) = (ϕA,ϕψ). Thus we have (ϕA,ϕψ) ∈ W 2,p0 (B(a), T ∗B(a) ⊗ g) ⊕ W
2, 8p8+p
0 (B(a),Sm ⊗ V ) for 4/3
p < 2. From this and the Sobolev embedding, we have for any B ′  B(a), any p1 < ∞, p2 < 4, q1 < 8/3 and q2 < 8 that
(choosing the cutoff function ϕ suitably and  > 0 small if necessary)
A ∈ Lp1(B ′), (2.28)
∇A ∈ Lp2(B ′), (2.29)
∇ψ ∈ Lq1(B ′), (2.30)
ψ ∈ Lq2(B ′). (2.31)
Then we choose a cutoff function ϕ such that supp(ϕ) is slightly smaller than B ′ and we write Eq. (2.27) for ( A˜, ψ˜) =
(ϕA,ϕψ) as

(
ϕA
ϕψ
)
+μ
(
ϕA
ϕψ
)
= Q
(
A,ψ,
(
ϕA
ϕψ
))
+
(
C1(ϕ)A + C2(ϕ)∇A + C3(ϕ)Q 3(A, A)
d4(ϕ)ψ + d2(ϕ)∇ψ + d3(ϕ)R2(A,ψ)
)
+μ
(
ϕA
ϕψ
)
. (2.32)
Then for any p3 < 4 and q3 < 8/3, choosing p1, p2, q1 and q2 suitably (and hence choosing  > 0 small if necessary), we
have
the ﬁrst component of Q is in Lp3
(
B(a)
)
, (2.33)
the second component of Q is in Lq3
(
B(a)
)
, (2.34)
C1(ϕ)A + C2(ϕ)∇A + C3(ϕ)Q (A, A) + μϕA ∈ Lp3
(
B(a)
)
, (2.35)
d1(ϕ)ψ + d2(ϕ)∇ψ + d3(ϕ)R2(A,ψ) +μϕψ ∈ Lq3
(
B(a)
)
. (2.36)
From (2.33)–(2.36), we have by the elliptic regularity that
ϕA ∈ W 2,p3(B(a)), (2.37)
ϕψ ∈ W 2,q3(B(a)). (2.38)
Thus for any B ′′  B ′ and any p4 < ∞ and q4 < 8, we obtain by the Sobolev embedding theorem (and choosing the cutoff
function ϕ and pi , qi (1 i  3) suitably) that
A ∈ C0(B ′′), (2.39)
∇A ∈ Lp4(B ′′), (2.40)
ψ ∈ C0(B ′′), (2.41)
∇ψ ∈ Lq4(B ′′). (2.42)
We repeat the similar argument: First choose ϕ such that supp(ϕ) ⊂ B ′′ . For any p5 < ∞ and q5 < 8, choosing p4 and q4
suitably (and hence choosing  > 0 small if necessary), we have from Eq. (2.32) for this choice of ϕ that
the ﬁrst component of Q is in Lp5
(
B(a)
)
, (2.43)
the second component of Q is in Lq5
(
B(a)
)
, (2.44)
C1(ϕ)A + C2(ϕ)∇A + C3(ϕ)Q (A, A) + μϕA ∈ Lp5
(
B(a)
)
, (2.45)
d1(ϕ)ψ + d2(ϕ)∇ψ + d3(ϕ)R2(A,ψ) +μϕψ ∈ Lq5
(
B(a)
)
. (2.46)
(2.43)–(2.46) imply that
A ∈ W 2,p5(B(a)), (2.47)
ψ ∈ W 2,q5(B(a)). (2.48)
By the Sobolev embedding, we obtain from (2.47) and (2.48) that
A ∈ C1(B ′′), (2.49)
ψ ∈ C1(B ′′). (2.50)
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Theorem 1.1. 
As a corollary of the proof of Theorem 1.1, we have the following bound of (A,ψ) under the small energy hypothesis.
Corollary 2.1. For any integer k 0, there exist  > 0 and C = C(k, ) > 0 such that if E(A,ψ; B(a)) <  and (A,ψ) is a solution of
YMD in the Coulomb gauge (2.1), (2.2), we have
‖A‖Ck(B1/2(a)) + ‖ψ‖Ck(B1/2(a))  C(k, ).
Before ending this section, we give a remark about the removable singularities theorem for YMD. We sketch the argument
which shows that it easily follows from Theorem 1.1 and the Uhlenbeck’s removable singularities theorem for Sobolev
bundles [30].
For ﬁnitely many points a1, . . . ,ap ∈ M , set M ′ = M \ {a1, . . . ,ap}. Let P ′ → M ′ be a smooth G-bundle and (A,ψ) a solu-
tion to YMD with ﬁnite energy E(A,ψ;M ′) < ∞. Thus, in particular, ∫M′ |F A |2 dvolM < ∞. By the theorem of Uhlenbeck [30],
P ′ → M ′ can be extended as a C∞-bundle over M , i.e., there exists a C∞-bundle P → M such that P |M′ ∼= P ′|M′ . Moreover,
A can be extended as a W 1,2-connection on P . This extension is obtained by showing that for some neighborhood Ui of ai ,
there exists gi ∈ W 2,2loc (Ui \ {ai},G) such that g∗i A is in W 1,2(Ui). By approximating gi , we may assume that gi is smooth in
Ui \ {ai}. Then by setting Ai = g∗i A in Ui , A|M′ and {Ai}pi=1 deﬁne a W 1,2-connection A′ on P . Using gi , ψ is also extended
to M by setting ψ ′ = ψ in M ′ and ψ ′ = σ(g−1i )ψ in Ui . Then it is obvious ψ ′ ∈ L8/3(M). The standard cutoff argument
shows that (A′,ψ ′) is a ﬁnite energy weak solution to YMD on M . Now by Theorem 1.1, there exists g ∈ W 2,2(M,Aut(P ))
such that (g∗A, g ·ψ) is a smooth solution to YMD. In fact, since the gauge is in Coulomb, it is in the class C0 (see [27,23]).
Thus we recover the removable singularities theorem [16,13] from Theorem 1.1.
3. Energy gap
Throughout this section, we assume M = S4, the standard 4-sphere. To ensure that the number of bubbles in Theorem 1.2
is ﬁnite, we need the following energy gap theorem (see [4,17] for related results).
Proposition 3.1. There exists 0 > 0 such that if (A,ψ) is a solution to YMD on S4 and E(A,ψ; S4) < 0 , then we have F A = 0 and
ψ = 0.
Proof. By the ﬁrst of the YMD equations (1.2) and the Bianchi identity dA F A = 0, we have
A F A = dAd∗A F A + d∗AdA F A = dAd∗A F A = dA J (ψ) = Q 4(∇Aψ,ψ), (3.1)
where A = dAd∗A + d∗AdA and Q 4(∇Aψ,ψ) denotes a quadratic from on ∇Aψ and ψ .
On the other hand, by the Weitzenböck formula (see [4,7]), we have
A F A = ∇∗A∇A F A + 4F A + Q 5(F A, F A), (3.2)
where Q 5(F A, F A) is a quadratic form on F A .
From (3.1) and (3.2) we obtain
∇∗A∇A F A + 4F A + Q 5(F A, F A) = Q 4(∇Aψ,ψ). (3.3)
Taking the L2-inner product of (3.3) with F A , we obtain by the Hölder’s inequality
‖∇A F A‖22 + 4‖F A‖22 = −
〈
Q 5(F A, F A), F A
〉+ 〈Q 4(∇Aψ,ψ), F A 〉
 C‖F A‖2‖F A‖24 + C‖F A‖4‖∇Aψ‖8/3‖ψ‖8/3, (3.4)
where 〈·,·〉 denotes the L2-inner product.
On the other hand, by the second equation (1.3) of YMD and the Lichnerowicz–Weitzenböck formula (see [6,11]), we
have
0= D2Aψ = ∇∗A∇Aψ +
s
4
ψ + c(F A)ψ, (3.5)
where s = 4× (4− 1) = 12 is the scalar curvature of S4 and c(F A) is the Clifford multiplication by F A , i.e., the composition
F A ∈ C∞
(∧2 T ∗M ⊗ End(E)) q−→ C∞(Cl(T ∗M)⊗ End(E)) c−→ C∞(End(S(M))⊗ E),
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Taking the L2-inner product of (3.5) with ψ , we obtain
‖∇Aψ‖22 + 3‖ψ‖22 = −
〈
c(F A)ψ,ψ
〉
 C‖F A‖2‖ψ‖24. (3.6)
By (3.6), the Kato and the Sobolev inequalities, we obtain
‖ψ‖21,2 := ‖∇Aψ‖22 + ‖ψ‖22  C‖F A‖2‖ψ‖21,2. (3.7)
From (3.7), if 0 > 0 is small, we obtain ψ ≡ 0. Then by (3.4) we have
‖∇A F A‖22 + 4‖F A‖22  C‖F A‖2‖F A‖24. (3.8)
From (3.8), the Kato and the Sobolev inequalities again we obtain
‖F A‖21,2 := ‖∇A F A‖22 + ‖F A‖22  C‖F A‖2‖F A‖21,2. (3.9)
From this, if 0 > 0 is small enough, we obtain F A = 0. This completes the proof. 
4. Energy quantization
In this section, we prove Theorem 1.2. We ﬁrst prove Theorem 1.2(1).
Proof of Theorem 1.2(1). Let {(An,ψn)} be as in the statement of Theorem 1.2. By the proof of Theorem 1.1, there ex-
ists 0 > 0 such that if E(An,ψn; Br(a)) < 0, there exist a subsequence of {(An,ψn)} (still denoted by {(An,ψn)}) and
gn ∈ C∞(Br/2(a),G) such that {(g∗n An, gn ·ψn)} converges C∞ in Br/2(a). Deﬁne S =
⋂
r>0{a ∈ M: lim infn→∞
∫
Br (a)
(|F An |2 +
|ψn|8/3)dvolM  0}. Since supn1 E(An,ψn) < ∞, a simple covering argument shows that #S < ∞ and by the above obser-
vation there exist gauge transformations gn over M \ S such that {(g∗n An, gn ·ψn)} converges to some (A0,ψ0) in C∞loc(M \ S).
(A0,ψ0) is a solution to YMD in M \ S and E(A0,ψ0;M \ S) < ∞. By the removable singularity theorem for solutions to
YMD (see [16,13] and the remark at the end of the last section), (A0,ψ0) extends across the singularities S . This proves (1)
of Theorem 1.2. 
Set S = {p1, . . . , pl} (l  0). If l = 0, there is nothing to prove. So we assume l  1. Choose ri > 0 (i = 1, . . . , l) such that
Br1(pi) ∩ Br j (p j) = ∅ if i = j. In a suitable gauge, {(An,ψn)} converges to (A0,ψ0) in C∞(M \
⋃l
i=1 Bri (pi)). For simplicity
of notation, we assume that {(An,ψn)} itself converges to (A0,ψ0) in C∞(M \⋃li=1 Bri (pi)). The proof of Theorem 1.2(2) is
completed if we can prove the following for each 1 i  l:
Claim 4.1. Let pi be as above. There exist m 1 and solutions (Bi,ϕ1), . . . , (Bm,ϕm) to the YMD on S4 such that
(A) limδ↓0 limn→∞ EYM(An; Bδ(pi)) =∑mj=1 EYM(B j; S4),
(B) limδ↓0 limn→∞ EDirac(ψn; Bδ(pi)) =∑mj=1 EDirac(ϕ j; S4).
For simplicity of notation, we drop the subscript of pi and simply write it p.
Let r = ri > 0 be chosen as before. Choose λn > 0 such that
max
x∈Br(p)
E
(
An,ψn; Bλn(x)
)= 0/2 (4.1)
and xn ∈ Br(p) be a point at which the maximum of (4.1) is attained:
E
(
An,ψn; Bλn(xn)
)= 0/2. (4.2)
Then we have λn → 0 and xn → p as n → ∞.
In normal coordinate on Br(p) at p, set A˜n(x) = λn An(xn + λnx) and ψ˜n(x) = λ3/2n ψn(xn + λnx). For any R > 0, ( A˜n, ψ˜n)
is deﬁned on BR(0) (with a metric gλn,xn := λ−2n ρ∗λn,xn g , where ρλ,x(y) = x+ λy) for large n and is a solution to the YMD.
Notice that as n → ∞, gλn,xn → g0 in C∞loc(R4), where g0 is the ﬂat metric on R4.
By (4.1) and (4.2), for any a ∈ R4 we have
E
(
A˜n, ψ˜n; B1(a)
)= E(An,ψn; Bλn (λna+ xn)) 0/2< 0 (4.3)
for n large enough and
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(
A˜n, ψ˜n; B1(p)
)= E(An,ψn; Bλn (xn))= 0/2. (4.4)
Moreover, for any R > 0, we have
E
(
A˜n, ψ˜n; BR(p)
)= E(An,ψn; BλnR(xn)) C (4.5)
for some C > 0 independent of large n.
From (4.3) and Corollary 2.1, there exist a subsequence of {( A˜n, ψ˜n)} which we still denote by {( A˜n, ψ˜n)} and (B1,ϕ1) a
solution of YMD deﬁned on R4 such that ( A˜n, ψ˜n) converges to (B1,ϕ1) in C∞loc(R
4) up to gauge transformations. Since we
can take R > 0 arbitrary large in (4.5), we see that (B1,ϕ1) has a ﬁnite energy on R4. Since R4 is conformally equivalent to
S4 \ {northpole}, by the removable singularity theorem for YMD, (B1,ϕ1) extends to S4 as a solution to YMD. We also call
the extended solution (B1,ϕ1). This is the ﬁrst bubble. It is non-trivial by (4.4).
We ﬁrst prove equations (A) and (B) in Claim 4.1 under assuming m = 1, i.e., there are no other bubbles other than
(B1,ϕ1). Since
EYM
(
An; Bδ(xn)
)= EYM(An; BλnR(xn))+ EYM(An; Bδ(xn) \ BλnR(xn))
= EYM
(
A˜n; BR(p)
)+ EYM(An; Bδ(xn) \ BλnR(xn)), (4.6)
it suﬃces to prove
lim
R→∞ limδ↓0 limn→∞ EYM
(
An; Bδ(xn) \ BλnR(xn)
)= 0. (4.7)
For simplicity, we assume that the metric on Bδ(p) is ﬂat. The general case is essentially the same since the metric g on
Bδ(p) satisﬁes gij = δi j + O (|x|2) in normal coordinate at p. With respect to the polar coordinate centered at xn , we deﬁne
fn : R× S3 → R4 by fn(t, θ) = (e−t, θ). We equip R× S3 a metric g = dt2 +dθ2 (dθ2 is the round metric on S3) and R4 the
ﬂat metric. Then fn is a conformal map with conformal factor e−t . We then deﬁne Aˆn = f ∗n An , ψˆn = e−3t/2 f ∗n ψn . We have
E
(
Aˆn, ψˆn;
[|log δ|,∞)× S3) C (4.8)
for some C > 0 independent of n. Moreover, ( Aˆn, ψˆn) is a solution to YMD on [|log δ|,∞) × S3.
Set T0 = |log δ| and PT = [T0, T0 + T ] × S3 for T > 0. We then have
( Aˆn, ψˆn) →
(
f ∗A0, e−3t/2 f ∗ψ0
)
in PT (4.9)
for any T > 0, where, with respect to the polar coordinate at p, f : R × S3 → R4 is deﬁned by f (t, θ) = (e−t, θ).
From this we obtain
lim
n→∞ E( Aˆn, ψˆn; PT ) = E
(
A0,ψ0; Bδ(p) \ Bδe−T (p)
)
. (4.10)
On the other hand, since E(A0,ψ0) < +∞, for any  > 0 there exists δ > 0 such that E(A0,ψ0; Bδ(p)) < /2. Thus for any
T > 0, there exists n(T ) 1 such that for n n(T )
E( Aˆn, ψˆn; PT ) < /2. (4.11)
Deﬁning Tn = |log(λnR)| and Q T ,n = [Tn − T , Tn] × S3, since
E( Aˆn, ψˆn; Q T ,n) = E
(
An,ψn; BλnReT (xn) \ BλnR(xn)
)
= E( A˜n, ψ˜n; BReT (p) \ BR(p))→ E(B1,ϕ1; BReT (p) \ BR(p)) (4.12)
as n → ∞ and E(B1,ϕ1;R4) < +∞, there exists R > 0 and n(R) 1 such that for n n(R) we have
E( Aˆn, ψˆn; Q T ,n) < /2. (4.13)
To proceed, we assert:
Claim 4.2. Assume as above that there are no bubbles other than (B1,ϕ1). Then for any  > 0, there exists N  1 such that for n N,
we have ∫
[t,t+1]×S3
|F Aˆn |2 + |ψˆn|
8
3 dvol[t,t+1]×S3 < 
for any t ∈ [T0, Tn − 1].
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[tn,tn+1]×S3
|F Aˆn |2 + |ψˆn|
8
3 dvol[tn,tn+1]×S3   (4.14)
for some subsequence (which we still denote by {n}).
By (4.11) and (4.13), we have tn − T0 → ∞, Tn −tn → ∞ as n → ∞. For simplicity of notation, we still denote by ( Aˆn, ψˆn)
the tn-translated ﬁelds ( Aˆn(· + tn), ψˆn(· + tn)). Then by (4.14), we obtain∫
[0,1]×S3
|F Aˆn |2 + |ψˆn|
8
3 dvol[0,1]×S3  . (4.15)
By (4.8) and the Uhlenbeck’s theorem [28,32], there exits a subsequence of {( Aˆn, ψˆn)} (which we still denote by {( Aˆn, ψˆn)}),
a ﬁnite set Σ and ﬁelds ( Aˆ∞, ψˆ∞) deﬁned on R × S3 such that ( Aˆn, ψˆn) ⇀ ( Aˆ∞, ψˆ∞) weakly in W 1,2loc (R × S3 \ Σ) ×
L8/3loc (R × S3 \ Σ) in some suitable gauge. Since E( Aˆ∞, ψˆ∞;R × S3 \ Σ) < ∞ and R × S3 is conformally equivalent to
S4 \ {north pole, south pole}, by the removable singularity theorem of YMD, ( Aˆ∞, ψˆ∞) can be extended to S4 as a solution
to YMD (which we still denote by ( Aˆ∞, ψˆ∞)). If this convergence is strong in W 1,2 × L8/3 on [0,1] × S3, then by (4.15)
( Aˆ∞, ψˆ∞) is non-trivial and we obtain a second bubble, a contradiction to our assumption. Thus the convergence is not
strong on [0,1] × S3. Then there also arises the second bubble, a contradiction. In any case, we derive a contradiction from
(4.14) and the claim is proved. 
Going back to R4, we obtain from Claim 4.2 that∫
Br(xn)\Bre−1 (xn)
|F An |2 dx <  (4.16)
for any λnR  r  δ.
Then by applying the result of [28], see also [20, Lemma III.1], we see that there exists a trivialization of the bundle over
Bδ(xn) \ Bλn R(xn) such that
‖An‖L4(Bδ/2(xn)\Bλn R (xn)) + ‖∇An‖L2(Bδ/2(xn)\Bλn R (xn))  C‖F An‖L2(Bδ(xn)\Bλn R/2(xn)). (4.17)
On the other hand, by Claim 4.2 we have from Corollary 2.1 that
‖F An‖L∞([t,t+1]×S3)  C1/2 (4.18)
for t ∈ [T0, Tn − 1].
From (4.18), going back to R4 we obtain
|F An |(x) C
1/2
r2
(4.19)
for x ∈ Bδ/2(xn) \ B2λn R(xn).
From (4.19), we have
‖F An‖L2,∞(Bδ/4(xn)\B2λn R (xn))  C1/2. (4.20)
In (4.20), Lp,q denotes the Lorentz space which is deﬁned as the set of functions f such that ‖ f ‖Lp,q := (
∫∞
0 [t1/p f ∗(t)]q ×
dt
t )
1/q < ∞ when 1 p < ∞, 1 q < ∞ and ‖ f ‖Lp,q = supt>0 t1/p f ∗(t) < ∞ when 1 p ∞, q = ∞, where f ∗ denotes
the non-increasing rearrangement of f which is deﬁned as f ∗(t) = inf{s: λ f (s)  t}, where λ f (s) = meas({x: | f (x)| > s})
(see [24] for more details).
In order to estimate ‖F An‖L2(Bδ/4(xn)\B2λn R (xn)) , using the duality between L2,∞ and L2,1, it is suﬃcient to estimate‖F An‖L2,1(Bδ/4(xn)\B2λn R (xn)) . To this end, we shall use YMD equations. By the Bianchi identity and the ﬁrst of the YMD (1.2),
we obtain
dF An = −[An, F An ] (4.21)
and
d∗F An = − ∗ [An,∗F An ] + J (ψn). (4.22)
By (4.21), we have
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∥∥[An, F An ]∥∥L4/3,1  C‖An‖L4,2‖F An‖L2 , (4.23)
where all the norms in the above inequalities are taken on Bδ/2(xn).
Let ρ ∈ C∞(M) be a cutoff function such that ρ = 1 in Bδ/3(xn) and supp(ρ) ⊂ Bδ/2(xn). By (2.5), we have
D0(ρψn) = −ρ
4∑
α=1
σ∗(An,α)eα · ψn + ∇ρ · ψn. (4.24)
By the Peetre–Sobolev embedding [19,25,26] we have An ∈ W 1,2(Bδ/2(xn)) ⊂ L4,2(Bδ/2(xn)). Since ψn ∈ L8/3 = L8/3,8/3, we
obtain∥∥∥∥∥ρ
4∑
α=1
σ∗(An,α)eα · ψn
∥∥∥∥∥
L8/5,8/7(Bδ/2(xn))
 C‖An‖L4,2(Bδ/2(xn))‖ψn‖8/3. (4.25)
On the other hand, since L8/3 ⊂ L8/5,8/7, we have
‖∇ρ · ψn‖L8/5,8/7(Bδ/2(xn))  C‖ψn‖8/3. (4.26)
We regard ρψn as a function on R4 (extended to the outside of Bδ/2(xn) as 0). Denoting by  the Laplacian acting on
functions on R4 rapidly decreasing at inﬁnity, we have D20(ρψn) = (ρψn) and by (4.24)
ρψn = −1
(
D0
(
−ρ
4∑
α=1
σ∗(An,α)eα · ψn + ∇ρ · ψn
))
= −1/2−1/2D0ϕn, (4.27)
where ϕn = −ρ∑4α=1 σ∗(An,α)eα · ψn + ∇ρ · ψn .
Since −1/2D0 =∑4α=1 eα ·−1/2∇eα =∑4α=1 c(eα)Rα , where Rα = −1/2∇eα is the Riesz operator, we have from (4.27)
ρψn =
4∑
α=1
−1/2c(eα)Rαϕn. (4.28)
Since Rα acts as a bounded operator on the Lorentz spaces (see [24]), we obtain∥∥∥∥∥
4∑
α=1
c(eα)Rαϕn
∥∥∥∥∥
L8/5,8/7
 C‖ϕn‖L8/5,8/7 . (4.29)
Therefore we have∥∥1/2(ρψn)∥∥L8/5,8/7  C‖ϕn‖L8/5,8/7 . (4.30)
On the other hand, from ∇α = 1/2Rα = Rα1/2 and the boundedness of Rα in L8/5,8/7, we obtain from (4.25), (4.26) and
(4.30) that∥∥∇α(ρψn)∥∥L8/5,8/7 = ∥∥Rα1/2(ρψn)∥∥L8/5,8/7
 C
∥∥1/2(ρψn)∥∥L8/5,8/7
 C‖An‖L4,2(Bδ/2(xn))‖ψn‖L8/3(Bδ/2(xn)) + C‖ψn‖L8/3(Bδ/2(xn)). (4.31)
Therefore we have
‖∇ψn‖L8/5,8/7(Bδ/3(xn))  C‖An‖L4,2(Bδ/2(xn))‖ψn‖L8/3(Bδ/2(xn)) + C‖ψn‖L8/3(Bδ/2(xn)). (4.32)
By the Peetre–Sobolev inequality (∇ψn ∈ L8/5,8/7 ⇒ ψn ∈ L8/3,8/7 and W 1,2 ⊂ L4,2) and (4.32), we obtain
‖ψn‖L8/3,8/7(Bδ/3(xn))  C‖An‖L4,2(Bδ/2(xn))‖ψn‖L8/3(Bδ/2(xn)) + C‖ψn‖L8/3(Bδ/2(xn))
 C‖An‖W 1,2(Bδ/2(xn))‖ψn‖L8/3(Bδ/2(xn)) + C‖ψn‖L8/3(Bδ/2(xn)), (4.33)
where ‖A‖W 1,2 = ‖∇A‖2 + ‖A‖4.
Since L8/3,8/7 ⊂ L8/3,2, by (4.33) we have
‖ψn‖L8/3,2(B (x ))  C‖An‖W 1,2(B (x ))‖ψn‖L8/3(B (x )) + C‖ψn‖L8/3(B (x )). (4.34)δ/3 n δ/2 n δ/2 n δ/2 n
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 C‖ψn‖2L8/3,2(Bδ/3(xn))
 C‖An‖2W 1,2(Bδ/2(xn))‖ψn‖
2
L8/3(Bδ/2(xn))
+ C‖ψn‖2L8/3(Bδ/2(xn)). (4.35)
Therefore by (4.22) and (4.35) we obtain:∥∥d∗F An∥∥L4/3,1(Bδ/3(xn))  C‖An‖L4,2(Bδ/2(xn))‖F An‖L2(Bδ/2(xn)) + C∥∥ J (ψn)∥∥L4/3,1(Bδ/3(xn))
 C‖An‖W 1,2(Bδ/2(xn))‖F An‖L2(Bδ/2(xn)) + C‖An‖2W 1,2(Bδ/2(xn))‖ψn‖
2
L8/3(Bδ/2(xn))
+ C‖ψn‖2L8/3(Bδ/2(xn)). (4.36)
As in [20], deﬁne G as the solution of dG = dF An , d∗G = d∗F An in Bδ/3(0) and ι∗∂Bδ/3(xn)G = 0, where ιBδ/3(xn) : ∂Bδ/3(xn) →
Bδ/3(xn) is the inclusion. By (4.23), (4.36) and the boundedness of the Riesz operator in the Lorentz spaces again, we have
‖G‖L2(Bδ/3(xn)) + ‖∇G‖L4/3,1(Bδ/3(xn))  C‖dG‖L4/3,1(Bδ/3(xn)) +
∥∥d∗G∥∥L4/3,1(Bδ/3(xn))
 C‖dF An‖L4/3,1(Bδ/3(xn)) + C
∥∥d∗F An∥∥L4/3,1(Bδ/3(xn))
 C‖An‖W 1,2(Bδ/2(xn))‖F An‖L2(Bδ/2(xn))
+ C‖An‖2W 1,2(Bδ/2(xn))‖ψn‖
2
L8/3(Bδ/2(xn))
+ C‖ψn‖2L8/3(Bδ/2(xn)). (4.37)
Since F An − G is harmonic, we have by (4.37)∥∥∇(F An − G)∥∥L4/3,1(Bδ/4(xn))  C‖F An‖L2(Bδ/3(xn)) + C‖G‖L2(Bδ/3(xn))
 C‖An‖W 1,2(Bδ/2(xn))‖F An‖L2(Bδ/2(xn)) + C‖An‖2W 1,2(Bδ/2(xn))‖ψn‖
2
L8/3(Bδ/2(xn))
+ C‖ψn‖2L8/3(Bδ/2(xn)) + C‖F An‖L2(Bδ/2(xn)). (4.38)
By (4.37) and (4.38), we obtain
‖∇ F An‖L4/3,1(Bδ/4(xn))  C‖An‖W 1,2(Bδ/2(xn))‖F An‖L2(Bδ/2(xn)) + C‖An‖2W 1,2(Bδ/2(xn))‖ψn‖
2
L8/3(Bδ/2(xn))
+ C‖ψn‖2L8/3(Bδ/2(xn)) + C‖F An‖L2(Bδ/2(xn)). (4.39)
By the Peetre–Sobolev embedding (∇ F A ∈ L4/3,1 ⇒ F A ∈ L2,1) and (4.39), we have
‖F An‖L2,1(Bδ/4(xn))  C‖An‖W 1,2(Bδ/2(xn))‖F An‖L2(Bδ/2(xn)) + C‖An‖2W 1,2(Bδ/2(xn))‖ψn‖
2
L8/3(Bδ/2(xn))
+ C‖ψn‖2L8/3(Bδ/2(xn)) + C‖F An‖L2(Bδ/2(xn)). (4.40)
Since the bound of the norm ‖An‖W 1,2 = ‖∇An‖L2 + ‖An‖L4 is given only on Bδ/2(xn) \ Bλn R(xn) (see (4.17)), we need to
estimate F An on this set.
For this, let η be a cutoff function such that η = 1 in Bδ/2(xn) \ B2λn R(xn), η = 0 in Bλn R(xn) and ‖∇η‖∞  C(Rλn)−1.
First we have from (4.21) and (4.22) that
d
(
η2F An
)= η2 dF An + 2ηdη ∧ F An = −η2[An, F An ] + 2ηdη ∧ F An , (4.41)
d
(∗(η2F An))= η2d(∗F An ) + 2ηdη ∧ ∗F An = −η2[An,∗F An ] + 2ηdη ∧ ∗F An + ∗(η2 J (ψn)), (4.42)∥∥η2[An, F An ]∥∥L4/3,1(Bδ/2(xn))  C‖An‖W 1,2(Bδ/2(xn)\Bλn R (xn))‖F An‖L2(Bδ/2(xn)\Bλn R (xn))  C (4.43)
and similarly∥∥η2[An,∗F An ]∥∥L4/3,1(Bδ/2(xn)  C . (4.44)
We next estimate ‖ηdη ∧ F An‖L4/3,1(Bδ/2(xn)) and ‖ηdη ∧ ∗F An‖L4/3,1(Bδ/2(xn)) .
On supp(dη), we have r ∼ Rλn and by (4.19) we obtain
|ηdη ∧ F An | C(Rλn)−1
√

r2
 C
√

r3
(4.45)
in Bδ/2(xn).
T. Isobe / Differential Geometry and its Applications 28 (2010) 359–375 373Writing f = |ηdη ∧ F An |, by (4.45) we easily deduce that λ f (s) = meas({x ∈ Bδ/2(xn): | f (x)| > s}) satisﬁes λ f (s) = 0 if
s > C
√

(λn R)3
and λ f (s) C(λnR)4 if 0 s C
√

(λn R)3
for some constant C > 0 independent of n, R ,  , etc. From this, we have
that f ∗(t) = inf{s > 0: λ f (s)  t} satisﬁes f ∗(t) = 0 for t  C ′(λnR)4 and f ∗(t)  C
√

(λn R)3
for 0  t < C ′(λnR)4 for some
another constant C ′ > 0 independent of n, R ,  , etc. Thus we have
‖ f ‖L4/3,1 =
∞∫
0
t3/4 f ∗(t)1
t
dt 
C ′(λnR)4∫
0
t−1/4C ′
√

(λnR)3
dt = C√. (4.46)
Therefore we obtain
‖ηdη ∧ F An‖L4/3,1(Bδ/2(xn))  C
√
. (4.47)
Similarly, we have
‖ηdη ∧ ∗F An‖L4/3,1(Bδ/2(xn))  C
√
. (4.48)
We next estimate ‖η2 J (ψn)‖L4/3,1(Bδ/2(xn)) . By (2.5), we have
D0(ηψn) = −η
4∑
α=1
σ∗(An,α)eα · ψn + ∇η · ψn. (4.49)
On the other hand, we have by the Peetre–Sobolev inequality∥∥∥∥∥η
4∑
α=1
σ∗(An,α)eα · ψn
∥∥∥∥∥
L8/5,8/7(Bδ/2(xn))
 C‖An‖L4,2(Bδ/2(xn)\Bλn R (xn))‖ψn‖L8/3(Bδ/2(xn)\Bλn R (xn))
 C‖An‖W 1,2(Bδ/2(xn)\Bλn R (xn))‖ψn‖L8/3(Bδ/2(xn)\Bλn R (xn)). (4.50)
By Corollary 2.1 and Claim 4.2, we have ‖ψˆn‖L∞([t,t+1]×S3)  C3/8. Going back to R4, we therefore have∣∣ψn(x)∣∣ C3/8r−3/2 (4.51)
for 2λnR  r  δ/2.
Setting g = |∇η · ψn|, we have g(x) C3/8(λnR)−5/2 on λnR  r  2λnR and g = 0 otherwise. Then we have λg(s) = 0
if s > C3/8(λnR)−5/2 and λg(s) C ′(λnR)4 for 0 s  C3/8(λnR)−5/2, where C,C ′ are as before. Then we have g∗(t) = 0
if t  C(λnR)4 and g∗(t) C3/8(λnR)−5/2 if 0 t  C(λnR)4. Thus we have
‖g‖L8/5,8/7(Bδ/2(xn)) =
( ∞∫
0
(
t5/8g∗(t)
)8/7 dt
t
)7/8
=
( ∞∫
0
t−2/7g∗(t)8/7 dt
)7/8

( C ′(λnR)4∫
0
t−2/7
(
C3/8(λnR)
−5/2)8/7 dt
)7/8
 C3/8. (4.52)
Therefore we obtain
‖∇η · ψn‖L8/5,8/7(Bδ/2(xn))  C3/8. (4.53)
Once (4.50) and (4.53) are obtained, we obtain as before that ‖∇(ηψn)‖L8/5,8/7(Bδ/2(xn)) is bounded and therefore
‖ηψn‖L8/3,8/7(Bδ/2(xn)) is also bounded. This in particular implies that ‖ηψn‖L8/3,2(Bδ/2(xn)) is bounded and we obtain∥∥η2 J (ψn)∥∥L4/3,1(Bδ/2(xn))  C∥∥η2|ψn|2∥∥L4/3,1(Bδ/2(xn))  C‖ηψn‖2L8/3,2(Bδ/2(xn))  C (4.54)
independent of n.
From (4.41), (4.42), (4.43), (4.44), (4.47), (4.48) and (4.54), we obtain∥∥d(η2F An)∥∥L4/3,1(Bδ/2(xn)), ∥∥d ∗ (η2F An)∥∥L4/3,1(Bδ/2(xn))  C (4.55)
for all n.
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‖F An‖L2,1(Bδ/4(xn)\B2λn R (xn))  C (4.56)
independent of n.
By (4.20) and (4.56), we therefore obtain
‖F An‖2L2(Bδ/4(xn)\B2λn R (xn))  ‖F An‖L2,1(Bδ/4(xn)\B2λn R (xn))‖F An‖L2,∞(Bδ/4(xn)\B2λn R (xn))
 C1/2. (4.57)
Since  > 0 is arbitrary, we ﬁnally obtain
lim
R→∞ limδ→0 limn→∞ EYM
(
An; Bδ(xn) \ BλnR(xn)
)= 0. (4.58)
This completes the proof of (A) under assuming m = 1.
We next estimate EDirac(ψn; Bδ/4(xn) \ B2λn R(xn)). Take a cutoff function ρ ∈ C∞0 (Bδ/2(xn) \ Bλn R(xn)) such that ρ = 1
in Bδ/4(xn) \ B2λn R(xn), |∇ρ| Cδ−1 in Bδ/2(xn) \ Bδ/4(xn) and |∇ρ| C(λnR)−1 in B2λn R(xn) \ Bλn R(xn), where C > 0 is a
constant independent of n and δ.
By (4.24), elliptic estimate for D0 and the Sobolev embedding W 1,8/5 ⊂ L8/3, we have
‖ρψn‖L8/3  C
∥∥D0(ρψn)∥∥L8/5
 C
∥∥∥∥∥−ρ
4∑
α=1
σ∗(An,α)eα · ψn + ∇ρ · ψn
∥∥∥∥∥
L8/5
 C‖An‖L4(Bδ/2(xn)\Bλn R (xn))‖ψn‖L8/3(Bδ/2(xn)\Bλn R (xn)) + C‖∇ρ · ψn‖L8/5 . (4.59)
Here, we have by the Hölder’s inequality and Claim 4.2 that
‖∇ρ · ψn‖8/5L8/5 =
∫
Bδ/2(xn)\Bδ/4(xn)
|∇ρ · ψn|8/5 dx+
∫
B2λn R (xn)\Bλn R (xn)
|∇ρ · ψn|8/5 dx
 Cδ−8/5
∫
Bδ/2(xn)\Bδ/4(xn)
|ψn|8/5 dx+ C(λnR)−8/5
∫
B2λn R (xn)\Bλn R (xn)
|ψn|8/5 dx
 C
( ∫
Bδ/2(xn)\Bδ/4(xn)
|ψn|8/3 dx
)3/5
+ C
( ∫
B2λn R (xn)\Bλn R (xn)
|ψn|8/3 dx
)3/5
 C3/5. (4.60)
By (4.60) and ‖An‖L4(Bδ/2(xn)\Bλn R (xn))  C‖F An‖L2(Bδ (xn)\Bλn R/2(xn)) (see (4.17)), we obtain
lim
R→∞ limδ→0 limn→∞ EDirac
(
ψn; Bδ/4(xn) \ B2λnR(xn)
)
 C. (4.61)
Since  > 0 is arbitrary, this completes the proof of (B) for under assuming m = 1.
The argument is similar for the case where we do not assume m = 1. We only sketch the proof for the case m 2, i.e.,
there is at most one bubble besides (B1,ϕ1). If the assertion of Claim 4.2 holds, we are done since, as we have seen, there
is only one bubble (B1,ϕ1) in this case. Thus we assume there are  > 0 and tn ∈ [T0, Tn − 1] such that∫
[tn,tn+1]×S3
|F Aˆn |2 + |ψˆn|8/3 dvol[tn,tn+1]×S3   (4.62)
and tn − T0, Tn − tn → ∞ (n → ∞).
For simplicity, we use the same notation ( Aˆn, ψˆn) for tn-translated ﬁelds. We then have∫
[0,1]×S3
|F Aˆn |2 + |ψˆn|8/3 dvol[0,1]×S3   (4.63)
and ( Aˆn, ψˆn) is deﬁned on [T0 − tn, Tn − tn] × S3 =: [−an,bn] × S3, where an = tn − T0 → ∞ and bn = Tn − tn → ∞ as
n → ∞.
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converge strongly in [0,1] × S3. For the ﬁrst case, ( Aˆ∞, ψˆ∞) gives the second bubble which we denote by (B2,ϕ2) and for
the second case, after suitable conformal transformations one also obtains the second bubble (B2,ϕ2). In either case, we
need to show that limn→∞ E( Aˆn, ψˆn; [−an,bn] × S3) = E(B2,ϕ2; S4). We ﬁrst consider the case (i). Since m  2, there are
no energy concentrations and we have
( Aˆn, ψˆn) → ( Aˆ∞, ψˆ∞) in W 1,2loc
(
R × S3)× L8/3loc (R × S3),
i.e.,
lim
M→∞ limn→∞ E
(
Aˆn, ψˆn; [−M,M] × S3
)= E(B2,ϕ2; S4). (4.64)
On the other hand, similar to the case m = 1, we see that the energy of ( Aˆn, ψˆn) is small on [−an,−M]× S3 and [M,bn]× S3
if δ > 0 is small and n, R,M large enough. Therefore we have in this case that limn→∞ E( Aˆn, ψˆn; [−an,bn] × S3) is arbitrary
close to E(B2,ϕ2; S4) if δ > 0 is small and R > 0 is large enough.
For the case (ii), after a conformal transformation if necessary, we may assume that there is a bubble at (0,N) ∈ [−1,1]×
S3 (N is the north pole of S3). Since m 2, there are no more bubbles and as in the case m = 1, we have
lim
n→∞ E
(
Aˆn, ψˆn; [−1,1] × S3
)= E(B2,ϕ2; S4). (4.65)
As in the case m = 1, the energies on [−an,−1] × S3 and [1,bn] × S3 are arbitrary small if δ > 0 small and n, R large.
Thus in this case limn→∞ E( Aˆn, ψˆn; [−1,1] × S3) is arbitrary close to E(B2,ϕ2; S4) if δ > 0 is small and R is large enough.
Therefore the proof is completed under our assumption. By Proposition 3.1, we know that there are at most a ﬁnite number
of bubbles and the proof for the general case is completed by the similar argument.
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