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a b s t r a c t
We investigate the limit behavior of the average Lp–B-discrepancy
for 0 < p < ∞ if the number of sample points tends to infinity.
We adopt a recent result of Steinerberger and give asymptotic
expressions for several types of discrepancy functions studied in
the literature. This also leads to a new proof for the average Lp-star
discrepancy. Ourmethods are probabilistic in nature. Furthermore,
we employ symmetrization techniques to obtain estimates for
arbitrary p.
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1. Introduction
The concept of discrepancy is closely related to integration of multivariate functions from specific
classes. The classical Lp-star discrepancy of points t1, . . . , tn ∈ [0, 1)d is defined as
disc∗p(t1, . . . , tn) =

[0,1]d
λd([0, x))− 1n
n
i=1
χ[0,x)(ti)

p
dx
1/p
, for 0 < p <∞, (1)
disc∗∞(t1, . . . , tn) = sup
x∈[0,1]d
λd([0, x))− 1n
n
i=1
χ[0,x)(ti)
 , for p = ∞, (2)
where λd([0, x)) is the d-dimensional Lebesgue measure of the box
[0, x) = y ∈ [0, 1)d : 0 ≤ yi < xi, i = 1, . . . , d .
The characteristic function χ[0,x) is one on the box [0, x) and zero outside. As Heinrich et al. stated
in [7], this type of discrepancy is related to the worst case error of multivariate integration for the
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Sobolev class of functions that are once differentiable in each variable with finite Lq-norm, where q is
the conjugate of p.
In this essential paper for discrepancy theory, the authors show some results for the inverse of the
star-discrepancy
n∗∞(d, ε) = min{n : disc∗∞(n, d) ≤ ε},
with the minimal Lp-star discrepancy defined by
disc∗p(n, d) = inf
t1,...,tn∈[0,1)d
disc∗p(t1, . . . , tn).
They show that for the inverse of the star discrepancy the upper bound
n∗∞(ε, d) ≤ Cdε−2 (3)
holds, where the constant C is not known. To prove this upper bound they use probabilistic methods.
Because of the unknown constant C , this term cannot be computed for explicit values of ε and d. Thus,
the authors introduce two other bounds for n∗∞(n, d)with known constants, namely
n∗∞(ε, d) ≤ Ckd2ε−2−1/k for k = 1, 2, . . .
and
n∗∞(ε, d) = O(dε−2(log d+ log ε−1)).
To prove the first one, the authors use a techniquewhich is based on the analysis of the average Lp-star
discrepancy, defined as
av∗p(n, d) =

E

disc∗p(t1, . . . , tn)
p1/p = 
[0,1]nd
disc∗p(t1, . . . , tn)
p dt
1/p
, (4)
for independent and uniformly distributed points t1, . . . , tn ∈ [0, 1)d. For even p they compute an
explicit expression for the average Lp-star discrepancy
av∗p(n, d)
p =
p−1
r=p/2
C(r, p, d)n−r , (5)
with known constants C(r, p, d), which depend on Stirling numbers of the first and second kind.
Because the explicit expression for avp(n, d) is a sum of alternating terms, it is hard to handle. Thus,
the authors show the upper bound
av∗p(n, d) ≤ 32/325/2+d/pp(p+ 2)−d/pn−1/2,
with p again even. To improve this bound,Hinrichs andNovak [9] used symmetrization. This technique
yields an expression with only positive summands for the average Lp-star discrepancy and leads to
av∗p(n, d) ≤ 21/2+d/pp1/2(p+ 2)−d/pn−1/2, for p ≥ 2d,
av∗p(n, d) ≤ 23/2−d/pn−1/2, for p < 2d.
This idea of symmetrization was applied by Gnewuch [3]. He computed bounds for the average
Lp-extreme discrepancy avp(n, d). To get this type of discrepancy axis-parallel boxes in [−1, 1]d
instead of boxes in [0, 1]d anchored in the origin are studied. Gnewuch used symmetrization and
rather simple combinatorial arguments, to get the bounds
avp(n, d) ≤ 21/2+3d/pp1/2(p+ 2)−d/p(p+ 4)−d/pn−1/2, for p ≥ 4d,
avp(n, d) ≤ 25/431/4−dn−1/2, for p < 4d.
Bounds for general p ∈ [2,∞) can be obtained by using Hölder’s inequality (see e.g. [3]).
Recently, Aistleitner proved (3) with the constant C = 100 in [1]. Furthermore, there exists also a
lower bound for the inverse of the star-discrepancy
n∗∞(ε, d) ≥C dε , with 0 < ε < ε0
which was proven by Hinrichs in [8].
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Our paper is motivated by a work of Steinerberger [12], who showed for arbitrary p ∈ [1,∞) the
limit relation
lim
n→∞ av
∗
p(n, d)
pnp/2 = 2
p/2
π1/2
Γ

1+ p
2
 d
[0,1]

λd([0, x))1− λd([0, x))p/2 dx. (6)
In order to interpret the meaning of the above equation, three important aspects need to be
mentioned. First of all, we have an expression for arbitrary p. Previous resultsmostly gave expressions
only for even p. Another aspect is that we can use this result to argue, why the sum (5) has to start
from p/2 instead of one. Heinrich et al. present a rather complicated proof to show this in [7]. Finally,
(6) yields another expression for the first summand of (5). Consequently, we get a relation between
Stirling numbers and the right hand side of the result of Steinerberger. Though, it needs to be stated
that in order to apply this result, explicit expressions for fixed n and d are needed. Moreover, this
result gives no convergence estimates. Getting such bounds is more complicated.
We want to fill a gap in the proof of Steinerberger. In the given proof the order of two limits in N
and εwas changedwithout a valid argument for this step. Steinerberger argueswith the Berry–Esseen
theorem. However, a close look at this topic in Remark 1 will illustrate that this theorem is not strong
enough.
Since we want to study different types of discrepancies it is useful to define a general discrepancy
first. Therefore, let (Ωd, µd) be a probability space. For each fixed x ∈ Ωd we consider onemeasurable
subset B(x) ⊂ Ωd. Furthermore, we claim that the mapping (t, x) → χB(x)(t) is also measurable. The
Lp–B-discrepancy is defined as
discBp(t1, . . . , tn) =

Ωd
λd(B(x))− 1n
n
i=1
χB(x)(ti)

p
dµd(x)
1/p
. (7)
This definition is similar to the Lp–B-discrepancy defined by Novak and Woźniakowski in [11]. While
they use densities, we use measures. If the measure µd is absolutely continuous with respect to the
Lebesgue measure, we obtain the definition of Novak and Woźniakowski via the Radon–Nikodym
theorem. Furthermore, we define the average Lp–B-discrepancy by
avBp(n, d) =

[0,1]nd
discBp(t1, . . . , tn)
p dt
1/p
. (8)
The L2–B-discrepancy was generalized to a weighted geometric L2-discrepancy by Gnewuch in [4].
We will show another possibility to get (6) by using characteristic functions of random variables.
Furthermore, we will show why convergence in distribution implies convergence of all pth absolute
moments for our discrepancy problem. Therefore we prove a lemma which yields
avBp(n, d)
p ≤ c(p)n−p/2
for even p by using the approach of symmetrization of Hinrichs and Novak [9]. Furthermore, we want
to adopt the result of Steinerberger and show for the average Lp–B-discrepancy
lim
n→∞ av
B
p(n, d)
pnp/2 = 2
p/2
π1/2
Γ

1+ p
2

Ωd

λd(B(x))

1− λd(B(x))p/2 dµd(x). (9)
Wewill compute the integrals exactly and give upper and lower bounds. Finally,wewill use our results
to get limits for different types of discrepancy, namely the centered Lp-discrepancy, the quadrant
Lp-discrepancy, the Lp-discrepancy anchored in α, the extreme Lp-discrepancy and the periodic
Lp-discrepancy.
2. Results
First we show a lemma which yields an elementary upper bound for the Lp–B-discrepancy. The
idea is symmetrization of random variables and was first used in this context by Hinrichs and Novak
in [9] for the Lp-star discrepancy.
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Lemma 1. Let (Ωd, µd) be a probability space and p even. We have
avBp(n, d)
p ≤ c(p)n−p/2. (10)
Proof. We define random variables Xi : [0, 1]nd → Lp(Ωd, µd) by
Xi(t)(·) = χB(·)(ti)
with t = (t1, . . . , tn) ∈ [0, 1]nd. These random variables are Bochner integrable and
EtXi(t)(x) = λd(B(x)),
where Et is the expected value with respect to uniformly distributed t ∈ [0, 1]nd for fixed x ∈ Ωd.
We get for the average Lp–B-discrepancy
avBp(n, d)
p =

[0,1]nd

Ωd
λd(B(x))− 1n
n
i=1
χB(x)(ti)

p
dµd(x) dt
=

[0,1]nd

Ωd
1n
n
i=1

EtXi(t)(x)− Xi(t)(x)

p
dµd(x) dt
=

[0,1]nd
 1n
n
i=1

EtXi(t)− Xi(t)
 Lp(Ωd, µd)

p
dt
= Et
 1n
n
i=1

Xi(t)− EtXi(t)
 Lp(Ωd, µd)

p
. (11)
In order to compute this norm we use a countable subset D of the unit ball of the dual space of
Lp(Ωd, µd) with
X |Lp(Ωd, µd) = supf∈D |f (X)| for all X ∈ Lp(Ωd, µd). This leads to the following
expression (see [10, Sections 2.1 and 6]) n
i=1

Xi(t)− EtXi(t)
 Lp(Ωd, µd)
 = supf∈D
f

n
i=1

Xi(t)− EtXi(t)

= sup
f∈D
 n
i=1

f

Xi(t)
− f EtXi(t)

= sup
f∈D
 n
i=1

f

Xi(t)
− Etf Xi(t)
 . (12)
Using again a result of Ledoux and Talagrand (see [10, Section 6.1]), we can replace the supremumover
all functionals f ∈ D by an expression which depends on symmetric Rademacher random variables
ε1, . . . , εn : [0, 1]nd → {−1,+1}, independent of {Xi}. Namely, we get
avBp(n, d)
p (11)= Et
 1n
n
i=1

Xi(t)− EtXi(t)
 Lp(Ωd, µd)

p
(12)= Et

sup
f∈D
1n
n
i=1

f

Xi(t)
− Etf Xi(t)

p
≤ Et

2
 1n
n
i=1
εiXi
 Lp(Ωd, µd)

p
. (13)
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Now, we compute an upper bound for (13). For that purpose, we use the integral notation and
get
avBp(n, d)
p ≤

2
n
p 
[0,1]nd

Ωd
 n
i=1
εi(t)Xi(t)(x)

p
dµd(x) dt
=

2
n
p n
i1,...,ip=1

[0,1]nd
p
l=1
εil(t) dt

[0,1]nd

Ωd
p
l=1
Xil(t)(x) dµd(x) dt

. (14)
In order to estimate (14), we consider for k ∈ [p] = {1, 2, . . . , p} pairwise disjoint indices
i1, . . . , ik ∈ [n] and multiplicities j1, . . . , jk ∈ [p]withkl=1 jl = p (see [3]). We define
J =

[0,1]nd
k
l=1
ε
jl
il
(t) dt

[0,1]nd

Ωd
k
l=1
X jlil (t)(x) dµd(x) dt

=

k
l=1

[0,1]nd
ε
jl
il
(t) dt

[0,1]nd

Ωd
k
l=1
Xl(t)(x) dµd(x) dt

.
If there exists at least one odd exponent jl, the first factor is zero. If all exponents jl are even, then
the first factor is one. Especially J = 0 if k > p/2.
Furthermore, let T (p, k, n) be the number of tuples (i1, . . . , ip) ∈ [n]p with
{i1, . . . , ip} = k and
|{l ∈ [p] : il = im}| even for eachm ∈ [p].
With this notation we get
avBp(n, d)
p ≤

2
n
p p/2
k=1
T (p, k, n)

[0,1]nd

Ωd
k
l=1
Xl(t)(x) dµd(x) dt

≤

2
n
p p/2
k=1
T (p, k, n). (15)
Using the numbers #(p, k, n), which are well known in combinatorics, we can estimate the numbers
T (p, k, n). This #(p, k, n) is defined as the cardinality of the set of tuples (i1, . . . , ip) ∈ [n]p with{i1, . . . , ip} = k and can be expressed by Stirling numbers of the second kind (see [7]) by
#(p, k, n) =
n
k

k!S(p, k).
Hence, we get
T (p, k, n) ≤ #(p, k, n) =
n
k

k!S(p, k) ≤
n
k

(p/2)!S(p, p/2) ≤ c(k, p)nk ≤ c(k, p)np/2
which, together with (15), yields the result. 
Now we present a result of Steinerberger [12] and fill a gap in the proof.
Theorem 1. Let p > 0, d ∈ N. Then
lim
n→∞ n
p/2av∗p(n, d)
p = 2
p/2
π1/2
Γ

1+ p
2

[0,1]d

λd([0, x))1− λd([0, x))p/2 dx. (16)
We give no proof of this result yet. Instead we present a result, which contains Theorem 1 as a
special case.
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Theorem 2. Let p > 0, d ∈ N, let further (Ωd, µd) be a probability space and {B(x) : x ∈ Ωd} ⊂ 2[0,1]d
the allowed sets. Then
lim
n→∞ n
p/2avB(n,d)
p
p =
2p/2
π1/2
Γ

1+ p
2

Ωd

λd(B(x))

1− λd(B(x))p/2 dµd(x). (17)
Proof. Switching the order of integration we get
avBp(n, d)
p =

[0,1]nd

Ωd
λd(B(x))− 1n
n
i=1
χB(x)(ti)

p
dµd(x) dt
=

Ωd

[0,1]nd
λd(B(x))− 1n
n
i=1
χB(x)(ti)

p
dt dµd(x).
Now, we want to have a closer look at the inner integral.
Therefore, we interpret for fixed x ∈ Ωd the characteristic functions χB(x)(ti) as Bernoulli random
variables Xi : [0, 1]nd → {0, 1} with probability λ = λd(B(x)), where we first assume λ ≠ 0, 1.
Their expected value is E(Xi) = λ and their variance is σ 2(Xi) = λ(1− λ). Hence, the sumni=1 Xi is
binomial distributed with expected value E
n
i=1 Xi
 = nλ and variance σ 2 ni=1 Xi = nλ(1− λ).
The central limit theorem now gives for fixed x ∈ Ωd with λd(B(x)) ≠ 0, 1
Xn,λd(B(x)) =

λ− 1
n
n
i=1
Xi
√
n
D−→ f (λ)Y , (18)
with Y ∼ N (0, 1) and f (λ) = √λ(1− λ). The notation Xn D−→ X means that the random variables Xn
converge in distribution to the random variable X . Observe, that (18) holds obviously for λ = 1 and
λ = 0 too.
This is only a pointwise convergence for fixed x. Because there is no uniform convergence given, it
is not enough to integrate over x ∈ Ωd to get the result.
Instead, we will use the following approach. Let Λ be a random variable on the probability space
(Ωd, µd), given by
Λ(x) = λd(B(x))
and independent of Y . Now Xn,Λ is a random variable obtained by first choosing λ according to the
distribution ofΛ and then using Xn,λd(B(x)). Then
np/2avBp(n, d)
p = E Xn,Λp .
We will show the equation
lim
n→∞E
Xn,Λp = E |f (Λ)Y |p = Ef (Λ)p E |Y |p . (19)
This finally yields the result
lim
n→∞ n
p/2avBp(n, d)
p = E|Y |p

Ωd

λd(B(x))

1− λd(B(x))p/2 dµd(x)
= 2
p/2
π1/2
Γ

1+ p
2

Ωd

λd(B(x))

1− λd(B(x))p/2 dµd(x).
It is enough to show
Xn,Λ
D−→ f (Λ)Y , (20)
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because avBp(n, d)
p is of order n−p/2 for even p, see Lemma 1. Hence, we have for every even p
sup
n∈N
E
Xn,Λp = sup
n∈N
np/2 avBp(n, d)
p ≤ sup
n∈N
np/2 n−p/2c(p) <∞,
which yields (19).
Instead of (20), we will show for the characteristic functions, that
lim
n→∞ϕXn,Λ = ϕf (Λ)Y (21)
holds pointwise. These functions are given by
ϕXn,Λ(t) = EeitXn,Λ =

Ω
eitXn,Λ dP =

Ωd
Ete
itXn,λd(B(x)) dµd(x) and
ϕf (Λ)Y (t) = Eeitf (Λ)Y =

Ω
eitf (Λ)Y dP =

Ωd
Eteitf (λ
d(B(x)))Y dµd(x).
Now we have to show for fixed s ∈ R, that
lim
n→∞

Ωd
Ete
isXn,λd(B(x)) dµd(x) =

Ωd
Eteisf (λ
d(B(x)))Y dµd(x). (22)
The dominated convergence theorem gives us (22): the absolute value of the integrand on the left
hand side is dominated by the function g ∈ L1(Ωd, µd), defined by g(x) = 1 for x ∈ Ωd. Furthermore,
we have for fixed x and therefore fixed λ = λd(B(x)) the equation
lim
n→∞Ete
isXn,λd(B(x)) = Eteisf (λ)Y
because of (18) and the fact, that the exponential function is bounded and continuous.
This yields (21) and the Lévy–Cramér continuity theorem [2, Theorem 26.3] gives (20). 
If we chooseΩd = [0, 1]d, µd = λd and B(x) = [0, x) we obtain the average Lp-star discrepancy
and with it Theorem 1.
Remark 1. As already mentioned in the introduction the proof of Theorem 1 given by Steiner-
berger [12] is not complete. We will show here that the Berry–Esseen theorem is not strong enough.
For that purpose, we use the same notation as in Theorem 2 but just consider the Lp-star
discrepancy. Hence, we have for fixed x ∈ [0, 1]d the Bernoulli random variables
Xi = χ[0,x)(ti)
with expected value µ = λ = λd([0, x)), variance σ 2 = λ(1− λ) and third absolute central moment
ρ = λ(1− λ)(λ2 + (1− λ)2). Now the Berry–Esseen theorem gives us for the standardized random
variable
Zn = X1 + · · · + Xn − nµ
σ
√
n
= X1 + · · · + Xn − nλ√
λ(1− λ)√n
the inequalityFZn(x)− Φ0,1(x) ≤ c λ2 + (1− λ)2√
λ(1− λ)√n = c1(n, λ),
with a constant c ≤ 1/2 and for all x ∈ R. With FZn we constitute the distribution function of Zn and
withΦ0,1 the distribution function of the standard normal distribution. This yieldsP (|X | > y)− P|Y | >  nλ(1− λ) y
 ≤ 2c1(n, λ)+ P(X = −y) (23)
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with
X = X1 + · · · + Xn − nλ
n
and Y standard normal distributed. We just look at the upper bound and get
E |X |p = p
 ∞
0
P (|X | > y) yp−1 dy
= p
 1
0
P (|X | > y) yp−1 dy
(23)≤ p
 1
0

P

|Y | >

n
λ(1− λ) y

+ 2c1(n, λ)+ P(X = −y)

yp−1 dy

≤ p
 ∞
0
P(|Y | > x)

λ(1− λ)
n
p/2
xp−1 dx+ 2c1(n, λ)
=

λ(1− λ)
n
p/2
E |Y |p + 2c1(n, λ)
=

λ(1− λ)
n
p/2 2p/2
π1/2
Γ

p+ 1
2

+ 2 c

λ2 + (1− λ)2√
λ(1− λ)√n .
Multiplying now first with np/2 then integrate over x and taking the limit in nwe get
lim
n→∞ n
p/2av∗p(n, d)
p = lim
n→∞ n
p/2
 d
[0,1]
E |X |p dx
≤ 2
p/2
π1/2
Γ

p+ 1
2
 d
[0,1]

λd([0, x))1− λd([0, x))p/2 dx
+ 2c lim
n→∞ n
p/2−1/2
× lim
ε→0

ε≤λd([0,x))≤1−ε

λd([0, x))2 +

1− λd([0, x))
2

λd([0, x))

1− λd([0, x))
 dx.
Obviously, the second summand is infinity for all p > 1. Hence, we get no asymptotic expression for
the Lp-star discrepancy using the Berry–Esseen theorem.
In the following lemma we adopt some results of Steinerberger [12] to show how the integral in
Theorem 2 can be computed and estimated.
Lemma 2. Let p > 0, d ∈ N, let further (Ωd, µd) be a probability space and {B(x) : x ∈ Ωd} ⊂ 2[0,1]d
the allowed sets. Then
(i) for even p
Ωd

λd(B(x))

1− λd(B(x))p/2 dµd(x) = p/2
k=0
(−1)k

p/2
k

Ωd

λd(B(x))
p/2+k dµd(x)
(ii) 
Ωd

λd(B(x))

1− λd(B(x))p/2 dµd(x) = ∞
k=0
(−1)k

p/2
k

Ωd

λd(B(x))
p/2+k dµd(x)
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(iii) 
Ωd

λd(B(x))

1− λd(B(x))p/2 dµd(x) ≤ 
Ωd

λd(B(x))
p/2 dµd(x)
(iv) 
Ωd

λd(B(x))

1− λd(B(x))p/2 dµd(x)
≥

Ωd

λd(B(x))
p/2 − (2p/2 − 1)λd(B(x))p/2+1 dµd(x)
(v) for p ≥ 2
Ωd

λd(B(x))

1− λd(B(x))p/2 dµd(x)
≥

Ωd

λd(B(x))
p/2 − p
2

λd(B(x))
p/2+1 dµd(x).
Proof. (i) We apply the binomial theorem.
(ii) We apply the generalized binomial theorem (see e.g. [6, p. 162]).
(iii) We use the trivial estimate λd(B(x)) ≥ 0.
(iv) We estimate
λd(B(x))

1− λd(B(x))p/2 = ∞
k=0
(−1)k

p/2
k
 
λd(B(x))
p/2+k
≥ λd(B(x))p/2 − ∞
k=1

p/2
k
 
λd(B(x))
p/2+k
≥ λd(B(x))p/2 −  ∞
k=1

p/2
k
 
λd(B(x))
p/2+1
= λd(B(x))p/2 − 2p/2 − 1 λd(B(x))p/2+1.
(v) For p ≥ 2 we define for fixed x ∈ R the function
f (t) = (x− t)p/2
for t ∈ [0, x] and use the mean value theorem as well as the monotony of the first derivative of
f . We get
(x− x2)p/2 ≥ xp/2 − p
2
xp/2+1.
Choosing x = λd(B(x)) yields the result. 
Remark 2. The first expression is an alternating sum, which we know from other works (see [7]).
The second expression is an infinite series and therefore not easy to interpret. This is the reason why
we stated the estimates, which were introduced by Steinerberger [12]. In order to compute these
estimates, we have to solve integrals of the form
Ωd

λd(B(x))
k dµd(x) (24)
for k > 0.
Nowwe use Theorem 2 for different types of discrepancies and compute integrals of the form (24).
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Fig. 1. Lp-discrepancy anchored in α. Boxes B1, B2 for points x1, x2 ∈ Ω2 = [0, 1]2 .
Example 1 (Lp-Discrepancy Anchored in α). To get av∗,αp (n, d), the average Lp-discrepancy anchored in
α, we choose
Ωd = [0, 1]d and µd = λd.
The boxes B(x) for fixed x ∈ Ωd are defined as
B(x) = d×
i=1

min {xi, αi} ,max {xi, αi}

.
The above Fig. 1 illustrates the Boxes B for different x.
These boxes have the Lebesgue measure
λd(B(x)) =
d
i=1
|xi − αi| .
Theorem 2 gives
lim
n→∞ n
p/2av∗,αp (n, d)
p = 2
p/2
π1/2
Γ

1+ p
2

[0,1]d

d
i=1
|xi − αi|

1−
d
i=1
|xi − αi|
p/2
dx.
For k > 0 we compute the integral (24) and get
[0,1]d

d
i=1
|xi − αi|
k
dx =
d
i=1
 1
0
|xi − αi|k dxi

=
d
i=1
 αi
0
(αi − xi)k dxi +
 1
αi
(xi − αi)k dxi

=

1
k+ 1
d d
i=1

αk+1i + (1− αi)k+1

.
If we choose α = 0 we get the boxes [0, x), thus the average Lp-star discrepancy av∗p(n, d).
Theorem 2 gives
lim
n→∞ n
p/2av∗p(n, d)
p = 2
p/2
π1/2
Γ

1+ p
2

[0,1]d

d
i=1
xi

1−
d
i=1
xi
p/2
dx,
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Fig. 2. Quadrant Lp-discrepancy in α. Boxes B1, B2 for points x1, x2 ∈ Ω2 = [0, 1]2 .
which is the result of Theorem 1. For k > 0 we compute the integral (24) and get
[0,1]d

d
i=1
xi
k
dx =

1
k+ 1
d
.
Example 2 (Quadrant Lp-Discrepancy in α). To get avαp (n, d), the average quadrant Lp-discrepancy in
α, we choose
Ωd = [0, 1]d and µd = λd.
The boxes B(x) for fixed x ∈ Ωd are defined as
B(x) = d×
i=1

χ[αi,1](xi) · xi, χ[αi,1](xi)+ χ[0,αi)(xi) · xi

.
The above Fig. 2 illustrates the Boxes B for different x.
These boxes have the Lebesgue measure
λd(B(x)) =
d
i=1

χ[αi,1](xi)(1− xi)+ χ[0,αi)(xi)xi

. (25)
Theorem 2 gives
lim
n→∞ n
p/2avαp (n, d)
p = 2
p/2
π1/2
Γ

1+ p
2

[0,1]d

λd(B(x))

1− λd(B(x))p/2 dx
with λd(B(x)) given by (25).
For k > 0 we compute the integral (24) and get
[0,1]d

d
i=1

χ[αi,1](xi)(1− xi)+ χ[0,αi)(xi)xi
k
dx =
d
i=1
 αi
0
xki dxi +
 1
αi
(1− xi)k dxi

=

1
k+ 1
d d
i=1

αk+1i + (1− αi)k+1

.
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Fig. 3. Extreme Lp-discrepancy. Boxes B1, B2 for points (x1, y1), (x2, y2) ∈ Ω2 ⊂ [0, 1]2 × [0, 1]2 .
If we choose α = (1/2, . . . , 1/2) we get the average centered Lp-discrepancy av p (n, d). Theorem 2
gives
lim
n→∞ n
p/2av p (n, d)
p = 2
p/2
π1/2
Γ

1+ p
2

×

[0,1]d

d
i=1
min {xi, 1− xi}

1−
d
i=1
min {xi, 1− xi}
p/2
dx.
For k > 0 we compute the integral (24) and get
[0,1]d

d
i=1
min {xi, 1− xi}
k
dx =

1
2k
· 1
k+ 1
d
.
Example 3 (Extreme Lp-Discrepancy). To get the average extreme Lp-discrepancy avp(n, d) on [0, 1]d
we choose
Ωd =

x = (x1, x2) ∈ [0, 1]d × [0, 1]d : x1 ≤ x2
 ⊂ [0, 1]2d.
The boxes B(x) for fixed x = (x1, x2) ∈ Ωd are defined as
B(x) = [x1, x2).
The above Fig. 3 illustrates the Boxes B for different x.
Themeasureµd is a normalized Lebesguemeasure cλ2d. To get the normalization factor c , we have
to compute λ2d(Ωd). This yields
λ2d(Ωd) =

[0,1]d

[x1,1]
1 dx2 dx1 =
d
i=1
 1
0
 1
xi1
1 dxi2 dx
i
1

=
d
i=1
 1
0
(1− xi1) dxi1

=

1
2
d
.
Hence, we get the measure
µd = 2dλ2d.
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Fig. 4. Periodic Lp-discrepancy. Boxes B for points (x, y) ∈ Ω2 = [0, 1]2 × [0, 1]2 .
The boxes B(x) for fixed x = (x1, x2) ∈ Ωd have the Lebesgue measure
λd(B(x)) =
d
i=1

xi2 − xi1

.
Theorem 2 yields
lim
n→∞ n
p/2avp(n, d)p = 2
p/2
π1/2
Γ

1+ p
2

×

[0,1]d

[x,1]

d
i=1

xi2 − xi1
 
1−
d
i=1

xi2 − xi1
p/2
2d dy dx.
For k > 0 we compute the integral (24) and get
2d

[0,1]d

[x,1]

d
i=1
(yi − xi)
k
dy dx = 2d

[0,1]d

d
i=1
 1
xi
(yi − xi)k dyi

dx
= 2d

[0,1]d

d
i=1
1
k+ 1 (1− xi)
k+1

dx
= 2d

1
k+ 1
d  d
i=1
 1
0
(1− xi)k+1 dxi

=

2
(k+ 1)(k+ 2)
d
.
Example 4 (Periodic Lp-Discrepancy). To get the average periodic Lp-discrepancy av◦p(n, d)we choose
Ωd = [0, 1]d × [0, 1]d and µd = λ2d.
We define the Boxes B(x) for fixed x = (x1, x2) ∈ Ωd as
B(x) = d×
i=1

xi1, χ{xi1>xi2} + χ{xi1≤xi2}x
i
2

∪

0, χ{xi1>xi2}x
i
2

.
The above Fig. 4 illustrate the Boxes B for different x.
These boxes have the Lebesgue measure
λd(B(x)) =
d
i=1

χ[0,xi1)(x
i
2)(1+ xi2 − xi1)+ χ[xi1,1)(x
i
2)(x
i
2 − xi1)

. (26)
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Fig. 5. Periodic ball Lp-discrepancy. Boxes B for vectors (x, r) ∈ Ω2 = [0, 1]2 × [0, 1/2].
Theorem 2 gives
lim
n→∞ n
p/2av◦p(n, d)
p = 2
p/2
π1/2
Γ

1+ p
2

[0,1]d

[0,1]d

λd(B(x))

1− λd(B(x))p/2 dx1 dx2,
with λd(B(x)) given by (26).
For k > 0 we compute the integral (24) and get
[0,1]d

[0,1]d

λd(B(x))
k dy dx
=

[0,1]d

d
i=1
 xi
0
(1+ yi − xi)k dyi +
 1
xi
(yi − xi)k dyi

dx
=

[0,1]d

d
i=1
1
k+ 1

1− (1− xi)k+1 + (1− xi)k+1

dx
=

1
k+ 1
d
.
Example 5 (Periodic Ball Lp-Discrepancy). To define the average periodic ball Lp-discrepancy av•p(n, d)
let 0 ≤ r1 < r2 <∞ and ej the jth canonical unit vector in dimension d. We choose
Ωd = [0, 1]d × [r1, r2].
The boxes B(y) for fixed y = (x, r) ∈ Ωd are defined as
B(x, r) =

J⊂[d]

Br

x+

j∈J
ej

∩ [0, 1]d

,
where Br(x) is the open ball around xwith radius r .
In the case p = 2, d = 2 this type of discrepancy was investigated by Gräf et al. [5]. The above
Fig. 5 illustrate the Boxes B for different x and fixed r = 1/4.
The measure µd is a normalized Lebesgue measure cλd+1. To get the normalization factor c , we
have to compute λd+1(Ωd). This yields
λd+1(Ωd) =

[0,1]d
 r2
r1
1 dr dx = r2 − r1.
Hence, we get the measure
µd = 1r2 − r1 λ
d+1.
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The boxes B(x, r) for fixed (x, r) ∈ Ωd have the Lebesgue measure
λd(B(x, r)) = rd π
d/2
Γ (d/2+ 1) .
Theorem 2 gives
lim
n→∞ n
p/2av•p(n, d)
p = 2
p/2
π1/2
Γ

1+ p
2

×

[0,1]d
 r2
r1

rd
πd/2
Γ (d/2+ 1)

1− rd π
d/2
Γ (d/2+ 1)
p/2
dr dx.
For k > 0 we compute the integral (24) and get
[0,1]d
 r2
r1

λd(B(x, r))
k
dr dx = 1
r2 − r1 ·
πd/2
Γ (d/2+ 1)
 r2
r1
rd dr
= π
d/2
Γ (d/2+ 1) ·
rd+12 − rd+11
(d+ 1)(r2 − r1) .
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