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SUMMARY
Hybrid dynamical systems arise in a number of application areas such as
power converters, autopilots, manufacturing, process control, hybrid cars, mobile and
humanoid robotics etc., to name a few and as such the optimal control of these
systems has been an area of active research. These systems are characterized by
two components: subsystems (modes) with continuous or discrete dynamics and a
switching law which determines which of these subsystems is active at a given time.
While in theory, we can switch infinitely many times between different modes in
a finite amount of time, physical systems need to spend some minimum time in a
mode before they can switch to another mode due to mechanical reasons, power
constraints, information delays, stability considerations etc and must spend some
minimum amount of time in a mode before they can switch to another mode. This
minimum time is known as the dwell time, a term first used in the context of stability
of hybrid systems, and the optimal control of hybrid systems under these constraints
is the main focus of this thesis.
The presence of the dwell time constraints raises interesting theoretical and com-
putational questions which are addressed in thesis. We consider the general hybrid
optimal control problem subject to dwell time constraints thereby establishing nec-
essary conditions for optimality and develop numerical schemes to compute solutions
to these problems and prove their convergence. Any physical system that switches is
subject to dwell time constraints, small or large, and thus amenable to our framework.
To demonstrate, however, the generality and thus wide applicability of our results, we
consider the application to an interesting problem in Precision Agriculture, namely
the problem of optimal pesticide scheduling and present a case study to demonstrate
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the application of our methodology.
In this thesis, we also consider a class of constrained hybrid optimal control prob-
lems inspired by problems in power aware mobile robotic networks that are subject
to various constraints on inputs and states. In particular, we consider the problem of
jointly minimizing motion and communication energy in power aware mobile robotic
networks required to perform various co-ordinated tasks such as the transmission of
given amount of data to a remote base station under time and resource constraints and
where the robot decision variables are acceleration (continuous), for controlling the
motion of the robot and spectral efficiency (discrete), catering to data transmission
requirements. Framing this co-optimization problem as a constrained hybrid optimal
control problem in the general setting and subsequently solving it using efficient al-
gorithms is another main topic of this thesis. This problem, like any other hybrid
optimal control problem, is also subject to dwell time constraints, signifying the im-
portance of the dwell time problem addressed in this thesis. We present numerous
application scenarios to demonstrate the utility of our framework.
Finally, we propose a multiple shooting based gradient descent techniques to solve
a class of complex optimal and hybrid control problems with large time horizons,
which otherwise are hard to solve due to numerical problems arising from instability
issues associated with the state or co-state equation. The two point boundary problem
resulting from solving the optimal or hybrid optimal control problem is transformed
into an equivalent optimal control problem over extended states comprising of the
original state equation and the costate equation and then solved. Again, the results
here are general and we demonstrate the effectiveness of our method by considering





Hybrid dynamical systems arise in a number of application areas such as mobile
and humanoid robotics, automotive engine control, manufacturing, process control,
power converters, hybrid cars etc; see the survey [8] and references therein. As such,
the optimal control of these systems has been an active area of research. These
systems are characterized by two components; subsystems with continuous or discrete
dynamics and controlled or autonomous switching between these subsystems and this
allows for modeling of a large number of natural phenomena and complex control
systems. Due to its scope, the field has attracted researchers from mathematics,
control engineering and computer science who have made numerous theoretical and
computational contributions over the entire spectrum of control theory, ranging from
stability analysis and optimal control to safety and verification. The objective of
the work presented in thesis is to solve a class of constrained hybrid optimal control
problems by deriving necessary conditions of optimality for them and devise numerical
schemes for their efficient computation. We demonstrate the utility of our results
for the general hybrid optimal control problem by considering their application to
problems in power aware mobile robotic networks and precision agriculture.
The control parameters for hybrid systems consists of a switching law and a con-
tinuous external input. The switching law, which governs which subsystem is active
at a given instant of time is defined using control variables that describe the se-
quence of modes and the duration of each mode and commonly referred to as a mode
schedule when considered together. The subsystems are also commonly referred to
as the modes of the system in literature [76]. A common optimal control problem
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is then to minimize a cost functional defined on the state trajectory and the con-
trol inputs as a function of the switching law and continuous input and variations
thereof [10,12,16,22,25,36,56,65,66,69,77,80,82].
While in theory, we can switch infinitely fast between different modes in a finite
amount of time, most physical systems have to spend some minimum time in a mode
before they can switch to another mode due to mechanical reasons, power constraints,
information delays, stability considerations e.t.c. This minimum time is known as the
dwell time of a mode, a term previously used in the context of stability of switched
linear systems [41, 51]. This important and practical constraint has not received
attention in the research on optimal control of hybrid dynamical systems and deriving
optimality conditions and numerical schemes for computing optimal solutions to the
general hybrid optimal control problem under dwell time constraints is one of the main
focus of this research. The presence of the dwell time constraints raises interesting
theoretical and computational questions which are addressed in thesis. Any physical
system that switches is subject to dwell time constraints, small or large, and thus
amenable to our framework. To demonstrate, however, the generality and thus wide
applicability of our results, we consider the application to an interesting problem in
Precision Agriculture, namely the problem of optimal pesticide scheduling and present
a case study to demonstrate the application of our methodology.
After introducing the requisite background in chapter 2, we present the problem of
optimal control of hybrid dynamical systems under dwell time constraints in chapter 3
where the problem is formally introduced in a general setting and necessary conditions
for optimality are presented. The presence of the dwell time constraint in the hy-
brid optimal control problem raises a number of interesting theoretical questions and
presents significant computational challenges. To compute solutions to hybrid opti-
mal control problems that are numerically tractable, most optimal control techniques
tend to compute solutions that are locally optimal. While we have an understanding
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of local optimality for hybrid optimal control problems, it breaks down when dwell
time constraints are present. Hence, developing a notion of local optimality for such
constrained hybrid optimal control problem is the first main contribution of this the-
sis. To develop this notion, we investigate the topology of optimization space with
and without the dwell time constraints and define a notion of local minima for such
problems. Having understood the notion of locally optimal solution, an optimality
function is then proposed to characterize the necessary optimality conditions for our
dwell time problem. Our this contribution appeared in [5] where we also presented a
conceptual algorithm for computing solutions to the dwell time problem in terms of
the above defined optimality conditions.
Computing analytical solutions to optimal control problems is hard and hence
once needs to resort to some sort of algorithms to compute the optimal controls
and hence chapter 4 deals with developing effective computational techniques for
computing the optimal controls to the dwell time problem. The presence of dwell time
constraints further breaks down the continuity properties present otherwise which
makes the direct application of methods based on variational calculus ineffective.
In chapter 3, we present a two step strategy to compute the optimal controls by
dividing the problem into two stages. In the first stage, the mode sequence is kept
fixed and optimization is performed over switching times only. In the second stage,
the mode sequence is updated by the introduction of a new mode to the sequence for
duration of dwell time at a point that gives maximum decrease in cost. While the first
stage is solved effectively, the second stage relies on the explicit computation of cost
differential resulting from the introduction of a new mode at every time instant for
the duration of dwell time which is highly inefficient, and is the reason we refer to it
as a conceptual algorithm. In chapter 4, we present an effective method for updating
the mode sequence by utilizing information on mode insertion gradient [25] which
has its roots in the Maximum Principle and is readily computable. This entails a
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deep investigation into the properties of mode insertion gradient and it is undertaken
in this chapter. We study the geometric properties of the mode insertion gradient
and present its connection with the results from Maximum Principle. We present a
number of results on the properties of mode insertion gradient and formally present
our dwell time algorithm and prove the convergence of the algorithm to the stationary
points of the optimality function introduced in chapter 3. A number of illustrative
examples, including linear and nonlinear systems are provide to demonstrate the
application of our approach for solving hybrid optimal control problems subject to
dwell time constraints. Details of the work presented in chapter 3 and chapter 4 can
also be found in [4].
In the aforementioned work, we have assumed that each mode has a fixed dwell
time. For a mode to exist in the sequence, it must respect this dwell time constraint
and this results on constraints on the adjacent switching times only. In chapter 5,
we extend the switch time optimization part of our dwell time problem to the more
general case where the modes of the system need to satisfy the dwell time constraints
not only with respect to adjacent modes but also other modes in the sequence and
the dwell times for each mode need not be the same. These type of problems arise for
example in precision agriculture, where there are constraints on the time and schedule
of use of different pesticides for pest risk control. We will consider the specific case of
blueberry farming to demonstrate the impact of the generality of our results derived
for hybrid dynamical systems for solving problems in diverse areas as agriculture.
The work presented in this chapter also appeared in [45] and a journal version has
been submitted to Transactions on Cyber Physical Systems (TCPS) [3]
We next consider a class of constrained hybrid optimal control problems inspired
by problems in the area of power aware mobile robotic networks where the objective
is to balance the motion and communication energy of robots in a network subject
to various constraints on the input and state. This problem of co-optimizing motion
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and communication energy in multi-agent robotics in fading environments has the
structure of a hybrid optimal control problem and formulating this problem as an
optimal control problem and subsequently solving them using efficient algorithms to
achieve co-ordinated tasks is another focus of this work. The control parameters for
this problem are acceleration, which is continuous, and spectral efficiency which is a
discrete and the problem is hybrid both in the objective function and dynamics with
a number of constraints on the trajectory and controls. We solve the co-optimization
problem first with the assumption that the spectral efficiency is a continuous variable
and later on we present a method for tackling the problem with switching dynamics
in chapters 6 - 8. The framework is developed in the general setting and application
examples are provided to validate the results.
In chapter 6, we present an optimal control approach for solving a motion and
co-optimization problem in realistic fading environments. We consider the problem
of a robot that is tasked to transmit a fixed number of bits while moving a long a
fixed path from some starting point to a given final point in a fixed amount of time.
The quality of channel is estimated based on few channel measurements a priori using
the channel prediction framework of [32]. The co-optimization problem is framed as
an optimal control problem amenable to the use of maximum principle and hence the
use of a Hamiltonian based algorithm for effective solution. We use realistic models
for motion and communication costs and system dynamics and the application of our
method is demonstrated by presenting simulation results. The work presented in this
chapter was also published in [6].
The co-optimization problem presented in chapter 6 assumes that we have chan-
nel measurements available at few unvisited locations a priori from which the channel
quality at unvisited locations can be predicted using the channel prediction frame-
work of [32]. Moreover, the path the robot has to traverse between the source and
destination is fixed both of which are quite restricting assumptions. In chapter 7,
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we extend the co-optimization problem to the case where the robots has to predict
the channel on the go and solve the optimization problem in real time like fashion
as it gets better understanding of the channel. This requires the usage of efficient
algorithms and this will be addressed in chapter 7. Details of the work on the online
co-optimization problem in the plane can also be found in [1, 2].
The power aware problem considered in chapters 6 and 7 considers the spectral
efficiency as continuous, while in reality, the spectral efficiency takes discrete values
and the problem is thus hybrid in nature. In chapter 8, we pose the co-optimization
problem presented in chapter 6 in the framework of a constrained hybrid optimal
control and solve the problem subsequently using relaxation based approach and
explain the application of our method by considering its application to an example
problem.
The spectral efficiency cannot switch instantly and hence the hybrid co-optimization
problem like any other hybrid optimal control problem is also subject to dwell time
constraints. However in this case, the dwell times are in milliseconds, compared to
the problem of optimal pesticide scheduling where the dwell time constraints are in
days. Since any physical system that switches exhibits dwell time constraints, small
or large, a number of application problems were candidates for the application of
our framework. We chose the problem of optimal pesticide scheduling in precision
agriculture to demonstrate the generality and hence wide applicability of our results
for the general constrained hybrid optimal control problem.
When solving optimal or hybrid optimal control problems over a large horizon,
difficulties arise due to instability issues associated with the state equations or co-
state equations which adversely affects the convergence properties of the Hamiltonian
algorithm. Chapter 9 presents a new multiple shooting based technique for solving
complex optimal and hybrid optimal control problems. While the method presented
is general, we demonstrate its strength by considering the co-optimization problem
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for large team of robots in power aware networks, that are otherwise very hard, if not
impossible to solve. In our method, the two point boundary value problem resulting
during the process of solving optimal control problem is solved by setting it up as a
new optimal control problem. An alternate cost is defined on the terminal conditions
and the cost is minimized subject to the dynamics described by differential equations
of boundary value problem and the cost is minimized over the initial condition. This
work was also published in [7]
Chapter 10 concludes the thesis and present directions for future research. We
next begin with a brief overview of hybrid optimal control problem and some of the
existing results in the literature pertinent to this thesis.
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CHAPTER II
HYBRID OPTIMAL CONTROL - AN OVERVIEW
Hybrid dynamical systems (HDS) have been extensively investigated in the recent
years since such systems arise in a number of application areas such as mobile robotics,
power converters, manufacturing, autopilots, process control, automotive industry,
chemical processes, traffic control, communication networks, biomedical applications,
humanoid robotics, heating and cooling systems, modeling natural phenomena and
the list goes on. The special issue [8] gives a good overview of the scope of Hybrid
Dynamical Systems. Before proceeding towards the main topic of this thesis, we give a
brief description of the different representations for Hybrid Dynamical Systems useful
in the context of hybrid optimal control and therefore this thesis, and we refer the
reader to [75] for detailed description hybrid dynamical systems. We then describe
the common hybrid optimal control problems and conclude with a brief overview of
the existing results on the optimal control of hybrid dynamical systems relevant to
this thesis.
2.1 Representation of Hybrid Dynamical Systems
In hybrid dynamical systems, the switching between different subsystems can be
autonomous or controlled depending on whether the switching is caused by system
passing through different boundaries or forced by control input. An example of the
first type is that of a bouncing ball while gear shifting in automobiles is an example of
the latter. Since we are interested in the optimal control of these systems, we will be
considering only controlled hybrid dynamical systems in this thesis and we refer the
reader to [15] which provides a rigorous description of the hybrid dynamical systems
and explains the different types of hybrid dynamical systems with examples.
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As mentioned briefly in the introduction, the control parameters for hybrid dy-
namical systems are characterized by a switching law which determines which sub-
systems is active at a given time and a continuous external input that drives each
subsystem. Mathematically, more than one representations are possible to describe
these systems, each with its own merits. A bijection however exists between all these
representations and are used interchangeably in the literature and also in this thesis.
We briefly describe each of these representations below.
2.1.1 Switch Signal Representation
The dynamics of continuous time HDS can be represented as
ẋ(t) = fv(t)(x(t), u(t)), x(0) = x0, (1)
where x ∈ Rn is the state of the system, x0 is the initial condition, u ∈ Rm denotes the
continuous control input, v : [0, tf ]→ Q = {1, . . . , N} is a discrete control input that
specifies the active subsystem (also referred to as switching law) at any given time
and fq : R
n×Rm → Rn is the control vector field denoting the dynamics of subsystem
q ∈ Q that is continuously differentiable in x and locally Lipschitz continuous in u.
An example of this representation is shown in Fig. 1
An alternate representation using switching signals is also sometimes used as fol-
lows. Let fi(x(t), u(t)) denote the dynamics of each individual subsystem i and let
vi : [0, tf ]→ {0, 1}
be the control associated with this mode such that
N∑
i=1
vi(t) = 1 ∀ t ∈ [0, tf ],























Figure 1: An example of hybrid dynamical systems representation using switching
signal form. The active mode at any time instant is given by v(t). The transition
between active subsystems happen at the instant when v(t) switches its value. The
evolution of state trajectory with time as a function of the switching signal is shown
in red.
The switching control in this representation is then the vector v = (v1, v2, . . . , vN)
>
that maps from
v : [0, tf ]→ {0, 1}N
where N is the total number of subsystems that constitute the hybrid system and u
is the continuous external input to each subsystem. The equivalence between the two
representations is quite straightforward.
2.1.2 Mode Schedule Representation
The switching law v(t), which governs which mode is active at a given instant of time
is often defined using control variables (σ, τ) that describe the sequence of modes
(discrete variable) and the duration of each mode (continuous variable) respectively
and commonly referred to as mode schedule ξ = (σ, τ) when considered together [10].
The switching signal v(t) corresponds to the mode schedule ξ = (σ, τ) through a
bijection as follows. Let τ = (τ1, τ2, . . . , τn)
′ be the vector corresponding to monotone
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increasing transition times in v(t) in interval [0, tf ]. Let σ = {σ(1), σ(2), . . . , σ(n+1)}
denote the mode sequence, where σ(i) = v(τi) is an element of the discrete set Q, so
σ ∈ Qn+1. If we define τ0 = 0 and τn+1 = tf , then v(t) = σ(i) for all t ∈ (τi−1, τi]
and i = 1, 2, . . . , n+ 1 and ξ = (σ, τ) is the corresponding mode schedule. We define
the length of mode schedule ξ to be the same as the length of mode sequence σ. For
schedule of length n+ 1, (3) can be written in the form
ẋ(t) = fσ(i)(x(t), u(t)) ∀ t ∈ (τi−1, τi],
x(0) = x0, (3)











Figure 2: Illustration of bijection between the switching signal representation and
mode schedule representation. The small red circles indicate the switching function
is assumed to be left continuous.
2.2 Hybrid Optimal Control Problem
In optimal control problems, one seeks to find a control signal over the set of admis-
sible controls that minimizes or maximizes a certain desired performance criterion
while respecting the physical constraints of the process or system. Most performance
criterion can however be abstracted away into a common functional form which we
describe next.
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Let Lq : R
n × Rm → R be a continuously differentiable function in x and locally
Lipschitz continuous in u for each q ∈ Q and let φ : Rn → R be the cost on the
terminal state that is continuously differentiable in x. The common optimal control
problem (and variations thereof) considered in hybrid dynamical systems is then to




Lv(t)(x(t), u(t)) dt+ φ(x(tf )) (4)
as a function of the control pair (u, v) subject to dynamical constraints (1) and con-
straints on the input and state. It is possible to write the cost functional (4) using
the other two representations as well and we will them interchangeably in this thesis.
The general hybrid optimal control problem is hard to solve and as a result, initial
investigation considered optimization over a subset of the control variables. The four
different type of hybrid optimal control problems investigated in the literature are
1. Switch Time Optimization: Here optimization is performed over the switching
times (τ) between modes only while keeping the sequence of modes fixed for
autonomous systems.
2. Mode Schedule Optimization: Optimization is performed over the the switching
times τ as well as the sequence of modes σ i.e. mode schedule ξ = (σ, τ) for
autonomous systems.
3. Continuous-Control Optimization: The switching control v(t) or alternately ξ
is absent in these problems and the optimization is performed over the the
continuous external u(t). The switching between different modes happen as the
system passes through switching surfaces defined by constraints on the state.
4. Full Optimization: The cost functional (4) is minimized as a function of mode
schedule ξ = (σ, τ) as well as the continuous external input u(t) for controlled
systems.
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The above hybrid optimal control problems have been approached using both
of the major optimal control tools i.e Dynamic Programming [11] and Maximum
Principle [58] and a number of theoretical and computational contributions have been
made. We next give a brief overview of some of the main results relevant to this thesis
while we refer the reader to [46] for a good overview of the two principles.
2.3 Overview of Existing Results
The optimal control of these systems has been an active area of research for the past
two decades and results of theoretical and numerical significance have been derived.
While the length of this document precludes an exhaustive survey of these results,
the survey below provides an overview of the major contributions in the area that
are relevant to our proposed research. This work aims to consider the application of
our theoretical results to solve problems in power aware mobile networks, and to this
end, we will also provide a brief literature overview of the problems in this area.
On the theoretical side, a number of results on necessary conditions for optimality
have been derived for both autonomous and controlled systems. In [16], a general
framework for the hybrid optimal control problem was formulated and existence of
optimal controls discussed in light of dynamic programming. Variations of maximum
principle were derived for necessary conditions on optimality in [55,56,61,69,70]. The
authors in [39, 40, 59] approached the problem using convex dynamic programming
to approximate the optimal feedback control laws by discretization of state space for
solving Hamilton Jacobi Bellman equations. In [66], necessary optimality conditions
were derived using maximum principle for a fixed mode sequence while the results
were extended to more general mode scheduling problem in [18,65,67].
On the computational side, a number of algorithms have been developed over time
to compute the optimal controls utilizing the necessary optimality conditions derived
on the theoretical front. Early algorithms focused on hybrid systems with fixed mode
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sequence and the optimization was performed over switching times only since the
control variable τ is continuous which makes it amenable to nonlinear programming
techniques and consequently many algorithms were first developed to solve this switch
timing optimization (STO) problem. In [26, 27, 79, 80], expressions were derived for
the cost gradient to be subsequently used in steepest descent algorithms. In [20, 44],
the second derivative of cost was used in addition to the first derivate and it was
shown that these second order methods yield faster convergence convergence to the
optimum when compared to the first order methods in [26, 27, 79, 80]. The authors
in [33] considered autonomous STO problem for the case of affine systems with state
jumps and considered cost on switchings in addition to quadratic cost on the state,
and showed that the optimal control for such problems takes the form of feedback law.
In [21], the autonomous switch time optimization problem was solved for linear time-
varying systems and a quadratic cost. The authors in [27] considered the problem with
state estimation based on partial output information. The case of online optimization
of switching times was dealt with in [24] which is helpful in real time applications as
the system gathers more information on the go. In [81, 82], the results of [80] were
extended to the case of controlled STO problems.
In case of the mode scheduling optimization problem, the control variable has a
continuous component τ as well as discrete component σ which renders the problem
significantly complex. A number of computational strategies have been developed to
solve the scheduling problem autonomous and non-autonomous scheduling problem
that can be broadly classified into three categories: algorithms based on needle vari-
ations [10, 36, 76], zoning and location algorithms [18, 19, 65], and relaxation based
methods [12, 22, 38]. The first set of methods solve the problems in two stages itera-
tively. At the highest level, the mode sequence is modified by inserting a new mode
while at the lower level the switch time optimization problem is solved. In [10], at
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every iteration, a new mode is inserted to the existing sequence based on insertion gra-
dient at a point. The authors in [36] extends this by considering external continuous
input and adding constraints on the states. The inefficiencies associated with inserting
a single mode to the sequence at a time in [10,36] are addressed in [76–78] which adds
multiple modes to the mode sequence at every iteration. The authors in [18, 19, 65]
exploited the geometric nature of the scheduling problem and introduced the notion
of optimality zones and subsequently incorporated their computation in their hybrid
maximum principle algorithm [67]. In [12], the discrete dynamics were embedded
into a continuous time framework and techniques of optimal control were employed
to solve the problem. It was shown that set of trajectories of switched systems are
dense in the trajectories of the continuous time system. A projection operator ap-
proach was proposed in [22] for solving the mode scheduling problem and necessary
conditions for optimality derived in this setting. The relaxed controls are projected
onto the constrained space during each step of algorithm. Recently, a Hamiltonian
based relaxed optimal control approach has been employed by us in [38] for class
of hybrid systems that are affine in control and convex in control in the cost. The
solution to the switched system is then obtained by using pulse width modulation
and the algorithm is shown to have nice convergence properties. All these algorithms
are shown to be provably convergent to optimal solution.
The solutions to optimal mode scheduling problem can be chattering i.e. switch
infinitely many times between different modes in a finite amount of time while most
physical systems have to spend some minimum time in a mode before they can switch
to another mode due to mechanical reasons, power constraints, information delays,
stability considerations etc. This minimum time is known as the dwell time of the
mode, a term previously used in the context of stability of switched linear systems
[41,51]. This important and practical constraint has not received attention in research
on optimal control of switched systems. Motivated by this, some of our preliminary
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work in [4, 5] considered the mode scheduling problem under dwell time constraints
and derived necessary optimality conditions and proposed an algorithm to solve the
problem. In [3, 45], we considered the problem of more generalized constraints on
the mode sequence and considered the application to solve an interesting problem of
optimal pesticide scheduling in precision agriculture.
In this thesis, we also consider the problem of constrained hybrid optimization
inspired by problems in the area of power aware mobile robotic networks and to this
end, we will next provide a brief overview of the work done in this area pertinent to
this thesis.
2.4 Power Aware Mobile Networks
The field of communication-aware robotics concerns power management by mobile
robotic systems which have to perform coordinated tasks over communication net-
works with limited energy resources. The robots are most often DC powered and do
not have access to power outlet before completion of task. This makes the energy
available to perform various tasks such as sensing, motion, communication, compu-
tation a limited resource. Experiments have shown that the main sources of energy
consumption are motion and communication. While individual optimization of mo-
tion and communication energies have received great attention in literature, joint
optimization of motion and communication energy have started to attract attention
only recently [2, 6, 7, 28, 34, 43, 54, 71, 83–86] and the term co-optimization is used to
refer to these type of problems. In this thesis, we consider the problem of motion
and communication co-optimization in fading environments using realistic models for
motion and communication energy in an optimal control framework and then present
how the problem is hybrid in dynamics in addition to being hybrid in objective and
address the problem from the perspective of hybrid optimal control. We next give a
brief overview of some of the main results in the above references pertinent to this
16
thesis.
Ref. [34] considers motion planning for mobile relays so as to minimize their trans-
mission energy. While it does not consider explicit motion costs, the provided simu-
lation results show that the computed paths come close to optimizing the combined
total communication/motion energy. Ref. [71] extends the algorithm in [34] to max-
imize, on line, the lifetime of wireless sensor networks by considering transmission
costs as well as motion-energy costs. Ref. [54] presents an approximate path planning
algorithm based on Dijkstra’s algorithm for minimizing the combined motion and
communication energy. Ref. [28] proposes an approach for minimizing the motion-
communication energy costs in a relay network. First the robots’ trajectories are
computed for minimum motion energy, then the transmission schedule is computed
to minimize the communications cost. Ref. [86] considers the problem of combined
energy minimization in the framework of LQR model-predictive control and proposes
a distributed algorithm for it, and [85] follows a similar approach for maximizing the
lifetime of wireless sensor networks.
Dynamic, optimal-control formulations of the co-optimization problem were pro-
posed in [6, 43, 83, 84]. Refs. [83, 84] consider a discrete-time formulation and apply
nonlinear-programming techniques, and Ref. [6] considers a continuous-time setting
and uses a specialized algorithm. We point out that the models for transmission
power and motion power in [83, 84] are precise and realistic, whereas the algorithm
used in [43] is applied to a simplified model but displays fast convergence. The two
approaches are combined in our work in [1,2,6] to result in a fast-convergent algorithm
for a continuous-optimal control problem formulation under realistic assumptions and
solving the co-optimization problem in realistic environments while in [7] we solve a
complex multi-agent problem over large horizon using a new multiple shooting algo-
rithm and these works will be presented in the later part of this thesis.
The problems considered in our work [1, 2, 6], while hybrid in objective are also
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hybrid in dynamics but was solved with the assumption of continuous dynamics and
as a part of this thesis, we will frame the problem as a hybrid optimal control with
switching dynamics and subsequently solve the problem later in this work. Moreover,
like any other switched system, the hybrid co-optimization problem is also subject to
dwell time constraints and thus amenable to the dwell time framework presented in
this and this is the common thread between the otherwise two disparate constrained
hybrid optimal control problems considered in this thesis.
While we consider the application of our results to solve the problem of optimal
pesticide scheduling in precision agriculture, our framework can be extended to solve
the co-optimization problem subject to dwell time constraints as well. In fact, a num-
ber of other interesting problems can be addressed in our dwell time framework and
thus were candidates for the application of our results since we consider the problem
in the general setting. However we choose the problem of optimal pesticide scheduling
to demonstrate the application of our results in a diverse area as agriculture, thereby
highlighting the impact of the generality and hence wide applicability of our results.
We begin with a formal introduction to the dwell time problem in the next chapter.
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CHAPTER III
OPTIMAL CONTROL OF HYBRID DYNAMICAL
SYSTEMS UNDER DWELL TIME CONSTRAINTS
The problem of determining optimal switching law for systems that switch between
different modes has been extensively investigated in recent years since such systems
arise in a number of application areas and results of theoretical and computational
significance have been derived. While in theory, we can switch infinitely many times
between different modes in a finite amount of time, most physical systems have to
spend some minimum time in a mode before they can switch to another mode due
to mechanical reasons, power constraints, information delays, stability considerations
etc. This minimum time is known as the dwell time of the mode, a term previously
used in the context of stability of switched linear systems [51], [41]. This important
and practical constraint has not received attention in research on optimal control
of switched systems and thus solving the general hybrid optimal control problem
presented in the previous chapter under the dwell time constraints is the main focus
of this work.
In this chapter, we consider the common optimal control problem of minimizing
a cost functional defined on the state trajectory of nonlinear switched dynamical
system under dwell time constraints where the control input consists of mode schedule
i.e the continuous control input u is absent. The main contribution of the work
presented in this chapter is the investigation of the topology of the optimization space
under dwell time constraints and consequently, the need for replacing the notion of
local optimality by stationarity with regards to an optimality function. Secondly,
an optimality function is proposed to characterize the optimal solution. Finally, a
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conceptual algorithm to solve the optimal mode scheduling problem based on this
optimality function is presented and its convergence is proved.
While the gradient descent algorithms in [10], [36] and [76] are shown to be con-
vergent, the question is what do they converge to, i.e. what is the local minima
which leads to the question of what is the topology of the optimization space and
whether these results can be extended to the case when the optimization space is
restricted due to dwell time constraints. To answer this question, we explore in de-
tail the topologies generated by the metrics used in [36] and [76] and investigate the
impact of dwell time constraints on the structure of optimization space. We show
that in the presence of dwell time constraints, the optimization space lacks structure
and imposing a topology to define local minima that is useful and resonates well with
the intuitive understanding of the problem is not possible. We propose to replace
the notion of local optimality by stationarity and define the optimal solution for the
scheduling problem as stationary points that satisfy optimality condition defined in
terms of optimality function.
Next, we propose an optimality function for the mode scheduling problem with
dwell time constraints. While the optimality functions in [10], [36], [76] use inser-
tion gradients derived in [26] using variational principles, the presence of dwell time
constraint makes such techniques from calculus ineffective since these methods insert
modes at a point. This problem is addressed by defining our optimality function in
terms of the cost differential resulting from mode insertion for duration equal to dwell
time. In this chapter, we assume that each mode has the same minimum dwell time.
Lastly, we present a conceptual algorithm to solve the dwell time problem that
uses a two step strategy similar to the ones in [10] and [36]. At the lower level,
we solve the timing optimization problem with dwell time constraints using gradient
projection method. At the higher level, we do a single mode insertion for duration of
dwell time at the point that gives the maximum decrease in the cost while ensuring
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that the dwell time constraints after mode insertion are still respected. The algorithm
convergence is proved using the property of sufficient descent. We begin with formal
problem definition of the dwell time problem.
3.1 Problem Formulation
We consider nonlinear switched dynamical systems in which there is no external
input. The dynamics of such systems can be mathematically described by differential
equations of the form
ẋ(t) = fv(t)(x(t)), (5)
where Φ = {fq | q ∈ Q} is a family of modal functions from Rn to Rn parame-
terized by finite index set Q = {1, 2, . . . , Q} and v : [0, tf ] → Q is a left continuous
piecewise constant function of time referred to as the switching signal in chapter 2.
For schedule of length n+ 1, (5) can be written in the form
ẋ(t) = fσ(i)(x(t)) ∀ t ∈ (τi−1, τi] (6)
and i = 1, . . . , n + 1. While (5) is more compact, we will use the representation in
(6) in this chapter since it explicitly shows the mode schedule.
Suppose the minimum dwell time for each mode is some δ > 0 and we are opti-
mizing over finite horizon. Then the maximum number of modes that can exist in





where b·c denotes the floor operator. A mode schedule
acts as a feasible control input for our system if it satisfies the dwell time constraints
∆τi = τi − τi−1 ≥ δ, (7)
for all i = 1, . . . n + 1. The collection of all such feasible mode schedules constitute






Figure 3: The switch time optimization space for the case of only two switches. The
optimization region is shown in red.
For any positive integer n, the mode sequence σ is an element of Σn = Qn. Then





is collection of all such mode sequences. The mode sequence space is a finite space.
Also for any positive integer n, the dwell time constraints (7) define a polyhedron
Sn = {τ ∈ Rn | ajτ ≥ bj, j = 1, 2, ..., n}, (8)
where a1 = (1, 0, 0, ..., 0), b1 = δ, an = (0, ..., 0,−1), bn = δ − T and for the rest
aj = (0, .,−1, 1, ..0, 0), bj = δ with the non zero entries of aj at the j and j + 1





The dwell time constraints automatically ensure that the transitions times τi are
monotone increasing, i.e τj−1 < τj for all j = 1, . . . , n+ 1.
For any positive integer n, let
X n = Σn × Sn−1.
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So the mode schedule ξ ∈ X n is the tuple ξ = (σ, τ). The optimization space, which





This optimization space is finite dimensional and is a subset of the infinite dimensional
optimization space that would result if no dwell time constraints were considered.
Dwell Time Problem
Let L : Rn → R be a cost function defined on the state trajectory x(t), and




L(x(t))dt+ φ(x(tf )). (10)





subject to the dynamical constraints (6) and initial condition constraints . To ensure
that a unique bounded solution exists for the differential equation, we make the
following mild assumptions which are fairly standard in switched optimal control
problems [25], [10].
Assumptions:
(i) The modal functions f ∈ Φ and cost function L are continuously differentiable.
(ii) There exists a constant C > 0 such that for every x ∈ Rn and every f ∈ Φ we
have ||f(x)|| ≤ C(||x||+ 1).
3.2 Topology and Local Minima
In this section, we begin with an explanation of why we define the minima for the
dwell time problem using optimality functions and why defining local minima for
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such problems is not useful. The definition of local minima for the optimization
space requires the concept of neighborhood which in turn depends on the topology
defined on the space. While many topologies can be defined for the same optimization
space, the choice of topology should be such that it resonates well with the underlying
problem. Before we proceed with understanding the structure of optimization space,
we state what is meant by a neighborhood in a given topological space.
Definition 1 Given a topological space (X,T ), a subset Nx of X is a neighborhood
of a point x ∈ X if Nx contains an open set U ⊂ T containing the point x.
We give a couple of examples that will prove useful in the discussion below. Let
X = {a, b, c}. For the trivial topology T = {∅, {a, b, c}}, the points in the search
space cannot be distinguished by topological means and either all or no points are
neighbors toe each other. For the topology T = {∅, {a}, {a, b}, {a, b, c}}, the points a
and b are neighbors.
To motivate what is to follow about the topology on our spaces, we consider few
scenarios concerning the open neighborhoods and local minima. Suppose we have a
continuous function f : R → R and we want to find the point where the function is
locally minimum. Then the decision variable in this case is continuous in the sense
it takes values in R and we call a point x0 ∈ R as its local minimum point if we can
find an ε > 0 ball such that f(x0) ≤ f(x) for all x in this ball. The ε ball defines a
neighborhood of point x0 in this case. Suppose now the decision variable is discrete,
for example, the set of integers and let say f : Z → R. The ε ball definition of local
minima does not make sense in this case since for 0 < ε < 1 the ball will contain only
the point itself thereby making every point as a local minima. A more reasonable
way of declaring a point n as a local minima would be if f(n) is less than f(n − 1)
and f(n+ 1). The points {n− 1, n+ 1} constitute the neighborhood of point n. The
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Figure 4: Local minima for continuous functions and discrete functions. The usual
topology of Rn works for continuous functions but needs extension for discrete case.
In case of the transition time space, the cost functional J is a continuous function
of the decision variable τ ∈ Rn. Hence the choice for topology is the usual topology
of Rn obtained by the cartesian product of open intervals in R. However the mode
sequence space is a discrete space and one would think that a reasonable definition
of local minima for function defined on this space would be some natural extension
of the local minima defined above for a discrete space. The problem is that while in
the case of integers for example, it was easy to see that the points n − 1 and n + 1
are the neighbors of point n, we don’t have such an obvious extension in the case
of mode sequence space. To address this problem, one would like to define a metric
on the space which can tell us which points are closer to a point than others. The
questions is does such a metric exists and is it useful. We first look at this question
without dwell time constraints and then in the presence of dwell time constraints.
In [36], a metric is defined on the mode sequence space in a form inspired by the
notion of Hamming distance between vectors and a metric on transition time space is
defined using `1 norm. The external input considered in [36] is ignored here without
affecting our discussion. For the optimization space X , which is a product space of
mode sequence space Σ and transition time space S, the metric is defined as the sum
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of the metrics on the transition time space and mode sequence space as
d(ξx, ξy) = {σx 6= σy}~1 + ||τx − τy||1, (12)
and the algorithm convergence is proved using the property of sequential continuity in
metric spaces. The topology generated by this metric is such that the ε neighborhood
of a point ξ0 will contain only points of transition time space and no points from the
mode sequence space.
In [78], the mode schedules are represented using switching functions v(t) corre-
sponding to mode schedules ξ and the topology is induced on the optimization space
V using the L1 norm
d(vx, vy) = ||vx − vy||L1 . (13)
In the topology generated by this metric, the ε neighborhood of a point ξ0 contains
points of mode schedule space as well as transition time space when considered in
the mode schedule representation form. When two switching functions are closed to
each other in the L1 norm, the corresponding state and costate trajectories are close
to each other in the L∞ norm. The cost function J is thus a continuous function of












Figure 5: Modifying the switching signal by inserting a new mode for duration of
epsilon. The corresponding trajectories are close in L∞ norm whenever the switching
functions are close to each other in L1 norm.
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The scenario changes when dwell time constraints are imposed on the optimization
space. The ε neighborhoods generated by the metric in [78] or [36] under dwell time
constraints do not contain mode sequence points but just transition space points. If
we use Hamming metric on mode sequence space and use open balls of radius 2 using
metric in (12) to define neighborhoods that contain mode sequence points, we still run
into problems. To see the neighborhoods generated as a result of this metric, consider
the case where N = {1, 2, 3} and N = 2 due to dwell time constraints. Then the
smallest non-trivial neighborhood of mode sequence point (1, 2) include the sequence
points (1, 3) and (3, 2) both of which are distance 1 apart from the point under
consideration. The point (1, 2) will be then locally optimal w.r.t. cost functional J
if the cost associated with this mode sequence is less than its two neighboring points
which constitute its neighborhood. The sequence point (3, 2) is distance 2 apart from
point (1, 2) in the metric.
While the definitions are consistent, this does not resonate well with the problem
we are trying to solve. To see this, even for fixed switching times, the state trajectory
x(t) resulting from mode sequence (3, 2) might be closer to the optimal state trajectory
resulting from (1, 2) than the mode sequences (1, 3) and (3, 2) in Lp norm which were
in its neighborhood and thus does not appeal to our intuitive understanding of the
local minima for the actual problem. The same problem results when we consider the
metric (13) that uses switching functions.
The problem primarily lies not in the metric used in [36] or (13) in the sense that
any other meaningful metric defined on this space would result in similar difficulties.
The problem lies in the inherent lack of structure in the optimization space due
to dwell time constraints. There exists no meaningful similarities between different
elements of the optimization space. Using metric in problems such as this which lacks
meaningful similarities between different decision alternatives is problematic since it
creates similarities where no similarities exist. In such cases the feasible topology is
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the trivial topology which that all points are neighbors to any point [63].
To summarize the main point of our discussion, while a useful notion of local
minima exists for the hybrid optimal control problems in the absence of dwell time
constraints using the topology induced by L1 norm on the switching function space,
we cannot have a similar notion when dwell time constraints are present. Instead of
defining a joint topology on the transition time space and mode sequence space for
defining local minima, we then say a point ξ0 = (σ0, τ0) ∈ X is a local minimum if τ0
is a local minimum in the topology induced by Rn and σ0 is a local minimum in the
topology induced by the hamming metric on the mode sequence space.
3.3 Optimality Functions and Optimality Conditions
To define the minima for our dwell time problem, we resort to the use of optimality
functions which are semicontinuous functions of the form θ : X → R−. Points in X
that satisfy the optimality condition θX(x) = 0 are referred to as stationary points
and constitute the optimal solutions for our dwell time problem. The magnitude of
optimality function |θX(·)| can be seen as a measure by which point ξ ∈ X fails to
satisfy the optimality condition. Next we propose the optimality function for the
dwell time problem.
The optimality functions used in [10], [36] and [76] rely on insertion gradient which
tests the sensitivity of cost due to each mode over an arbitrarily small interval. Due
to the presence of dwell time constraints, such calculus based gradient insertion at a
point does not work for us. We propose an optimality function on the cost differential
resulting from a feasible mode insertion for duration of minimum dwell time.
Definition 2 A mode insertion is feasible if the resulting mode sequence does not
violate the dwell time constraints.
Let U ⊂ [0, T ] be set of all points where the mode insertion is feasible. At given
iteration k, let σ0 be time optimized mode sequence to which we want to insert a new
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mode. Let Jk0 be the cost associated with this mode sequence. Let J(t, fj) denote
the cost associated with mode sequence obtained by replacing the mode at time t ∈ U
by mode fj for δ seconds. Define
J∆(t, fj) = J(t, fj)− Jk0. (14)
We then define our optimality function as
θX = min {J∆(t, f) | f ∈ Φ, t ∈ U}. (15)
Now θX ≤ 0 since we can always insert the same mode. The condition θX = 0 is then
the necessary condition for optimality which we refer to as the optimality condition.
We define the optimal solution for the dwell time problem as follows
Definition 3 A point ξ0 = (σ0, τ0) ∈ X is optimal solution for the dwell time problem
(11) if τ0 is Karush Kuhn Tucker (KKT) point for the timing optimization problem
and θX (ξ0) = 0.
Computing analytical solutions to optimal control problem is hard and thus one
needs to devise a strategy for computing them. Next, we first present a conceptual
algorithm for computing the optimal solutions and then next present an efficient
method for arriving at the same results in the next chapter.
3.4 Algorithm - Conceptual
In this section we present a conceptual algorithm that employs a basic two step
strategy similar to the one used in [10] and [36]. At the higher level, the mode
sequence is optimized by inserting a single mode for δ seconds and at the lower level,
for a fixed mode sequence, the switching times between different modes are optimized
subject to the dwell time constraints.
• Perform Switch Time Optimization.
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• Perform Mode Sequence Optimization.
• Check for Optimality Conditions.
We begin with the switch time optimization problem first.
3.4.1 Switch Time Optimization
For a fixed mode sequence σ0 of length n + 1, the cost functional in (137) is only




subject to 6 and initial condition constraints. In [26], the derivative of the cost with


















If ∇J(τ) denotes the gradient of the cost J with respect to the switching time vector
τ , the timing optimization problem is then solved using steepest descent algorithm
with Armijo step size by stepping in direction opposite to gradient.
For sets that are convex and compact, we can find the feasible descent direction
by taking the projection of vector found using steepest descent algorithm onto the
constraint set, which in general requires solving a quadratic optimization problem.
When the constraint set has the structure of polyhedron, the direction finding problem
can be greatly simplified using manifold suboptimization methods based on [62] which
are a type of gradient projection methods. In this method, instead of projection onto
the entire constraint set, the gradient is projected on a linear manifold of active
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constraints which makes computation of the projection quite easy [13]. Since our
constraint set Sn has the structure of a polyhedron, we use this method to solve the
timing optimization problem.
Let I(τk) denote the index set corresponding to active constraints at feasible point
τk, i.e.
I(τk) = {j | ajτk = bj, j = 1, 2, .., r}
and we assume without loss of generality that vectors {aj, j ∈ I(τk)} are linearly
independent at every τk. The feasible descent direction is obtained from the subspace
M(τk) = {d | ajhk = bj, j ∈ A(τ)}.
This is the subspace which is parallel to the manifold of active constraints. The pro-








The unique optimal solution of this problem can be easily computed from Karush
Kuhn Tucker (KKT) conditions to be
hk = −PM∇J(τk), (19)
where






is the projection matrix and Lk is the matrix that has as rows the vectors aj, j ∈ I(τk).







If no constraint is active, then we have PM = I from (20) and the feasible descent
direction is hk = −∇J(τk) from (78), the usual steepest descent direction.
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To ensure that the algorithm converges, the step size in the descent direction hk
is obtained by using Armijo step size rule [9] over the set
Λ = {λ > 0 | a′j(τk + λhk) ≥ bj, j /∈ I(τk)}.






such that ajhk < 0, otherwise there is no upper limit due to the j
th inactive constraint
on λ. In case there is no upper limit on λ, we set λmax = λ̄ for some fixed λ̄. So we
have λk = ckλmax where ck ∈ (0, 1]. Let h′k = λkhk be the scaled descent direction
then the next iteration can be written as
τk+1 = τk + ckh
′
k. (23)
Let α ∈ (0, 1], β ∈ (0, 1) and let m be the smallest positive integer for which
J(τ + βmh′k)− J(τk) ≤ βmα 〈∇J(τk), h′k〉. (24)
Then ck = β
m is our step size to be used for updating τk+1 via (82).
When hk = 0, the algorithm can be terminated if all components of µk are non-
negative, indicating that the Kuhn Tucker conditions are satisfied. If some compo-
nents of µk are negative, it is possible to make progress by removing from active
constraint associated with it. In general, the constraint associated with the most
negative constraint is removed and the descent direction hk is computed again. If
hk 6= 0, we can proceed as usual to compute the step size and update τk. If hk = 0
and there are still negative components of µk, we keep on dropping the corresponding
active constraints until all components of µk become non-negative. The switch time
optimization algorithm can be summarized as follows.
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Figure 6: Manifold Suboptimization. The descent direction is taken from the set
of active constraints. The gradient is projected onto the set of active constraints.
The constraint is dropped if the corresponding Lagrange multiplier is negative at a
sub-optimal point.
Algorithm - STO
Given a fixed mode sequence σ0 and a vector τk containing the switching times be-
tween different modes, identify the set of active constraints I(τk), choose λ̄, set k = 0
and do the following.
1. Form matrix Lk corresponding to active constraints and compute the projection
matrix PM using (20).
2. Compute the cost gradient ∇J(τk) via (93) and the descent direction hk using
(78).
3. If hk = 0, compute vector µk using (80). If all entries of µk are non-negative
stop. If not, eliminate the active constraint associated with the most negative
µk and go to step 1.
4. Compute the maximum step size λ using (22) and step size ck using Armijo
Rule via (83).
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5. Update the τ using (82) and the set of active constraints I(τk). Set k = k + 1
and go to step 1.
The Armijo step size ensures that the switch time optimization algorithm STO
has the property of sufficient descent, which will be explained in the next section, and
hence the algorithm converges to stationary points of the optimal control problem.
We next demonstrate the application of our algorithm by considering its application
to an example problem.
3.4.1.1 Example
We consider the linear system in [26] that can switch between two modes and which
we will consider throughout this thesis for example purposes and we will refer to as
















Suppose the dwell time constraint associated with both modes having a minimum
dwell time of δ = 0.2s. We consider the sequence σ0 = {1, 2, 1, 2, 1} . We start with
a feasible τ and solve the problem over the horizon tf = 2 seconds. The Armijo
parameters are set to α = 0.01 and β = 0.5 and the differential equations are solved
using a step size of dt = 0.0001 s. The results are shown in Fig. 7 - 11 and we next
briefly explain them.
Fig. 7 shows the cost vs. iterations plot. The algorithm converges in about 131
iterations and the cost reduces from the initial value of 10.81 to the final value of
2.60. The sudden decrease in cost at some stages occurs as some of the constraints
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are dropped during the optimization process corresponding to negative Lagrange mul-
tipliers. The staircase appearance indicates rapid convergence at each manifold sub-
optimization step, thanks to Armijo step size rule. Fig. 8 shows the behavior of the
cost from iteration 15 onwards, to highlight the submanifold optimization occurring
during the switch time optimization process














Figure 7: Plot of cost vs. iterations. Every time a constraint is dropped, there is a
rapid decrease in cost. The process repeats till convergence is achieved.
The optimal switching times between different modes subject to the above men-
tioned constraints are shown in Fig. 9. The switching times, which were initialized to
τ = (0, 0.2, 0.5, 0.9, 1.1, 2)>, are optimized to τopt = (0, 0.67, 1.06, 1.34, 1.77, 2)
>.
Fig. 9 shows the transitions between the two modes at the end of optimization.
Fig. 10 shows the evolution o optimal state trajectory with time. Fig. 11 shows
the insertion gradients at the end of switch time optimization. As expected, the
insertion gradients at the optimal switching times for the inactive constraints are
zero.
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Figure 8: Tail of the cost in the above figure showing the behavior after iteration 15
and showing the same sudden decrease in cost as the constraints are dropped during
the manifold suboptimization process.
3.4.2 Mode Sequence Optimization - Conceptual
There is one more issue that needs to be addressed to start feasible. Since the mode
inserted has to exist at least for δ seconds, we cannot come very close to the existing
switching times, otherwise there dwell time constraint will be violated. In other
words, there is a U ⊂ [0, T ] where the mode insertion is feasible. This problem is
addressed by searching in the areas at and between switching intervals shown bold in
the Fig. 12, assuming that the difference τk+1 − τk ≥ 3δ. In this case, we check for
insertion at points Pk+1 = {τk, τk+1 − δ} and the interval Ik+1 = [τk + δ, τk+1 − 2δ].
For the case where 2δ ≤ τk+1 − τk < 3δ, the only points to be checked for insertion
are Pk+1 = {τk, τk+1 − δ}. If δ < τk+1 − τk < 2δ, we do not insert any mode. If
τk+1 − τk = δ, then Pk+1 = {τk} is the only point to be checked for insertion. For















Figure 9: Optimal transition times between the two modes after performing switch
time optimization subject to dwell time constraints.
At given iteration k, consider the cost differential (14) associated with time opti-
mized mode sequence σ0 to which we want to insert a new mode.
J∆(t, fj) = J(t, fj)− Jk0. (25)
The mode to be inserted and its location is given by argmin of the optimality function
θX defined in (15) and can be determined as follows. For every k ∈ N compute





k, fk) = J(t
∗
k, fk)− Jk0. (27)
Then the insertion point and the mode to be inserted are given by





so long as J∆(t
∗
k, fk) < 0.
Solving (26) to find the optimal insertion point for every mode is computationally
expensive since it seeks minimum over the entire set U ⊂ [0, T ]. As opposed to the
optimal insertion point in [26] which utilizes the one time computed state and costate
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Figure 10: Plot shows the evolution of state trajectory as a function of time. The
transitions correspond to the switching between different modes.
trajectory, this requires solving the state and costate trajectory for each point to be
checked for insertion and we will address this problem in the next chapter.
At each iteration, we identify the point of insertion t∗ and the mode to be inserted
f ∗ via (26) - (28). After this we use the projected gradient algorithm to optimize the
switching times subject to the dwell time constraints. The process is repeated until
no reduction in cost can be achieved by inserting a new mode. Thus θX = 0 is the
optimality condition and the corresponding mode sequence σ∗ is the optimal solution
for the mode sequencing problem and τ ∗ is the solution for switch time optimization
problem. Taken together ξ∗ = (σ∗, τ ∗) is the optimal solution for the dwell time
problem. We summarize the algorithm below.
Dwell Time Algorithm - I
Given A mode sequence σ having n modes and vector τ satisfying the dwell time
constraints and time optimized, repeat the following three steps:
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Figure 11: Insertion gradients for the two modes. When no constraints are active,
the insertion gradients are zero at the transition points.
Figure 12: Scanning area for mode insertion. The interval I and the points marked
as circles form region of feasible mode insertion.
1. Compute the optimality function θX as defined in (15).
2. If θX = 0 then stop. Otherwise insert mode f
∗ in the interval [t∗, t∗ + δ], by
appending two new switching instants to vector τ at times t∗ and t∗ + δ. We
get new mode sequence σ and switching time vector τ .
3. For new σ, solve for optimal τ using gradient projection algorithm.
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3.4.3 Convergence
To prove the convergence of our algorithm, we follow the approach used in [57] that
relies on the property of sufficient descent. Let {ξj} be the sequence of points com-
puted by the algorithm, then the property of sufficient descent for an algorithm as
defined as follows.
Definition 4 An algorithm a : X → X has the property of sufficient descent with
respect to an optimality function θ if for every δ′ > 0, there exists η > 0 such that
when θ(ξj) < −δ′ then
J(ξj+1)− J(ξj) < −η. (29)
Since J(ξ) ≥ 0 for all ξ ∈ X , the algorithm having the property of sufficient descent
converges i.e for every infinite sequence {ξj} computed by algorithm, limj→∞ θ(ξj) =
0. Otherwise limj→∞ J(ξj) = −∞ which contradicts the fact that J is bounded from
below. The convergence is obvious if {ξj} is a finite sequence.
Lemma 1 The dwell time algorithm has the property of sufficient descent.
Proof 1 Consider our optimality function (15). Since θX (ξj) = J(ξj+1)− J(ξj) and
θX (ξj) < −δ′ with δ′ > 0 at all non-stationary points, we have J(ξj+1)− J(ξj) < −η
with η = δ′. Hence proved.
Again, since our optimization space is finite dimensional, we do not run into problems
associated with infinite dimensional parameter spaces [10] to prove the sufficient de-
scent property of our algorithm. We now state the main theorem about algorithm’s
convergence.
Theorem 1 The dwell time algorithm converges to stationary points of the optimality
function θX .
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Proof 2 The proof follows immediately from the property of sufficient descent proved




We consider the same two switched system with quadratic cost example as before.
The switched system is initialized to x0 = (1, 0)
′ and optimized over time interval
[0, 2]. The Armijo parameters are set to α = 0.5 and β = 0.5. The time step for
simulation was set to dt = 1e−3 s. For intervals in the set U ⊂ [0, T ] for feasible
mode insertion, the time step used was ds = 1e−3 s. The mode sequence is initialized
to σ0 = {f1} for which the cost is J = 40.75. The algorithm is terminated when
|θX (·)| falls below ε = 0.1e−3. The simulation is performed for dwell time constraint
of δ = 0.01s for both modes and results are shown in Fig. 13-16. To emphasize the
variation of cost with each iteration, the initial cost J = 40.75 which is relatively
large is not shown in Fig. 13 and the graph starts with iteration 1. It takes about 7
iterations before the optimality conditions are met and the final cost is J = 2.40.
The cost differentials resulting from the sweeps of both modes at the optimal
solution are shown in Fig. 14, indicating that introducing either of the modes in
the feasible region would not result in any decrease in cost and hence the optimality
conditions are satisfied. The optimal switching function is shown in Fig. 15 while the
evolution of state trajectory with time is shown in Fig. 16. For the case δ = 0.1 s, it
takes about 3 iterations before the optimality conditions are satisfied. The final cost
J = 2.60 is relatively higher than with smaller dwell time constraints as expected.
Also due to the presence of larger dwell time constraints in the second case, some
of the modes that appear in the optimal mode schedule of Fig. 15 do not appear in
optimal mode schedule associated with δ = 0.1 s.
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Figure 13: Plot of cost vs. iterations. The initial cost due to its large value is not
shown to highlight the variation in cost.





















Figure 14: The change in cost due to insertion of both modes. At the optimal
solution, both the trajectories are positive, indicating inserting a new mode anywhere
will result in an increase in cost. The mode is inserted only in feasible insertion regions
for duration of dwell times.
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Figure 15: Optimal Switching function. The mode 1 exists initially for larger dura-
tion to bring down the component of state x1 having large value.














Figure 16: Optimal state trajectory as a function of time. The abrupt transitions
correspond to the switching between different modes.
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The above procedure for computing the optimal schedule is kind of brute force
manner for updating the mode sequence, searching at every point and a more efficient
way of updating the mode sequence is thus desired to make our dwell time algorithm
implementable and hence practically useful for solving complex problems and this is
the topic of the next chapter.
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CHAPTER IV
COMPUTING THE OPTIMAL SOLUTION FOR THE
DWELL TIME PROBLEM
In the previous chapter, we presented a conceptual algorithm to compute the opti-
mal control that employed a two step strategy by splitting the problem into timing
optimization problem and mode sequence optimization subproblems. At the lower
level, the algorithm optimizes the switch time optimization and at the higher level,
the algorithm optimizes the mode sequence by inserting a mode for the duration of
dwell time that results in a maximum decrease in the cost. While the switch time
optimization part was solved using an effective gradient projection method, the mode
sequence optimization was solved in a brute force fashion to find the location of the
optimal mode insertion. This involves the computation of state and costate trajectory
at every time step, which makes it impractical even for slightly complicated problems.
For the dwell time algorithm presented in the previous chapter to be of any practical
significance, and given that we can already handle the switch time optimization under
dwell time constraints as detailed in the previous chapter, we need an efficient way
for updating the mode sequence, and this will be the main focus of this chapter.
The main problem with the mode sequence optimization in [5] stems from the
fact that the new mode has to exist at least for the duration of mode’s dwell time
and this makes the direct application of methods from variational calculus or needle
variations such as the ones used in [10, 25, 78] inadequate for updating the mode
sequence. In these methods, the mode insertion gradient, which in essence is the
change in cost due to to insertion of a mode to the existing sequence at a point for
arbitrarily small time, is computed for each mode at every point in time for updating
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the mode sequence. Since the insertion is done at a point, the state and costate
trajectory remains the same due to the integral effect and thus the computation of
mode insertion gradient requires the pre-computed state and costate trajectory from
the switch time optimization, which allows for fast computation and is a mainstay for
the success of these methods. A technique, that makes use of the insertion gradient
for the dwell time problem is thus highly desirable from the computational standpoint
and arriving at one is one of the main focus of this chapter.
In [77], the authors attempted to solve this issue by utilizing the information of
mode insertion gradient by integrating it over the duration of mode’s dwell time for
computing the change in cost. This can however only work for very small dwell times
since when the mode is not inserted at a point but over a duration, the state and
costate trajectories, from which the mode insertion gradient is computed changes
and hence utilizing the insertion gradient based on pre-computed state and costate
trajectories is no longer valid.
In this chapter, we dig deep into developing an understanding of the mode inser-
tion gradient, in particular from the geometric viewpoint and from there move onto
presenting a computational technique based on mode insertion gradients for updat-
ing the mode sequences and hence solving the mode scheduling problem for switched
dynamical systems under dwell time constraints. We present the proof for the conver-
gence of our algorithm in the framework of our proposed optimality function for the
dwell time problem in the previous chapter. Next we consider the application of our
method to optimal control problems for linear and nonlinear switched systems and
compare the results with those from the brute force method in the previous chapter.
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4.1 Geometric Properties of Mode Insertion Gradient
In this section, we explore the geometric properties of mode insertion gradient and
make connections with existing results in optimal control to enable a deep understand-
ing of this important quantity in the optimal control of hybrid dynamical systems.
The analytical expression for mode insertion gradient due to the insertion of mode at
any time τ ∈ [0 , tf ] was derived in [25, 26] using calculus of variations by inserting a
mode to the existing sequence at time τ for duration of time that in the limit goes
to zero. The insertion gradient due to insertion of mode fa to the existing mode




> (fa(x(τ))− fσ(τ)(x(τ))) (30)
where x(t) and p(t) are the state and costate trajectories associated with the existing
mode sequence σ. From the theory of optimal control [17], we know that the gradient




where p(t) is the costate solution given by the solution of adjoint equation. This
easily extends to the case, where the initial condition is not the point at time t0 but
any point along the state trajectory at some time τ in the interval [t0, tf ]. This is
because the trajectory, and hence the cost, in the interval [t0, τ) remains unchanged
due to this perturbation. The above expression for the gradient w.r.t perturbation in




where xτ = x(τ) is the state value being perturbed, and p(τ) is the costate value at
time τ . Since the the gradient points in the direction of increase in cost, this equation
tell us that if the initial condition x(t0) is perturbed in the direction of the costate
47
at t0, i.e. p(t0), the cost will decrease and vice versa. Thus if the perturbation in the
state x(τ) due to the insertion of mode fa at any time τ is in a direction opposite to
the vector −p(τ), the cost should decrease and vice versa. So how does the state x(τ)
change due to the insertion of mode at single point τ? If fσ(τ) denotes the current
mode at time τ and fa is the mode to be inserted, then it is an elementary exercise
to show that the variation in x(τ) at time τ due to this insertion is give by
dxτ
dτ
= fa(x(τ))− fσ(τ)(x(τ)) (33)


















which is the same as equation (35) except for the negative sign to signify the descent
direction and thus we have arrived at the same equation derived in [25,26]. Thus the




in the equation (35) encodes
information about the change in initial condition and we can look at the insertion








Whenever, the vectors f∆(x(τ)) points in a direction belong to the opposite half of
the normal drawn to the vector p(τ) at the point x(τ), the inner product and hence
the insertion gradient is negative indicating a decrease in cost due to insertion of
mode fa and vice versa.
Fig. 17 - 19 demonstrate the above key observations via the example of Two
Switched System introduced in the previous chapter. Fig. 17 shows the values of
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Figure 17: Mode Insertion Gradient for the two mode switched system for the case
when mode 1 is the active mode. The points where the insertion gradient is negative
indicates the region where the insertion of mode 2 for small duration can result in a
decrease in cost.
insertion gradients computed from equation (30) for the case when only mode 1 is
active. The regions, where the insertion gradient is negative are the set of points where
the insertion due to mode 2 an any of these points will result in a decrease in cost.
Fig. 18 shows the geometric picture where we have plotted the state trajectory x(t)
in the plane and the vectors p(t) and f∆(x(t)) = f2(x(t))− f1(x(t)) at the respective
points x(t) corresponding to different values of t. The state trajectory and costate
trajectory correspond to the active mode 1. Whenever the relative angles between the
two vectors at the respective points along the state trajectory is between (900, 2700),
as shown in the polar plot Fig. 19, the corresponding insertion gradient in Fig. 17 is
negative and vice versa.
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Figure 18: Figure shows the state trajectory x in the plane x1−x2 and the vectors p
and f∆ at every point along the state trajectory. At points, where the relative angle
between the vectors is between (900, 2790) are the points where the insertion gradient
is negative in Fig. 17.
Figure 19: Figure shows the relative angles between the costate vectors p and f∆
at each point along the state trajectory in Fig. 18. The radial length shows the
magnitude of the inner produce and hence the insertion gradient, and the angle
signify the angle difference between the two vectors.
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4.2 Mode Insertion Gradient: Connections with Maximum
Principle
While the above description gives us a look into geometric description, is there any
relationship between the Maximum Principle and the mode insertion gradient? This
is the question what we consider next. Let Hv(t) denotes the hamiltonian associate
with the current mode schedule and Ha(t) be the hamiltonian associated with the
mode that we are checking for insertion. Then
Hv(t) = p(t)
>fv(t)(x(t)) + L(x(t)) (37)
Ha(t) = p(t)
>fa(t)(x(t)) + L(x(t)) (38)




> (fa(t)(x(t))− fv(t)(x(t))) (39)














is the optimality function that is being utilized in [10, 25] and others to characterize
the optimality condition. The argument (t∗, a∗(t∗)) is used for updating the mode
sequence at each iteration. This function takes on only negative values and this being
0 is the optimality condition, which coincides with the maximum principle, since we
have then the optimality condition
H(x, p, v∗(t), t) ≤ H(x, p, v(t), t) (43)
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for all the switching signals v(t) in the optimization space V along the optimal trajec-
tories. Notice here that v(t) is our control variable that selects one of the Q modes,
which in the absence of continuous external input is the function of state variable.
In other words, we could just push the subscript inside the vector field, denote it by
u and we get the usual maximum principle. The above representation is very useful
since it immediately allows us to extend this optimality function to the case when
both the continuous and switching controls are present.
For the case of controlled switched systems, where the subsystem dynamics depend
on the continuous external input u as well as the switching signal v(t), the control










, x(0) = x0 (44)




L(x(t), w(t)) dt+ φ(x(tf )) (45)
subject to the dynamical and initial condition constraints (44) and where u belongs to
some bounded set. If we denote the Hamiltonians associated with the current control
by Hw and the one associated with the insertion of mode a and continuous control z
by Hζ where ζ(t) = (a(t), z(t)), then
Hw(t) = p(t)
>fv(t)(x(t), u(t)) + Lv(t)(x(t), u(t)) (46)
Hζ(t) = p(t)
>fa(t)(x(t), z(t)) + La(t)(x(t), z(t)) (47)
If we take the difference of the above two Hamiltonians, we again get mode insertion
































gives the mode to be inserted and the point of insertion. References [36, 37] gives
rigorous proofs for the derivation of the optimality function and a numerical scheme
for computing the optimal controls with constraints on the state trajectory. We see
here, however, how using our Hamiltonian formalism for the mode insertion gradient
results in the easy extension of the results for autonomous systems to controlled
switched optimal control problems.
For the case when the continuous external input is absent, notice that the mini-
mizer fa∗(t), gives the point wise minimizer of the Hamiltonian at any given iteration,
while the optimality function (42) just inserts the mode f ∗a at a single point t
∗ and
the new mode sequence is subsequently optimized by performing switch time opti-
mization which makes the algorithm quite inefficient. In [76–78], the authors devised
a powerful method that can utilize the information on fa∗(t) to update the mode se-
quence over a measurable set of points, thereby eliminating the need for switch time
optimization. The set of points over which fσ(t) is replaced by fa∗(t) is chosen such
that, using our notation of Hamiltonians, has the property that
S = {t ∈ [t0, tf ] | Ha
∗(t)
∆ ≤ −η}, (52)
with the modes being inserted given by fa∗(S). The algorithm convergence was then
proved using the property of uniform sufficient descent [76–78], using the optimality
conditions defined in terms of the optimality function defined via equation (42).
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With continuous controls, one can update the control by using
unext(t) = u(t) + λ(u
∗(t)− u(t))
= (1− λ)u+ λu∗ (53)
where λ ∈ [0, λmax] is a constant chosen according to some rule, like Armijo Rule [9]
and u∗ being the minimizer of Hamiltonian. With the discrete set of controls such as
our switching control v(t), we can write by extension
fvnext(t) = fv(t) + λ(t)(fv∗(t) − fv(t))
= (1− λ(t))fv(t) + λ(t)fv∗(t) (54)
with λ ∈ {0, 1}, effectively implying, either insert the mode when λ = 1, so that the
above equation becomes fvnext(t) = fv∗(t), or keep the existing mode when λ = 0, in
which case the above equation becomes fvnext(t) = fv(t), and this choice of λ needs
to be made for each t. This problem stems from the discrete nature of the problem,
where the control can take only fixed values. In the particular case where only one
mode is inserted at a single point such as in [10, 25] etc, the condition on λ is that
λ(t) = 0 for all t ∈ {[t0, tf ] − t∗} and λ(t∗) = 1. The discussion holds however true
when the continuous control input u is also present
Looking at equations (53) and (54), one can see that the next control is a convex
combination of the current control and the minimizer of the Hamiltonian, if λ is
allowed to take values in the interval [0, 1]. Methods based on this convex relaxation
has been used to take advantage of the entire fv∗ , which is the point-wise minimizer of
the Hamiltonian at the current iteration, and single step size λ in the descent direction
computed using some step size method as Armijo rule have been used in [12, 38] for
approximating solutions to the switched optimal control for autonomous as well as
non-autonomous switched affine systems with convex costs.
All of the above is possible since we are inserting the mode at a point in the
limit, and the state and costate trajectories being computed from the integration of
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differential equations remain unaltered due to this needle insertion. Optimization
algorithms based on mode insertion gradient take advantage of this underlying fact,
since the state and costate trajectories do not need repetitive computation for finding
the optimal mode insertion in order to update the mode sequence. The fundamental
problem with optimizing mode sequence for the dwell time problem arises fundamen-
tally because of this problem since the mode has to be inserted for some duration
rather than a point [5] and is the reason why algorithms that employ directly the pre-
computed mode insertion gradient as in [77] are bound to fail in general for arbitrarily
small dwell times.
In chapter 3, we presented how to deal with the switch time optimization part
of the dwell time problem effectively and presented a conceptual algorithm for mode
sequence optimization part. In the next section, we present an effective method based
on mode insertion gradients for solving the second part of the puzzle and thus we will
have an implementable algorithm for the dwell time problem by the end of the section.
We will consider several examples for bot linear and nonlinear systems to demonstrate
the algorithm.
4.3 Mode Sequence Optimization
In this section, we explain how to utilize the information of mode insertion gradient
for updating the mode sequence, while satisfying the dwell time constraints i.e. the
insertion should be feasible. One can insert a new mode at the point in feasible
insertion region corresponding to the minimum insertion gradient as in [10, 25] by
introducing two new switch times ε apart around it and then perform switch time
optimization over the two new switch times introduced ε apart, while holding the
rest of switching times fixed. If the two switch times are at least δ apart at the
end of this optimization, we have the updated mode sequence which can then be
switch time optimized subject to dwell time constraints. However there are two
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problems associated with this procedure. As pointed out in [5], it can happen that
after performing optimization over the two new switching times, are not δ apart, and
one would tend to reject that mode insertion. However, if one inserts the new mode
for the duration of dwell time in the neighborhood of the point corresponding to
minimum insertion gradient, there can still be a decrease in cost, and it is not evident
whether to accept or reject the new mode. Secondly, this approach for new mode
insertion is inefficient in the sense, that the state and costate trajectories need to
be computed repeatedly during the optimization process. Moreover integrating the
insertion gradient as in [77] over any significant dwell time to compute the change in
cost does not help owing to the fact that the state and costate trajectories and hence
the insertion gradient changes as a function over the duration of the dwell time. This
can be seen in Fig. 20 for the ’Two Switched System’ introduced in chapter 3, where
the insertion gradient is plotted corresponding to different dwell times. The 4 different
curves correspond to inserting mode 2 for duration of 0s, 0.001s, 0.01s and 0.1s around
the point corresponding to minimum insertion gradient t = 1.2066s. As can be seen
from the figure, as the duration of insertion of the new mode increases, the insertion
gradient for mode 2 departs significantly from the original insertion gradient in the
regions where mode 1 is active. In some cases, insertions of even small durations
can produce significant changes in the mode insertion gradients. For example adding
mode 1 to the switch time optimized mode insertion gradients in Fig. 21 at t = 0.9s
for duration of dwell time δ = 0.01s results in the new insertion gradients shown
in Fig. 22 that are drastically different from the original ones. In particular note
the lift in the insertion gradient d1 around the point of insertion, becoming positive,
indicating the new insertion might not result in a decrease in cost. Having identified
the issues, we next proceed towards presenting techniques to obviate those problems.
We start off with the following lemma that captures the information in this paragraph
regarding the variation in insertion gradient as a function of duration of dwell time.
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Figure 20: Figure depicts the variation in the insertion gradient due to inserting
mode 2 for the duration of dwell time around feasible insertion point corresponding
to t = 1.2s. The insertion gradient due to mode 1 is not shown to avoid clutter. The
insertion gradient due to mode 2 is zero in the region where mode 2 is inserted for
the duration of dwell time.















Figure 21: Mode insertion gradients of the switch time optimized mode sequence.
As we get close to the optimality, the number of switches increases and the insertion
gradients in magnitude get closer to zero.
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Figure 22: Mode insertion gradients after addition of mode 1 to the switch time
optimized mode sequence at the point corresponding to minimum over all insertion
gradients, t = 0.9s for duration of dwell time δ = 0.01s. Note the large variation
in the curves of insertion gradients due to this small insertion. In particular, the
insertion gradient due to mode 1 is positive, indicating, that insertion even for such
small duration might not be acceptable.
Lemma 2 The mode insertion gradient d is a continuous function of the switching
times τ .





. By assumption, fσ(x) is continuously differentiable with
respect to x and since x and p are continuous function of τ , we have a product of two
continuous functions which is continuous. If the two switch time vectors are close in
l1 norm, the corresponding insertion gradients are close by in the L∞ norm.
The importance of this lemma is that if we start at a negative minima and increase
the duration of insertion of the mode from 0 to the δ and the insertion gradients are
still negative at the two switching times, the insertion is valid since pushing the
switching times away from each other will result in a further decrease in cost which
brings us to our new lemma.
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Suppose a mode b is inserted to an existing mode sequence for the duration of dwell
time δ in the feasible insertion region and centered around the point corresponding to
minimum insertion gradient. Suppose D−b and D
+
b are the values of the new insertion
gradient defined to the left and right of the two new switch times introduced due to
insertion of mode b, respectively. Then
Lemma 3 If D−b < 0 and D
+
b < 0, inserting mode b to the existing sequence results
in lowering the cost
Proof 4 The insertion gradient db is the change in cost due to inserting the mode at
a point. The fact that it is negative to the left and right of mode b means, the two
switch times can be shifted further away from each other resulting in further lowering
of cost. Hence the result
The above lemma is a key to the fast implementation of the mode updating stage
of our algorithm, since if the condition holds, we can immediately insert the new mode
and go to switch time optimization stage. It gives us the power to immediately check
for the validity of a new insertion for updating mode sequence, without requiring to
perform any switch time optimization. One needs to compute the state and costate
trajectories to get the new insertion gradient corresponding to the new mode sequence
only. The insertion gradients D−b and D
+
b need not necessarily be the same and thus
the insertion location need not be the one that gives the maximum decrease in cost.
Instead, we let the switch time optimization of stage A to take care of the optimal
placement of the mode by optimizing the overall switching times subject to dwell
time constraints.
To illustrate the implication of the above lemma, we again consider the ’Two
Switched System example considered previously where mode 1 is active and we want
to check for the insertion of mode 2 using the criterion mentioned in the above lemma.
Fig. 23 shows the insertion gradients for the two modes when only mode 1 is active
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while Fig. 24 depicts the insertion gradients corresponding to the insertion of mode
2 centered at t = 1.2s, the point where the insertion gradient in Fig. 23 is minimum.
As can be seen in Fig. 24, the insertion gradients D−b and D
+
b are both negative,
indicating the feasibility of this insertion for updating the mode sequence. After per-
forming the switch time optimization over the new sequence, the insertion gradients
for the two modes are shown in Fig. 25, indicating the two switch times have indeed
moved away. At the optimal solution, the insertion gradients at the switch times have
become zero, which is the case when no dwell time constraints are active.



















Figure 23: Mode insertion gradients after the sequence before inserting a new mode.
Insertion gradient due to mode 1 is zero since it is active over the entire horizon.
Next we consider the case when we don’t have the situation mentioned above
i.e. either D−b or D
+
b or may be both are non-negative. Introducing the new mode
placed symmetrically about the point corresponding to the minimum over the inser-
tion gradients is not necessarily optimal. For example, as can be seen in the Fig.
26, the mode placement that gives a maximum decrease in cost when inserted for
the duration δ is not symmetrical about the insertion point, corresponding to the
minimum over insertion gradients. In such a case, we start with the new switch times
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Figure 24: Mode insertion gradients after the sequence is modified by insertion of
new mode for duration of minimum dwell time around the time point corresponding
to minimum insertion gradient.



















Figure 25: Mode insertion gradient after performing switch time optimization. The
insertion gradients are zero at the optimal transition points between the two modes.
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as mentioned above and compute the gradients of the cost w.r.t the new insertion
point. Suppose the mode under consideration is fb which is inserted to the existing
sequence for duration of dwell time between t1 and t2 = t1 +δ, then keeping the other
switching times fixed, it is an elementary exercise in calculus of variation to show that
















where x(t) and p(t) are the state and costate equations associated with the modified
mode sequence and the new switch time vector incorporating the two newly intro-
duced switching times. The above gradient expression can be viewed as the average
of the individual cost gradients w.r.t switching times t1 and t2 respectively and at the
point of optimality, where this gradient becomes zero, we have the condition that
db(t1) = db(t2) (56)
where db is the insertion gradient due to mode b. This can be seen in Fig. 27 where
the mode insertion gradient due to mode 1 becomes equal at the two switching times,
corresponding to the optimal positioning of switching function subject to fixed dwell
time of δ = 0.2 sec and using Armijo step size rule in the descent direction given by
(55). Note that the optimal position of the mode is not symmetrical about the line
corresponding to minimum insertion gradient in Fig. 26
So, we descend in the direction of gradient using Armijo step size rule for updating
the two switch times while holding the others fixed till either of the following happens
sequentially
• D−b and D
+
b both become negative, in which case we have found the mode to
be inserted by Lemma 2.
• We reach the optimal solution and check the cost differential (25), which if
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Figure 26: Switching function before (red) and after (blue) optimization. The opti-
mal mode inserted for duration of dwell time δ = 0.2s is not symmetrical about the
point corresponding to minimum insertion gradient.

















Figure 27: Mode insertion gradient after performing switch time optimization subject
to fixed dwell time for mode 2. The insertion gradients are equal at the optimal
transition points.
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negative, allows us to insert the mode, even though the conditions of Lemma 2
are not applied.
• If the above two situations don’t happen, we disregard the mode and repeat
the process with other local minima’s (mode to be inserted, time of insertion)
of the mode insertion gradient.
• If no new mode can be inserted, we have reached the optimal solution, since the
optimality function (15) becomes zero. If a mode insertion is found, the mode
sequence is switch-time optimized subject to dwell time constraints as described
in chapter 3.
The fact that we just need the first instance or inkling of the mode to result in
a decrease in cost to update the mode sequence really speeds up the optimization
process for mode insertion, since we don’t necessarily need to reach the optimal
solution. Moreover, the insertion gradient values need computation only at the new
switching times rather than the entire interval [0, tf ]. We also get rid of the problem,
in regards to making the decision about accepting or rejecting a mode, that was
mentioned earlier, by the above approach. Next we formalize the mode sequence
update procedure mentioned in the preceding lines.
For a switch time optimized mode sequence σ satisfying dwell time constraints,
let U denote the feasible insertion region as shown in Fig. 12 in chapter 3. Let the






where x(t) and p(t) are the state and costates associated with the mode schedule
(σ, τ). Let
[tins, fins] = arg min
{








(Ik,j ∪ Pk,j) (59)
In this representation, the intervals are duplicated, but it helps us in the search for
updating the mode sequence, since we eliminate the set (Ij,k∪Pk,j) to which fj = fins
belongs whenever the insertion is unsuccessful, in the sense that it does not reduce
the cost. The algorithm is terminated when this set becomes an empty set, indicating
that the optimality function θ as defined in (15) has become zero, since no reduction
in cost can be obtained due any mode insertion. So if we let µ(U) then denote the
Lebesgue measure of set U , then we have the equivalent optimality coditions
µ(U) = 0 ⇐⇒ θ = 0 (60)
We assume that each mode insertion gradient takes one minima in any interval
and we start with the smallest. However, it can be easily generalized to the case of
multiple minimas. If it fails, we remove that interval, choose the next small one over
the remaining intervals and repeat the process, till either a mode insertion has been
found, or terminate the algorithm when no mode can result in a lower cost.
There is one more issue however that needs to be addressed before we formally
state the algorithm for mode sequence optimization and that is how to place the
mode for duration of dwell time around the point of insertion tins corresponding to
the minimum over the insertion gradients, since the insertion needs to be feasible. In
other words, the mode inserted should not come close to the existing modes by less
than dwell time and it can happen that the minima happens to be within, or very
close to non-feasible regions, as shown in Fig. 12. We would like to place the new
mode symmetrically centered at tins when dwell times are respected. However, we
have to make a decision, when this is not the case. We choose the two new switching
times according to the following criterion.
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t1 = tins −
δ
2


















t1 = τk+1 − δ and t2 = τk+1 if tins ∈ (τk+1 −
3
2
δ, τk+1 − δ],
t1 = tins and t2 = tins + δ if tins = τk (61)
where the last three scenarios correspond to the cases when the time tins corresponding
to the minima of insertion gradients belong to the infeasible regions. Next, we describe
the Mode Insertion Algorithm.
Algorithm II - Mode Sequence Update
Assuming a switch time optimized mode sequence σ satisfying dwell time con-
straints, compute the mode insertion gradients due to each mode via (57) and do the
following:
1. Compute the next tins and fins via (58) and find the insertion points t1 and t2
via (61).





2 ). If both become negative, stop and insert the mode.
3. Update t1 and t2 only in τ by descending in the gradient direction (55) according
to Armijo rule and compute Dfins(t
−
1 ) and Dfins(t
+
2 ). If at any iiteration, both
become negative, stop and insert the mode. Otherwise at the optimal point,
compute J∆ via (25). If J∆ < 0, insert the mode and stop. Otherwise, make the
interval Ik,j ∪ Pk,j to which the minima t, fins belong an empty set and update
the search region U in (59) for computing the next minimum.
4. If U is an empty, then set θ = 0 to terminate the algorithm. Otherwise go to
step 1.
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With both the switch time optimization and mode sequence optimization imple-
mentations available, we can now state our dwell time algorithm.
Dwell Time Algorithm - II
Given a mode sequence σ having n modes and vector τ satisfying the dwell time
constraints and time optimized, identify the feasible region U as defined in (59) and
do the following
1. If the Lebesgue measure of the set U i.e. µ(U) = 0 then Stop.
2. Insert mode f ∗ in the interval [t, t+ δ] where the pair (t∗, f ∗) is obtained from
the mode sequence optimization i.e. Algorithm II where the update of U also
occurs. We get new mode sequence σ and switching time vector τ .
3. For the new mode sequence σ, solve the switch time optimization problem using
gradient projection algorithm to get optimal τ and go to step 1.
4.4 Convergence
In chapter 3, we introduced the notion of sufficient descent in the context of proving
algorithm convergence for the conceptual dwell time problem. Since J(ξ) ≥ 0 for
all ξ ∈ X , the algorithm having the property of sufficient descent converges i.e for
every infinite sequence {ξj} computed by algorithm, limj→∞ θ(ξj) = 0. Otherwise
limj→∞ J(ξj) = −∞ which contradicts the fact that J is bounded from below. The
convergence is obvious if {ξj} is a finite sequence.
Lemma 4 The dwell time algorithm-II has the property of sufficient descent.
Proof 5 Consider our optimality functions (15) and (60). Since θX (ξj) = J(ξj+1)−
J(ξj) and θX (ξj) < −δ′ with δ′ > 0 at all non-stationary points, we have J(ξj+1) −
J(ξj) < −η with 0 < η = δ′. Otherwise µ(U) = 0 and by equivalence (60), θ = 0,
indicating we are at the optimal solution, a contradiction. Hence proved.
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Again, since our optimization space is finite dimensional, we do not run into
problems associated with infinite dimensional parameter spaces [10] to prove the
sufficient descent property of our algorithm. We now state the main theorem about
algorithm’s convergence.
Theorem 2 The dwell time algorithm converges to stationary points of the optimality
function θX .
Proof 6 The proof follows immediately from the property of sufficient descent proved




In this section, we present several examples for both linear and nonlinear switched
systems and costs under different dwell time constraints. We begin with the linear
case.
4.5.1 Linear Case
We consider the same ’Two Switched System’ considered in the previous chapter,
















The switched system is initialized to x0 = (1, 0)
′ and optimized over time interval
[0, 2]. We assume both the modes have the same minimum dwell time. The Armijo
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parameters are set to α = 0.5 and β = 0.5. The time step for simulation was set to
dt = 1e−3 s. For intervals in the set U ⊂ [0, T ] for feasible mode insertion, the time
step used was ds = 1e−3 s. The mode sequence is initialized to σ0 = {f1} for which
the cost is J = 40.75. The algorithm is terminated when |θX (·)| falls below ε = 0.1e−3.
The simulation is performed for dwell time constraints of 0.01 s and 0.1 s and results
are shown in Fig. 28 and Fig. 29 respectively. To emphasize the variation of cost
with each iteration, the initial cost J = 40.75 which is relatively large is not shown
for the cost trajectory and the graph starts with iteration 1. For the case where the
dwell time is 0.01s, it takes about 9 iterations before the optimality conditions are
met and the final cost is J = 2.39. For the second case, it takes about 3 iterations
before the optimality conditions are satisfied. The final cost J = 2.60 is relatively
higher than with smaller dwell time constraints as expected. Also due to the presence
of larger dwell time constraints in the second case, some of the modes that appear
in the optimal mode schedule of Fig. 28 do not appear in optimal mode schedule of
Fig. 29.
4.5.2 Nonlinear Case - Double Tank Problem
Next we consider the case of the double tank problem considered in [76] for the
application of our algorithm. The problem is depicted in Fig. 30 where the objective
is to regulate the level of water in the second tank by operating the switch that
controls the flow of water to the first tank. Here the dynamics of the nonlinear
system are given by the Torricelli’s law








where k is an integer either taking the value 1 or 2, so that the system can switch
between the two dynamics corresponding to each value of k. The cost is chosen so as
regulate the level of water in tank 2 to level 3 by switching between the two modes.
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Optimal Schedule Vs Time
















Figure 28: Plot of cost versus iterations, optimal mode schedule and state trajectories
for δ = 10ms. The algorithm stops after iteration 9 when no new mode can be inserted
and the optimality conditions are satisfied. The abrupt changes in state trajectory
correspond to the switching between modes.
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Figure 29: Plot of cost versus iterations, optimal mode schedule and state trajectories
for δ = 100ms. Because of the relatively large dwell time, the number of switches has




Figure 30: Double Tank Problem. The level of water in the second tank is regulated
by operating the switch controlling the flow of water to tank 1. The red dot’s show
the level to which we want to regulate the water. We assume the switch is operated
by a motor and the operation of switching takes a minimum of 1 second and we take







(x2 − 3)2 dt. (63)
The switched system is initialized to x0 = (4, 2)
′ and optimized over time interval
[0, 20]. We assume both the modes have the same minimum dwell time. The Armijo
parameters are set to α = 0.5 and β = 0.5. The time step for simulation was set
to dt = 1e−3 s. The mode sequence is initialized to σ0 = {f1} for which the cost is
J = 11.23. The algorithm is terminated when |θX (·)| falls below ε = 0.1e−3. The
simulation is performed for dwell time constraints of 1s and the results are shown in
Fig. 31 and the final results agree with our intuition.
In this chapter we assumed that each mode has the same dwell time, but in
practice every mode can have its own minimum dwell time. This and other general-
ization of the dwell time constraints will be considered in the next chapter where we
also consider the application of our results to solve the problem of optimal pesticide
scheduling in precision agriculture.
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Figure 31: Plot of cost versus iterations, optimal mode schedule and state trajectories
for δ = 1s. The system wants to switch to mode 2 as soon as possible due to the
lower level of water in tank 1 and then stays there for larger duration before it makes




THE DWELL TIME PROBLEM UNDER MODE
SWITCHING CONSTRAINTS
The purpose of this chapter is twofolds. First we consider a generalization of the dwell
time constraints to more general constraints on the sequence and next we consider the
application of our framework to an interesting application in a diverse area of precision
agriculture. Since any physical system that switches between different modes exhibits
delay in switching and thus are amenable to the framework presented in the previous
chapters, we particularly consider the problem of optimal pesticide scheduling to
demonstrate the generality of our results, a work that also appeared in [45]. Before
we can do that however, as is the case with any practical application, some extensions
need to be made to the general theory to fit the application and this is what we do
next. Although the extension presented below is inspired by the problem in precision
agriculture, the extension again is general in nature and can be applied to any similar
problems.
In this chapter, we consider the problem of minimizing a cost functional defined
over the state trajectory as a function of switching times between different subsystems
(modes), subject to various constraints on the mode switching and mode sequence.
We generalize our results for the switch time optimization part of the dwell time
problem in the following three ways. First, each mode can have its own minimum
dwell time. Second, some of the modes can exist for fixed duration of time in the
sequence resulting in equality constraints. Lastly, we consider constraints on non-
adjacent switching times in the sequence. We present a gradient projection algorithm
to solve the constrained hybrid optimal control problem and as a motivating example,
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consider the application of our general results to a problem in precision agriculture,
namely, the problem of optimal pesticide spray scheduling subject to various regu-
latory requirements and present a case study to demonstrate the generality of our
results and utility of our approach.
As a motivating application, we investigate the problem of scheduling pesticide
applications for commercially grown blueberries in our proposed framework. Since
chemical substances used in pesticides may cause adverse effects in non-target species,
their use is heavily regulated by the Environmental Protection Agency (EPA) in the
United States [73] under the Federal Insecticide, Fungicide and Rodenticide Act [74].
In order to prevent dangerous substance interactions, some pesticides may not be
applied within a certain time period of each other. Additionally, some pesticides can-
not be applied within a certain amount of time before a planned harvest. Pesticide
application is further governed by guidelines for effective use set by agricultural ex-
perts. For example, if a certain insecticide is applied once, it must be applied again at
semi-regular intervals in order to prevent infestation of a spray-resistant population.
To minimize the risk of infestation while ensuring responsible pesticide use, we for-
mulate the problem as an optimal control problem. The evolution of risk of different
pests is modeled as a stochastic switched dynamical system [23] that can switch be-
tween different behaviors (modes) depending on the pesticide being applied. We are
interested in optimally selecting when to switch between these modes (equivalently,
when to apply pesticides) so as to minimize a risk-dependent cost functional. Our
results are demonstrated via simulation in which the constraints are based on expert
recommendations.
The rest of the work presented in this chapter is organized as follows. In section 1,
we consider the problem of general switching constraints and we present methods for
solving it in section 2. In section 3, we give an overview of the problem in precision
agriculture and consider the application of our results to solve a particular problem of
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optimal pesticide scheduling for blueberry farming in section 4. Section 5 concludes
the chapter with directions for future research.
5.1 Generalization of the Dwell Time Constraints
In the dwell time problem discussed previously, we made the assumption that ev-
ery mode has the same dwell time and this resulted in constraints on the adjacent
switching times such that the duration of each mode has to be greater than or equal
to the minimum dwell time. In this chapter we extend the dwell time constrains in
the following three ways:
1. Each mode can have its own minimum dwell time.
2. Constraints on the sequence of modes e.g mode 3 can occur only after mode 2.
3. Consider modes with fixed dwell times in the sequence i.e equality constraints.
These different type of constraints are illustrated in Fig. 32 as an example. We next
give the problem definition for our switch time optimization problem subject to the






Figure 32: An example of hybrid system with 3 modes each having its own minimum
dwell time δi. For a mode of fixed duration in the sequence, the corresponding δi
denotes the equality constraints between the two adjacent switching times. The other
constraints on the sequence are denoted by ∆i.
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Consider a set of subsystems Φ =
{
fq : q ∈ Q = {1, 2, . . . , Q}
}
where each fq is
continuously differentiable. Suppose the mode sequence σ0 is fixed with length n+ 1,
so that the dynamics of the autonomous system can be represented as
ẋ(t) = fσ0(i)(x(t)), t ∈ [τi−1, τi), i = 1, . . . , n+ 1,
x(0) = x0, (64)
where τ = (τ0, τ1, . . . , τn+1)
> is the vector of transition times between the different
modes with τ0 = t0 and τn+1 = tf , and x0 denotes the initial condition. The represen-
tation used here is commonly referred to as mode schedule representation of hybrid
switched systems and while other representation exists useful in other contexts, there
exists a bijection between the different representations [5]. We will stick to the mode
schedule representation since it best serves our purpose here.
The constraints on the mode switchings results in an optimization space that is
a subset of Rn+1 and we next proceed to define this optimization space explicitly in
terms of the three constraints introduced in the introduction. In what follows next, we
use δ to denote the adjacent constraints and ∆ to indicate non-adjacent constraints
on the switching times. The minimum dwell time constraint on each mode translates
to the constraint
a>i τ >= δi (65)
on the switching times, where ai = (0, . . . , 0,−1, 1, 0, . . . , 0)> for i ∈ W ⊂ {1, . . . , n}
with the non-zero terms at the locations i− 1 and i respectively and δi is the mode-
dependent dwell time. Moreover, when σ0(i) = σ0(j), we have δi = δj, i.e. the same
modes have the same dwell time and we assume that we have k such constraints.
Suppose we have l constraints corresponding to the constraints on the sequence.
These constraints can be represented as
b>i τ >= ∆i (66)
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for some bi, i = 1, . . . , l. Finally, some of the modes in the sequence are of fixed
duration or fixed dwell time. Suppose we have m such constraints, then these equality
constraints can be written as
c>i τi = δi (67)
for some ci, i = 1, . . . ,m. The inequality constraints (65) and (66) can be cascaded
together so we get the inequality constraints in the matrix form
Aieτ >= Die (68)
where Aie ∈ R(k+l)×(n+1) and Die ∈ Rk+l. Similarly we can write the equality con-
straints (67) in matrix form as
Aeqτ = Deq (69)




τ ∈ Rn+1 | Aieτ >= Die, Aeqτ = Deq
}
(70)
We next give the problem definition for our switch time optimization problem subject
to the above general constraints on the switching times.
Hybrid Optimal Control Problem





L(x(t)) dt+ φ(x(tf )). (71)




subject to the dynamical and initial condition constraints (64).
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5.2 Computing the Optimal Controls
Solving the optimal control problems analytically in general is hard and one has to
resort to some sort of numerical scheme to compute the optimal controls. In this
section, we present an algorithm to solve the constrained hybrid optimal control
problem presented in previous section. Essential to any algorithm are the descent
direction and the step size in the direction of descent. In the absence of any constraints
on switching, an expression for the gradient of the cost with respect to switching times
was derived in [26] using variational methods where each component of the gradient


















The negative of this gradient gives then the direction of steepest descent which in
conjunction with Armijo step-size rule [9] is used to solve the switch time optimization
problem.
When the constraint set is convex and compact, the feasible descent direction can
be found by projecting the update vector obtained using steepest descent onto the
constraint set. This requires solving a quadratic program in general. However, when
the constraint set has a special structure, such as that of a box or polyhedron, one can
use manifold suboptimization [62]. This is a type of gradient projection method where
instead of projecting the update vector onto the entire constraint set, the gradient
is projected onto a linear manifold of active constraints. This greatly simplifies the
computation of projection [13]. Our constraint set is still convex and compact and
has the structure of polyhedron, which allows for easy computation of projection onto
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the constraint set and hence the use of manifold suboptimization method for solving
the problem as described below.
Identify the set of active constraints in (68) namely
I =
{
i ∈ Z+ | Aiieτ = Diie
}
, (75)
where the superscript i denotes the row for which the equality holds. Suppose a




be the corresponding matrix representation of the active constraints at a feasible
τ . We concatenate these constraints with the m equality constraints in (69), which
effectively can be viewed as always active constraints. We can write down the equality
constraints (69) and (76) in compact form as











The feasible descent direction is then given by
d = −P ∇J(τ), (78)
where
P = I −NT (NNT )−1N (79)
is the projection and N is the matrix of equality constraints in equation (77). The
Karush-Kuhn-Tucker (KKT) multiplier associated with the quadratic program is
given by
µ = −(NNT )−1NT∇J(τ). (80)
where µ ∈ Rq+m, with q of the multipliers associated with the active constraints and
the remaining m associated with the always active equality constraints.
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From KKT necessary conditions for optimality, q of the multipliers corresponding
to the active constraints in the set of inequality constraints need to be non-negative
while the the remaining m constraints can take any value. During the manifold sub-
optimization, if some of the q multipliers are negative, the active constraint associated
with the largest negative value is usually dropped and the optimization process is re-
peated, till either all the q multipliers associated with the active constraints become
greater than or equal to zero.
To ensure that the algorithm converges, the step size in the descent direction d is
obtained by using Armijo step size rule [9] over the set
Λ = {λ > 0 | Ajie(τ + λd) ≥ D
j
ie, j /∈ I},
where the superscript j denotes the row corresponding to the inactive constraint.








such that Ajied < 0, otherwise there is no upper limit due to the j
th inactive constraint
on λ. In case there is no upper limit on λ, we set λ = λ̄ for some fixed λ̄. So we
have λ = γλmax where γ ∈ (0, 1] to allow for step size in the range(0, λmax]. We let
ds = λmaxd denote the scaled descent direction, where d is as defined in Eq. (79).
The next iteration can then be written as
τnext = τ + γds. (82)
where the step size γ is chosen according to Armijo rule [9] for the algorithm to
converge to a stationary point as follows. Let α ∈ (0, 1], β ∈ (0, 1) be constants, then
the step size in the descent direction is chosen as
γ = βr : r = min
j∈Z+
{
J(τ + βjds)− J(τ) ≤ βjα 〈∇J(τ), ds〉
}
(83)
where 〈. , .〉 denotes the standard inner product and the term on the right hand side
of the inequality is always negative or zero. The Armijo rule ensures that the cost
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at the next iteration is always less than the cost at the current iteration by some
definite amount, thus ascribing the algorithm with the property of sufficient descent
and hence convergence of our algorithm. See [57] for discussion on the property of
sufficient descent and algorithm convergence.
With the descent direction and step size available, we next state the algorithm for
solving our switch time optimization problem.
GRADIENT PROJECTION ALGORITHM
Choose α ∈ (0, 1], β ∈ (0, 1), λ̄ and τ ∈ T . Identify the set of active constraints
I (75) and repeat.
1. Find the descent direction d using (78).
2. If d = 0, compute µ using (80). If q entries of µ are all non-negative, Stop. If
not, eliminate the active constraint associated with the most negative µ from
the q entries and go to step 1.
3. Compute the step size γ using (81) and (83).
4. Update the switch time vector τ using (82) and update the set of active con-
straints (77). Go to step 1.
The algorithm converges to a stationary point [57] and the Armijo step size rule
helps the algorithm converge to the optimal solution during the first few iterations




We consider the ’Two Switched System’ of chapter 3. The matrices associated with















Suppose the dwell time constraint associated with mode 1 is δ1 = 0.1 s and that
with mode 2 is δ = 0.2s. We consider the sequence σ0 = {1, 2, 1, 2, 1} and assume
that mode 2 in this sequence has to exist for a fixed duration of 0.2s i.e an equality
constraint, while the rest of the modes in the sequence have to satisfy their respective
minimum dwell time constraints leading to inequality constraints. We introduce a
constraint on the sequence that the mode 2 cannot occur in the sequence before 0.5
seconds after it has occurred the first time, resulting in another inequality constraint.
We start with a feasible τ and solve the problem over the horizon tf = 2 seconds.
The Armijo parameters are set to α = 0.01 and β = 0.5 and the differential equations
are solved using a step size of dt = 0.0001 s. The results are shown in Fig. 33 - 36
and we next briefly explain them.
Fig. 33 shows the cost vs. iterations plot. The algorithm converges in about 82
iterations and the cost reduces from the initial value of 10.81 to the final value of 2.76.
The sudden decrease in cost occurs as the active constraints corresponding to most
negative q KKT multipliers are dropped from the set I. The staircase appearance
indicates rapid convergence at each manifold suboptimization step, thanks to Armijo
step size rule.
Fig. 34 shows the mode insertion gradients at the end of switch time optimization.
As expected, the insertion gradients at the optimal switching times for the inactive
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Figure 33: The cost shows a rapid decrease during the first few iterations and then
the next time constraint is dropped, there is again a rapid decrease in cost, resulting
in almost a staircase like shape. The process repeats until optimal conditions are
satisfied.
constraints are zero, indicating optimal location of the switching times . For the mode
with equality constraints, the insertion gradients at the two switching times are equal
in value, instead of being zero, since the switch times are not free to move.
The optimal switching times between different modes subject to the above men-
tioned constraints are shown in Fig. 35. The switching times, which were initialized
to τ = (0, 0.2, 0.5, 0.9, 1.1, 2)> are optimized to τopt = (0, 0.74, 1.32, 1.57, 1.77, 2)
>.
Note in particular, how the fourth mode in the sequence, i.e mode 2 with fixed dwell
time of 0.2s has moved. The evolution of states as a function of time for the optimal
switching times is shown in Fig. 36 where the abrupt changes in state trajectory
correspond to the transition times in Fig. 35(a). Our work on the hybrid optimal
control under mode switching constraints has been submitted to [3].
Next we consider the application of the dwell time problem with general con-
straints to an interesting problem in precision agriculture i.e the problem of optimal
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Figure 34: The insertion gradients are zero at the optimal switching times except for
the mode that has to exist for duration of fixed time in the sequence. At its optimal
position, the insertion gradient values at the corresponding switching times are equal.









Figure 35: Switching between the two modes . Note that the fourth element in the
sequence, namely, mode 2 exists for the duration of dwell time and is thus always an
active constraint. The switching function respects all the switch time constraints.
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Figure 36: Evolution of state trajectories as a function of time. The abrupt changes
in state correspond to the the switching instances in Fig. 35.
pesticide scheduling. This work was published in [45] and the highlights of this work
are reproduced in the following section, starting with the motivation for studying this
problem.
5.3 Application - Optimal Pesticide Scheduling
Food crop cultivation is a high-risk proposition. Crop yields can be dramatically
affected by external events, such as sudden frosts, fungal infections, or variations in
soil nitrogen content. Many yield improvement tools developed in recent years, such
as genetic modification and soil nitrogenation, are chemical and biological in nature.
Recent droughts in the state of California, which are responsible for $2.2 billion USD
in losses [42], have demonstrated that yield optimization requires effective resource
management in addition to these new biotechnologies [31]. The emerging field of
precision agriculture (PA) intends to provide tools, such as distributed plant health
sensors, to enable growers to make informed decisions about how best to use their
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resources
The rest of the work in this section is organized as follows. First we present an
overview of pesticide scheduling for commercial blueberry crops. Next we give the
problem definition followed by setting up the problem as switch time optimization
problem subject to the generalized dwell time constraints presented in the previous
section. Finally, we present a simulation case study using 4 pesticides and Section 6
concludes the chapter and presents some open problems in precision agriculture.
5.3.1 Pesticide Scheduling for Commercial Blueberry Crops
In this section, we consider optimal pesticide scheduling for blueberry crops as an ap-
plication of our constrained hybrid optimal control framework presented in section-2.
This problem exhibits many of the features that makes precision agriculture inter-
esting: discrete decisions that must be made to ensure system health, seasonally-
dependent goals and constraints, and external disturbances. Though we focus on
blueberries, this problem formulation applies to many applications in agriculture in
which actions must be critically timed in order to ensure healthy crops. Our frame-
work can directly be applied to cultivation other commercially-grown fruit such as
grapes or raspberries.
We use the term pesticide to include any number of insecticides, fungicides, or
rodenticide. The term ”blueberry” refers to any member of the genus Vaccinium
native to North and South America1. The most widely grown commercial variety is
Vaccinium corymbosum, or the highbush blueberry. Blueberries are flowering peren-
nial bushes that flower in the spring (February to March) and are harvested in the
summer (June to August).
In order to prescribe preventative pest management measures, agricultural experts
1Members of genus Vaccinium native to Europe are called ”bilberries”
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construct data-driven models for disease progression and risk overtime. For blueber-
ries, some models already exist for Septoria leaf spot [53] and mummy berry [64].
Inputs to these models include factors such as observations of disease, ambient tem-
perature, and humidity levels. Currently, pesticide spraying schedules are determined
on ad-hoc basis by farmers with input from regional agricultural experts. This process
is susceptible to error and onerous to growers. In this chapter, we propose an auto-
matic scheduling algorithm that reduces expected pest risk and respects constraints
on pesticide use.
5.3.2 Pesticide Regulation
Pesticides are dissolved in water and dispersed throughout the field via ”airblast”
sprayers. At the beginning of the growing season, region-specific pesticide spray
guides developed by crop specialists are issued to growers, [47]. The four main types
of constraints indicated by these guides are the following.
1. Pre-Harvest Interval (PHI) Each pesticide has a defined Pre-Harvest Inter-
val (PHI), which is the amount of time after a pesticide has been sprayed that
must elapse before plants may be harvested. For Spinosad spray, this is four
days [47].
2. Lifecycle Requirements Constraints on application times are determined by
the stages of the plants’ lifecycle. For example, Horticultural Oil can only be
used before the bloom phase [47].
3. Substance Interactions Certain pesticides, when used concurrently can pro-
duce adverse effects to plants, wildlife, or humans. For example, Lime Sulfur
and Horticultural Oil cannot be used within 14 days of each other [47].
4. Repeated Applications Repeated applications at regular intervals may be
required to prevent pesticide-resistant pest populations. Conversely, in order to
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limit the secondary effects of some substances, the number of repeated sprayings
may be regulated. For example, Spinosad bait must be applied every 7 days [47]
5.3.3 Pesticide Spray Problem as a Hybrid Optimal Control Problem
In this section, we formalize what we mean by a pesticide schedule and formalize the
constraints presented in the previous section. In our approach, spraying constraints
1-4 are handled by encoding them as linear equality and inequality constraints on
switching times. We explicitly model the risk of infection and minimize it using
optimal control.
We consider pesticide application over the time interval [0, tf ] where 0 corresponds
to the beginning of the growth season and tf corresponds to the harvest time of the
system. Times are given in units of days.
5.3.4 Pest Risk Evolution
Pest control measures are scheduled by farmers throughout the growing season as the
presence of particular threats becomes more or less likely. In this section, we consider
a problem formulation that ”closes the loop” between pest risk models derived by
experts and the pesticide scheduling problem.
For a given collection of pesticides P = {Pj}Lj=1, define the risk state of the crop
as a vector x = [xk]
M
k=1 ∈ [0, 1]M , where xk is the probability that pest k is present.
Associate with each pest a risk growth rate rg,k > 0 and a pesticide effectiveness rate
re,k < 0.
Define the set of matrices F = {Fj}Mj=0 such that
F0 = diag(rg,1, . . . , rg,L)
Fj = diag(rj,1, . . . rj,L).
rj,k =
 re,j Pj prevents pest krg,j else
(84)
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Given a static schedule S, define the induced mode schedule as a function σS :
[0, tf ]→ {0, 1, . . . ,M} where
σS(t) = j ∃ t′ ∈ [t, t− ε), Pj ∈ xs(t′)
σS(t) = 0 else
(85)
Then, the pest risk vector evolves over time [0, tf ] according to the switched
stochastic system [23]
ẋ(t) = FσS(t)(x) + w(t) (86)
where w(t) = [wj(t)]
M
j=1 is a zero mean stationary Gaussian process with covariance
Q(t) = E[w(t)w(t)T ] = diag(q1, q2, . . . , qM). (87)
Intuitively, when no pesticide is being applied, the risk vector evolves according
to ẋ(t) = F0x(t) + w(t). That is, the risk grows over time with an average rate
rg,j. The noise w(t) represents the effects of uncertainties such as weather or disease
observations that can cause the risk to increase or decrease. When a pesticide Pj
is sprayed at time t, the risk vector evolves according to ẋ(t′) = Fjx(t
′) + w(t′)
∀t′ ∈ [t, t + ε). That is, the risk of the pests that are treated by Pj are on average
reducing with rates re,k. This reflects the reduction in infestation risk due to pesticide
application. We make the assumption that −re,k >> rg,k.
5.3.5 Mode Sequence Selection
In order to reduce the search space of schedules, we fix the sequence of pesticide
sprays according to a risk-based heuristic. Let
Ind(Pj) =
{




To fix the mode sequence, we fix a risk threshold xthresh and compute the un-












where rg,j, x0 are as defined in Section 5.3.4. Then, the pesticides we actually spray
are
Psprayed = {j | tthresh,k ≤ tf , Pj treats pest k} (90)
and the mode sequence Seq = P 1P 2 . . . P |Psprayed| is defined such that pesticide Pm
treats xk where tthresh,k is the m
th smallest value of tthresh.
Fig. 37 shows an example of switch times τS = [τ1, τ2, τ3, τ4] for a fixed mode







Figure 37: Example of switch times for a fixed mode sequence satisfying switch time
constraints. The fixed durations of ε are when pesticides are sprayed and they can be
different for different pesticides. They correspond to the equality constraints in our
discussion in previous sections.
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Table 1: Translating constraints on pesticides spray to linear constraints on switch
time vectors. The different constraints are captured using the three types of con-
straints on mode switchings mentioned in the previous section.
Requirement Linear Constraint
Pre-Harvest Interval τ2k ≤ tf − PHIj
∀k ∈ Ind(Pj)
Lifecycle Requirements stageLC,s ≤ τ2k−1 ≤ stageLC,e
∀k ∈ Ind(Pj)
Substance Interactions τ2k−1 ≥ τ2p−1 + overlapj,m
∀k ∈ Ind(Pj), ∀p ∈ Ind(Pm)
Repeated Interactions nextj,1 ≤ τ2k−1 − τ2m−1 ≤ nextj,2
Ind(Pj) = {k,m}, k < m










1, i = j,
−1, j = i+ 1,
0, else.
(91)
We can now formally state the optimal pesticide scheduling problem as







ẋ = Fσ0(t))x(t) + w(t)
x(0) = x0
Aonoff τS = ε1N
Aspray τS ≤ bspray
(92)
where C ∈ RM×M .
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Before we employ our framework, we need information about the cost gradient
with respect to switching times in the absence of constraints. For stochastic systems,
it has been shown in [48] that the derivative of the cost with respect to switching

















Γjj = Mj, j = 1, . . . , N,
Γji = e
Fi(τi−τi−1)Γj,i−1e
FTi (τi−τi−1), i = j + 1, . . . , N,
Mj = (Fj − Fj+1)mx(τj) +mx(τj)(F Tj − F Tj+1), j = 1, . . . , N
and mx(t) is the second moment of x and is computed via the matrix Riccati equation
ṁx(t) = Fimx(t) +mx(t)F
T
i +Q, t ∈ (τi−1, τi],
mx(t0) = P0 +m0m
T
0 ,
for i = 1, . . . , N . Here m0 = E[x(t0)] is the mean and P0 = E[(x(t0)−x0)(x(t0)−x0)T ]
is the variance in initial condition of state x(t). With the information on gradient
and other quantities available, we use the gradient projection algorithm of section 5.2
to solve the problem of optimal pesticide scheduling in the next section.
5.4 Case Study
To demonstrate the implementation of the proposed switch time optimization of the
pesticide scheduling problem, we consider a case study involving four pesticides that
treat six different pests as listed in Table 2. Parameters for each of these pesticides
were derived from the spray guide [47]. The time bounds for constraints 1, 3, and 4
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are all given explicitly in this guide. For constraint 2, i.e., the life stage requirements,
we assumed a 120 day growing season and demarcated the life stages appropriately,
e.g., 30 days dormant, 20 days budding, 20 days blooming, 30 days ripening, and 20
days harvest. A total of 38 linear constraints were derived from the guide. The initial
risks and growth rates for the risk were chosen such that xthresh was met some time
during the allowed life stage for each pest. Effectiveness of each pesticide/pest pair
in the guide is rated on a scale of one to four. The effectiveness rates used in our
model scale with this number. The noise matrix was non-uniformly weighted with
the largest diagonal entry being four times as large as the smallest entry. The cost
matrix was also non-uniformly weighted with values in the range 1− 10.
Table 2: List of pesticides and pests considered in case study. Four pesticides are
selected to treat six pests, so some pesticides can treat more than one pests. The
constraints on the use of these different pesticides are taken from spray guide.
Pesticide Pests Treated







Pyrethrins (Py) Spotted Wing Drosophila
The results of our Matlab simulation are shown in Fig. 38. This simulation took
105s on a computer with 2.7GHz 2-core processor with 8GB RAM. We can see from
Fig. 38(a) that the scheduling algorithm requires very few iterations to converge. In
Figure 38(b), we see the optimal mode schedule that is the result of this algorithm.
The height of each spike corresponds to which pesticide is being applied (shown on
the y axis). In addition to seasonal constraints and PHI constraints, the optimal
mode schedule satisifies the following constraints
1. Horticultural Oil and Lime Sulfur cannot be applied within 14 days of each
other.
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2. If Pyrethrins is sprayed once, it must be sprayed again “weekly”, which we
interpreted as ”within the next 4 to 10 days”.
Fig. 38(c) and 38(d) shows the evolution of the risk trajectories under an initial
feasible schedule and the optimal schedule, respectively. In most cases, spray times in
the optimal schedule are later than in the initial schedule. We posit that this is due
to the effect of noise in the model,i.e., it is better to minimize risk later in the model
rather than use our resources too early and risk unacceptable risk growth later. We
also note that the intervals between applications of the same pesticides is longer in
the optimal case than in the initial schedule. This can be seen in the trajectory of
the risk for SWD. This policy makes sense, as we would expect that in order to be
most effective, it is better to apply pesticides at semi-regular intervals. That is, it is
better to space out repeated applications of pesticides in order to control for potential
future increases in risk due to the external events modeled by the noise.
5.5 Concluding Remarks
In this chapter, we extended the results of our previous two chapters by considering
more general constraints on the mode switches. While we considered the application
to a specific problem in precision agriculture, the framework presentee in this chapter
and the previous chapters is quite general and since any practical switched system
or process is subject to some kind of dwell time constraints, the results presented in
chapter 3-5 are of great practical importance and are expected to find widespread
applications because of the generality of results.
In this chapter, considered the hybrid optimal control problem with a number of
constraints on the mode switchings and presented a gradient projection based algo-
rithm to compute the optimal controls. As an application of our general results, we
considered the problem of optimal pesticide scheduling in precision agriculture, while
highlighting the significance of the application problem considered. We formulated
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Figure 38: Results of case study. The subplots show (a)Reduction in cost. (b)
Optimal mode schedule. (c) Initial risk trajectories. (d) Risk trajectories under
Optimal Schedule.
the problem in the framework of constrained hybrid optimal control and presented a
case study for the application of our general results. Future improvements to this solu-
tion include implementing receding horizon scheduling in which the optimal schedule
is recomputed daily based on the current rather than predicted risk of pesticides.
Our results indicate the existence of relevant problems in agriculture that can be
addressed with systems theory. In the future, we propose to take such an interdisci-
plinary approach to address the problems of integrated pest management [30], smart
irrigation [50], and persistent crop management [68].
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While we considered the application to a specific problem in precision agriculture,
the framework presented in this chapter and the previous chapters is quite general
and since any practical switched system or process is subject to some kind of dwell
time constraints, the results presented in chapter 2-5 are of great practical importance
and are expected to find widespread applications because of the generality of results.
In the forthcoming chapters, we consider another set of constrained hybrid optimal
control problem inspired by problems in the area of power aware mobile robotic
networks, where the objective is to balance the motion and communication energy of
robots in a network subject to various constraints on the input and state. We first
solve the problem as an ordinary optimal control problem and then later present how
the problem is hybrid not only in object but also in dynamics and solve it in the
framework of constrained hybrid optimal control.
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CHAPTER VI
MOTION AND COMMUNICATION CO-OPTIMIZATION
IN FADING ENVIRONMENTS
The emerging field of communication-aware robotics is drawing from the established
areas of sensor networks on the one hand, and mobile robotic networks on the other
hand. A principal issue in mobile sensor networks concerns power management due to
the limited energy available to each sensor, and an important question is how to sched-
ule sensing and transmission in a way that saves energy and prolongs the network’s
deployment. Major issues in networked robotics concern coordination, control, and
communications, including decentralized decision making and task coordination by
networks of agents. In chapter 2, we provided a brief overview of the main problems
and results in the area of power aware mobile robotic networks.
This problem of co-optimizing motion and communication energy in multi-agent
robotics in fading environments has the structure of a hybrid optimal control problem
and formulating this problem as an optimal control problem and subsequently solving
them using efficient algorithms to achieve co-ordinated tasks is another main focus
of this research, and hence this chapter. The control parameters for this problem
are acceleration, which is continuous, and spectral efficiency which is a discrete and
the problem is hybrid both in the objective function and dynamics with a number of
constraints on the trajectory and controls. We solve the co-optimization problem first
with the assumption that the spectral efficiency is a continuous variable in this and the
next chapter and the problem is solved as a true switched hybrid dynamical system
in chapter 8. The framework is developed in the general setting and application
examples are provided to validate the results.
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In this chapter, we consider the problem of motion and communication planning
in power aware mobile robotic networks. The objective is to minimize the energy
expanded in the performance of co-ordinated tasks such as transmitting data from a
subset of the terrain to a remote station while in motion. The principal forms of the
power and energy required for these tasks are due to transmission and motion. The
channel quality is not uniform and it is assessed at unvisited locations based on few
a priori measurements. The problem is posed in the framework of optimal control
using realistic models for channel communication and motion power. We apply to it
a specialized algorithm which approaches solution (minimum) points rapidly, thereby
raising the possibility of its real-time implementation, which will be dealt with in the
next chapter Simulation results suggest that the proposed approach can be effective
in realistic applications.
Reference [84] is the starting point for the work presented in this chapter.. More
specifically, a mobile robot needs to transmit a fixed number of information bits to a
remote station in a realistic fading communication environment, while moving along a
given trajectory. Our goal is to minimize the total energy cost of the robot, including
both communication and motion costs, while satisfying time budget and communica-
tion reception quality constraints. In [84], this problem is solved in a discrete fashion
where a first-order dynamical model for the robot is assumed, without considering
the acceleration cost. In practice, it is important to consider the acceleration cost.
For instance, if the channel quality is improving, the robot may need to slow down
to take advantage of the good connectivity for transmission. However, a realistic
motion model that considers the acceleration cost may not allow the robot to slow
down as fast as needed, impacting the whole transmission performance and energy
consumption.
We use a second-order motion model and a more complete motion cost that in-
corporates the acceleration while posing the whole setup in the continuous domain.
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This continuous time reformulation enables us to pose the problem in an optimal
control framework amenable to the use of maximum principle and compute the op-
timal control via an effective algorithm. Specifically, we use the Hamiltonian-based
algorithm proposed in [43] which displayed fast and effective convergence for such op-
timal control problems [38]. This algorithm, summarized in the sequel, is especially
suitable for continuous-time problems whose Hamiltonian has special properties. We
demonstrate the efficacy of our algorithm by testing it on the considered problem and
recording the CPU times required to compute the optimal control. We start with the
formulation of the problem in the next section.
6.1 Problem Formulation
In this section, we first present our probabilistic channel prediction framework that
allows the robot to predict the channel quality at unvisited locations along the tra-
jectory based on a small number of a priori Channel to Noise Ratio (CNR)1 mea-
surements in the same environment. Then, we show how the robot can assess its
average communication energy cost, given a required receiver reception quality. Next
we discuss the general motion cost model that incorporates the effects of acceleration.
Finally, we pose the co-optimization problem in the optimal control framework.
6.1.1 Probabilistic Channel Prediction Framework [49,52]
In the communication literature [35], it is well-known that the CNR can be modeled
as a multi-scale random process with three components: path loss, shadowing and
multipath fading. Thus, we can assess the channel quality probabilistically, at an
unvisited location, based on only a small number of a priori channel measurements.
In [52], Mostofi, et. al showed that a Gaussian random variable, γdB(q), can best
characterize the CNR (in the dB domain) at an unvisited location q, where the mean
1In this work, CNR is defined as the channel power divided by the receiver noise power. Then,
the received Signal to Noise Ratio will be CNR times the transmitted power.
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and variance of γdB(q) are given as follows:






Σ(q) = ξ2dB + ρ
2
dB −ΨT(q)Φ−1Ψ(q). (95)
Here, Y is the stacked vector of m a priori-gathered CNR measurements, Q ={
q1, · · · , qm
}
denotes the set of the measurement positions, Hq = [1 − 10 log10(‖q −
qb‖)], HQ = [1m −DQ], 1m represents the m-dimensional vector of all ones and qb is
the position of the remote station. Furthermore, DQ =
[
10 log10(‖q1−qb‖) · · · 10 log10(‖qm−
qb‖)
]T






qj‖/β), for i, j ∈ {1, · · · ,m}, and Ψ(q) =
[
ξ2dB exp(−‖q − q1‖/β) · · · ξ2dB exp(−‖q −
qm‖/β)
]T
. Finally, µ = [α nPL]
T, ξdB, β and ρdB represent the channel parameters.
Essentially, this channel prediction framework models the wireless channel as a non-
stationary Gaussian random process. Then, the CNR at an unvisited location can be
predicted by conditioning on the available a priori measurements in the same environ-
ment. See [49, 52] for more details on how the underlying parameters are estimated
and the performance of this framework with real data and in different environments.
6.1.2 Communication Energy Model
Assuming the commonly used MQAM modulation for the communication from the





K = −1.5/ ln(5pb,th),
and pb,th is the given required Bit Error Rate (BER) threshold (i.e. the required
reception quality), R(t) denotes the spectral efficiency at time t, q(t) is the position
of the robot at time t, and Υ(q(t)) represents the instantaneous CNR at q(t).
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As discussed in Section 6.1.1, the CNR at unvisited location q(t) is unknown but
can be predicted as a lognormal random variable with its mean and variance given by
(94) and (95) respectively. As a result, the anticipated communication power is also
random. We then have the following for Pcomm(t), the average communication power



























where γ(q(t)) = 10γdB(q(t))/10. As can be seen, equation (97) is a measure of the
predicted channel quality at q(t). We say the predicted channel quality is high (low)
if (97) is small (large).
6.1.3 Motion Energy Model
Suppose that the robot is moving with a velocity v(t) and an acceleration u(t) along
the pre-defined trajectory due to an applied force generated by the DC motor of
the robot. Without loss of generality, v(t) and u(t) are scalars, since we only need
to consider the magnitude and direction of the acceleration and velocity along the
trajectory. Then the motion power consumed in the process is given by [72]
Pmo(t) = k1u(t)
2 + k2v(t)
2 + k3v(t) + k4 + k5u(t) + k6u(t)v(t), (98)
where ki, i ∈ {1, · · · , 6}, is a constant. Note that (98) includes the impact of both
velocity and acceleration. Also, the motion model used in [84] is a special case of (98)
when k1, k5 and k6 are equal to 0.
6.1.4 Optimal Control Problem
Consider a second-order dynamic model for the motion of robot as follows: ẋ = v(t)
and ẍ(t) = u(t). We define the state variables as x1 = x and x2 = ẋ and take the
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acceleration u(t) as the control variable. We get the following state equations:
ẋ1(t) = x2(t),
ẋ2(t) = u(t).
Note that x1 is a scalar which represents the total distance traveled along the pre-
defined trajectory. The force F (t) required to produce this acceleration u(t) is F (t) =
Mu(t) + g(x1(t), x2(t)) where g(x1(t), x2(t)) is the force incorporating the effects of
air drag, friction and gravity along the path of travel, and M is the mass of the robot.














subject to dynamical constraints
ẋ1(t) = x2(t), x1(0)= a, x1(tf ) = b,
ẋ2(t) = u(t), x2(0) = 0, x2(tf ) = d,






0 ≤ R(t) ≤ Rmax,
−umax ≤ u(t) ≤ umax
where the control input consists of acceleration u(t) and spectral efficiency R(t),






denoting the mapping from x1(t) to the corresponding position along the pre-defined
trajectory, umax and Rmax denote the maximum achievable acceleration and spectral
efficiency respectively, Q is the total number of information bits to be sent and B is
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the given communication bandwidth. Since the robot travels along a fixed trajectory,
we consider the case where the robot starts from position a and needs to move to
position b at the end of operation. Moreover, we assume that the robot is stationary
initially, i.e. x2(0) = 0, and needs to reach velocity d at time tf . Note that constraint∫ tf
0
R(t)dt = Q/B guarantees that the information bits are sent to the remote station
within the given time budget.
To pose the integral constraint in (99) in a way amenable to compute the optimal
control, we define the auxiliary state variable x3 in the following way:




The problem now becomes that of minimizing J1 defined in (99) subject to the dy-
namic constraints defined via (99) and (100), as well as pointwise input constraints
of the form |u(t)| ≤ umax and 0 ≤ R(t) ≤ Rmax. We handle the terminal constraints
in (99) and (100) by using penalty functions comprised of quadratic terms. Hence,











2 + k3x2 + k4 + k5u+ k6ux2
)
dt
+ C1||x1(tf )− b||2 + C2||x2(tf )− d||2 + C3||x3(tf )− c||2 (101)
subject to the dynamical constraints
ẋ1(t) = x2(t), x1(0) = a,
ẋ2(t) = u(t), x2(0) = 0,
ẋ3(t) = R(t), x3(0) = 0,
and constraints on the input
−umax ≤ u(t) ≤ umax,
0 ≤ R(t) ≤ Rmax.
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While this simplifies the algorithm, it behooves us to ensure that the computed
optimal control has its final state x(tf ) be close enough to its specifications defined
in (99) and (100) by appropriate selection of constants C1, C2 and C3.
6.2 Computing the Optimal Controls
Consider the abstract optimal control problem whose state equation is
ẋ = f(x, u), x0 := x(0) is given, (102)





and the input u(t) has pointwise constraints of the form u(t) ∈ U for a compact set
U ⊂ Rk. Suppose that the functions f : Rn ×Rk → Rn and L : Rn ×Rk → R are
piecewise-continuously differentiable and locally Lipschitz continuous, and the final
time tf is given and fixed. Let p(t) ∈ Rn denote the costate (adjoint) equation, and
recall that the Hamiltonian is defined via the following equation:
H(x, u, p) = pTf(x, u) + L(x, u), (104)
whose Right-Hand Side’s dependence on t is suppressed in the notation used.
Suppose that for every x ∈ Rn the function f(x, u) is affine in u and the function
L(x, u) is convex in u; note that this does not mean that f is affine or L is convex
jointly in both variables (x, u). Now let u(t), t ∈ [0, tf ], be an admissible control,
namely a Lebesgue-measurable, absolutely integrable function from [0, tf ] into U . Let
x(t) and p(t) be the corresponding state trajectory and costate trajectory. Consider
the Hamiltonian H(x(t), u(t), p(t)) as a function of u(t) ∈ U . Notice that x(t) and p(t)
were derived from u(t). For every t ∈ [0, tf ], let u?(t) ∈ arg min(H(x(t), w, p(t))|w ∈
U) which we call a (pointwise) minimizer of the Hamiltonian. Observe that it need
not be unique. Suppose that there exists an admissible control u?(t) such that at
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every time t ∈ [0, tf ], u?(t) is a minimizer of the Hamiltonian in this fashion. The
algorithm we next describe is suitable for problems where it is easy to compute the
pointwise minimizer of the Hamiltonian.
Let u(t) be a given admissible control, let u?(t) be a minimizer of the Hamiltonian
at each t ∈ [0, tf ], and consider the control unext(t) defined in the following way.





H(x, u?, p)−H(x, u, p)
)
dt. (105)
2. Compute the non-negative integer k(u) defined as
k(u) := min
(
k = 0, 1, 2, . . . | J(u+ 2−k(u? − u))− J(u) ≤ 2−(k+1)θ(u)
)
, (106)
and define λ(u) = 2−k(u).
3. Set unext = u+ λ(u)(u
? − u).
The algorithm then repeats steps 1-3 until it converges.
Observe that this algorithm searches for unext in the direction of u
? from u, and it
is not a gradient descent but a sort of gradient projection. The stepsize yielding u?
in that direction is due to Armijo, and it is known to provide effective convergence
to local minima, when used in conjunction with gradient-descent algorithms in the
setting of nonlinear programming (see, e.g., [57] and references therein). In particular,
these algorithms typically move quickly towards optimum points at the initial phases
of their runs. The details of the Hamiltonian algorithm can be found in our work [38].
6.3 Minimizer of the Hamiltonian
In the context of our energy-aware problem defined in (101), recall that the state vari-
able is (x1(t), x2(t), x3(t)) and the input is (u(t), R(t)), and let p(t) = (p1(t), p2(t), p3(t))
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, p1(tf ) = 2C1(x1(tf )− b),
ṗ2 = −p1 − 2k2x2 − k3 − k6u, p2(tf ) = 2C2(x2(tf )− d),
ṗ3 = 0, p3(tf ) = 2C3(x3(tf )− c), (107)
and by (104), the Hamiltonian is given by







2 + k3x2 + k4 + k5u+ k6ux2, (108)
where the dependence on t is suppressed in the notation. It is readily seen that the
minimizer of the Hamiltonian is given by
u? =

−(p2 + k5 + k6x2)
2k1
if
∣∣∣∣(p2 + k5 + k6x2)2k1
∣∣∣∣ ≤ umax,
umax if −































We observe that R? is lower at points where s(x1) is higher and vice versa. This
means that the robot should transmit at higher (lower) rates in places where the





and its derivative ∂s(x1)
∂x1
in the RHS of (127) and (108) are explicit and can be easily
calculated. s(x1) and its derivate can then be calculated by utilizing (97).
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Received Channel to Noise Ratio
Figure 39: The figure shows the CNR (based on real measurements) along a straight
line with the length of 25 meters. The channel quality is predicted by taking few
samples from these measurements.
6.4 Simulation Results
We coded our algorithm in MATLAB and ran it on a laptop with Intel dual core
i5 3317U 1.7 GHz processor and 4GB 1600 MHz RAM. The problem we considered
has the following parameters. The robot travels in a straight line with length of 25
meters in 20 seconds, and hence tf = 20, x1(0) = 0 and x1(tf ) = 25. It moves
towards the transmitter located 40 m from its initial placement, i.e. qb = 40. The
robot experiences the CNR of Fig. 39 across its path, which is based on real channel
measurements (see [49] for details on the measurement setup). The channel is mainly
unknown to the robot and is predicted based on 20% a priori measurements in the
same environment by using the channel prediction framework of [49,52], summarized
in Section 6.1.1. This results in the following channel parameters: α = −41.34,
nPL = 3.86, ξdB = 3.20, β = 3.09 meters, and ρdB = 2.77. We used these to compute
offline s(x1(t)) and its derivative. We set the total number of information bits to be
Q/B = 100 bits/Hz (i.e. x3(tf ) = 100), and Rmax = 6 bits/Hz/s.
The motion cost parameters in (98) are set to k1 = 5.47, k2 = 0.77, k3 = 10.10,
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Figure 40: The plot shows the anticipated total energy cost (J2) as a function of
iteration step. The cost almost reduces to its final value in about 20 iterations.
k4 = 4.24, k5 = 0 and k6 = 0 as in [72]
2. The upper bound on the acceleration
is taken as umax = 1 m/s
2. Moreover, the initial conditions in (101) are chosen as
x2(0) = x3(0) = 0, the terminal velocity is chosen as x2(tf ) = 0, and the penalty
weights of J2 are C1 = 10, C2 = 10 and C3 = 10.
The algorithm was run for 500 iterations, and the results are shown in Figures
40-44. All differential equations were solved via the forward Euler method based on
the time-difference ∆t = 0.001s. Fig. 40 plots the graph of the cost J2 as a function of
iteration count. It shows that much of the cost reduction occurs in about 20 iterations.
Such rapid descent in the early stages of an algorithm’s run are characteristic in
gradient-descent algorithms with Armijo step sizes [57], and is one of the reasons we
chose it as part of our computational technique. As a matter of fact, the initial cost
is J2 = 1.0633 × 105 and after 20 iterations the cost is J2 = 540.54. The cost at the
end of 500 iterations is J2 = 402.47. To gain a clearer view of the cost-descent, we
plot the graph of J2 from iteration 20 onwards in Fig. 41.
2Note that we can consider k5 = 0 and k6 = 0 if the initial and final velocities of the robot are
the same [72].
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Tail of cost trajectory
Figure 41: The plot shows the tail of the curve in Fig. 40. The cost remains almost
constant after the first few iterations.
The term θ(u) acts as an optimality function, namely a measure of the extent to
which u fails to be an optimal control (see [57] for an extensive discussion on optimality
functions and their role in optimization). To see this, observe that θ(u) is always non-
positive since u? minimizes the Hamiltonian. The condition θ(u) = 0 is equivalent to
the maximum principle, and |θ(u)| can be viewed as a measure of u failing to satisfy
the maximum principle. Generally, a characterization of an algorithm’s convergence
can be based on how close |θ(u)| gets to zero (see [57]). As for our algorithm, Fig. 42,
showing θ(u) as a function of iteration counts, indicates together with the tail of the
graph in Fig. 41 that the algorithm has converged. We also mention that the final-
state constraints of x1(tf ) = 25, x2(tf ) = 0 and x3(tf ) = 100 are almost met, with
the obtained values of x1(tf ) = 24.42, x2(tf ) = 0.21 and x3(tf ) = 99.91. Choosing
larger values of C1, C2 and C3 only makes the asymptotic convergence slower without
any significant gains on the accuracy of final states, which are already very close to
the desired values for the given choices of C1, C2 and C3.
Remark. Due to the disparate nature of our control variables u and R we use
block iterations in the algorithm, namely, we cycle between 10 iterations in u for a
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Figure 42: Optimality function quickly goes to zero as the algorithm converges. The
magnitude of optimality function is a measure of how close we are to the optimal
solution.
fixed R and then 10 iterations in R for a fixed u. The effect of this can be seen for
example in Fig. 3, where the cost-reduction is more pronounced at the start of a
block than at its end.
Fig. 43 depicts the computed optimal controls and robot behaviors at different
points along the path while Fig. 44 shows their evolution in time domain. It can be
seen that periods of higher predicted channel quality (low (s(x1))) correspond to larger
spectral efficiency (R) as one would have expected. Moreover, the spectral efficiency
changes instantaneously to changes in channel quality. The velocity response is a bit
delayed to changes in channel quality and is quite smooth. This can be ascribed to
using acceleration as an input and defining a cost on velocity. Again, the acceleration
profile is very smooth due a cost defined on it. This behavior stands in contrast
to the findings of [84] which, using the velocity as a control in a (discrete-time)
co-optimization problem, yields wider variations in velocity v(t), and hence large
accelerations |u(t)|. In practical situations, the acceleration may be limited due to
operational constraints and hence its explicit inclusion in the optimal control problem
appears to be a more practical approach. To bring the final velocity to zero, we see
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Figure 43: The acceleration u, spectral efficiency R, velocity v = x2 and channel
s(x1) along the path of travel. u and v are magnified by factor 5 and 2 respectively
while x1(t) and s(x1) are scaled by factor of 8 and 2 respectively. We can clearly see
how the robot adapts its communication and motion strategies based on the predicted
channel quality metric (s(x1)). The delay caused by the acceleration cost can also
been observed.
a sharp deceleration towards the end.
To test the efficiency of our approach, we ran the algorithm for different time
steps used in the numerical integration, as well as different numbers of iterations.
The results for ∆t = 0.001, 0.005, 0.01 seconds, and for 250 and 500 iterations, are
shown in Table 3.
While we observe significant changes in the CPU times of the three runs, we
note that the final results of the computations are quite close to each other. In
particular for ∆t = 0.01 s and 250 iterations, the algorithm’s run was completed in
3.49 seconds on CPU time. This indicates the potential use of our algorithm for real
time applications and this is the topic of our next chapter.
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Figure 44: The acceleration u, spectral efficiency R, velocity v = x2 and distance
traveled x1 vs time. u and v are magnified by factor 5 and 2 respectively while x1(t)
is scaled by factor 8. We can clearly see how the robot adapts its communication and
motion strategies based on the predicted channel quality metric (s(x1)). The delay
caused by the acceleration cost can also been observed.
Table 3: Results of simulations for various steps sizes and number of iterations. Using
large step size in integration reduces the compute time without having much impact
on the final cost or terminal state constraints, indicating the potential for real-time
like application which we consider in the next chapter.
Δt iterations Final Cost CPU Time Final Position Final Velocity Bits/Hertz
0.001 500 402.40 56.23 24.42 0.21 99.91
0.001 250 406.20 28.03 24.43 0.40 99.90
0.005 500 402.50 12.35 24.44 0.20 99.89
0.005 250 405.50 6.18 24.44 0.33 99.88
0.010 500 403.50 7.10 24.42 0.25 99.90
0.010 250 406.70 3.49 24.43 0.40 99.86
Initial Cost = 1.0633e5; CPU time in seconds
113
CHAPTER VII
REAL-TIME MOTION AND COMMUNICATION
CO-OPTIMIZATION IN PLANE
This chapter extends the problem and methodology developed in the previous chapter
in the following two ways. First, it adds the challenging element of path planning by
lifting the restriction that the robot has to follow a pre-determined path. Rather, it
has to compute an optimal trajectory. Second, channel prediction is updated as the
robot gathers more channel samples in the workspace, requiring a re-evaluation of the
optimal trajectory for the cost to go, in contrast to the problem in previous chapter
which does a one-time channel prediction and co-optimization before the robot starts
moving. We point out that we do not use model-predictive control or rolling horizons,
but rather compute the entire trajectory of the cost-to-go performance functional to
the given final time. These enhancements over the previous setting pose significant
computational challenges and the proposed scheme handles these challenges in an
effective way, as will be demonstrated by its application to example problems.
Similarly to the work in previous chapter, the objective is to minimize a weighted
sum of communication and motion energy costs given the number of bits to be trans-
mitted. The starting and final times, as well as the initial and final locations of
the robot are given. Different from the problem considered in chapter 6 however
is that the robot’s trajectory is optimized over the entire 2D workspace, which is
closely-coupled with the spatial variation of communication channel quality. Theses
additional elements in the optimization greatly complicate the problem. Secondly,
this work makes a first attempt to solve the problem in a real-time setting.
The spatial channel quality over the 2D workspace is not known beforehand but
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rather updated during the operation as more channel measurements become available
to the robot. Utilizing the probabilistic framework of [49,52], the channel parameters
can be estimated and the channel quality over the space predicted. With updated
channel information, the optimization process is also updated correspondingly. This
defines an online framework for the optimization process, which is made possible by
the fast convergence of the optimization algorithm and its ability to react rapidly to
changes in the estimated channel fading. The obtained simulation results hold out
promise of its eventual implementation in future realistic scenarios. We start with
the formulation of the problem in the next section.
7.1 Problem Definition.
Consider a robot that has to traverse a path between a source point S ∈ R2 and
a destination point D ∈ R2 while transmitting a given number of bits to a remote
station in a given time-horizon [0, tf ]. The problem is to determine the robot’s path,
acceleration, and transmission rate as functions of time t ∈ [0, tf ] so as to minimize
the total energy required for transmission and motion. Based on few measurements,
the channel quality is predicted probabilistically as will be detailed below. The power
required for motion depends on the robot’s velocity and acceleration, while its trans-
mission power depends on its position relative to the remote station, transmission
rate, and the channel quality (shadowing and multipath fading). For the robot’s
motion, we use the second order dynamical model
ẋ1(t) = x2(t),
ẋ2(t) = u(t), (109)
where x1 ∈ R2 is the position of the robot in the plane, x2 ∈ R2 denotes its velocity,
and u ∈ R2 is its acceleration. The initial condition of this equation is x1(0) = S and
x2(0) = 0. According to Ref. [72], the power required for the robot’s motion has the
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form, for given constants ki ≥ 0, i = 1, . . . , 6,
Pm(t) = k1||u(t)||2 + k2||x2(t)||2 + k3||x2(t)||+ k4 + k5||u(t)||+ k6||u(t)|| · ||x2(t)||.
(110)






where R(t) ≥ 0 is the spectral efficiency of the channel at time t and position x1(t),
K is a constant depending on the threshold bit error rate acceptable at the receiver,
and s(x1(t)) is the estimated channel quality metric at position x1(t) ∈ R2; see the
section on channel estimation in previous chapter. Let Q be the total number of
bits the robot has to transmit, then the requirement of transmitting Q bits in time






where B denotes the channel’s bandwidth. To get rid of the integral, so as to make this
constraint more amenable to our algorithm, we introduce an auxiliary state variable,
x3 ∈ R, defined by the equation
ẋ3 = R(t), (112)
with the boundary conditions x3(0) = 0 and x3(tf ) = c. Other final-time constraints
on the state variable (position and velocity) are x1(tf ) = D and x2(tf ) = 0. We also
assume upper-bound constraints on u(t) and R(t) of the form
0 ≤ ||u(t)|| ≤ umax, 0 ≤ R(t) ≤ Rmax, (113)
for given umax > 0 and Rmax > 0.
The related optimal control problem is defined as follows. Its input is (u(t), R(t)) ∈
R2×R, t ∈ [0, tf ], its state is (x1(t), x2(t), x3(t)), and its dynamics are given by Eqs.
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(109) and (112) with the initial conditions x1(0) = S, x2(0) = 0, and x3(0) = 0. Its








where Pm(t) and Pc(t) are the motion power and transmission power defined, respec-
tively, by Eqs. (110) and (111), and γ > 0 is a given constant. The problem is to
minimize J̄ subject to the above dynamic equations, the upper-bound constraints
on the input as defined by Eq. (113), and the final-state constraints x1(tf ) = D,
x2(tf ) = 0, and x3(tf ) = c.
We handle the final-state constraints with a penalty function of the form C1||x1(tf )−
D||2 + C2||x2(tf )||2 + C3||x3 − c||2, for constants C1 > 0, C2 > 0, and C3 > 0, cho-
sen large enough so that the terminal constraints are almost satisfied. The resulting











+ k3||x2(t)||+ k4 + k5||u(t)||+ k6||u(t)|||̇|x2(t)||
))
dt
+ C1||x1(tf )−D||2 + C2||x2(tf )||2 + C3||x3(tf )− c||2, (115)
subject to the dynamic equations
ẋ1(t) = x2(t), x1(0) = S
ẋ2(t) = u(t), x2(0) = 0
ẋ3(t) = R(t), x3(0) = 0,
and constraints on the control inputs given by
||u(t)|| ≤ umax,
0 ≤ R(t) ≤ Rmax.
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We use the same channel prediction scheme and Hamiltonian based algorithm
presented in the previous chapter. Based on few channel measurements collected a
priori (e.g. by static sensors in the field), an initial prediction of channel quality over
the workspace can be performed and the optimal control problem (140) solved for
optimal controls. As the robot moves, it gathers additional channel measurements
(e.g. by gathering more samples along its path, through crowdsourcing and/or by
other robots in the field), which enables it to predict the channel quality more accu-
rately. Thus the channel prediction and subsequent optimization is performed from
time to time over the remaining time horizon [t0, tf ], where t0 denotes the present
time at which the optimization is performed. The details of this online optimization
procedure will be presented in Section 7.4.
7.2 Path Planning with Motion and Communication Co-
optimization
In this section, we consider the application of the algorithm to the problem defined
in section II. The Hamiltonian associated with the optimal control problem (140) is
H(x, [u,R], p) = pT1 x2 + p
T






+ k2||x2||2 + k3||x2||+ k4 + k5||u||+ k6||u||||x2||
)
, (116)


















with terminal constraints p1(tf ) = 2C1(x1(tf )−D), p2(tf ) = 2C2x2(tf ) and p3(tf ) =
2C3(x3(tf )− c), respectively. In the forthcoming we assume that k5 = k6 = 0 in (116)
as we did in the previous chapter. The minimizer of this Hamiltonian subject to the
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We next consider an application example to demonstrate the effectiveness of our
method for handling the real-time co-optimization problem.
7.3 Application
Consider a robot that is tasked to move from the initial point S = (20, 40) to the final
point D = (10, 5) in the plane, and it has to transmit 150 bits/Hz to a remote station
located at qb = (5, 5) in 40 seconds. The acceleration and spectral efficiency can take
maximum values of umax = 0.5m/s
2 and Rmax = 6Bits/Hz/sec, respectively. The
balancing factor between motion and communication is γ = 0.01, and the constants
C1, C2 and C3 are set to 10, 50 and 10, respectively. The Armijo step size parameters
are set to α = 0.1 and β = 0.5. The initial controls u0(t) and R0(t) are both set to
zero. The integration step size for the simulation is set to dt = 0.1 seconds, and the
algorithm is run for 500 iterations. The algorithm is terminated whenever the Armijo
parameter k is greater than 50, indicating that a local minimum has been reached.
This robotic operation is performed under a simulated wireless channel with real-
istic parameters over an area of 50m × 50m. The channel parameters based on [49]
and [6], are KPL = −41.34, nPL = 3.86, ξdB = 3.20, η = 3.09m and ρdB = 1.64. The
receiver thermal noise is −110 dBm and the BER threshold is set to pb,th = 2× 10−6.
This channel can be predicted with few measurements over the field by using the
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methodology summarized in previous chapter. To illustrate this point, Fig. 45 shows
a sample simulated wireless channel generated with the parameters listed above, for
the 250, 000 points in the plane. It is then predicted at all these points based on only
500 a priori known randomly-spaced channel samples (0.2%) over the field and the
result is shown in Fig. 46. The two results are quite similar.
Figure 45: Simulated wireless channel over the workspace. The peak corresponds to
the location of base station with which the robot is communicating.
The plot for cost (J) versus iteration count is depicted in Fig. 47, showing a rapid
decrease in cost during the first few iterations of the algorithm. The cost decreases
from the initial value of 2.3872 × 105 to 799.63 in 20 iterations, while the cost after
56 iterations is 565.13 when k became greater than 50, indicating convergence. Fig.
47 also shows the tail of the cost trajectory and evidently it starts flattening after
iteration 20. The 56 steps of the algorithm took 0.83 seconds of CPU time on an
Intel dual-core computer with i5 processor running at 2.7 GHz.
The total motion and communication cost (114), excluding the penalty term, is
J̄ = 475.10, and the final values of state variables are x1(tf ) = (9.8, 5), x2(tf ) =
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Figure 46: Predicted channel based on 500 measurements. As the number of samples
for channel prediction increase, the variations away from the base station will become
more apparent and the predicted channel would resemble the wireless channel of Fig.
45 more closely.
Figure 47: Cost as function of iteration count. Much of the cost decrease happens
during the first few iterations. As can be seen from the tail of the cost, after iteration
20, there is not much decrease in the cost.
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(0.2,−0.8), and x3(tf ) = 149.7. We note a mild discrepancy from the desired final
values of x1(tf ) = (10, 5), x2(tf ) = (0, 0), and x3(tf ) = 150, It can be reduced by
choosing larger penalty terms C1, C2, and C3, however choosing very large penalty
terms can degrade the convergence rate. For example, setting C1 = 500, C2 = 500,
and C3 = 500 gives x1(tf ) = (9.99, 5), x2(tf ) = (−0.08,−0.68), and x3(tf ) = 149.99
while the CPU time of the run increased to 7.14 seconds. It is not surprising that
the initial cost is higher since the penalty terms are larger, and for the same reason,
the algorithm drives the control parameters to a more restricted set and hence the
final energy cost is expected to be higher as well. The CPU times often are larger in
penalty-function methods with larger penalty terms.
Fig. 48 shows the log plot of predicted channel quality metric (s(x1) = E[1/Υ(x1)],
where Υ(x1) is the predicted received CNR at position x1 = (x, y) ∈ R2) and the
path taken by the robot in the plane. Smaller values of s(x1) correspond to good
channel quality and vice versa. The robot starting and end positions are marked
by a diamond and a square, respectively, in all the figures. Instead of following a
straight line between them, the robot takes a detour towards areas with relatively
good predicted channel quality. For instance, the point of best channel quality is
qb = (5, 5), namely the location of base station, and hence the robot veers towards
this point before turning away towards its destination point.
Fig. 49 depicts a three-dimensional graph of the robot’s motion, where the z
axis representing time and the motion is in the x − y plane. The upper, blue curve
represents the flow of time from 0 to 40 seconds, and the position of the robot at time
t is seen by projecting the corresponding point on the upper curve onto the x − y
plane, where it is indicated by a corresponding point on the red curve. Fig. 50 shows
the acceleration of the robot along its path, where lengths of the arrows represent its
magnitude, and Fig. 51 shows the speed of the robot along its path.




Figure 48: Path followed by the robot, veering towards regions of better channel
quality. Smaller values in the colormap indicate better channel quality prediction as
measured by s(x1).
Figure 49: Position of the robot as a function of time. The diamond and the square
indicate the initial and final positions respectively. Projecting an arrow from the blue
curve onto the red curve gives the position of robot in the plane at the corresponding
point in time
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Acceleration u at different points in plane
Acceleration
Position
Figure 50: Acceleration of the robot along its path. The diamond and the square
indicate the initial and final positions respectively. The length of the arrow shows the
magnitude while the direction shows the direction of acceleration at different points
along the path.
Figure 51: Velocity of the robot along its path. The diamond and the square indicate
the initial and final positions respectively. Projecting an arrow from the red curve in











Figure 52: The robot’s spectral efficiency along its path. Near the region close to
the base station, the channel quality is good and the robot transmits with relatively
higher spectral efficiency. At any point along the optimal path, there is an inverse
relationship between the spectral efficiency and s(x1),
path is marked by red circles, and the spectral efficiency at corresponding points is
marked in blue. The 2D map of the predicted channel quality metric s(x1) is also
plotted on the x-y plane (in log scale). It can be seen that the robot transmits with
a higher spectral efficiency in regions of better predicted channel quality. This is not
surprising since, in regions of higher channel quality, the robot can transmit with a
higher rate to the base station with less communication power.
7.4 Online Optimization
This section extends the algorithm to a realistic and practical online setting, where
the robot obtains new channel measurements while in motion. It does not discard the
older measurements, but rather appends them by the new data in order to enhance












+ k3||x2(t)||+ k4 + k5||u(t)||+ k6||u(t)||||x2(t)||
))
dt
+ C1||x1(tf )−D||2 + C2||x2(tf )||2 + C3||x3(tf )− c̄)||2, (117)
subject to the dynamics
ẋ1(t) = x2(t), x1(t0) = a1
ẋ2(t) = u(t), x2(t0) = a2
ẋ3(t) = R(t), x3(t0) = 0
and the input constraints and the constraints
0 ≤ ||u(t)|| ≤ umax,
0 ≤ R(t) ≤ Rmax,
Here t0 ∈ [0, tf ] is the time at which the optimization is performed, and the terms
a1 and a2 are the current position and velocity of the robot at time t0, and c̄ :=
(c− x3(t−0 )) is the number of bits per unit frequency that remains to be transmitted
in the time-interval [t0, tf ]. The online approach solves this problem each time a
channel estimation is performed, typically at a finite number of times during the
horizon [0, tf ]. The initial control point of each such a run of the algorithm consists
of the remaining input control computed by its previous run.
The considered problem is the same as the one discussed in Section 7.2, except
that the robot performs channel prediction every 10 seconds, and each prediction is
based on 100 new channel measurements taken at random locations. Also the initial
run, at t0 = 0, solves the offline problem with 100 channel samples. The combined
time for channel prediction and a run of the algorithm was about 2 seconds and took
under 50 iterations of the algorithm’s run.
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Figure 53: Online optimization after every 10 seconds. The diamond and square
shows the starting and stopping position of the robot. The robot predicts the channel
based on initial samples and executes its policy for the first 10 seconds till it reaches
the first circle where the process is repeated.
The results of the simulation are shown in Fig. 53 & 54, where the position of the
robot at the end of each predication and optimization cycle (10 seconds) is indicated
by a circle. Fig. 53 shows the computed optimal trajectories for each prediction-
optimization cycle from the current time to the final time. A concatenation of the
computed trajectories, which the robot actually would traverse, is indicated by the
red path in Fig. 54, while the dashed blue path indicates the trajectory computed
by the offline algorithm at time t0 = 0, based on the initial channel prediction. The
total energy consumed (Eq. (114)) in the offline solution (dashed blue path Fig. 54)
is J̄ = 371, while the solution of the online problem (red path in Fig. 54) yields a
lower value, J̄ = 304.
7.5 MultiAgent Co-optimization in Plane
The methodology provided for the single agent case can be extended to multi-agent
case to perform co-ordinated tasks and an example is provided in Fig. 55- 56. The
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Figure 54: Offline Vs. Online optimized trajectories. The online trajectory is ob-
tained from Fig. 53 by connecting the optimal paths between the circles in that
figure.
six agents in the plane start from the same point and they have data that needs
to be communicated to the base station located at (5, 5) as before and in the same
channel environment. Each agent, has to go to a different destination point and
thus experience different channel quality and thus it would be advantageous for some
agents to carry more data for transmission to base station than others. Based on some
information about the channel provided by crowd-sourcing or cloud, they predict the
channel and solve the problem in a centralized fashion so as to minimize the sum
of all costs. The final states x3(tf ) of all the robots needs to sum up to the total
data requirement and this is incorporated via a penalty term into the joint cost. The
problem is solved which gives the initial distribution of data for each robot and the
optimal paths corresponding to this offline solution are shown in Fig. 55.
After the initial offline solution, each agent then solves its own co-optimization
problem online in a fashion similar to the ones described earlier and the results are
shown in Fig. 56. After every 10 seconds, each agent performs its own channel















Trajectories of Different Agents
0
2
Figure 55: Six agents starting at the same point and moving towards their respective
destinations. The data is distributed between different agents based on the channel
qualities along the optimal paths. The peaks are the regions of bad channel quality
an vice versa. The robots avoid regions of bad channel quality.
of each robot from its initial trajectory. The robot learns about the channel as it
gathers more channel information and makes a more informed decision on its motion
and transmission. This gives one example of extension of the result and several other
are possible. Details of our work on single and multi-agent online co-optimization can
be found in [1].
In this chapter and the previous, we considered the spectral efficiency to be a
continuous variable. Most of the modulation schemes for variable power transmis-
sion however require the spectral efficiency to be discrete and thus the problem of
co-optimization is hybrid not only in its objective function but also in the system dy-
namics and solving this problem in the framework of hybrid optimal control subject
to various constraints is the topic of the next chapter.
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Trajectories of different agents - Online Optimization
Figure 56: After initial planning, the robots perform channel prediction and opti-
mization every 10 seconds. After initial data distribution each agent performs its own
online optimization. The paths close together show the change in path planning for
each individual robot as it learns about the channel and re-plan.
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CHAPTER VIII
CO-OPTIMIZATION PROBLEM WITH HYBRID
DYNAMICS
In the previous chapter, we dealt with the problem of motion and communication
balancing using an optimal control approach assuming continuous controls for robot’s
acceleration u and spectral efficiency R. The hybrid nature of the problem thus
resulted from being hybrid in the objective function only. The spectral efficiency R
however takes on discrete values as explained below and hence the problem of Hybrid
Co-optimization is what is considered next in this chapter. In fact, the spectral
efficiency cannot switch instantly and as such, the hybrid co-optimization problem
also exhibits dwell time constraints and thus amenable to our dwell time framework
and this is the common thread between the two main topics of this thesis.
MQAM (M-ary Quadrature Amplitude Modulation) is a common digital modu-
lation technique that allows for a variable rate and variable power transmission and
this is the scheme which we have assumed in [6, 45]. The constellation diagram of
Fig. 57 shows an example of 16QAM for transmitting a total of 16 possible signals
and where each transmitted signal carries 4 bits of information. In general, if there
is a total of M possible signals that need to be transmitted, one requires log2M bits.
The constellation size is thus usually designed to be a power of 2. As mentioned
before, the spectral efficiency is a measure of information rate over the given band-




) and this normalized by the available bandwidth ( 1
T
) gives the spectral
efficiency to be R = log2(M). Since usually M = 2
N with N = 0, 1, 2..., we have












Figure 57: A constellation diagram for 16 QAM. It is possible to transmit more bits
per symbol by moving to a higher order constellation, like 64 QAM or 256 QAM,
which are also the most common forms of QAM.
motivates us to solve the co-optimization problem with R as a discrete variable and
thus the problem of co-optimization considered in the previous chapters becomes a
truly hybrid optimal control problem. In this chapter, we present the formulation or
our problem as a switched mode constrained hybrid optimal control problem and then
present a method for solving the problem. To focus on the essence of the problem,
we consider the co-optimization problem of [6] considered in chapter 7, where a single
robot is tasked to transmit a given number of bits along a fixed path in a given time
horizon an the problem.
8.1 Problem Formulation
Consider the problem of a robot tasked to transmit a given number of bits required to
traversed a predetermined path in a fixed time interval [t0, tf ]. The channel quality
at any point along the is estimated based on few measurements a priori and the
robot has to optimized its acceleration and spectral efficiency as to minimize a joint
cost defined on the motion and communication energy while satisfying constraints
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on control inputs and on the state. The control variable acceleration is continuous
but the control variable spectral efficiency is discrete that takes on integer values
assuming MQAM modulation scheme. We use the same model for motion energy,
communication energy, system dynamics and channel estimation as in chapter 7 and
the meanings of the different variables remain the same. The co-optimization problem










+ k3x2(t) + k4 + k5u(t) + k6u(t)x2(t))
)
dt (118)
subject to the dynamical and state constraints
ẋ1(t) = x2(t), x1(0) = a, x1(tf ) = b,
ẋ2(t) = u(t), x2(0) = 0, x2(tf ) = c,
ẋ3(t) = R(t), x3(0) = 0, x3(tf ) = d (119)
and constraints on the input
−umax ≤ u(t) ≤ umax,
R(t) ∈ Q = {0, 1, 2, 3, 4, 5, 6, 7} (120)
8.2 Hybrid Dynamics
We can reformulate the problem by considering the discrete input R(t) as a switching
signal that chooses between different modes, corresponding to discrete value of R,
while treating u as a continuous input to each subsystem. We can represent the
dynamics (119) as hybrid switched system where the dynamics of each mode are
given by



















For each ri ∈ Q, we get one subsystem. So in total we have then 8 subsystems or
modes corresponding to 8 different values of spectral efficiency and thus the spectral
efficiency can be viewed as the switching signal v(t) that performs mode selection,
while u is the continuous input to each subsystem that belongs to U = [−1, 1] and





, x(0) = x0 (122)
and where we have purposely left out the terminal constraints on the state above,
since we are going to add them to cost via penalty terms for computational purposes.








+ φ(x(tf )) (123)






2 + k3x2(t) + k4 + k5u(t) + k6u(t)x2(t))
and the terminal cost accommodates for the final state constraints as
φ(x(tf )) = C1||x1(tf )− b||2 + C2||x2(tf )− c||2 + C3||x3(tf )− d||2.
So we have a controlled hybrid dynamical system and we are looking towards case-3
of Full Optimization introduced in section 2.2, where we are seeking optimization over
the schedule R(t) (spectral efficiency) as well as the continuous input u(t).
Hybrid Co-Optimization Problem:





subject to dynamical and initial condition constraints (122).
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8.3 Computing the Optimal Controls
To compute the optimal solution, we solve a relaxed version of the problem and
then project the solution onto the switching space. For this, we consider the convex










subject to the constraints
8∑
i=1
αi = 1, αi ≥ 0
Similarly, the embedded cost is obtained as a convex combination of the cost func-













+ k3x2(t) + k4 + k5ui(t) + k6ui(t)x2(t))
)
dt (126)











, p1(tf ) = 2C1(x1(tf )− b),
ṗ2 = −p1 − 2γk2x2 − γk3 − γk6
8∑
i=1
αiui, p2(tf ) = 2C2(x2(tf )− c),
ṗ3 = 0, p3(tf ) = 2C3(x3(tf )− d), (127)
For each mode, the optimal ui is given by
u?i =

−(p2 + γ(k5 + k6x2))
2γk1
if
∣∣∣∣(p2 + k5 + k6x2)2k1
∣∣∣∣ ≤ umax,
umax if −









Let (j(t), u∗j(t)) be the optimal controls and where R
∗(t) = j(t)− 1. Then we can
write the hamiltonian associated with this control as
H∗(x, u, p) = pTfj(x, u
∗
j) + Lj(x, u
∗
j) (129)
whereas the Hamiltonian associated the embedded system is given by











(H∗(x, u, p)−H(x, u, p))dt (131)
which is always less than or equal to zero, and it being zero signifies the optimality
conditions are met. We then use the Hamiltonian algorithm presented in chapter
6 which employs the Armijo step size rule to compute the optimal controls. The
controls at any given stage of iterations are updated as the convex combinations of
existing vector field and the vector field associated with the minimizer (j, u∗j) of the
Hamiltonian. So we have
fnext = (1− λ)fcurrent + λfoptimal (132)
where λ is the step size chosen according to Armijo rule, so that the algorithm con-
verges to the optimal solution and f is used to denote the vector fields. If we plugin
the values and perform some algebra, we get a rule for updating the optimal controls
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(1− λ)αifi(x, ui) + ((1− λ)αj + λ)
[
(1− λ)αj
(1− λ)αj + λ
f(x, uj) +
λ
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βi = (1− λ)αi + λ,
wi =
(1− λ)αi
(1− λ)αi + λ
ui +
λ
(1− λ)αi + λ
u∗i (134)
for i = j and
βi = (1− λ)αi,
wi = ui (135)
otherwise i.e i 6= j. In the above simplification, we have used the fact that the vector
fields fi are affine in the controls ui. This gives the update rule for the weights on
the modes and the continuous controls at each step of the iteration.
The optimal solution is computed in the relaxed space and we somehow need to go
back to the switching space by using some kind of projection. One common approach
is to use schemes like pulse width modulation [38]. The switching between different
modes is then approximated by assigning each mode a duration of pulse in accordance
with its weights at the beginning of the pulse, and during each mode, the respective
optimal u∗i (t) is applied. This will be explained next in a an application example.
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4 Cost Vs Iterations
Figure 58: Plot of cost vs. iterations for the hybrid co-optimization problem. The
cost decreases rapidly during the first few iterations.
8.4 Simulation Results
For solving the hybrid co-optimization problem, we consider the same problem of
chapter 6 with the same start and ending points and constraints on the inputs. The
channel data and parameters are chosen to be the same as before and the same
goes for Armijo parameters and the choice of the step size for solving the differential
equations. The results of our simulation are shown in Fig. 58 - 62 which we briefly
explain next. The plot for cost (J) versus iteration count is depicted in Fig. 58,
showing a rapid decrease in cost during the first few iterations of the algorithm. The
cost decreases from the initial value of 1.0408× 105 to 557 in 100 iterations. The cost
shows a rapid descent during the initial steps of the algorithm thanks to the Armijo
step size rule. The final states are x(tf ) = (19.55, 0.25, 99.93) very close to the desired
final states of xf = (20, 0, 100) for the given choice of penalty terms.





and the two are scaled for effective presentation. As can be seen, the spectral effi-
ciency is high in the region with good channel quality, corresponding to smaller values






















Spectral Efficiency and Channel Quality along the path
sx
R
Figure 59: Spectral efficiency and channel quality at different points along the path.
The spectral efficiency is high in regions of good channel quality and vice versa.
The spectral efficiency and channel quality are both scaled for vivid depiction. The
jitteriness is the result of this being the convex summation of weights on discrete
spectral efficiencies to form the resultant relaxed spectral efficiency shown in this
figure.
of the robot. The robot tries to quickly get out of the region of the bad channel
quality and towards the end decelerate to bring the robot to a stop. All these results
agree with our intuition.
While the above results give us an idea of the appropriate behaviors, we need to
project our optimal controls onto the space of switching controls for implementation
and this is what we consider next. The optimal weights for each mode are shown
in Fig. 61. Because of the high transmission demand, the robot assumes the higher
mode, corresponding to large values of spectral efficiency and this is indicated by
the corresponding large weights on the spectral efficiency. To be practically useful,
we however need somehow to compute the discrete spectral efficiency utilizing the
information of different weights on the modes. This can be done using pulse width
modulation (PWM) as in [38]. For the purpose of depiction, we choose a large du-
ration of 2 seconds for the pulse and portions of this pulse are assigned to different
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Acceleration at Different points along the path
Figure 60: Acceleration at different points along the path. The channel quality is
relatively bad near the origin and thus the robot accelerates to get out of this region.
The robot makes a deceleration towards the end to bring the robot to a stop, a
condition specified by terminal constraints on the problem.
modes (and hence spectral efficiencies) in according with their corresponding weights
at the beginning of the pulse. The results are show in Fig. 62. The value of the cost
using this discrete R(t) and continuous inputs u∗i (t) for each mode is 577, compared to
557 for the relaxed spectral efficiency. This difference can however easily be reduced
by choosing small duration for the pulse and thus switching more rapidly between
the modes to closely approximate the relaxed spectral efficiency using the discrete
modes.
Towards the end of this chapter, we want to point out that the spectral efficiency
cannot switch instantly and thus the hybrid co-optimization problem is also subject
to our dwell time constraints and thus amenable to our framework. This is the case
where the dwell time is very small, few milliseconds, as opposed to the dwell time
constraints of days for the optimal pesticide scheduling problem and thus we have a
range of hybrid optimal control problems between the two opposite extremes of the
spectrum that can be addressed using the dwell time framework presented in chapters
140






























Figure 61: Weights associated with each mode at different points in time. The weight
on mode 8 is high all the time due to high transmission demand set for this simulation
problem.
















Switching between different Modes
Figure 62: The use of pulse width modulation scheme to arrive at the switching
signal. A fixed pulse length is assumed and then portions of this pulse are assigned
to different modes according to their respective weighs at the beginning of the pulse.
In this realization, the pulse duration is chosen to be 2 seconds for vivid depiction.
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3-5. We presented one interesting example of optimal pesticide scheduling in chapter
5 to demonstrate the application of our methodology.
The Hamiltonian algorithm and for that matter other optimization methods in
general, have problem solving optimal control problems over large time horizon. In
the next chapter we present an optimal control method for solving complex problems
over large time horizons and consider its application to solve the problem of co-
optimization in large multi-agent power aware networks as a specific example.
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CHAPTER IX
MULTIPLE SHOOTING TECHNIQUE FOR OPTIMAL
AND HYBRID OPTIMAL CONTROL PROBLEMS
In this chapter, we introduce a multiple shooting based technique for dealing with
complex optimal and hybrid optimal control problems over large horizon. The prob-
lem surfaces from the fact that if the states are stable, the costates are unstable and
vice versa and which results in numerical issues and is a reason for slow convergence
of our Hamiltonian algorithm presented in chapter 6 when dealing with problems
over large horizon and hence the need for a computational technique that can deal
with such issues. Below we present a multiple shooting based technique to tackle
this issue in an effective manner and while the method presented is quite general, we
will specifically consider the problem of solving multi-agent complex optimal control
problems in power aware networks. Towards the end of this chapter, we highlight
how this approach can be implemented for solving a class of hybrid optimal control
problems. The work presented in this chapter also appeared in [7].
The class of optimal control problems considered for the application of our compu-
tational technique have the property that the optimal control is expressed (pointwise)
via feedback in terms of the state and costate (adjoint) variables. The technique, com-
bining gradient descent with a multiple shooting method, is tested on a power-aware
problem in a fifty-agent network and it yields convergence towards a minimum.
Consider the following general Bolza problem with pointwise input constraints:
The state equation is
ẋ(t) = f(x(t), u(t)), (136)
where x(t) ∈ Rn, u(t) ∈ Rk, and f : Rn×Rk → Rn is continuously differentiable in x
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and locally Lipschitz continuous in u. The initial time is t = 0, and the initial state
x(0) := x0 and final time tf ∈ (0,∞) are given and fixed, and suppose that there exists
a solution {x(t)}tft=0 for every piecewise-continuous control function u(t), t ∈ [0, tf ].
Let L : Rn × Rk → R be a function that is continuously differentiable in x and
locally Lipschitz continuous in u, and let φ : Rn → R be a continuously-differentiable




L(x(t), u(t))dt+ φ(x(tf )). (137)
Given a compact and convex set U ⊂ Rk, the optimal control problem is to
minimize J over all piecewise-continuous functions u : [0, tf ]→ U . A control function
satisfying these constraints is said to be admissible.
The maximum principle asserts that if {u(t)} is an optimal control then the Hamil-
tonian is minimized at the value of the control ( [58], and [17]). That is, if {u(t)}
is an optimal control, and {x(t)} and {p(t)} are its associated state and costate
trajectories, then at every t ∈ [0, tf ], u(t) ∈ argmin{H(x(t), w, p(t)) : w ∈ U}, where
H(x(t), u(t), p(t)) := p>f(x(t), u(t)) + L(x(t), u(t))
is the Hamiltonian function. Suppose now that there exists a Lebesgue-measurable
function h : Rn ×Rn → Rk such that, for every x ∈ Rn and p ∈ Rn,
u := h(x(t), p(t)) ∈ argmin{H(x(t), w(t), p(t)) : w ∈ U}. (138)
The function h provides a feedback law for the optimal control, and the opti-
mal control problem becomes that of solving the following two-point boundary value
problem: Define the extended state by z := [x, p]> ∈ R2n, and the corresponding
(extended) state equation via 1
1The vector fields can be discontinuous in the variable z due to constraints on u. As long as
the condition of transversality holds at the surface of discontinuity, this does not affect the multiple
shooting technique discussed in this chapter, since we only require continuity with respect to initial
conditions; see [29]. This allows us to consider the extension of our results for a class of hybrid
optimal control problems discussed towards the end of this chapter.
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ż = F (z) :=
















with the notational dependence on t omitted here and in the sequel. The initial
condition on x is x(0) = x0 while p(0) is free; x(tf ) is free while p(tf ) = ∇φ(x(tf ).
The problem is to compute p(0) := p0 such that p(tf ) = ∇φ(x(tf )).
Various algorithmic techniques have been proposed for solving this problem, com-
monly known as shooting methods; see survey papers by [60] and [14] and references
therein. Generally they can be fraught with numerical stability problems when the
final time tf is large. To get around this issue, the shooting methods can be par-
titioned by dividing the time interval [0, tf ] into several subintervals, and running a
shooting method at each subinterval while seeming the resulting extended state at
their boundaries via penalty terms as explained below. These enhanced techniques,
called multiple shooting methods, often perform better than the non-concatenated
techniques ( [60]).
We cast the problem of minimizing the cost (137) subject to the dynamical con-
straints (136) and initial condition constraints, as an equivalent optimal control prob-
lem of minimizing an alternative cost defined on the terminal conditions on extended
state variable z subject to the dynamical constraints (139). The variable of this cost
is the initial condition of the extended state variable. To get around the aforemen-
tioned stability issues, the technique of multiple shooting is used and this is explained
in this chapter. The problem is then solved using gradient descent algorithm where
the gradient of the new cost is used as a descent direction and Armijo rule ( [9]) is
used to compute the step-size in the descent direction. The optimal initial condition
gives the optimal state and costate trajectories via (139) and the optimal control
is then computed using (138). To demonstrate the effectiveness of our method, we
consider the application of the proposed technique to a power aware problem that
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involves co-optimization of mobility and communication power.
The rest of this chapter is organized as follows. In section 1, we survey the
principle behind multiple shooting methods and explain how we propose to use it in
conjunction with a gradient-descent technique to solve the optimal control problem.
Section 2 defines the power aware problem, and section 3 presents the numerical
results. Section 4 discusses extension to a class of continuously-controlled hybrid
optimal control problems. Section 5 concludes the chapter.
9.1 Multiple Shooting: Problem definition and gradient de-
scent approach
In this section, we transcribe the boundary value problem (139) into an optimization
problem over the initial costate variable p0 := p(0). Since the initial condition x0 is
fixed and we need to select p0 so as to satisfy the terminal condition on the costate,




||p(tf )−∇φ(x(tf ))||2 (140)




subject to Eq. (139) and initial condition x(0) = x0. Let us denote the costate
associated with the dynamics in Eq. (139) by λ := [λ1, λ2]
>, where λ1 ∈ Rn and














Substitute for u in it from Eq. (138), and denote its Right-Hand Side (RHS) by
g(x, p). Similarly, substitute for u in Eq. (136) from Eq. (138), and denote the RHS





















with the boundary conditions
λ1(tf ) = 0, λ2(tf ) = p(tf )−∇φ(x(tf )).





To distinguish λ from the original costate variable p, we call λ as the meta costate.
Similarly we will refer to the cost in Eq. (140) as meta cost to differentiate it from
the original cost in Eq. (137).
As mentioned in the introduction, optimizing over single initial condition using
shooting method can have stability issues. We next discuss the more general multiple
shooting method, that introduces auxiliary shooting points along the costate trajec-
tory at different time instants. We use the multiple shooting method in the following
manner. Partition the interval [0, tf ] at given time instances t0, t1, . . . , tm such that
0 = t0 < t1 < t2, . . . < tm < tf .
Defining p̄0 := (p0,0, . . . , p0,m)
> ∈ Rm+1 to be control parameters that act as
initial costates at these respective time instants, consider the problem of minimizing












||p(tf )−∇φ(x(tf ))||2. (145)
The costate p is continuous, and hence the term with K in this equation acts to
drive p(ti) towards p0,i, which is the initial costate for the (i+ 1)
th shooting segment.
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This results in smoothing out the jumps in costate trajectory at shooting points and
hence the final costate is continuous. The gradients of this cost with respect to the
initial costates are similar to the one in Eq. (144) and are given by
dJ̄
dp0,i
= λ2(ti), i = 0, 1 . . . ,m. (146)
Furthermore, the meta costate equations Eq. (143) remain the same except for
the the additional constraints at the intermediary shooting points,
λ2(ti) = K(p(ti)− p0,i), i = 1, . . . ,m. (147)
The terminal constraints on the meta costates λ1 and λ2 remain the same as in
Eq. (143). The multiple shooting method can be seen as a dual of the switch time
optimization problem, where the switch times are now fixed but we are trying to move
the initial conditions at these switching instants in the vertical direction to satisfy
the constraints on the co-states in this case.
Finally, we use the steepest-descent algorithm presented in [57] to solve the bound-
ary value problem (139) and hence compute the optimal control (138). The descent
direction used in the algorithm is given by the gradient formula (146) and the step
size in the descent direction is chosen according to Armijo rule ( [9]). To demonstrate
the effectiveness of this method, we next consider its application to an example.
9.2 Application to a Power-aware Problem
We consider an information-relay system where data is to be transferred from a fixed
source to a fixed destination over a mobile relay network. The network is comprised
of a given number of mobile relay nodes (agents) which, for simplicity of argument,
are assumed to be arranged in a fixed logical order. Thus, denoting the agents by Ai,
i = 1, . . . , N , and denoting the source and destination by A0 and AN+1, respectively,
the data is being transmitted in series between Ai and Ai+1, i = 0, . . . , N .
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Suppose that at time t = 0, the agents are instructed by a high-level (supervisory)
controller to transmit data between a source and a destination at a given rate, for
a given amount of time t ∈ [0, tf ]. Starting at time t = 0, the agents start moving
while transmitting, and their common objective is to balance the energies expanded
on transmission and motion by minimizing a weighted sum of the two types of energy.
Such a problem falls under the category of power-aware optimization, and variants of
it have been the focus of recent and current research (see e.g. [32], [84], [83], [43], [6]
etc.). This chapter considers a simplified model since its purpose is to provide a proof
of concept for our algorithmic technique, and investigations of more realistic models
is forthcoming (see the Conclusions section).
Let xi ∈ R2 and ui ∈ R2 denote the planar position and velocity of Ai, i =
1, . . . , N , and let the state and input of the system be x := (x>1 , . . . , x
>
N)
> ∈ R2N and
u := (u>1 , . . . , u
>
N)
> ∈ R2N . Suppose that the transmission power on a link of distance
z is proportional to z2, and the power required for a relay’s motion is proportional to
the square of its speed. Thus, the state equation is
ẋi = ui, i = 1, . . . , N, (148)















where C > 0 is a given constant, and x0 and xN+1 denote the (constant) positions
of the source and destination, respectively. Let umax be a given upper bound on the
speed of the agents. Then the optimal control problem is to minimize J subject to
the dynamics in (148) and the pointwise constraints ||ui|| ≤ umax.
The costate p ∈ R2N also can be decomposed into N two-dimensional vectors
pi, i = 1, . . . , N , namely p = (p
>
1 , . . . , p
>
N)
>, and it is readily seen that the costate
equation has the form
ṗi = xi−1 − 2xi + xi+1, i = 1, . . . , N, (150)
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with the boundary conditions pi(tf ) = 0. Consequently the Hamiltonian has the form















and its pointwise minimizer for given x and p is readily seen to be
u∗i =

−pi(t), ||pi|| ≤ umax
−umax pi(t)||pi|| , ||pi|| > umax.
(152)
Eq. (152) provides a feedback for Eq. (148) and Eq. (150) resulting in the two
point boundary value problem of the form (139).
9.3 Simulation Results
We coded our algorithm in MATLAB, and ran it on a laptop with dual core Intel i5
2.7 GHz processor and 8GB RAM. Two problems were solved concerning two agents
and fifty agents, respectively. The first problem serves to test the basic shooting
method while the second one tests a multiple shooting technique on a large problem.
In both the problems, the maximum velocity was umax = 1, and the parameters K
and C in Eq. (145) and Eq. (149) are set to 1.
9.3.1 Problem I: a two-agent network
The time horizon is tf = 10 seconds, and the source and destination are in positions
O = (0, 0) and S = (30, 0), respectively. The two agents are initialized to positions
x1 = (2, 7) and x2 = (10,−5), respectively. The Armijo parameters are set to α =
10−4 and β = 0.5 (after some experimentation), and the problem is solved using a
single shooting algorithm. The algorithm is run for 100 iterations. All differential
equations are computed via the forward Euler method based on the time-difference
∆t = 0.01s. The algorithm is terminated when the meta cost J̄ (145) falls below
value 1 × 10−4. Fig. 63 shows the meta cost as a function of the iteration count k,
and Fig. 64 shows the actual cost (149) as a function of k.
150
iteration












Figure 63: Plot of meta cost (140) vs. iterations. The algorithm reaches near the
optimal solution in the first few iterations.
The figures indicate that much of the cost reduction occurs in first few iterations.
In 15 iterations, the meta cost declines from its initial value of 1.0154×105 to 0.5673,
while the actual cost declines from 1.2623 × 106 to 4.1612 × 105. The algorithm
terminated after 55 iterations. The final values of meta cost and actual cost at the
end of 55 iterations are 8× 10−5 and 4.1601× 105, respectively, which is close to the
values at the iteration 15. The 55-iteration run took 7.79 seconds of cpu time. Fig.
65 depicts the evolution of the agents’ trajectories from squares to circles, and we
note that the agents approach the line segment joining the source and destination
with which they form an equidistant arrangement. The large squares on the left and
right denote the source and destination respectively.
9.3.2 Problem II: a fifty-agent network
The time-horizon is tf = 50 seconds, and the source and destination are in positions
O = (0, 0) and S = (50, 0), respectively. The agents are initialized to their positions
as indicated by the squares in Fig. 68, where the (x,y) co-ordinates of each agent
Ai are set to (i, 5 sin(i)) for i = 1, . . . , 50. The Armijo parameters for the gradient
descent algorithm are set to α = 5 × 10−3 and β = 0.5 (for the definition of the
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Figure 64: Plot of actual cost (137) vs. iterations. The actual cost shows the same
pattern as the meta cost.
x










Agents - Trajectories in plane
Figure 65: Path followed by agents in the plane. The big squares shown in green
denote the fixed positions of source and destination while the small red squares are
the initial positions of the mobile robots. The curves (shown in cyan) connecting the
initial position of the robot to its final position (shown in blue circles) is the path
taken by the robot in the plane.
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Figure 66: Plot of meta cost (140)Vs. iterations. The algorithm reaches near the
optimal solution in about 100 iterations. This problem could not be handled by single
shooting.
parameters α and β, see [57]), and the problem is solved using multiple shooting
method. The time step used for integration was set to ∆t = 0.01 seconds, and the
multiple shooting was done every 0.05 seconds. The results for this case are shown
in Fig. 66 - Fig. 68.
A 100-iterations run resulted in reductions in the meta-cost from 486.79 to 112.24,
and in the actual cost from 5.6523 × 106 to 1.6018 × 106. After 250 iterations, the
meta-cost and actual cost are 108.15 and 1.5527× 106, respectively, and it took 446
seconds of cpu time.
Fig. 68 depicts the agents’ motion from squares to circles throughout the al-
gorithm’s run. It is noted that the agents move towards the line joining source to
destination (denoted by big squares to the left and right respectively), but they do
not quite reach it due to the cost of motion.
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Figure 67: Plot of actual cost (137) vs. iterations. The actual cost shows the same
pattern as the meta cost.
x













Agents - Trajectories in plane
Figure 68: Path followed by agents in the plane. The big squares shown in green
denote the fixed positions of source and destination while the small red squares are
the initial positions of the mobile robots. The curves (shown in cyan) connecting the
initial position of the robot to its final position (shown in blue circles) is the path
taken by the robot in the plane.
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9.4 Continuously-controlled Hybrid Optimal Control Prob-
lems
To demonstrate the methodology, we consider optimal control problems, however the
results can be easily extended to hybrid optimal control problems. For example,
hybrid optimal control problems with only continuous control u are amenable to the
framework presented in this chapter. In this types of hybrid optimal control problem,
the discrete switching control v is absent and the switching between different modes is
dependent on state crossings the switching surfaces defined by constraints on the state
variables. The control u alters the state trajectory and hence where the trajectory
meets the switching surface and transitions to other mode. These types of problems
can be easily addressed using the framework presented in this chapter except that
there might be jumps in the co-state equations at the switching surface which needs
to be taken into account. The gradient of cost w.r.t initial condition is however
still continuous and this allows for perturbation of initial conditions using gradient
descent based algorithm as described in this chapter. The extension to the case of
Full Optimization however requires further investigation.
9.5 Conclusions
We considered a multiple shooting technique that can be very effective for solving a
class of optimal control problems. Our approach uses multiple shooting method in
conjunction with gradient descent for solving a two point boundary problem resulting
from the optimal control problem. We considered the application of this technique
to solve a power-aware problem of balancing motion with transmission energy in a
50-agent relay network. A remaining challenge is to develop a decentralized imple-




The work presented in this thesis considers the optimal control of a class of hy-
brid dynamical systems under different type of constraints. Necessary conditions for
optimality were developed for a class of hybrid optimal control problems that are
constrained by how fast they can switch between different modes. We presented
computational methods for computing solutions to these problems. The increase in
discreteness of the problem due to the presence of dwell time constraints present sig-
nificant computational challenge. A method was presented to use information on the
insertion gradient, which are readily computable, to arrive at optimal solutions for
the dwell time problem. We extended the dwell time constraints to a more general
constraints on the sequence of modes and considered the application of our results
for the general problem to solve problems in a diverse area of precision agriculture,
to demonstrate the wide applicability and importance of the results presented in this
thesis.
We considered the problem of co-optimizing motion and communication energy
in power aware mobile networks in realistic setting and a number of constraints.
The co-optimization has the structure of hybrid optimal control in the objective
function as well as the dynamics and we presented methods first for solving the
problem in continuous domain and then as truly hybrid optimal control problem.
The problem was solved in the setting of real-time situation by performing online
channel prediction and subsequent optimization and the effectiveness of the schemes
for computing the optimal controls was demonstrated by application examples. While
the implementation is discrete, we solve the problem in continuous time rather than
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discretizing the problem itself which allows us to use the Maximum Principle and
hence our Hamiltonian based algorithm for rapid computation of optimal controls. A
future work in this direction can be to extend our framework to solve other interesting
problems in multi-agent networks required to perform co-ordinated tasks on the go
The problem of dwell time constraints was considered for the case of optimal
mode scheduling for hybrid dynamical systems, with the continuous u being absent.
A future work in this direction is to extend it to the case of Full Optimization where
optimization is performed over schedules as well as continuous input while respect-
ing the dwell time constraints. A nice application can be to hybrid co-optimization
problem considered in chapter 8, since the switching of spectral efficiency is also sub-
ject to dwell times, albeit small, and would be amenable to solution in this extended
framework.
We considered a multiple shooting technique that can be very effective for solving
a class of optimal and hybrid optimal control problems. Our approach uses mul-
tiple shooting method in conjunction with gradient descent for solving a two point
boundary problem resulting from the optimal control problem. The technique has the
promise of solving complex optimal control problems over large time horizons. Solv-
ing hybrid optimal control problems with continuous as well as switching controls
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