In this paper, we study the exact controllability problem for nonlinear scalar conservation laws on a compact interval, with a regular convex flux and in the framework of entropy solutions. With the boundary data and a source term depending only on the time as controls, we provide sufficient conditions for a state to be reachable in arbitrary small time. To do so we introduce a slightly modified wave-front tracking algorithm.
Introduction
This paper is concerned with the exact controllability problem of a nonlinear scalar conservation law with a source term, on a bounded interval and in the framework of entropy solutions:
∂tu + ∂xf (u) = g(t), u(0, x) = u0(x), u(t, 0) = u l (t), u(t, L) = ur(t),
where f is assumed to be a C 2 strictly convex function. Scalar conservation laws are used for instance to model traffic flow or gas networks, but their importance also consists in being a first step in the understanding of systems of conservation laws. Those systems of equations model a huge number of physical phenomena: gas dynamics, electromagnetism, magneto-hydrodynamics, shallow water theory, combustion theory... see [10, Chapter2] .
In this paper, we study (1) from the point of view of control theory and we regard the boundary data u l , ur and the source term g as controls. We will provide sufficient conditions on a state u1 in BV(0, L) so that for any time T and any u0 in BV(0, L) there exist u l and ur in BV(0, T ) and g in C 1 ([0, T ]) such that u(T, .) = u1.
For equations such as (1), the Cauchy problem on the whole line is well posed in small time in the framework of classical solutions and with a classical initial value. However those solutions generally blow up in finite time: shock waves appear. Hence to get global in time results, a weaker notion of solution is called for. In [21] Oleinik proved that given a flux f ∈ C 2 such that f > 0 and any u0 ∈ L ∞ (R) there exists one and only one weak solution to:
ut + (f (u))x = 0, x ∈ R and t > 0,
u(0, .) = u0,
satisfying the additional condition:
u(t, x + a) − u(t, x) a < E t for x ∈ R, t > 0, and a > 0,
and where E depends only on the quantities inf(f ) and sup(f ) taken on [−||u0||L∞ , ||u0||L∞ ] and not on u0. Later in [15] , Kruzkov extended this global result to the multidimensional problem, with a C 1 flux f : R → R n not necessarily convex and with a different entropy condition:
ut + div(f (u)) = 0, for t > 0 and x ∈ R n .
This time the weak entropy solution is defined as satisfying the following integral inequality:
for all real numbers k and all positive functions φ in C
|u − k|φt + sgn(u − k)(f (u) − f (k))∇φdtdx + R u0(x)φ(0, x)dx ≥ 0.
The initial boundary value problem for equation (1) is also well posed as shown by Leroux in [18] for the one dimensional case with BV data, by Bardos Leroux and Nedelec in [4] for the multidimensional case with C 2 data and later by Otto in [22] (see also [20] ) for L ∞ data. However the meaning of the boundary condition is quite intricate and the Dirichlet condition may not be fullfilled pointwise a.e. in time. In the following, we will use the fact that the restriction of a weak entropy solution of (1) on the whole line is the weak entropy solution to the IBVP on an interval with boundary data given by its trace at the boundary points (which exists the solution being in BV).
In the framework of entropy solutions, only a few controllability results exist for equation (1) . In [2] , Ancona and Marson characterized exactly the reachable states of
where f is strictly convex and with a boundary control c. A state w ∈ L ∞ (0, +∞) is reachable in time T if and only if the following conditions hold:
w(x − ) = 0 and for every y greater than x, w(y)
lim sup
for every x > 0. The first two conditions are related to the propagation speed of (8) and the third is analogous to (4) but in the presence of a boundary. In [14] Horsin provided sufficient conditions (related to (9)) on a state to be reachable for the Burgers equation posed on a compact interval and with a general initial data and where the controls are the two boundary values. There are also some results on the controllability and noncontrollability of systems of conservation laws in the context of entropy solutions by Bressan and Coclite [6] , Ancona and Coclite [1] , Ancona and Marson [3] and by Glass [12] . In all those cases, some very reasonable looking states cannot be reached in any time using only boundary control. For example in the case of Burgers' equation on a compact interval, the constant state 0 cannot be reached from most initial states in any given time.
However with an additional control g(t) as in (1) and with f (z) = (Burgers equation), Chapouly showed in [7] that in the framework of classical solutions, any state is reachable from any initial data and in any time (note that in this context, the controls also had to prevent the blow up of the solution, which will not be a concern for entropy solutions). This is the kind of improvement we want to obtain in the framework of entropy weak solutions, and for more general convex fluxes.
In the case of the Burgers equation, our additional control g can be seen as a pressure field, but (1) is also a toy model for the Euler-Poisson system:
where the controls are ρ l , ρr, m l , mr, V l and Vr. Indeed once we take g(t) =
we get Vx = g(t) + Aρ(t) with A a linear integral operator. So we have to deal with an hyperbolic system controlled by the boundary data and an additional source term depending only on the time variable.
Statement of the results.
In what follows f is a C 2 strictly convex function and L and T are positive numbers. We consider the equation:
where g is a C 1 function that we can specify, that is, a control. We begin by recalling the definition of an entropy solution for a scalar conservation law.
η is convex and ∀z ∈ R, η (z)f (z) = q (z).
is an entropy solution of (11) if for all non-negative functions L) ) and all convex entropy-flux pairs (η, q) we have:
It will be useful to consider only the class representatives of BV functions that are right-continuous, which is possible since the discontinuity points of such a function are countable, we will do so in all the paper. We now provide our first controllability result concerning (11) .
and suppose that f satisfy one of the following conditions:
Then for any positive time T and any u0 in BV(0, L) there exist two functions g and u respectively in
.
Remark 1.
• Estimates (13) and (4) are of similar nature but (13) is much less restrictive since this supremum can be arbitrarily large.
• The first two conditions of (9) are replaced here by (14) which concerns only the flux. Therefore many more states are reachable with the additional control g. Furthermore they are reachable in arbitrarily small time.
We now provide some results in the case where the semi-Lipschitz condition (13) degenerates near one boundary point. Indeed we can see that in the third condition of (9), the right-hand side can blow up as x → 0 + , which is not the case for (13) . Since the transformation:
transforms an entropy solution u of (11) in an entropy solution v of ∂tv+∂X F (v) = −g with F (z) = f (−z) also a convex function, and exchanges the boundary points, we will only consider the case where the degeneracy takes place at 0. Now to quantify this degeneracy, we introduce the following function K:
From now on, we will always suppose that K is finite at each point of (0, L). It is obviously nonincreasing and non-negative therefore it may only blow up at 0. In the case of such a blow-up we have the following sufficient condition for controllability.
Let us define:
and suppose that for a certain q > 0, such that p(2q + 1) ≤ 1, the flux f satisfies both:
Then for any T positive and any u0 in BV(0, L) there exist two functions g and u respectively in
such that the following holds:
• u is an entropy solution of (11) 
• at the final time T we have both u(T, .) = u1 and g(T ) = 0 .
Remark 2.
• This contains the fluxes of shape f (z) = |z| q+1 with q less than
• The fact that at time T , g is C 1 and equal to zero is restrictive. The compatibility condition p(2q + 1) ≤ 1 could be improved by removing either hypotheses.
• Note that in comparison to conditions (9), the compatibility condition p(2q + 1) ≤ 1 is a new phenomenon.
• Using the theory of generalized characteristics of Dafermos [11] , it is easy to show that an entopy solution u of (11) satisfy the necessary condition:
for 0 < x < y < 1 we have:
so we see that the semi-Lipschitz condition (13) may a priori blow up at both endpoints.
We conlude this part with the most general result on controllability properties for equation (11) .
Theorem 3. Suppose that f (z) tends to infinity as z does. Let u1 be in BV(0, L) and letT be a positive number. We introduce the following notations:
Suppose that there exists a non-positive functionḡ ∈ C 1 ([0,T ]) such that:
Then for any time T larger thatT and any function u0 in BV(0, L) there exist two functions g in
u is an entropy solution of (11)
Before proving the results above let us make a few general comments on the problem and on the method which we will use. The linearization of equation (11) is problematic because of the lack of regularity and also because the linearized equation is no longer in conservative form. Therefore we will rather construct approximate solutions using a cwave-front tracking algorithm and then use a classical compactness argument to get a trajectory solving the exact controllability problem. It should be noted that another approach would be to control the viscous equation and then let the viscosity tend to zero while keeping uniformly bounded controls, as in [13] or [17] .
A first obvious remark is that when both the initial and final states u0 and u1 are constant functions on (0, L), the exact controllability problem for (11) is reduced to finding g in
g(s)ds = u1 −u0 which is trivial for any choice of T , g(0) and g(T ). Now we follow the strategy of the return method J.-M. Coron introduced in [8] : rather than keeping the control small and use a linearization argument, we use large controls and the nonlinearity to perturb the system. More precisely more precisely we proceed in two steps, in the first we begin with a general initial value and end with a chosen constant one, in the second with begin with a constant initial value and end with a more general one
The rest of the paper is organized as follows. In the next section, we will prove that for any initial condition u0 in BV(0, L) and any positive T , we can find g in C 1 ([0, T ]) and an entropy solution of (11) such that both u(0, .) = u0 and u(T, .) is constant on (0, L). In Section 4 we will prove the remaining part of Theorem 3: givenT positive, u1 in BV(0, L) and a flux f satisfying the hypotheses of the theorem we can construct g and an entropy solution u of (11) such that u(T , .) = u1 and u(0, .) is constant on (0, L). In Section 5 we show how we deduce Theorem 1 from Theorem 3. And in Section 6 we prove Theorem 2 using Theorem 3. Finally we collect useful results on our wave-front tracking algorithm in an appendix.
3 Control toward a constant.
The aim of this section is to prove the following result dealing with the exact controllability problem from a general initial data toward a final constant state in arbitrarily small time.
Proposition 3.1. Let u0 be in BV(0, L), and T be a positive number. There exist g and u respectively in
• u is an entropy solution of (11),
Proof. Take g non-negative in C 1 ([0, T ]) such that the following condition is satisfied:
and define:
We first recall a classical lemma.
Lemma 1. If (un) is a family of functions defined on [t1, t2] × (a, b) and C a constant independent of n such that:
Then we can extract (u ψ(n) ) n≥0 and get u satisfying (25), (26) and such that:
Proof. See [5] Chapter 2 Section 4. Now we will to construct u by approximation.
Lemma 2. Suppose that we have a sequence (un) n≥1 satisfying the following properties:
3. for every entropy-flux pair (η, q), we have:
Then there exists u as in Proposition 3.1.
Proof. Using the first property above and the standard compactness result of lemma 1, we can extract a subsequence (u φ(n) ) n≥1 that converges in L 1 loc (R 2 ) toward a function u which belongs to the space
. Furthermore we can also suppose that for every t in [0, T ] we have ||u φ(n) (t, ) − u(t, .)|| L 1 (0,L) → 0. The third property satisfied by (un) n≥1 implies that u is an entropy solution of (11), the second that u0 = u(0, .) on (0, L) and the last property together with (23) and (24) implies that u(T, .) is constant on (0, L).
It only remains to construct such a family. We will do so using a wave-front tracking algorithm. Compared to the classical wave-front tracking algorithm (see [10] 
Note that while we use this modification to deal with a source term g(t), the same ideas might be used with g(t, u).
To be more precise take
and introduce the following notion of wave-front tracking approximation.
Definition 2.
If is a positive number and u a function defined on [0, T ] × (0, L) we say that u is an -approximate front tracking solution of (11) if:
• as a function of two variables u (t, x) − G1(t) is locally constant except on a finite number of curves x = xα(t) which are C 1 where the discontinuities are located and which we will call discontinuity fronts,
• for each curve xα we have for a.e. t:
• for each curve xα and a.e. time t we have
We have the following key property of the -approximate front tracking solution.
Lemma 3.
If u is an -approximate front tracking solution of (11) and (η, q) is an entropy-flux pair then we have for every positive function φ in
(32) Where the constant C depends only on f , η, ||g|| L 1 (0,T ) and ||u || L ∞ ((0,T ),BV(0,L)) .
Proof. See the Appendix. Now to construct such a wave-front tracking approximation we proceedas follows. Let n be a positive integer, we define:
We take un(0, x) on R equal to:
Now at each discontinuity point of u n (0, .), we approximately solve the Riemann problem as follows. We suppose that the discontinuity is at x = 0 and that the left and right state are respectively v − and v + . Then
+ the discontinuity is a shock and defining
we take:
and for1
Finally we define:
Now there is a small time during which all the discontinuity fronts created at time t = 0 do not intersect. And when two or more fronts interact at a time t > 0 we use the same procedure. It should be noted that only one front leaves the interaction point. In order to see that we begin with the following simple lemma.
Lemma 4. let u 1 , u 2 , u 3 be three real numbers such that:
Proof. Straightforward from the convexity of f . Now if m fronts separating m + 1 states u 1 , ..., u m+1 are interacting at time τ we have, thanks to the order of their respective speed:
Now using the lemma we get if m is even u 1 > u 3 > u 5 > · · · > u m+1 and the resulting front is a shock, if m is odd we have
we can conclude that
and we have either a shock or a single rarefaction front. Since the number of discontinuity fronts decreases at each interaction, this scheme allows us to define un on R + ×R and produce a 1 n -approximate wave-front tracking solution. Furthermore since all the states separated by the discontinuity fronts are translated by the same value t 0 g(s)ds, the quantity TotVar(u n (t, .)) does not increase with time and the quantity ||u
. Since un is a 1 n -approximate wave-front tracking solution we can apply Lemma 3. And we see that the third property of Lemma 2 is satisfied. Obviously the second property is satisfied. And we also have the following estimate:
Furthermore since the speed of the discontinuity fronts is bounded by f (||un|| L ∞ ((0,T )×(0,L) ) we have:
and we see that the first property of Lemma 2 is satisfied. Finally for any n larger than 0 the leftmost discontinuity front γ(t) satisfies the following:
where k may depend on t. Since c(0) ≤ γ(0) we end up with γ(t) ≥ c(t) for all positive time t. And using (23) and (24) we see that the fourth property of Lemma 2 is satisfied by (un) n≥1 .
Proof of Theorem 3.
We now prove the following result which deals with the exact controllability from a constant state toward a state u1 belonging to BV(0, L) and satisfying the hypotheses of Theorem 3. This concludes the proof of Theorem 3.
We recall that the function τ is defined in (21) , and for a given number M the interval IM in (18) . 
lim inf
) an entropy solution of (11), such that:
From now on we let G2 be the function defined by:
We begin with a lemma dealing with two discontinuity fronts of a wave-front tracking approximation:
Lemma 5. For α ∈ (0, L) and 0 < β < min(α, L − α) consider γ+ and γ− as follows:
we have the two following properties:
Proof. Both properties are consequences of the convexity of f . The first one follows from:
And the second one comes from:
We prove Proposition 4.1 by constructing appropriate wave-front tracking approximations.
Proof. Thanks to (22) we can take (βn) and (δn) two decreasing sequences such that βn → 0, δn → 0 and
We can also suppose that:
. For k ∈ {1, .., p}, we take:
For k ∈ {1, .., p − 1} we define the curve γ k by:
Thanks to (48), (49) and (50) we see that the curves γ k do not cross each other
therefore we can define un as follows:
Furthermore thanks to (21) and (49) we see that:
We also have the estimates:
Finally thanks to (16) , (51) and (32), for every convex entropy-flux couple (η, q) we get a constant C independent of n such that ∀φ ∈ C 1 c ((0, T ) × (δn, L)) non-negative we have:
Using lemma 1, we extract a subsequence from (un) and get a solution to equation (11) . Since δn → 0 the limit u is defined on (0, T ) × (0, L) and is an entropy solution of (11). And taking the limit n → +∞ in (57) we see that u(0, .) is constant on (0, L).
Proof of Theorem 1.
We now show that under the hypotheses of Theorem 1, condition (22) is satisfied. We know that:
Recalling the definitions of IM in (18) and τ in (21), it is clear that
Therefore with g non-positive and such that G2 satisfies:
we have when M is large enough so that f ( inf
But now we can get:
,L]
And thanks to (62) this expression is non-positive for M large enough.
6 Proof of Theorem 2.
In this part we prove that under the hypotheses of Theorem 2 condition (22) is satisfied and therefore that we have exact controllability in arbitrarily small time. We recall that u1 ∈ BV(0, L), M > 0 and 0 < < T , where is the amount of time needed to get controllability and therefore is as small as we want. Indeed if we can control in time T1 we can obviously control in any time T2 ≥ T1 since in our strategy we can spend an arbitrary amount of time between the two intermediate states constant spaces. We use once again the functions K, τ and the interval IM defined in (16) (21) and (18), and also the following:
It is clear that K and Ui are non-increasing, that τ is non-increasing in α but non-decreasing in M and that αc is non-decreasing in but non-decreasing in M . We can suppose that τ (α) →
The assumptions made in Theorem 2 can be reformulated as follows, for any H > 0 there exist C > 0 andŪi > 0 such that the following holds:
and finally we have the compatibility condition:
Now we define:τ
Finally we take g such that:
We want to prove that (22) holds, but since f is monotone and using the bound on Ui in (68) it is sufficient to prove: lim inf
for M large enough and given by:
Note that with this choice → 0 when M → +∞. We will get upper bounds of F in two different ways.
Lemma 6.
There exists M0 such that for all (α, β) such that α ≥ αc( ) + β and for any M ≥ M0 we have F(α, β) ≤ 0.
Proof. If α − β ≥ αc( ) we have τ (α − β) = and therefore:
And using the definition of and (67) we can conclude.
It remains to majorize F on β 2 ≤ α − β < αc( ), we begin by a few observations. Lemma 7. The following properties hold:
• when M → +∞ we have αc( ) → 0,
• for α ≤ αc( ) + β we have:
A Wave-front tracking approximations.
Here we provide two results useful for the wave-front tracking algorithm. Let T > 0, a, b ∈ R such that a < b. We consider g a continuous function on [0, T ] and recall that G1(t) = t 0 g(s)ds. And finally we suppose that f is a C 2 convex function defined on R. We will be interested in the entropic solutions of the equation:
Note that while here we deal only with g(t), the same idea could be used to deal with a source term g(t, u) though of course one would need some additional informations on g to get the existence in large time. We recall that approximate wave-front tracking approximations were defined in Definition 2, and we will now prove Lemma 3.
Proof of Lemma 3. We evaluate the left hand side of (32) using the fact that v = u − G1 is piecewise constant. More precisely we apply Green's theorem to the vector field X = (φη(v + G1), q(v + G1)φ) on the parts where it is regular. We know that η, q and G1 are regular. Furthermore we know that v is piecewise constant therefore regular except on the curves xα. Now consider D a connected component of the open subset of (0, T ) × (a, b) constituted of the points (t, x) on a neighbourhood of which, v is constant. Thanks to the definition of approximate front tracking solutions we know that the boundary of D is constituted of D = {(t, x) ∈ (t1, t2) × (a, b)|xα 1 (t) < x < xα 2 (t)} such that no other curve xα lies in D, and that we have the following alternatives:
1. either t1 = 0 or xα 1 (t1) = xα 2 (t1) or x1(t1) = a or x2(t1) = b, 2. either t2 = T or xα 1 (t2) = xα 2 (t2) or x1(t2) = a or x2(t2) = b, When we apply Green's theorem to X on D we get the following: q(u(t1, x))φ(t1, x)dx. Now since either xα 1 (t2) = xα 2 (t2) or φ(T, .) = 0 we get:
q(u(t2, x))φ(t2, x)dx = 0.
And with the same kind of reasoning we also have xα 2 (t 1 )
q(u(t1, x))φ(t1, x)dx = 0.
On the other hand we have: , x) )∂tφ(t, x) + q(u(t, x))∂xφ(t, x) + η (u(t, x))φ(t, x)g(t)dtdx.
In the end we obtain: D η(u(t, x))∂tφ(t, x) + q(u(t, x))∂xφ(t, x) + η (u(t, x))φ(t, x)g(t)dtdx = t 2 t 1 q(u(t, xα 2 (t) − )) −ẋα 2 (t)η(u(t, xα 2 (t) − )) φ(t, xα 2 (t)) − q(u(t, xα 1 (t) + )) −ẋα 1 (t)η(u(t, xα 1 (t) + )) φ(t, xα 1 (t))dt. (86) On the other hand if we have z − ≤ z + ≤ z − + we can take z1, z2, z3 ∈ [z − , z − + ] such that:
And now we get: 
