Abstract. We study financial management performance during 2008-2013 for the Spanish aerospace manufacturing value chain and the links with managerial decisions. Data from company financial statements is analysed with Principal Component Analysis, Data Envelopment Analysis and an Artificial Neural Network. Top financial performers focus on liquidity management rather than on returns: both in the short term, by increasing levels of current assets and funding them with short-term liabilities, as well as increasing asset turnover; and in the long term, by aligning equity to non-current assets, while reducing asset and debt intensity levels. Only the manufacturing value chain is analysed, showing the potential for future research in related fields (e.g. value chain, country). Benchmarking and forecasting financial performance yields information and enables agility and accuracy in the strategy setting process. This study makes a unique contribution because it applies the scientific method where no previous related studies have done. It offers the novelty of using a single metric while Ratio Analysis requires multiple unweighted measures. We contribute by: (a) providing a method based on publicly information to benchmark and predict financial performance, thus offering benefits for aerospace stakeholders and academia; and (b) employing a big data sample that closely represents the population.
Introduction
Benchmarking the managerial decisions that drive financial performance in a sector yields important information for companies, associations, researchers, other related industries and governments. It is even more crucial for certain strategic sectors, such as the aerospace manufacturing sector. Lee et al. (2008) present a value chain for the aerospace manufacturing sector, which, for this study, we simplify into three main components: (a) engineering design, (b) manufacturing, assembly, integration and testing, (c) maintenance-repair-overhaul and services. It should be noted that airports, airlines, air traffic management service providers and financial companies are not covered in this study.
Spain identified the aerospace industry as a strategic sector, according to the following criteria: capability of driving the industrial ecosystem, growth potential and orientation to international markets (Ministry of Economy, Industry and Competitiveness 2010). When comparing the total industrial sector with the aerospace manufacturing sector in the period 2008-2013, Spain reports the following Compound Annual Growth Rate (CAGR) figures for: revenues (-1.85% for industry and 1.25% for aerospace), employment (-4.15% for industry and 0.89% for aerospace), imports (-2.22% for industry and 21.23% for the aerospace) and exports (2.64% for industry and 6.74% for the aerospace) (National Statistics Institute 2017) (Marketline 2012 (Marketline , 2014 . Some other factors that differentiate the aerospace industry from other industries are: the dumping effect due to the military-defence dyad, delivery of high value added products and services, and high entry barriers (high investments, complex products, short series, long development lead times, and high pay back periods). It is also worth studying a sector that moves in the opposite direction to national industrial trends and actively contributes to Spanish economic recovery. Globally, aerospace manufacturers represent around 1.00% of the total industrial ecosystem employment and revenues (National Institute of Statistics 2017).
New aircrafts require financial decisions to be made across the value chain. This study focuses on the period 2008-2013 because it is the last period where there is significant activity in all phases of the value chain due to new product developments plus existing production and support. A brief summary of those new developments includes the Airbus A350 (maiden flight in 2013), Airbus A400M redesigns and production ramp-up The literature on the Spanish aerospace industry does not use a scientific methodological approach. It is mainly composed of consultancy firm white papers, yearly reports of aerospace associations and statistical data available from governmental and private sources. None of those reports addresses topics with practical and research implications, such as financial managerial patterns, financial performance and their relationship with managerial decisions taken, or attempts to forecast financial performance. Moreover, some of those reports use Ratio Analysis to draw conclusions, solely by explaining the value of each ratio. However, using multiple unweighted financial measures seems weak compared to a single, holistic metric (efficiency). Traditionally efficiency is mainly focused on operations, either following a production or an intermediation approach, though some studies make the novel proposal of applying such techniques to benchmark firms' financial management performance (Halkos, Tzeremes 2012; Sueyoshi, Goto 2010; Song et al. 2011) . This study follows that novel approach.
Those facts provide the basis for the research objectives: (a) analysing patterns and benchmarks in managerial strategies through commonly-accepted financial and accounting metrics and their evolution over time; (b) measuring and analysing financial management performance with a single metric; (c) setting out the implications of financial management performance for managerial strategies; (d) defining a model to forecast the firm's financial management performance based only on information from financial statements.
The research model requires data on firm liquidity structure, capital structure, asset structure, company characteristics, firm performance and firm efficiency. It should be noted that the data on firm efficiency is the efficiency outcome from DEA, holistically combining the performance in terms of investors (proxied by Return on Equity), the market (proxied by Return on Sales) and operations (proxied by Return on Capital Employed). Long-term variables are used to capture general trends while certain short-term variables are used to depict fluctuations. This model has some advantages, such as the fact that it does not require proprietary databases. Furthermore, it is simple, reliable and robust, as it is based on widely-accepted concepts and metrics. On the contrary, it may be perceived as lacking accuracy, as general concepts and variables are used rather than industry-specific ones. This does, however, offer the advantage of making the model replicable in other locations, times and sectors, thus allowing case comparison. The study employs a big data sample that is quite close to the entire population. The analysis entails exploratory, descriptive and predictive phases. As such, an incremental process is employed, based on Principal Component Analysis (PCA), Data Envelopment Analysis (DEA) and an Artificial Neural Network (ANN).
The manuscript is organized as follows: section 1 reviews the available literature on the research problem; section 2 explains the research methodology used (the model and data analysis methods); section 3 discusses the sample; section 4 shows the data analysis and results. Finally, section 5 outlines the results and conclusions.
Literature review
This section outlines the literature found on the aerospace manufacturing industry. Sources used to build the model and underpinning the analysis methods are described in the relevant sections to clearly establish the link with the approach followed in this research. Previous papers relating to the Spanish aerospace industry tend to be white papers from consultancy firms, reports from aerospace associations or governmental sources, all of which broadly describe the industry using ratios and graphics but without following the scientific method. In addition, none of these papers focus on the financial management field.
Among the governmental sources, it is worth highlighting the report from the Spanish Ministry of Industry, Energy and Tourism (2016) , which provides longitudinal analysis of SIC code 30.3 (air and spacecraft manufacturing) from 2005-2015. The sector is depicted through a set of metrics including number of companies, revenues, production, value added, productivity, number of employees, investment intensity, exports, imports and labour cost. The report also compares those metrics with other countries and more SIC codes within Spain to show how important the sector is for the national economy. Lastly, the report analyses the sector using company related metrics such as innovation, assets and liabilities levels, return on assets, return on equity and EBIT. Again, this is a general-purpose study and does not follow the scientific method. Also, it does not address topics such as financial management performance, and does not even grade or cluster the variables employed.
The governmental report from ICEX presents a longitudinal analysis of the aerospace industry (ICEX 2016) . The period of study comprises the years from 2006 to 2015. The report compiles facts and figures on the market, aerospace clusters, industrial infrastructure and the main players. A novel aspect of this report is that it addresses industry drivers, though not from a scientific standpoint. It focuses on local strengths, international programmes, governmental support and human resources availability. Finally, it outlines business opportunities for investors.
The Spanish Association of Defence, Aeronautics and Space Technologies Companies (TEDAE 2014) publishes a yearly report with general figures about the sector from various years. It includes metrics such as number of employees, innovation expenditure, productivity, exportations, revenues and the contribution of aerospace and defence to GDP. However, it does not follow a scientific approach, and nor is financial management performance addressed. No ranking or clustering of variables could be found as proxies of industry drivers.
The Marketline white papers (2012), (2014) describe the market definition, geography, segmentation, value, forecast, leading companies' profiles and perform a Porter's five forces analysis. They also include a macroeconomic panel to frame the study. The studies cover the period from 2006 to 2014 and employ a number of financial metrics such as profit margin, revenue growth, asset growth, liabilities growth, debt-assets ratio, return on assets, revenues per employee and profit per employee. For some variables, the compound annual rate of change and compound annual growth rate is calculated. However, these studies do not identify the drivers of financial management, nor do they benchmark financial performance, or try to forecast it.
Research methodology
The research objectives are tackled by developing a model, collecting the required data and analysing them with appropriate tools. Depending on the part of the study the unit of analysis, generically termed a Decision Making Unit (DMU), can be a company, the industry or the group of most efficient companies.
Model
The model considers asset structure, capital structure, liquidity structure, company performance (investors, market and operations axes) and company efficiency (meaning the output of DEA model). Table 1 describes the model in terms of its concepts, measurement variables and how to calculate them. The only information it requires is that provided in financial statements, which is an advantage for a number of reasons: (a) no proprietary databases are needed as data can always be gathered from free access sources that are audited by an independent third party organization; (b) the use of standard information and variables allows comparison; (c) scale effect is avoided because the measurement model relies on ratios (particularly important when applying the DEA model), and (d) simplicity, reliability and robustness is achieved by using commonlyaccepted financial concepts and metrics.
On the contrary, the process may be perceived as less accurate, locally speaking, as general concepts and variables are used rather than industry-specific ones. However, it makes the model more powerful because it may be replicable in other locations, times and sectors, allowing case comparison.
Those concepts and variables are selected after performing a literature review of secondary sources. Most of the articles in question study the relationship between capital structure, company performance, corporate governance model, country effect and shareholding effect. The variables most closely aligned with the objectives and sector, are selected, while others, are tailored as necessary to align with the specific characteristics of the aerospace manufacturing sector.
"Company age" is measured in the literature as the number of years since establishment (Madrid-Guijarro et al. 2011; Liargovas, Skandalis 2010) . This model follows this approach. For "Company size", studies use the number of employees (Morgan et al. 2009; Madrid-Guijarro et al. 2011; Liargovas, Skandalis 2010) , logarithm of total assets (Campello 2006; Wang et al. 2013 ) and logarithm of sales (Kayo, Kimura 2011; Margaritis, Psillaki 2010) . However, in our model, we use market share due to the structural differences in the value chain (e.g. engineering vs MRO). The variable "Value Chain Position" is developed ad-hoc for the study. The "Infrastructure and resource intensity" variable is referred to variously in the literature as tangibility (Kayo, Kimura 2011; Margaritis, Psillaki 2010) or asset intensity (Hofmann, Lampe 2013) . Nevertheless, it is always computed the same way and we adopt that calculation.
The model employs "Asset intensity" as found in the literature (Hofmann, Lampe 2013; Lampe, Hofmann 2014) . The same is the case for "Assets turnover rate" (Hofmann, Lampe 2013; Delen et al. 2013; Shue et al. 2009; Tehrani et al. 2012; Halici, Umut The literature reviewed uses the calculation debt divided by equity for "Debt-to-equity" (Hofmann, Lampe 2013; Ciampi, Gordini 2008; Lampe, Hofmann 2014 ) and we do the same for our research model. For "Leverage", a number of slightly different approaches are found. Most studies compute it as debt to the book value of total assets (Campello 2006) or using long-term debt to the sum of debt and book value of firm equity (Kayo, Kimura 2011) or foreign-earned income to net assets (Halici, Umut Erham 2013) . Our model employs the former formulation. "Debt intensity" is calculated as non-current liabilities to current liabilities as in the literature reviewed (Mohd-Sulaiman 2013).
"Coverage ratio" is not as popular as many other variables when studying specific industries. However, we employ it here to specifically proxy willingness to invest in an industry requiring a high volume of non-current assets. Hofman and Lampe (2013) , in their analysis the effect of financial statement decisions on company returns for logistic service providers, also use this variable, as equity to non-current assets. The "Current ratio" variable is commonly used in the literature in the form of current assets to current liabilities and we use the same formula in this study (Hofmann, Lampe 2013; Delen et al. 2013; Shue et al. 2009; Tehrani et al. 2012; Madrid-Guijarro et al. 2011) .
"ROE" is prevalent in the literature in the form of net income to equity (Shue et al. 2009; Ciampi, Gordini 2008; Tehrani et al. 2012; Madrid-Guijarro et al. 2011; Lampe, Hofmann 2014; Devinney et al. 2010) . This research adopts the same formula. "ROCE" appears more frequently in the literature focusing on capital structure and firm performance. We employ the most common formula used in the reviewed literature and compute it as EBIT to capital employed (Vishnani, Shah 2007; Devinney et al. 2010) . "ROS" is another popular financial ratio. Most of the authors reviewed follow the approach of calculating net income to sales (Shue et al. 2009; Morgan et al. 2009; Tehrani et al. 2012; Ciampi, Gordini 2008; Devinney et al. 2010) , and we use the same formula. "Efficiency", measured as the result of DEA, is frequently used by authors (Azadeha et al. 2015; Kheirkhah et al. 2013; Tosun 2012) . A novel approach is using this measure with a financial focus (Tehrani et al. 2012; Devinney et al. 2010 ), as we do in this paper.
Data analysis methods
A three-step process is applied; starting with PCA, followed by DEA and ending with ANN. Applying these techniques represents an inherent advantage, as they do not impose any additional requirements on the sample, such as normality, homoscedasticity, linearity or multicollinearity. The effect of normality increases in small samples leading to homoscedasticity; however, this is not the case with this study, which uses a big sample. Additionally, linearity is not the focus of the research objectives. Lastly, due to the nature of PCA, multicollinearity is desirable to a certain extent, as component rotations reveal the relationships where the variables make the greatest contribution to one of the components, while at the same time each component differs as much as possible from others.
The joint application of PCA and DEA is widely used by many authors, including Adler and Yazhemsky (2010) , Iyer and Banerjee (2016) , Ho and Wu (2009) . All of these authors first run DEA to compute efficiency, and the result is then included as another variable in the PCA analysis. Their focus is on using these two techniques to rank DMUs and comparing the results, looking for explanations for differences. This study takes a slightly different approach as PCA is used only to explore and rank the patterns of the industry bounded by the model dimensions, as well as its yearly evolution. Furthermore, DEA only computes the "Company Efficiency" variable, first to asses companies and secondly to be the output of the ANN.
Regarding the combination of DEA-ANN, it is commonly used for the same purpose as in this research, by authors such as Azadeha et al. (2015) , Kheirkhah et al. (2013) , Tosun (2012) , and Yeh et al. (2010) , who use DEA efficiency and financial ratios for predicting bankruptcy using a back-propagation neural network.
The three techniques do not all use the full set of model variables from Table 1 . PCA does not use "Value Chain Position" and "Company efficiency". The rationale for not including the former is that the study focuses on depicting value chain trends as an aggregate rather than showing group differences; it should be noted that value chain groups are not homogenous in terms of population and this may bias the results of the comparison. Regarding the second, it has not yet been computed at this stage of the process. The "Company efficiency" variable represents the output of DEA, hence it is part of the next phase. Further analysis tackles group differences computing "Company efficiency" clustered by the "Value Chain Position" variable.
ANN does not include "Value
Chain Position" and "Company age". There are two main reasons for not including the value chain position of a firm in the predictive model. On the one hand, in some parts of the value chain there is not a big enough number of companies to run an ANN model. On the other hand, even if enough data is available, leaving out this variable, means that efficiency can be predicted in such cases where a firm changes its position in the value chain, via upward or backward integration. This enhances the prediction capability of the model. The rationale for excluding "Company age" is an attempt to make this predictive model applicable to newcomers doing their market entry feasibility analysis. Therefore, by leaving out this variable, the applicability of the model is not constrained. On the contrary, the "Company size" variable is included in the ANN model to allow newcomers performing scenario analysis, using various market shares in accordance with the business plan hypothesis.
Data
The population contains 539 firms, incorporating those companies that hold an EN 9100 certification in their Quality Management System (Society of Automotive Engineers 2015), or that belong to national aerospace associations and clusters. On average, 54.24% of the population have their financial statements listed in the SABI ® database (Bureau Van Dijk 2015) for the 2008-2013 period. Multiple imputations of missing values and outlier deletion using the Tukey's univariate approach were used to set the sample for analysis, representing 43.44% of the population. Theoretically, the results could not therefore be generalized without running an inference test, however only nonrelevant and very small companies are left out. Hence, the results could be representative of the industry and the conclusions could be generally applicable. Table 3 shows the sample distribution segmented by value chain position. Note that a proprietary database is used only as a shortcut in the data collection effort and does not bias it. Otherwise the financial statements could be obtained free of charge from publicly-available sources.
Analysis
This section describes the application of the analysis techniques to the sample and presents the results.
Principal component analysis (PCA)
An adequacy test is run before sample analysis. The use of PCA is appropriate as the KMO index is over 0.500 in all years and very close in 2008, when it is 0.495. Additionally, the Bartlett's Sphericity test shows there is significant correlation among variables, thus indicating the suitability of this technique, as shown in Table 2 . The analysis is conducted on a yearly basis using Varimax rotation with Kaiser normalization. Five components are obtained with the same yearly configuration in terms of variables for all years, although this could be reduced to four, as the fifth component is not representative enough. This result shows stability in the underlying dynamics that explains on average 77.82% of the industry variance.
Data envelopment analysis (DEA)
This study follows a Constant Returns to Scale approach using a CCR and output oriented formulation. Yeh et al. (2010) adopt this approach for their study, in which financial ratios are also employed. We follow the same DEA linear programming model. It is expressed in Eq. (1). There are n DMUs (Companies), each uses m inputs (Company age, company size, infrastructure and resource intensity, asset intensity, asset turnover rate, current asset turnover rate, debt-to-equity ratio, leverage, debt intensity, coverage ratio and current ratio) to produce s outputs (ROE, ROCE, and ROS). The index k (k = 1, 2, …, n) represents the DMU whose relative efficiency is to be maximized. 
The objective function maximises the efficiency score, denoted by h k . All DMUs, whose h k is 1, represent the efficient frontier where the rest of DMUs are ranked using their h k score. The closer they are to the frontier, the more efficient. The h k is obtained comparing, the summation of the variable weights of the r-th output for the k-th DMU (u rk ) multiplied by the output level of the r-th output for the k-th DMU (Y rk ), with the summation of the variable weights of the i-th input for the k-th DMU (v ik ) multiplied by the input level of the i-th input for the k-th DMU (X ik ). This function is subject to non-negativity constrains for the input and output weights, plus the assumption of having positive Y rj (output level of the r-th output for the j-th DMU) and X ij (input level of the i-th input for the j-th DMU).
According to this approach, a company is more efficient than others if it is able to produce greater returns in terms of investors (ROE), operations (ROCE) and the market (ROS) with a given asset structure, capital structure, liquidity structure and certain company characteristics, that are comparable to those of the company in question. A comparison between top financial performers and the industry average is shown in Figure 1 . For each model variable, the following information is provided on an average annual basis: industry mean, the top 50 efficient companies' mean and the difference between those two groups (Delta Eff-Ind. row). The rationale for selecting only 50 companies as the benchmark is that most of companies with an efficiency score of 1.000 are ranked in the top 50 positions. In some years, however, not all the top 50 companies have an efficiency score of 1.000; in 2010, for example, the average score for the top 50 is 0.992, in 2012 it is 0.999, and in 2013 it is 0.880. Nevertheless, the best solution is to keep the top 50 as a group, as it does not jeopardize the results. In Figure 1 , a white circle means a higher value for the top performers while a black circle indicates the opposite.
Additionally, Table 3 shows the financial performance results clustered by their value chain coverage.
The conclusions derived from Figure 1 and Table 3 , are discussed in the next section. 
Artificial neural network (ANN)
In this research, a Multi-Layer Perceptron (MLP) network is used, consisting of one input layer (13 neurons), one hidden layer (13 neurons) and one output layer (1 neuron). For the activation function, a tangent sigmoid function is used for the hidden layer and a linear function for the output layer. The training algorithm is backpropagation (Levenberg-Marquardt). The architecture is depicted in Figure 2 , along with the input and output variables used. For future research, a super-efficiency DEA model, which broadens the range of efficiency, may be applied; it would subsequently be expected that the ANN result, as displayed in Figure 3 , would be smooth along the fitted regression line on such points.
Conclusions
In this study, we find continuity in terms of the four key components of the Spanish aerospace manufacturing value chain over the period 2008-2013, which explains on average 77.82% of the industry variance. The key drivers as indicated by the variance explained for each research question are: (a) ability to balance long-and short-term asset, capital and liquidity structures, (b) indebtedness capacity of the company for the level of assets held, (c) performance in returns, and (d) assets turnover capability. In terms of practical implications, the Spanish aerospace manufacturing value chain is following a number of managerial trends: (a) deleveraging, (b) weighting of non-current assets levels over current assets, and (c) transforming short-term liabilities into longterm liabilities. Those policies are reflected in a slight drop in performance in terms of returns (ROE, ROCE and ROS).
The next conclusion concerns the feasibility of measuring, benchmarking and analysing the financial management performance of companies using DEA efficiency as the only metric, following the model presented. Compared to the industry average, the top companies in terms of financial performance are: (a) younger, (b) moving from a smaller market share in the first half of the period to a higher share in the second, (c) less dependent on non-current assets for their operations, (d) more capable of transforming asset investments into sales, (e) more averse to equity than to debt, (f) using higher levels of short-term liabilities than long-term, (g) better at covering non-current assets with equity and (h) excelling at performance in returns. Top financial performers increase their market share and excel at returns compared to the industry average, deploying policies focused on liquidity: (a) in the short term by increasing current assets levels and financing them with short-term liabilities, plus increasing assets turnover, and (b) over the long term, aligning equity to non-current assets, as well as reducing asset and debt intensity levels. Firms covering activities from the entire value chain (Engineering + MAIT + Services + MRO) are above the industry financial performance average for the analysed period (2008) (2009) (2010) (2011) (2012) (2013) , showing a better capacity to balance resources and optimize operations driving financial performance. Finally, only MAIT companies exhibit stability in their financial performance; for the rest of the groups there is a clear change between the first and second half of the analysed period. The reason for this is probably that their production is constant in order to keep on track in terms of delivery plans, and all the financial decisions were made prior to production. This supports the selection of a period where new developments take place.
The last contribution of this research is providing researchers and practitioners with a model to forecast company financial management performance based on financial statements information. It enables scenario analysis of the managerial decisions to be taken, such as modifying the level of debt, equity and assets, ramping up commercial campaigns, and/or decreasing the cost baseline.
These results and conclusions represent a breakthrough for the aerospace manufacturing industry, as it is the first such scientific research on financial performance in Spain. Additionally, this benchmarking and forecasting of financial performance yields not only information but also a methodology for the sector, thus facilitating financial decisionmaking while increasing accuracy.
Another important aspect of the study is the international potential of the findings; they are of interest not only to stakeholders of the case study. The model could be extrapolated to other countries, in order to test the validity of these findings in other regions, or to identify differences and their cause. Other sectors could also be examined.
As indicated by the conceptual framework and findings, further research should target causality. Companies from all Spanish SICs could be clustered using the model variables, thus allowing an analysis on the relationship between SIC code and findings for this sector. Going further, the country effect, could be regressed on industrial sectors. Another proposal consists of applying the model and techniques used in this research to the Spanish air transport value chain, with a particular focus on air transport companies (passengers and cargo), airports, services companies (handling, crew training, catering, computer reservation systems, etc.), lessors, travel agents and air navigation system providers. It would thus be possible to identify the link between the two value chains (manufacturing and air transport), in an attempt to discover propagation mechanisms of trends and policies between those two aerospace value chains.
A major limitation of this study is that it focuses on only one SIC, in a single country and during a certain time span. However, this opens up a range of opportunities to further test the model in other environments (industrial sectors and countries). More research may allow causality to be inferred in the relationship between country or industry effects and financial performance.
