ABSTRACT Smoky vehicle detection is an important task in reducing motor vehicle pollution. This paper presents a method to automatically detect smoky vehicles from the traffic surveillance videos. More specifically, the visual background extractor background subtraction algorithm and some rules are adopted to detect moving vehicle object and locate the key region at the back of the vehicle. Based on sufficient observations of the smoke characteristics in the real scene, three groups of features, including color moments (CMs) features, improved motion orientation histogram features, and the new model range filtering on three orthogonal planes (RF-TOP)-based features, are designed and proposed to distinguish smoky vehicles and non-smoke vehicles. The color information CM features are used as a preliminary sieve to filter out the samples that are obviously non-smoke regions. The other two groups of features are combined to one feature vector to obtain motion information and spatiotemporal information of the key region. Two strategies, including histogram and projection, are designed to extract discriminative dynamic features from the proposed model RF-TOP to characterize the key region. The pruning radial basis function neural network classifier is adopted to classify the extracted features. For the traffic surveillance videos in the daylight with sunny weather, the experimental results show that the proposed methods have better performances and work effectively with lower false alarm rates than existing methods, and the proposed method with histogram strategy achieves the best performance.
I. INTRODUCTION
Smoky vehicle is defined as the vehicle belching clearly visible exhaust fume and leaving a smoky trail at the back of the vehicle. The particulate matter (PM) in smoky vehicle diesel exhaust fume is harmful to the air and the human health, even causes upper respiratory problems and lung damage, especially for the exposed people [1] , [2] . The smoky vehicle obviously fails to meet the emissions standard, and so it is necessary to detect the smoky vehicle and make further measurements and processing. The color of the smoky vehicle exhaust can be divided into white and black, which correspond to the white-smoke vehicle and the black-smoke vehicle, respectively. This paper is focus on the black-smoke vehicle detection, since the black-smoke vehicle is more common and harmful.
To measure the smoky vehicle exhaust fume, the vehicle needs to be taken out of the traffic flow. Currently, the smoky vehicle detection methods in practical application can be divided into two strategies. 1) The traditional methods, such as, mass reporting, regular road inspection, night inspection, installing vehicle exhaust analysis device, sensor detection, etc. These methods can reduce the pollution of smoky vehicles to a certain extent. However, they also have some disadvantages. Firstly, for the method of mass reporting, the smoky vehicles reported by the public are only a very small part of the total smoky vehicles. Secondly, for the method of installing the vehicle exhaust analysis device, the purchase and the follow-up maintenance of the devices are costly. It also needs more than one operators and authorities to be functional. Thirdly, due to the rapid growth of the vehicle ownership and the heavy traffic, these methods often need to invest many workers and financial resources. In summary all the above methods are with low efficiency and high cost. 2) Manual video surveillance. The workers watch the road surveillance videos in the monitoring room to detect smoky vehicles. However, if one worker often faces the duty of staring at hundreds of video surveillance screens, eyes will get tired quickly after few minutes, which may lead to wrong detections and miss detections. Actually it is a crucial challenge if a person has to monitor smoky vehicles effectively even between only two screens.
Starting from 2017, automatic smoky vehicle detection in surveillance video arises driven by the rapid developments of the computer vision technology and its wide applications in transportation and healthcare [3] , [4] . The video cameras are increasingly prevalent on the road, and the image resolution continues to improve. These changes are important for automatic smoky vehicle detection. However, it still has many challenges: 1) High robustness. It should adapt to various complex environment, such as night time, bad weather (the foggy days and the rainy days). We also hope the surveillance videos can be directly used for smoky vehicles detection without relations to the installation position of the camera. 2) High real-time performance. To analyze multiple road surveillance videos simultaneously, it is important to satisfy the real-time performance. 3) Saving subsequent enforcement evidences. This means that the system can identify license plates and save relevant video clips automatically. In order to avoid illegal vehicle decks which caused invalid license plate information, this system can even add the face detection and recognition module.
To date, the smoky vehicle detection in surveillance videos based computer vision technology is still in its infancy and has many challenges. To the best of our knowledge, there are few published literatures so far on smoky vehicle detection. More specifically, Pyykonen et al. [5] first proposed a smoke detection and traffic pollution analysis system based on multiple cameras, including a far infrared camera and a high-resolution visible camera. However, the use and maintenance of multiple cameras will increase the cost, and it is poor in robustness, including the strategy of detecting exhaust pipe locations by searching hot spot in the thermal camera image, and the classification method by comparing the image graininess, intensity values and histogram features. It also needs calibrate far infrared images and high-resolution images together. Tao and Lu [6] , [7] proposed two smoky vehicle detection methods, which used the multi-scale block Tamura features, local binary pattern (LBP), histograms of oriented gradients (HOG) and integral projection (IP). However, Tao's methods all did not consider the dynamic features of the smoke, which easily lead to high false alarm rates.
Although there is little study so far on automatic smoky vehicle detection, there are lots of literatures on vision-based smoke and fire detection. More specifically, Yuan [8] proposed an accumulative motion model based on the integral image by fast estimating the motion orientation of the smoke. Gunay et al. [9] proposed an entropy-functional-based online adaptive decision fusion framework for video-based smoke and wildfire detection. However, Yuan and Gunay all assume that the smoke usually drifts upwards continually through hot airflow, but in smoky vehicle detection, the smoke emitted from vehicle exhaust hole does not drift upward. This makes the models ineffective in smoky vehicle detection. Chen et al. [10] proposed an early fire-alarm raising method by adopting a RGB (red, green, blue) model based chromatic and disorder measurement for extracting fire-pixels and smoke-pixels. However, in smoky vehicle detection, this method is ineffective since the colors of smoke and road are all dark gray. Toreyin et al. [11] used motion, flicker, edge blurring and color features for smoke detection. Variance of edge magnitudes was extracted for smoke detection. However, in smoky vehicle detection, it is difficult to extract pure motion and edge features of the smoke, since the smoke is connected with the vehicle objects all the time. Most extracted motion and edge features are vehicles' features. In addition, the smoke in smoky vehicle detection will not flickers like the smoke in fire detection. Tian et al. [12] - [14] proposed a series of image separation approaches which can be used for smoke detection. Tian's methods mainly focus on separating smoke component from the single frame image, and then extract texture features from the separated smoke component for smoke detection. However, these methods all did not consider the dynamic features of the smoke. In the smoky vehicle detection, it is important to extract dynamic features, since the road images and the black smoke images are similar, which easily leads to high false alarm rates. In summary, the application scenarios of the above methods are all smoke and fire detection, and still have some deficiencies when they are directly transplanted into the smoky vehicle detection.
To lower the false alarm rates, this paper presents an automatic smoky vehicle detection method based on Range Filtering on Three Orthogonal Planes (RF-TOP) and improved Motion Orientation Histogram (MOH). This method outperforms the state-of-the-art methods, and the main contributions are summarized below:
(1)We provide a labeled smoky vehicles and non-smoke vehicles dataset called SEU-SmokeVeh, which contains 157550 frames, including 151613 non-smoke frames and 5937 smoky frames.
(2)We propose a new model called RF-TOP to characterize the key region at the back of the detected vehicle objects, and two strategies including histogram and projection are designed to extract discriminative dynamic features to characterize the key region. (3)We improve the original MOH features and propose the concept of main orientation to make the features have rotation invariance, which is useful in smoky vehicle detection.
(4)We design three groups of features to distinguish smoky vehicles and non-smoke vehicles, including CM, improved MOH and RF-TOP based features, which are used to obtain the color information, motion information and spatiotemporal information of the key region.
(5)We test the proposed method on the dataset SEU-SmokeVeh, and our method achieves the state-of-theart experimental results, especially works effectively with lower false alarm rates than existing smoky vehicle detection methods and related smoke detection methods.
The remainder of this paper is organized as follows. In Section II, we will describe the method to obtain the key region. Section III will describe the designed three groups of features in detail. Section IV will introduce the Pruning Radial Basis Function Neural Network (P-RBFNN) classifier. In Section V, the experimental results and the comparisons between our methods and the state-of-the-art methods will be presented. The conclusions are finally reported in Section VI.
II. KEY REGION LOCATION
The location of the camera is critical in the vehicle detection and tracking. In this paper, we detect and track the vehicle from the above angle, and see the back of the vehicle along the road to identify the license plate and detect possible smoke coming from the underneath of the vehicle. As shown in Fig.1 , the installation makes it possible to monitor multiple lanes simultaneously.
Currently the accurate and robust vision-based moving objects detection is still a challenging task [16] . It mainly includes two kinds of the approaches. 1) A variety of background subtraction algorithms [17] , [18] . 2) Feature-based methods [19] , [20] . In this paper the Visual Background Extractor (ViBe) background subtraction algorithm [18] is adopted, and it should be noted that other methods can also be used. In the practical applications of stationary camera, we use the strategy of nearest neighbor association to track the moving objects. Some other small tricks are also used. To remove the detected non-vehicle objects, the following two rules are designed:
where S is the area of the detected moving object. S min Veh denotes the minimum area of common vehicles, and it is recommended as 1500-2000 pixels. w movObj and h movObj are the width and height of the bounding box of the moving object, respectively. [δ min Rat , δ max Rat ] denotes the variation range of w movObj /h movObj for common vehicles, and it is recommended that
In this paper, S min Veh = 1800, δ min Rat = 0.4, δ max Rat = 1.3, and the parameter setting is based on our empirical values and sufficient experiments. More than 98% of the vehicles should meet this rule in our training samples. The black smoke is usually located at the back of the smoky vehicle. Therefore, we focus the analysis on this region and call it the key region. More specifically, the key region from a detected vehicle object is determined by the following way. The height of the key region is adaptive and obtained by a linear fitting from a large number of labeled data to adapt to different distances between the vehicle and the camera. The horizontal width of the key region is related to the bounding box of the detected vehicle object, and it is set to the 0.8 times of the horizontal width of the bounding box, i.e., the horizontal width of the red box is 0.8 times of the horizontal width of the green box (as shown in Fig.2 ). This is an empirical value obtained through sufficient experiments. The horizontal coordinate of the bottom boundary of the key region is set to the horizontal coordinate of the bottom boundary of the bounding box of the detected vehicle object. The vertical coordinate of the center of the key region is set to the vertical coordinate of the center of the bounding box of the detected vehicle object. By this way, a vehicle object uniquely corresponds to a key region. Fig.2 is a sketch map used to understand the concept of the key region (marked by the red box). Fig.3 shows three detected key regions in the real scene. We can see that, if the current vehicle is a smoky vehicle, the key region contains the black smoke most, and if the current vehicle is a non-smoke vehicle, the key region contains the rear of the vehicle body most.
III. THE PROPOSED THREE GROUPS OF FEATURES
In this section, we will introduce three groups of features, including CM, MOH and RF-TOP based features. The color information CM features are used as a preliminary sieve to filter out the samples that are obviously non-smoke regions. The other two group of features are combined to one feature vector to obtain motion information and spatiotemporal information of the key region.
A. COLOR MOMENTS (CM)
To distinguish smoky vehicles and non-smoke vehicles, color information is the most easy to think of. Color Moment (CM) is a supportive measurement which can be used to differentiate images based on the color feature. It can be basically determined by calculating the mean, standard deviation and skewness.
For a key region image, we convert it to image P in the YUV color space. Because the color information is mainly distributed in the lower moments. The top three moments are used to characterize the color distribution,
where p i,j denotes the intensity value of the jth pixel with ith color channel component. N denotes the pixels number in image P. µ i , σ i and s i denote the first, second and third color moments, respectively.
We connect the three moments with different color channels to form into one feature vector F CM ,
The color information F CM is trained by a simple Support Vector Machine (SVM) classifier and then used as a preliminary sieve to filter out the samples that are obviously non-smoke regions. In this way, we can reduce the time consumption of subsequent feature extraction to improve the algorithm speed.
B. MOTION ORIENTATION HISTOGRAM (MOH) FEATURES
For a smoky vehicle, the key regions in continuous frames characterize the diffusion process of the black smoke. For a non-smoke vehicle, the key regions in continuous frames characterize the process of the forward motion of the vehicle body. Based on the considerations, we improved the common MOH and take it as the second group features. We first calculate the motion history image (MHI) using the following formula,
where MHI x,y,t denotes the intensity value of the motion history image at position (x, y) in tth frame. ω denotes the size of the time window, D x,y,t = 1 denotes that the pixel at position (x, y) in tth frame is a moving object pixel. And then we calculate the motion orientation of each point in MHI.
where θ x,y denotes the motion orientation at position (x, y), MHI x,y denotes the intensity value of the motion history image at position (x, y). We evenly quantize the motion orientation 0 • ∼ 180 • to K bins, and then count the number that the motion orientation θ falling into each bin. Thus the motion orientation histogram (MOH) features are obtained.
where n i (i = 1, 2, . . . , K ) denotes the number that falling into the ith bin. In this paper K is set to 9 and the bin step is 20 • . However, the motion orientation may have small differences for different vehicles in the same road. In order to reduce intra-class distance, the MOH features should have the rotation invariance. Considering the characteristics of the smoky vehicle detection task, we propose the improved MOH features. We add the main orientation of the moving vehicle into the motion orientation θ to reduce noise and the intraclass distance. The main orientation can be given by,
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where θ bin denotes the width of the bin. Fig.4 shows the differences to calculate the original MOH features and the improved MOH features. Actually if we take the main motion orientation as the reference orientation, the two motion orientation images are the same. Otherwise, the two original motion orientation images are different. In a word, the improved MOH features have rotation invariance, and this characteristic is needed in smoky vehicle detection.
C. RANGE FILTERING ON THREE ORTHOGONAL PLANES (RF-TOP)
In this section, we will introduce the proposed RF-TOP based features, which used to characterize the key region at the back of the detected vehicle objects. Two strategies including histogram and projection are designed to extract discriminative dynamic features.
The Range Filtering (RF) [21] is a simple and efficient filtering operation. It can output an image where each output pixel contains the range value (maximum value -minimum value) of a small neighborhood NHOOD around the corresponding pixel in the original image. NHOOD is an odd multidimensional array fuelled with 0 and 1 where the nonzero elements specify the neighborhood for the range filtering operation. In range filtering, we also use the morphological dilation operation and erosion operation to determine the maximum and minimum values in the specified neighborhood. In the smoky vehicle detection task, we consider to extract features from the range filtering because of two factors. One is its high calculation efficiency. Another is that the smoke has smooth effects on the key region and makes the edge nonobvious, and the range filtering can obtain the edge information of the original image and also characterize the features of a local neighborhood. If the current vehicle is a smoky vehicle, the key region will have little edge information, and if the current vehicle is a non-smoke vehicle, the key region will have abundant edge information.
However, the original range filtering only consider the two-dimension (2D) image. To extend it to three dimension (3D) space and use the spatiotemporal information of the key region, we proposed the Range Filtering on Three Orthogonal Planes (RF-TOP), and two strategies including histogram and projection are designed to extract discriminative dynamic features.
For a key region, we collect the front N bef frame and the back N aft frame along the time axis in the same corresponding position to form a dynamic key images sequence. We set three coordinate axes (axis X, axis Y, and axis T) on this small video sequence of the key regions (as shown in Fig.5 ), and consider it as a stack of XY planes in axis T, a stack of YT planes in axis X, and a stack of XT planes in axis Y, respectively. The XT and YT planes can provide the information of space-time transitions.
For each pixel, we extract the three range values independently from three orthogonal planes. The image in XY plane shows the spatial features, the image in XT plane can give the visual impression of one row changing in time, and the image in YT plane can describe the motion of one column in temporal space. The range filtering code is extracted from the XY, XT and YT planes, which are denoted as XY−RF, XT−RF and Y T−RF. For all pixels, statistics of three different planes are obtained, and then concatenated to form one feature vector.
It is not reasonable obviously that we set the NHOOD in the time axis to be equal to the NHOOD in the space axis. Therefore, in the XT and YT planes, different NHOODs are assigned to sample neighboring points in space and time. With this approach the traditional square sampling is extended to rectangle sampling, as shown in Fig.6 .
Let X × Y × T denote the size of the key region sequences. Let (x c , y c , t c ) denote the coordinates of the center pixel x c ∈ {0, 1, . . . , X − 1}, y c ∈ {0, 1, . . . , Y − 1}, t c ∈ {0, 1, . . . , T − 1}. Let RF − TOP P XY ,P XT ,P YT denotes the RF distribution for this extracted 3D space.
Two strategies, including histogram and projection, are designed to extract discriminative dynamic features from RF − TOP P XY ,P XT ,P YT .
(1) Histogram The histogram features can be defined as,
where n j denotes the number of different range values by the range filtering operator in the jth plane (j = 0 : XY , j = 1 : XT , and j = 2 : YT ). f j (
x, y, t) denotes the RF code of central pixel (x, y, t) in the jth plane. H i,j denotes the ith element of the histogram in the jth plane. c(x, y, t, i, j) is a function related to parameters (x, y, t, i, j).
We normalized the above histograms to get the third group features F RF−TOP−H , (14) where F i,j RF−TOP−H denotes the ith element of the histograms features in the jth plane. It is easy to understand that the three histograms are concatenated to build a global description with the spatial and temporal features.
(2) Projection The projection features can be defined as,
where P j denotes the projection of the jth plane (j = 0 : XY , j = 1 : XT , and j = 2 : YT ), f j (x, y, t) denotes the RF code of central pixel (x, y, t) in the jth plane, k j denotes the jth coordinate axis (k 0 : X axis, k 1 : T axis, and k 2 : Y axis). We normalized the above projection features to get the third group features F RF−TOP−P ,
where F i,j RF−TOP−P denotes the ith element of the projection features in the jth plane.
The idea of projection features are based on the reason that the smoke has a process from high concentration to low concentration in the direction from the vehicle exhaust hole to the road surface. To characterize the grey variation along this direction in the key region, the integral projection [22] is considered. It can describe the gray variation along a certain direction in the image. For non-smoke vehicles, the key region image sequences characterize the process that the vehicle disappears gradually. For smoky vehicles, the key region image sequences characterize the process that the smoke disappears gradually.
D. HOW TO USE THE THREE GROUPS OF FEATURES
In using the three groups of features, the color features F CM are used as a preliminary sieve to filter out the samples that are obviously non-smoke regions. In the real surveillance videos, the number of non-smoke vehicles is much more than the smoky vehicles, and a preliminary filtering strategy is adopted to improve the algorithm speed.
The other two groups of features are combined to one feature vector to obtain motion information and spatiotemporal information of the key region. Two combination methods, including (F MOH + F RF−TOP−H ) and (F MOH + F RF−TOP−P ) are adopted and tested.
IV. PRUNING RADIAL BASIS FUNCTION NEURAL NETWORK (P-RBFNN) CLASSIFIER
In this section, we will introduce the training and classification of the P-RBFNN which used to classify smoky vehicles and no-smoke vehicles.
Radial basis function neural network (RBFNN) [23] is a commonly used three-layer feedforward networks including an input layer, a hidden radial basis layer and an output layer. Gaussian function is used as the transfer function in the hidden layer and a pure linear function is used as the activation function in the output layer. It can be used for function approximation and classification. RBFNN has physiological basis, more concise structure and faster learning speed.
The pruning method is to construct a large enough neural network first, and then get a simple neural network structure by deleting or merging some nodes or weights in training to improve generalization ability. We calculate the sensitivity (the contribution of the node or connection weight to the network error), and delete those nodes or weights with low values. The pruning algorithm can be divided into the following steps.
(a) Selected learning rate α learning , maximum iterations k max , continuous analysis number L, and threshold β 0 (b) Training the multilayer RBFNN shown in Fig.7 (a) with standard training algorithm; (c) Calculating sensitivity ρ i of each node (hidden node or input node) according to formula (4), (17) where E * is the training error of the neural network. 
(e) If the training error is less than the specified value, the value |ρ i | + V i of node i is minimal and |ρ i | + V i < β 0 , we should delete node i, otherwise turn (a); (f) If the training exceeds the maximum number, it is over; otherwise, turn (b).
We use the features extracted from the training dataset to train the RBFNN. Fig.7(a) and Fig.7(b) show the original multilayer RBFNN structure and the pruning multilayer network structure. We can see that some nodes and connection weights are deleted. The advantage is to avoid overfitting. This design is based on the characteristics of the extracted feature vectors. In this way the multilayer pruning radial basis function neural network classifier (P-RBFNN) can be designed. We input the final feature extracted in Section III to the neural network shown in Fig.7(b) , thus the input vector has the same number of the nodes of input layer, corresponding to one scalar output to make classifications.
V. EXPERIMENTS AND ANALYSIS
In this section, sufficient experiments will be made. The experiments are executed on the computer with Core(TM) 2 Duo2.40 GHz processor and VS2012 with OpenCV 2.4.9.
MATLAB R2015b is also used in the final part of classification.
A. DATASET
There are two datasets used in this paper, a testing dataset and a training dataset. Currently the testing vehicle database (SEU-SmokeVeh) contains 4 long videos and 98 short videos. Each long video has many no-smoke vehicles and 1 ∼ 4 smoky vehicles, and each short video has 1 smoky vehicle and 1 ∼ 10 non-smoke vehicles. These videos totally have 157550 frames, including 151613 non-smoke frames and 5937 smoky frames. These videos totally have 3521 vehicles, including 104 smoky vehicles and 3417 no-smoke vehicles. Most videos are with the resolution of 1920x1080 pixels, and in the testing they are all resized to 768x432 pixels using bilinear interpolation. This is a trade-off in speed and smoke resolution. The surveillance videos are all filmed in daytime with sunny weather. Currently the training dataset contains 1000 smoky frames from 43 smoky vehicles and 1000 non-smoke frames from 43 non-smoke vehicles. They are obtained with the same illumination conditions of the testing data and labeled by manual annotation. It should be noted that the training dataset and the testing data are not the same.
B. COMPARISONS OF DIFFERENT METHODS ON FRAME SEQUENCES
To verify the effectiveness and advantages of the proposed method, we first make comparisons with the smoky vehicle detection methods in [6] and [7] . In addition, some of the state-of-the-art smoke and fire detection methods [24] - [28] , [30] are also selected to make comparisons. It should be noted that not all smoke or fire detection method can be directly transplanted into the smoky vehicle detection, since smoky vehicle detection is different with the common smoke and fire detection. To transplant the methods [24] - [29] into the smoky vehicle detection, some changes are needed. In our implementations of the blockbased methods in [24] - [26] , the block size is set to 24 × 24 pixels. If there is one or more blocks being detected as smoky blocks, the current frame will be classified as a smoky frame. It should be noted that the concept of the smoky frame is the frame with one or more smoky vehicles in current frame. In our implementations of the methods in [27] - [29] , the part of the moving object detection all uniformly adopts the ViBe background subtraction algorithm used in this paper to facilitate comparisons.
The testing dataset SEU-SmokeVeh has 151613 nonsmoke frame sequences and 5937 smoky frame sequences. Let γ smoke and γ non−smoke denote the probability of correct classification (Pcc) of the smoky frames and the non-smoke frames, respectively. The evaluation criteria Pcc is defined as the rate between the number of the correct classification samples and the number of the total samples. use the features (F MOH +F RF−TOP−H ) and features (F MOH + F RF−TOP−P ), respectively. We can see that the proposed method 2 has a higher Pcc than the other methods. Methods [24] - [26] all used the local binary pattern (LBP) based texture features or its variants. However, the smoke has large changes in color and shape, and it is textureless (unlike rock, floor). In addition, methods [24] , [26] do not use the dynamic features and this makes them easily with false alarms. Methods [27] , [28] all used the dynamic features. However, in [27] identifying cone geometry feature is not applicable to smoky vehicle detection, and the used VO-GLCM (Variable Orientation Gray Level Co-occurrence Matrix) features is based on the fact that the variation of adjacent pixel color along smoke orientation is less than that of smoke verticality orientation. This fact is not obvious in the smoky vehicle detection. In [28] , the histogram of oriented optical flow (HOOF) is extracted as a temporal feature based on the fact that the direction of smoke diffusion is upward owing to the thermal convection. However, this assumption makes it ineffective in smoky vehicle detection, since the smoke in our task does not go upward, and the HOOF features of the vehicle also will interfere with the features of the smoke. To our most surprise is that the deep-features-based method [29] is still not as good as our method. We collect and analyze the wrong classifications of method [29] , and find that for the heavy-smoke images with abundant information of smoke boundary, the method [29] has a good performance. However, for the images with light smoke, it performs a little bad than our method. Method [6] , [7] all did not use the dynamic features and this makes them easily with false alarms.
C. COMPARISONS OF DIFFERENT METHODS ON VIDEOS
The testing dataset SEU-SmokeVeh contains 3521 vehicles, including 104 smoky vehicles and 3417 non-smoke vehicles. In continuous k 1 frames, we assume k 2 frames is recognized as smoky frame. If the following two rules are satisfied, the current frame sequences will be judged to have smoky vehicles,
where ξ 1 and ξ 2 are two thresholds used to control detection results according to user's need. Let λ smoke and λ non−smoke denote the evaluation criteria Pcc of the smoky vehicles and the non-smoke vehicles, respectively. We only make comparisons with the top five methods. Table 2 shows the experimental results of different methods on vehicles in surveillance videos. We can see that the proposed method 1 also performs better than all the other methods.
Precision-Recall (PR) [30] curve has been widely used in automatic classification, information retrieval, recommender systems and social network analysis. In binary classification, it can characterize a better performance of automated systems when the classes are highly imbalanced, and the area under the precision-recall curve has been suggested as a performance measure. The testing dataset is imbalanced, and so we choose PR curves to characterize the algorithm performance.
The Precision and Recall are calculated by the following formulas,
where TP is the number of smoky vehicles which been predicted as smoky vehicles, FN is the number of smoky vehicles which been predicted as no-smoke vehicles. FP is the number of no-smoke vehicles which been predicted as smoky vehicles. Fig.8 shows the results of the PR curves of different methods by setting ξ 1 = 50, 25, 15, 10, 8, 6, 4, 2; ξ 2 = 0.5. The top three method [26, 29, 7] are used as baselines to make comparisons. We can see that the proposed method also performs better than the other three methods and has lower false alarm rates. 
D. COMPARISONS OF DIFFERENT CLASSIFIERS
To verify the advantages of the P-RBFNN classifier used in this paper, we make comparisons with some widelyused classifiers, including back-propagation neural network (BPNN) classifier, radial basis function neural network (RBFNN) classifier, support vector machine with linear kernel function (SVM-linear) classifier, and support vector machine with radial basis function kernel function (SVM-rbf) classifier.
BPNN: The used BPNN has four layers. The nodes number of the input layer is set to the dimension of the feature vector. The hidden layer 1 and hidden layer 2 are all have 5 nodes. The output layer has one node. The activation function of the output layer adopts sigmoid function.
RBFNN: The RBFNN has four layers, and each layer has the same node number with the BPNN. The activation function of the hidden layers adopts Gaussian function.
SVM-linear: The linear function is used as kernel function (existing function fitcsvm in MATLAB R2015b).
SVM-rbf: The radial basis function is used as kernel function (existing function fitcsvm in MATLAB R2015b). Table 3 shows the experimental results of different classifiers. We can see that the P-RBFNN classifier and the SVM-rbf classifier achieve the higher Pcc than the other classifiers. Compared with the original RBFNN classifier, the Pcc has an important improvement after pruning.
E. COMPARISONS OF DIFFERENT MOVING OBJECT DETECTION METHODS
In this paper, we use the Vibe background subtraction algorithm to detect moving object. To verify the effects on the algorithm performance of different moving object detection methods, we choose the common methods, including AGMM [31] , CodeBook [32] , SOBS [33] , SACON [34] , PBAS [35] , KDE [36] ,Vibe [18] , and make comparisons to investigate the effects on the algorithm performance. Table 4 shows the experimental results of different methods on frame sequences in surveillance videos. We can see that different moving object detection methods did not have obvious differences on the effects on the algorithm performance, and they all with the Pcc about 87.3-87.5%. Fig.9 shows two examples of the correct recognized smoky vehicles but with poor moving object detection. We can see that, if it is analyzed from the perspective of moving object detection, the result in Fig.9 (a) is serious poor because of the interferences of the smoke, but the detected key region is just where the smoke in. Therefore, a poor moving object detection method will influence the moving object detection, but do not influence seriously on the smoky vehicle detection. From this we may be get the reasons of the results in Table 4 that different moving object detection methods did not have obvious differences on smoky vehicle detection.
Some experimental results of smoky vehicles captured from the surveillance videos are presented in Fig.10 . From it we can see the effectiveness of our algorithm. The middle subimage in Fig. 10(b) shows a smoky vehicle with light smoke, and our method also correctly detect it.
A false positive and a missed detection are shown in Fig.11 . They are all typical examples. In Fig.11(a) , the head of this heavy truck is detected as a vehicle. It is a common problem of large objects detection that the moving object is incomplete. We can avoid this by heightening the position of the camera, but it is not good for license plate recognition (in this application we use the same camera to recognize license plates). Detecting errors does not directly result in recognition errors, but when the area is similar to black smoke, recognition errors will happen. In Fig.11(b) , the vehicle belches black smoke from the left side of the vehicle. This situation is not many, but still exists, and this is also a deficiency of our algorithm. Our method can only deal with the vehicles that exhaust hole is in the vehicle rear.
VI. DISSCUSSION AND CONCLUSION
In this paper, we propose an automatic detection method of smoky vehicles in surveillance video based on RF-TOP and improved MOH to lower the false alarm rates. A new model called RF-TOP is proposed and used to characterize the key region at the back of the detected vehicle objects. Two strategies including histogram and projection are designed to extract discriminative dynamic features from RF-TOP. We also improve the original MOH features and propose the concept of main orientation to make the features have rotation invariance, which is needed in smoky vehicle detection. Three groups of features, including CM, improved MOH and RF-TOP based features are designed to obtain the color information, motion information and spatiotemporal information of the key region. For the traffic surveillance videos in the daylight with sunny weather, the proposed methods have better performances and work effectively with lower false alarm rates than existing smoky vehicle detection methods and related smoke detection methods, and the proposed method with histogram strategy achieves the best performance. It should be noted that the proposed works well for daylight and sunny weather, and the foggy weather may affect the algorithm performance.
Our method has the following advantages: remote monitoring, do not impede traffic, on duty all day long, can adapt to two lane, multi-lane and a variety of other road environment. With the further improvement of the proposed method in the future, it can be used to form an online monitoring network to detect high pollution smoky vehicles in cities.
Although we have done some successes in smoky vehicle detection, there are still many challenges. Such as the detection of the vehicle with exhaust pipe being underneath the vehicle and the case that the wind blows off the smoke immediately. All of above factors will reduce the accuracy of the smoky vehicle detection. Therefore, more works should be done in the future to improve the robustness.
