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Introduction
Le de´veloppement des techniques de l’e´talement de spectre a tout d’abord concerne´ des
applications militaires. Aujourd’hui, les meˆmes techniques sont applique´es dans une large gamme
de syste`mes de communication civils et pour des utilisations commerciales. Par exemple, dans la
plupart des syste`mes de troisie`me ge´ne´ration de communication radio-mobile, l’e´talement direct
du spectre est utilise´ pour e´taler les symboles binaires dans les deux cas montant et descendant
[PZB95]. Une partie des communications terrestres et quelques syste`mes de communications par
satellites utilisent aussi la technique de l’e´talement de spectre par se´quence.
Les signaux chaotiques, dont l’une des caracte´ristiques est parfois d’eˆtre a` larges bandes, sont
des candidats potentiels pour les applications d’e´talement du spectre. De plus, l’emploi du chaos
dans les syste`mes de communication peut permettre de renforcer la se´curite´ de transmission de
l’information et re´duire la probabilite´ d’interception. Dans la litte´rature, de nombreuses e´tudes
ont e´te´ re´alise´es concernant plusieurs syste`mes de transmission [PCK+92, COS93, CO93b, LL02].
Ces e´tudes ont montre´ que le chaos apparaissait comme une solution prometteuse pour augmenter
la performance des syste`mes de transmission actuels.
Dans les syste`mes de communication, la synchronisation est fondamentale pour une transmis-
sion re´ussie. La synchronisation chaotique au niveau du re´cepteur cherche a` dupliquer le signal
chaotique envoye´ par l’e´metteur. Pour le moment, la synchronisation entre deux syste`mes dyna-
miques chaotiques ne´cessaire a` la re´cupe´ration de l’information transmise est difficile a` re´aliser.
Pour notre part, nous nous sommes concentre´s dans un premier temps sur une solution de syn-
chronisation base´e sur les me´thodes classiques de synchronisation des syste`mes de transmission
a` e´talement de spectre.
Une fois la synchronisation suppose´e e´tablie, il reste a` calculer les performances du syste`me
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de transmission. De nombreuses e´tudes [LT03] [TLT02] [DKH93] portent sur les performances
de diffe´rents syste`mes de transmission par chaos. Dans la majorite´ de ces e´tudes des hypothe`ses
sur la ”statistiques” des signaux chaotiques sont formule´es cependant dans certain cas, ces hypo-
the`se d’independence des e´chantillions par exemple, peuvent ne pas eˆtre re´alistes, e´tant donne´
le caracte`re de´terministe du chaos. Notre contribution dans ce domaine, est base´e sur la distri-
bution de l’e´nergie d’un bit pour le calcul du Taux d’Erreur Binaire (TEB). Cette approche est
susceptible d’offrir effectivement des calculs exacts du TEB avec une faible charge de calcul.
La synchronisation et l’e´tude des performances des syste`mes DS-CDMA base´s sur le chaos
(DCS-CDMA) ont rec¸u beaucoup d’attention dans notre travail. Nous nous sommes concentre´s
dans un premier temps sur la synchronisation dans le but d’offrir une solution de synchronisa-
tion robuste, puis nous avons propose´ des me´thodologies de calcul des performances pre´cises et
prenant en compte la nature de´terministe du chaos. Ainsi le document est organise´ sous la forme
suivante.
La premie`re partie du premier chapitre est destine´e a` l’introduction des e´le´ments fondamen-
taux associe´s aux syste`mes chaotiques. Nous pre´sentons les mode`les ge´ne´raux qui de´finissent les
syste`mes dynamiques en temps continu et en temps discret. Une classification du comportement
dynamique est faite par la suite en se´parant ce comportement en quatre cate´gories spe´cifiques :
point fixe, re´gime pe´riodique, re´gime quasi-pe´riodique et le re´gime chaotique. Dans la deuxie`me
partie de ce chapitre nous pre´sentons les syste`mes de transmission a` porteuse chaotique et en
particulier les syste`mes a` e´talement de spectre. Les syste`mes de transmission a` porteuse chao-
tique ont e´te´ classe´s en deux cate´gories : syste`mes de transmission a` re´cepteurs cohe´rents et,
syste`mes de transmission a` re´cepteurs non cohe´rents.
Dans le deuxie`me chapitre, la synchronisation des syste`mes DS-CDMA base´s sur le chaos
(DCS-CDMA) constitue le sujet de notre e´tude. La synchronisation chaotique par estimateur
d’e´tat est e´voque´e au de´but de ce chapitre. Le principe de la synchronisation identique de deux
syste`mes dynamiques est de´taille´, ensuite nous allons e´tudier le choix de la me´thode de calcul
nume´rique pour la ge´ne´ration et la synchronisation du chaos. Cette e´tude permet de justifier le
choix de la me´thode de calcul nume´rique selon l’application demande´e. Apres avoir pre´sente´ la
notion de synchronisation chaotique, les ide´es principales de la me´thode de synchronisation par
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filtrage de Kalman sont pre´sente´es. Etant donne´ que la synchronisation chaotique est difficile a`
re´aliser surtout en pre´sence du bruit et que la me´thode de synchronisation par filtrage de Kalman
n’est applicable que pour le cas d’une transmissions mono-utilisateur et pour un fort rapport
signal sur bruit, alors nous nous sommes dirige´s vers d’autres techniques de synchronisation plus
robustes.
Nous commenc¸ons par pre´senter le principe des deux phases de la synchronisation classique
(acquisition et poursuite) dans les syste`mes de transmission a` e´talement de spectre. Ensuite, la
synchronisation par signal pilote binaire pour le syste`me DCS-CDMA synchrone est pre´sente´e
dans [JUSB07]. Notre premier syste`me de synchronisation pour le cas synchrone est inspire´ du
syste`me [JUSB07]. Ce syste`me base´ sur la modulation d’amplitude en quadrature pre´sente une
ame´lioration de performance par rapport au syste`me [JUSB07] au niveau de la probabilite´ de
de´tection et de fausse alarme. Cette ame´lioration de performance de synchronisation provient
de l’e´limination du bruit supple´mentaire venant des signaux e´tale´s, mais le prix a` payer dans
cette me´thode est l’utilisation d’un canal de´die´ pour la synchronisation.
Le syste`me utilise´ en [JUSB07] et notre premier syste`me propose´ dans le chapitre 2, ne sont
ope´rationnels que pour le cas d’une transmissions en mode multi-utilisateurs synchrone. Une
nouvelle approche est pre´sente´e permettant la synchronisation du syste`me DCS-CDMA dans le
cas d’une transmission multi-utilisateurs asynchrone. Cette approche est base´e sur le principe
que chaque utilisateur posse`de son propre pilote pour la synchronisation.
Les syste`mes pre´sente´s pre´ce´demment souffrent d’un inconve´nient majeur qui est le bruit
supple´mentaire ajoute´ par le ou les signaux pilotes d’une part et les signaux e´tale´s d’autre part.
Le bruit venant des pilotes de´grade la performance des syste`mes en terme de taux d’erreurs
binaires d’une part, et d’autre part le bruit venant des signaux e´tale´s de´grade la performance
du syste`me en terme de synchronisation. Un nouveau syste`me est pre´sente´ pour palier l’incon-
ve´nient du bruit supple´mentaire. Le signal pilote est toujours utilise´ pour la synchronisation,
mais au lieu d’eˆtre additif aux signaux e´tale´s comme dans [JUSB07] ou dans le syste`me pre´-
sente´ pre´ce´demment pour le cas asynchrone, il est multiplicatif dans ce nouveau syste`me. Cette
nouvelle me´thode d’acquisition a plusieurs avantages. Premie`rement, cette proce´dure peut eˆtre
applique´e dans le cas d’une transmission synchrone ou asynchrone. Le deuxie`me avantage est
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que le signal pilote n’est plus un bruit pour la se´quence chaotique utilise´e pour l’e´talement du
spectre. Le troisie`me avantage est que la se´quence chaotique est utilise´e dans le processus de
synchronisation dans le but d’augmenter la variable de de´cision dans la phase d’acquisition.
Le troisie`me chapitre est de´die´ a` l’e´tude des performances des syste`mes DSC-CDMA. Dans
la premie`re partie du chapitre, nous introduisons brie`vement les canaux radio-mobiles. Dans la
deuxie`me partie de ce chapitre nous nous concentrons sur l’e´tude des performances du syste`me
DCS-CDMA. Nous pre´sentons ainsi une me´thodologie de calcul des performances du syste`me
DCS-CDMA. Pour tous les syste`mes e´tudie´s la synchronisation est suppose´e parfaite. Durant
notre premie`re e´tude du syste`me DCS-CDMA le canal de transmission utilise´ dans le cas mono
et multi-utilisateurs est de type BBAG. Notre approche est base´e sur la distribution de l’e´nergie
d’un bit pour le calcul du taux d’erreur binaire. Deux me´thodes de calcul ont e´te´ pre´sente´es :
la premie`re par inte´gration nume´rique dans le cas ou la distribution de l’e´nergie d’un bit a
une forme irre´gulie`re, une deuxie`me me´thode par calcul analytique dans des cas particuliers
ou` la distribution de la racine carre´e de l’e´nergie a une distribution connue (Rice, Nakagami,
Rayleigh). Enfin, une conclusion ge´ne´rale avec des perspectives de recherche vient cloˆturer ce
me´moire.
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1Syste`mes de transmission chaotiques
1.1 Introduction
Le domaine des mathe´matiques s’inte´resse depuis longtemps aux syste`mes dynamiques, mais
au cours de ces dernie`res anne´es, de multiples applications dans diffe´rents domaines des sciences
de l’inge´nieur ont e´te´ introduites. Un de ces domaines d’applications est la communication nu-
me´rique. Notre e´tude se focalise sur l’application des signaux chaotiques dans les syste`mes de
transmission. Dans cette perspective, ce premier chapitre pre´sente une introduction ge´ne´rale des
syste`mes dynamiques en premier lieu, ensuite un e´tat de l’art sur les syste`mes de transmission
a` porteuse chaotique. L’inte´reˆt de ce chapitre est d’expliquer et de comprendre le principe de
fonctionnement de ces syste`mes de transmission, et en deuxie`me lieu de mettre en e´vidence
l’originalite´ des travaux que nous proposons par la suite.
Ce chapitre est divise´ en deux grandes parties. Dans la premie`re partie nous pre´sentons les
aspects ge´ne´raux des syste`mes dynamiques chaotiques. Les syste`mes de transmission a` porteuse
chaotiques sont e´voque´s dans la deuxie`me partie.
1.2 Le chaos
La the´orie du chaos traite des syste`mes dynamiques de´terministes qui pre´sentent un phe´-
nome`ne fondamental d’instabilite´ appele´ « sensibilite´ aux conditions initiales», ce qui les rend
non pre´dictibles en pratique sur le « long» terme. Le chaos est de´fini ge´ne´ralement comme un
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comportement semblant ale´atoire (ou impre´visible) d’un syste`me dynamique de´fini par des e´qua-
tions de´terministes. Un syste`me dynamique est de´fini a` partir d’un ensemble de variables qui
forment le vecteur d’e´tat X = {xi ∈ R}, i = 1...n, ou` n repre´sente la dimension du vecteur.
Nous appelons e´tat d’un syste`me l’ensemble des variables qui, e´tant connues a` l’instant initial,
permettent de de´crire l’e´volution de ce syste`me. L’ensemble de tous les e´tats pouvant eˆtre pris
par le syste`me s’appelle l’espace des phases. Le processus e´volue de manie`re de´terministe si ses
e´tats futurs sont caracte´rise´s par la connaissance de ses e´tats pre´sents et passe´s. La loi d’e´volu-
tion dans le temps de ce syste`me dynamique est ge´neralement de´signe´e par ”dynamique ”. En
conclusion, la notion de de´terminisme provient du fait que le syste`me est caracte´rise´ par son
e´tat initial et sa dynamique.
1.2.1 Les syste`mes dynamiques
Les syste`mes dynamiques sont classe´s en deux cate´gories :
– Syste`me dynamique a` temps discret,
– Syste`me dynamique a` temps continu.
1.2.1.1 Syste`me dynamique a` temps discret
Un syste`me discret est repre´sente´ par l’e´quation d’e´tat suivante :
X (k + 1) = F (X (k) , k) (1.1)
ou` F : Rn × N 7−→ Rn est une fonction au moins continue ou continue par morceaux qui de´finit
la dynamique du syste`me discret. De la meˆme manie`re si nous associons a` cette dynamique un
e´tat initial x0 = X (0) nous pourrons avoir une solution unique de F. Un exemple est donne´ par
la fonction polynoˆme de Chebychev d’ordre 2 (FPC) :
xk+1 = 2x2k − 1 (1.2)
ou` X(k) = {xk} est re´el.
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La figure 1.1 donne une repre´sentation de la fonction F de´finie par (1.2) dans le plan
(xk, xk+1).
Fig. 1.1 – La trajectoire pour la re´currence (1.2) avec x0 = 0.15
1.2.1.2 Sce´narios de transition vers le chaos
Dans un syste`me line´aire la solution asymptotique est inde´pendante de la condition initiale
du syste`me. Par contre, pour un syste`me non line´aire, il existe une grande varie´te´ de re´gimes per-
manents tels que point d’e´quilibre, solution pe´riodique, solution quasi-pe´riodique ou chaos. De
plus, un syste`me dynamique est fortement de´pendant des conditions initiales de de´part. Nous ne
savons toujours pas, a` l’heure actuelle, dans quelles conditions un syste`me va devenir chaotique.
Cependant, il existe un certain nombre de sce´narios de transition vers le chaos qui semblent uni-
versels, et permettent de de´crire l’e´volution d’un syste`me. Supposons que la dynamique e´tudie´e
de´pende d’un parame`tre de controˆle. Lorsque ce parame`tre varie, le syste`me peut passer d’un
e´tat stationnaire a` un e´tat pe´riodique, puis au-dela` d’un certain seuil, suivre un certain sce´nario
de transition et devenir chaotique.
Pour illustrer ces comportements prenons comme exemple l’e´quation logistique de´finie de la
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manie`re suivante [Kra99] :
xk+1 = r(1− xk)xk (1.3)
Suivant les valeurs de r et la valeur initiale x0 de la suite xk, celle-ci pre´sente des comporte-
ments tre`s diffe´rents. Dans la figure 1.2(b), en prenant r = 2.7 et x0 = 0.15, la suite xk converge
rapidement vers une valeur fixe. La figure 1.2(a) illustre le plan (xk, xk+1). Sur cette figure est re-
pre´sente´e la fonction F(x) = rx(1−x) ainsi que la premie`re bissectrice qui correspond a` la droite
xk+1 = xk. Avec cette repre´sentation il est possible de tracer ge´ome´triquement la transformation
xk+1 = F(xk) en partant de la condition initiale x0 et en s’aidant de la bissectrice.
(a) (b)
Fig. 1.2 – (a) Ge´ne´ration de la se´quence issue de la condition initiale x0 = 0.15 avec r = 2.7 ;
(b) Evolution de la suite xk pour r = 2.7 et x0 = 0.15.
Cette repre´sentation de l’e´volution de la suite xk permet de constater qu’elle converge vers
un point du plan (xk, xk+1). Ce point particulier est l’intersection de la fonction f(x) et de la
bissectrice et est appele´ point fixe. L’ensemble des points (xk)k∈N est appele´e une orbite. Dans
ce cas, la trajectoire converge vers ce point fixe : le point fixe est dit stable.
La figure 1.3(b) illustre l’e´volution de la suite xk pour r = 3.2 et la meˆme condition initiale
x0 = 0.15. Nous remarquons d’apre`s la figure 1.3(a) que la suite converge vers une solution
pe´riodique compose´e de deux point D1 et D2. Dans ce cas, la trajectoire converge vers un cycle
d’ordre 2. Cette convergence vers une solution pe´riodique s’explique par le fait que pour r = 2.7,
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le point fixe est stable, alors que pour r = 3.2 ce n’est plus le cas. Cela se traduit par l’apparition
de deux nouveaux point D1 et D2 stables par une double ite´ration ce phe´nome`ne correspond
a` une bifurcation appele´e doublement de pe´riode. En modifiant la condition intiale x0 la suite
converge toujours vers le cycle d’ordre 2 compose´ des points D1 et D2, par contre la vitesse de
convergence est diffe´rente comme le montre la figure 1.4(a).
(a) (b)
Fig. 1.3 – (a) Ge´ne´ration de la se´quence issue de la condition initiale x0 = 0.15 avec r = 3.2 ;
(b) Evolution de la suite xk pour r = 3.1 et x0 = 0.15.
(a) (b)
Fig. 1.4 – (a) Evolution de la suite xk pour r = 3.2 et x0 = 0.5 ; (b) Evolution de la suite xk
pour r = 3.42 et x0 = 0.5.
La suite xk pre´sente´e sur la figure 1.4(b) est obtenue en prenant x0 = 0.5 et r = 3.42. En
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Fig. 1.5 – Evolution de la suite xk pour r = 3.8 et x0 = 0.15
augmentant la valeur de r, on aura un nouveau doublement de pe´riode. Les points D1 et D2
de la figure 1.4(a) sont devenus instables, en donnant naissance a` un cycle d’ordre 4 stable. La
nouvelle suite converge vers une solution pe´riodique compose´e de quatre valeurs. Nous disons
alors que la trajectoire converge vers un cycle d’ordre 4 (D1, D2, D3, D4).
Dans notre cas l’e´tude de l’e´volution de la dynamique vers le chaos porterait sur la variation
de la valeur de r appele´ parame`tre de bifurcation puisque c’est elle qui impose la nature de la
trajectoire.
L’e´tude montre que pour une valeur critique r ≥ rc avec rc = 3.57, la suite xk ne pre´sente
plus une structure ordonne´e [NB93]. Pour la plupart des valeurs de r la suite s’apparente a` un
cycle d’ordre infini. De plus a` chaque valeur x0 correspond une orbite diffe´rente, alors que pour
les valeurs de r < rc , quelle que soit la valeur de x0 ∈ ]0, 1], la suite converge vers un ensemble
fini de points. Pour r ≥ rc le syste`me devient chaotique.
La figure 1.5 pre´sente l’e´volution de la suite dans le cas ou` r est supe´rieur a` la valeur critique
rc. Contrairement aux exemples pre´ce´dents, la suite ne converge ni vers un point fixe ni vers une
solution pe´riodique, le syste`me de´crit par la transformation logistique se trouve dans un re´gime
chaotique.
On peut re´sumer la route vers le chaos a` l’aide d’un diagramme appele´ ”diagramme de
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Convergence vers une valeur fixe
Convergence vers deux valeurs 
fixes
Chaos
Cycle d’ordre 3
Fig. 1.6 – Diagramme de bifurcation de la logistique
bifurcation” de la figure 1.6. En abscisse, on place les diffe´rentes valeurs de r et en ordonne´e les
valeurs de xk apre`s un grand nombre ite´rations. Sur ce diagramme, on observe e´galement, pour
r ≥ rc, quelques feneˆtres pe´riodiques (exemple : un cycle d’ordre 3 pour r = 3.83)
1.2.1.3 Syste`me dynamique a` temps continu
Un syste`me a` temps continu est de´crit par un syste`me d’e´quations diffe´rentielles :
X˙(t) = G (X (t) , t) (1.4)
ou` G de classe C1 : Rn × R+ 7−→ Rn de´finit la dynamique du syste`me continu. A chaque
couple choisi (X(0), t0), nous pouvons associer une solution unique du syste`me de´finie a` l’aide
de l’e´quation (1.4) . L’evolution des ensembles d’e´tats successifs du syste`me a` chaque instant t,
s’appelle la trajectoire. Nous conside´rons les deux syste`mes introduits respectivement par Ro¨ssler
et Lorenz.
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Le syste`me de Ro¨ssler est donne´ par les e´quations suivantes [R7¨6] :

du
dt = −(v + w)
dv
dt = u+ σv
dw
dt = ρ+ uw − βw
(1.5)
ou` u, v et w sont les variables d’e´tat du syste`me, σ, ρ, et β sont les parame`tres re´els. Les
parame`tres et les conditions initiales de l’equation 1.5 ont e´te´ choisis de la manie`re suivante :
σ = 2.25; ρ = 0.04; β = −2.5 avec (u0, v0, w0) = (0.25, 0.45, 0.85)
Ce type de syste`me est dit autonome car l’equation (1.5) n’a pas de de´pendance explicite par
rapport au temps t. La figure 1.7(a) illustre un exemple de trajectoire du syste`me de Ro¨ssler.
Le syste`me de Lorenz est de´fini par les e´quations suivantes [Lor63] :

du
dt = σ(v − u)
dv
dt = −uw + ρu− v
dw
dt = uv − βw
(1.6)
ou` u, v et w sont les variables d’e´tat du syste`me, σ, ρ, et β sont les parame`tres re´els. Les
parame`tres et les conditions initiales de l’equation 1.6 ont e´te´ choisis de la manie`re suivante :
σ = 10; ρ = 28; β = 2.5 avec (u0, v0, w0) = (1.5, 4.8, 19.5)
De meˆme, ce type de syste`me est autonome. La figure 1.7(b) illustre une trajectoire particu-
lie`re du syste`me de Lorenz.
1.2.2 Les exposants de Lyapunov
Certains syste`mes dynamiques sont tre`s sensibles aux petites variations de leur condition
initiale. Ces variations peuvent rapidement prendre d’e´normes proportions. Le mathe´maticien
russe Alexander Lyapunov s’est penche´ sur ce phe´nome`ne et a de´veloppe´ une quantite´ permettant
de mesurer la vitesse a` laquelle ces petites variations peuvent s’amplifier. Cette quantite´ appele´e
”exposant de Lyapunov” mesure en fait le degre´ de sensibilite´ d’un syste`me dynamique.
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(a)
(b)
Fig. 1.7 – (a) Une trajectoire pour le syste`me de Ro¨ssler ; (b) Une trajectoire pour le syste`me
de Lorenz
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Conside´rons le syste`me autonome a` temps continu de´fini par :

.
X = F (X) et F : Rn 7−→ Rn
X(0) = x0
(1.7)
ou` φ(x0, t) est une trajectoire solution de ce syste`me de condition initiale x0 et xp un point de
cette trajectoire a` t = tp dans l’espace des phases.
Un champ de vecteurs ou champ vectoriel est une fonction qui associe un vecteur a` chaque
point d’un espace euclidien ou plus ge´ne´ralement d’une varie´te´ diffe´rentielle. Les champs de
vecteurs sont souvent utilise´s en physique, pour mode´liser par exemple la vitesse et la direction
d’un fluide en mouvement dans l’espace, ou la valeur et la direction d’une force, comme la force
magne´tique ou gravitationnelle, qui e´voluent point par point.
Le calcul des exposants de Lyapunov consiste dans un premier temps a` line´ariser le vec-
teur champ au voisinage d’un point de la trajectoire conside´re´e [ASY96]. Soient φ(x0, t) cette
trajectoire et xp un point de la trajectoire (xp = φ(x0, tp)).
En conside´rant une petite perturbation δxp(t) applique´e au voisinage de xp et en de´veloppant
en se´rie de Taylor du premier ordre le vecteur champ F (xp), le syste`me line´arise´ autour de xp
s’e´crit :
d(δxp)
dt
= JF (xp)δxp (1.8)
ou` JF (xp) est la matrice jacobienne de F au point xp
Il s’agit ensuite d’inte´grer chacune des composantes xk(t) avec k = 1, ..., , n de la trajectoire
φ(x0, t) a` partir de l’e´quation (1.7). Chacune de ces composantes xk(t) inte´gre´es est introduite
dans l’e´quation (1.8). La dernie`re ope´ration consiste a` inte´grer le syste`me (1.8) lui-meˆme. Au
final, nous obtenons une matrice n× n Φt(xp) appele´e matrice de la solution fondamentale.
Toute perturbation δxp(t), a` t = tp, au voisinage d’un point xp, de la trajectoire φ(x0, t)
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pourra s’e´crire sous la forme :
δxp(t) = Φ(δxp(tp)) (1.9)
Soient µk(t) les valeurs propres de cette matrice, k = 1, ..., , n.
L’exposant de Lyapunov λk du kie`me ordre est lie´ a` la valeur propre µk(t) et s’e´crit :
λk = lim
t→+∞
1
t
ln |µk(t)| (1.10)
L’exposant de Lyapunov λk existe dans la mesure ou` la limite existe. Dans le cas ou` le
syste`me posse`de une solution stationnaire, la matrice jacobienne est inde´pendante du temps.
Si nous conside´rons un syste`me a` temps discret, les exposants de Lyapunov deviennent
[ASY96] :
λk = lim
i→+∞
1
i
ln |µk(i)| (1.11)
Si une trajectoire, diffe´rente de x0, n’est pas un point fixe, alors la matrice des solutions
fondamentales s’e´crit :
Φt(xe) = eJF (xe)t (1.12)
Ce qui implique : µk(t) = eλˆkt si λˆk est la kie`me valeur propre de la matrice jacobienne
JF (Xe).
D’ou` :
λk = lim
t→+∞
1
t
ln |µk(t)| = lim
t→+∞
1
t
ln
∣∣∣eλˆkt∣∣∣ = lim
t→+∞Re
[
λˆk
]
= Re
[
λˆk
]
(1.13)
Cela signifie que l’exposant de Lyapunov λk d’un point fixe est e´gal a` la partie re´elle de la
valeur propre λˆk d’un point fixe.
1.2.2.1 Les exposants de Lyapunov pour des attracteurs non chaotiques
Pour un attracteur non chaotique, les exposants de Lyapunov sont tous ne´gatifs ou nuls
[PC89] (λk ≤ 0 ∀t, k) et leur somme est ne´gative
n∑
k=1
λk < 0. Les attracteurs non chaotiques sont
classe´s en quatre cate´gories :
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– Point d’e´quilibre asymptotiquement stable : λk < 0 pour k = 1, ..., n.
– Cycle limite stable : λ1 = 0 et λk < 0 pour k = 2, ..., n.
– Tore d’ordre 2 asymptotiquement stable : λ1 = 0 , λ2 = 0 et λk < 0 pour k = 3, ..., n.
– Tore d’ordre K asymptotiquement stable : λ1 = ... λK = 0, λ2 = 0 et λk < 0 pour
k = K + 1, ..., n.
1.2.2.2 Les exposants de Lyapunov pour un attracteur e´trange
Une des particularite´s du chaos est son extreˆme sensibilite´ aux conditions initiales. Un at-
tracteur e´trange posse`dera toujours au moins un exposant de Lyapunov positif avec la proprie´te´
n∑
k=1
λk < 0 [PC89]. De plus, pour un attracteur e´trange, un des exposants de Lypunov est tou-
jours nul. Cela signifie que pour respecter la condition
n∑
k=1
λk < 0, un attracteur e´trange doit
avoir au minimum trois exposants de Lyapunov. Donc, un syste`me continu dans le temps doit
eˆtre au moins de dimension trois pour produire du chaos.
1.3 Syste`mes de transmission base´s sur le chaos
Les signaux chaotiques sont non pe´riodiques, ils sont ge´ne´re´s a` partir de syste`mes dynamiques
non line´aires [ASY96]. Ces signaux sont souvent a` large bande ce qui en fait des candidats
potentiels pour l’e´talement du spectre. Ils pre´sentent en plus toutes les caracte´ristiques des
codes d’e´talement conventionnels comme la difficulte´ d’interception, la re´sistance aux trajets
multiples, et de bonnes proprie´te´s de corre´lation. Un grand nombre de se´quences d’e´talement
peut eˆtre produit en outre graˆce a` la sensibilite´ aux conditions initiales et aux parame`tres. Dans
les dernie`res anne´es, un grand nombre de sche´mas de modulation et de de´modulation ont e´te´
propose´s, nous allons voir brie`vement les techniques de communication chaotiques qui ont e´te´
largement e´tudie´es.
Dans la suite de ce manuscrit et sauf mention contraire, le message binaire est module´ en
bande de base avec une modulation a` 2 e´tats (BPSK) ; dans ce cas la` la dure´e bit (Tb) est e´gale
a` la dure´e symbole (Ts)(Tb = Ts).
Comme dans le cas conventionnel, nous allons classer les syste`mes de transmission base´s sur
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le chaos en deux cate´gories :
1 Syste`mes de transmission a` re´cepteur cohe´rent
2 Syste`mes de transmission a` re´cepteur non cohe´rent
1.3.1 Syste`mes de transmission a` re´cepteur cohe´rent
Un syste`me est dit cohe´rent si son re´cepteur est capable de reproduire la meˆme porteuse
chaotique que celle e´mise par l’e´metteur afin que l’information transmise soit de´module´e.
1.3.1.1 DCS-CDMA a` re´cepteur type corre´lateur
Pour illustrer le fonctionnement du syste`me DS-CDMA base´ sur le chaos (DCS-CDMA),
nous commenc¸ons par une explication sur le principe ge´ne´ral de fonctionnement du syste`me
conventionnel DS-CDMA en bande de base. L’acce`s multiple par re´partition en code ou Code
Division Multiple Access (CDMA) en anglais, est un syste`me de codage des transmissions utilise´
en te´le´communications, base´ sur la technique d’e´talement de spectre. DS, qui est l’acronyme
de Direct Sequence (en franc¸ais se´quence directe), indique la nature de l’e´talement du spectre
pour le syste`me CDMA. DS-CDMA est donc un syste`me de transmission a` e´talement direct.
Dans cette configuration, pour e´taler le signal informatif, la se´quence informationnelle de pe´riode
symbole Ts = 1/R est multiplie´e directement par une se´quence d’e´talement pseudo-ale´atoire. Les
e´chantillons binaires de la se´quence d’e´talement appele´s aussi (chips) ont une pe´riode Tc tel que
Tc << Ts. Nous de´finissons le facteur d’e´talement (β) : β = Ts/Tc. Dans une transmission multi-
utilisateurs, chaque utilisateur a son propre code d’e´talement, c’est pour cela que les se´quences
pseudo-ale´atoire doivent respecter des proprie´te´es de corre´lation quasi-optimales pour re´duire
l’influence des interfe´rences. De nombreuses e´tudes ont e´te´ re´alise´es pour choisir les meilleures
se´quences d’e´talement [KP07] [VM06]. Comme le montre la figure 1.8, a` la re´ception, une unite´
de synchronisation inte´gre´e dans le re´cepteur assure la synchronisation de la se´quence ge´ne´re´e
localement avec la se´quence rec¸ue. Le signal rec¸u r(t) est de´se´tale´ par une re´plique de la se´quence
pseudo-ale´atoire utilise´e a` l’e´mission et inte´gre´ sur une dure´e symbole.
Apre`s avoir explique´ brie`vement le syste`me conventionnel DS-CDMA, et le principe de l’e´ta-
lement du spectre, nous allons rappeler ce qui a e´te´ propose´ dans le cas de transmissions chao-
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tiques. Comme le montre la figure 1.8, l’ide´e de base est de remplacer le ge´ne´rateur de se´quences
pseudo-ale´atoires par un ge´ne´rateur de se´quences chaotiques. L’inte´reˆt de remplacer ce type
de se´quences dans le syste`me DS-CDMA est que les se´quences chaotiques peuvent offrir de
meilleures performances que les codes classiques. Les bonnes proprie´te´s d’autocorre´lation font
que les signaux chaotiques sont des candidats potentiels pour l’e´talement de spectre ; les faibles
valeurs d’intercorrelation entre les diffe´rentes se´quences chaotiques rendent leur choix pertinent
pour l’acce`s multiple. Il faut noter que les syste`mes DCS-CDMA surpassent la performance
des syste`mes DS-CDMA conventionnels dans le cas d’acce`s multiple [MSR99] [MSR97] [RMS00]
[RSM98a]. La non pe´riodicite´ des se´quences chaotiques rend difficile les attaques d’interception
par rapport aux codes issus d’un ge´ne´rateur a` registres a` de´calage et rend leur reconstruction
tre`s difficile contrairement aux codes pseudo-ale´atoires [PZB95]. Ainsi, un e´talement de spectre
par des se´quences chaotiques augmente la se´curite´ de transmission [KHE+92].
Ge´ne´ralement les se´quences chaotiques utilise´es dans l’e´talement du spectre sont ge´ne´re´es
a` temps discret a` chaque intervalle de temps Tc. L’inte´reˆt majeur de discre´tiser les se´quences
chaotiques est le controˆle beaucoup plus important de leurs proprie´te´s statistiques. Deux options
ont e´te´ envisage´es pour l’application des se´quences chaotiques a` l’e´talement du spectre : la
premie`re est d’utiliser un code chaotique pe´riodique, ce qui revient a` initialiser le ge´ne´rateur
chaotique apre`s passage d’une ou de plusieurs dure´es symboles, la deuxie`me est d’e´taler le signal
informatif avec une se´quence d’e´talement conside´re´e de longueur infinie. L’avantage de la solution
pe´riodique par rapport a` l’autre est la possibilite´ d’utiliser des syste`mes de synchronisation
de´rive´s des re´cepteurs DS-CDMA classiques. L’application de ce mode de synchronisation au
syste`me DCS-CDMA sera l’objet de notre e´tude dans le deuxie`me chapitre.
1.3.1.2 DCS-CDMA a` re´cepteur de type estimateur
Le syste`me DCS-CDMA a` re´cepteur de type estimateur, dispose de la meˆme architecture
d’e´metteur que le syste`me de transmission chaotique de la figure 1.8. La diffe´rence est que ce
re´cepteur (comme le montre la figure 1.9) dispose de deux structures d’estimation du code et
du symbole. Cette me´thode propose´e par [APB02], se base sur un filtrage de Kalman paralle`le.
L’information est re´cupe´re´e a` la sortie du re´cepteur par une me´thode de synchronisation chao-
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Fig. 1.8 – Syste`me de communication DS-CDMA en bande de base
tique base´e sur l’estimation de la se´quence d’e´talement et non pas par une structure de type
corre´lateur. La methode de synchronisation chaotique par estimation d’e´tat sera de´taille´e dans
le second chapitre. Dans la figure 1.9, la structure de filtrage de Kalman permet l’estimation
simultane´e a` temps chips Tc de la se´quence chaotique xk et du symbole informationnel sk a`
partir de l’information bruite´e rk. Chaque filtre utilise le dernier e´tat estime´ par l’autre filtre
comme parame`tre pour que lui, a` son tour, puisse estimer son prochain e´tat. Les mode`les de
processus et d’observation donne´s par l’e´quation 1.14 sont inte´gre´s dans le premier filtre pour la
synchronisation du code d’e´talement :
 xk+1 = f (xk) + v
x
k
rk = sgn(sˆk−1)xk + nk
(1.14)
ou` f(.) de´signe la fonction ge´ne´ratrice chaotique des e´chantillons xk , vxk est le bruit Gaussien
conside´re´ inde´pendant de l’e´tat xk, et refle`te l’incertitude de mode`le associe´e aux imperfections
du canal, le terme sk repre´sente le symbole a` de´moduler, nk repre´sente le bruit d’observation et
est de´pendant du rapport signal a` bruit.
Le mode`le dynamique d’observation du deuxie`me filtre destine´ a` l’estimation de symbole a`
19
Chapitre 1. Syste`mes de transmission chaotiques
Estimation du 
code
Estimation du 
Symbole
k
sˆ
1
ˆ
−k
s
1
ˆ
−k
x
k
r
Délai
Fig. 1.9 – Estimateur dual code/symbole
la fre´quence chip est :
 sk+1 = sk + v
s
k
rk = skf(xˆk−1) + nk
(1.15)
ou` le bruit vsk est conside´re´ Gaussien et inde´pendant de l’e´tat sk, mode´lise la capacite´ du filtre
a` suivre l’e´volution du symbole. Les filtres employe´s sont de types Kalman Unscented qui sont
adapte´s a` l’estimation non-line´aire des e´tats. Ce type de re´cepteur peut encore fonctionner sur
des canaux se´lectifs en fre´quence [APB02] [APDB03]. Une e´tude approfondie et des ame´liora-
tions sur ce type de re´cepteur ont e´te´ le coeur des travaux de the`se de M. Luca [Luc06]. Cette
me´thode pre´sente une originalite´ au niveau du re´cepteur du syste`me DS-CDMA base´ sur le chaos
(DCS-CDMA) bien qu’elle ne re´siste pas a` des niveaux de bruit e´leve´s. Ce type de re´cepteur
ne peut pas eˆtre applique´ facilement dans le cas d’une transmission multi-utilisateurs surtout
si les codes d’e´talement sont issus d’un meˆme ge´ne´rateur chaotique f(.), avec des conditions
initiales diffe´rentes. Cela vient au fait que, a` partir de la fonction chaotique f(.), les mode`les
d’observations estiment les se´quences chaotiques et les symboles inde´pendament des conditions
initiales des ge´ne´rateurs chaotiques.
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1.3.1.3 Masquage chaotique
La me´thode de masquage chaotique a e´te´ une des premie`res applications des signaux chao-
tiques aux communications [OWIC92] [PCJ97]. Elle est base´e sur le principe de synchronisation
par couplage ou synchronisation identique entre deux ge´ne´rateurs chaotiques.
Ce type de synchronisation chaotique sera de´taille´ dans le second chapitre ; ne´anmoins, nous
pouvons donner rapidement le principe : le syste`me d’origine est divise´ en deux sous-syste`mes de
fac¸on a` ce que les variables dynamiques soient re´parties de part et d’autre de chacun des sous-
syste`mes. Ensuite, il s’agit de reproduire ces deux sous-syste`mes a` l’identique et de les mettre
en cascade. Le signal issu du syste`me de de´part (syste`me maˆıtre) sert a` piloter (synchroniser) le
premier des deux sous syste`mes duplique´s mis en cascade, qui, lui-meˆme permet de synchroniser
le second sous-syste`me duplique´. Deux signaux chaotiques seront dit synchronise´s s’ils sont
asymptotiquement identiques lorsque le temps t tend vers l’infini.
L’ide´e majeur de ce syste`me comme le montre la figure 1.10 est d’additionner directement
le signal informationnel s(t) au signal chaotique x(t). Dans le re´cepteur, le message est de´code´
par une simple diffe´rence entre le signal e´mis u(t) (u(t) = x(t) + s(t)) et le signal chaotique
xr(t) = xˆ(t) ge´ne´re´ localement synchrone avec le signal chaotique e´mis x(t). Ce montage a e´te´
implemente´ avec des circuits e´le´ctroniques [CO93a]. L’inconve´nient majeur de cette me´thode
reste le bruit provenant du canal et du signal informatif. Ce bruit va affecter fortement les
performances du syste`me en perturbant l’unite´ de synchronisation sensible au bruit.
x
y
z
)(ts )(te )(ˆ ts
Modulateur Démodulateur
+
−
r
z
r
x
r
y
)(tx
)(ˆ tx
Fig. 1.10 – Transmission par masquage chaotique
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1.3.1.4 Chaos shift keying
Le principe du ”Chaos Shift Keying” (CSK) a e´te´ propose´ la premie`re fois par Parlitz et al
[PCK+92] et [DKH93]. Le principe de cette modulation est de coder un message binaire a` l’aide
de signaux chaotiques. La figure 1.11 montre le sche´ma bloc du syste`me de transmission CSK.
L’ope´ration de codage est la suivante. L’e´metteur est compose´ de deux ge´ne´rateurs chaotiques
f1 et f2 ge´ne´rant deux signaux chaotiques x1(t) et x2(t) respectivement. Si le mot binaire a`
envoyer durant l’intervalle [(l − 1)Ts, lTs] est +1, alors x1(t) est transmis, si le mot binaire est
−1 alors x2(t) est transmis. Pour le CSK cohe´rent deux types de re´cepteurs ont e´te´ propose´s.
1 De´modulation coherente base´e sur le calcul d’erreur
Les premiers re´cepteurs CSK inte`grent deux unite´s de synchronisations chaotiques par cou-
plage. Dans la figure 1.12, le signal rec¸u pilote les deux unite´s de synchronisation. On suppose
que le canal de transmission est de type Bruit Blanc Additif Gaussien (BBAG). Au moment ou`
le signal x1(t) est transmis, le ge´ne´rateur f˜1 ge´ne`re un signal xˆ1(t) synchrone avec le signal rec¸u
et le ge´ne´rateur f˜2 lui, ne se synchronise pas sur le signal rec¸u. En mesurant la diffe´rence (erreur)
entre le signal rec¸u et les signaux ge´ne´re´s localement, le message binaire pourra eˆtre estime´.
2 De´modulation coherente base´e sur la corre´lation
Un autre type de re´cepteur du syste`me CSK a e´te´ de´veloppe´ par Kolumba´n et al [KKc98] . Ce
re´cepteur est base´ sur la de´tection cohe´rente des signaux CSK utilisant un corre´lateur sur chaque
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Fig. 1.13 – Re´cepteur CSK base´ sur la corre´lation cohe´rente
voie comme le montre la figue 1.13 . Dans cette structure, les deux circuits de synchronisation
peuvent ge´ne´rer deux signaux chaotiques xˆ1(t) et xˆ2(t) synchrones aux signaux chaotiques e´mis.
Un temps Ta est ne´cessaire pour que les deux blocs de synchronisation puissent converger vers
les signaux x1(t) et x2(t). Les signaux ainsi ge´ne´re´s sont corre´le´s avec le signal rec¸u sur une dure´e
symbole, ensuite, les sorties des corre´lateurs sont e´chantillonne´es et compare´es. En conside´rant
un canal BBAG ou` n(t) est le bruit blanc additif Gaussian, le signal rec¸u a` l’entre´e du re´cepteur
CSK n’est autre que :
r(t) = u(t) + n(t) (1.16)
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ou` u(t) est le signal e´mis, et n(t) est un bruit additif, blanc, et Gaussien .
Pour un symbole l le signal rec¸u peut prendre deux valeurs suivant la valeur du symbole l.
r(t) =
 x1(t) + n(t) si l = +1x2(t) + n(t) si l = −1 (1.17)
Pour le symbole rec¸u l, la sortie des corre´lateurs a` la fin de la pe´riode symbole est donne´e
par :
D1,l =
lTs∫
(l−1)Ts+Ta
r(t)x1(t)dt (1.18)
D2,l =
lTs∫
(l−1)Ts+Ta
r(t)x2(t)dt (1.19)
Si la diffe´rence entre D1,l et D2,l (dl = D1,l −D2,l) est positive, alors +1 est decode´ pour le
lie`me symbole, sinon −1 est decode´. L’inconve´nient majeur de cette me´thode est que la synchro-
nisation est perdue a` chaque fois que le signal rec¸u change de signe selon le bit transmis. Il faut
ajouter a` cela le temps ne´cessaire pour la transmission d’un seul symbole qui est e´gal au temps
de synchronisation Ta plus le temps de symbole Ts. Ainsi, le de´bit de transmission possible est
limite´ par l’inverse du temps de synchronisation.
1.3.1.5 Symetric chaos shift keying
Le syste`me ”Symetric Chaos Shift Keying”(SCSK) peut eˆtre conside´re´ comme une sous classe
du syste`me CSK [STV00] . L’ope´ration de modulation de´modulation du SCSK est de´crite dans
la figure 1.14 . Le modulateur est mode´lise´ par :
xk+1 = F (xk) (1.20)
ou` xk repre´sente le vecteur d’e´tat interne du syste`me (F (.) de classe C1). Le signal transmis
u(t) est obtenu par la multiplication de la composant de F (t) i.e., xk, par le symbole binaire
a` envoyer (uk = slxk). Base´ sur le principe de synchronisation chaotique par couplage, a` la
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re´ception, ce signal transmis est utilise´ pour piloter un syste`me chaotique adapte´ au syste`me
F (.) :
yk+1 = G (|uk| , yk) (1.21)
Les syste`mes F (.) et G(.) sont maitre-esclave, uk est le signal pilote et yk repre´sente le vecteur
d’e´tat interne du syste`me (G(.) de classe C1). yk est le signal ge´ne´re´ localement au re´cepteur.
Un simple exemple d’un syste`me maitre-esclave est le syste`me avec des re´curences chaotiques de
dimmension un (1D) :
xk+1 = F (xk)
yk+1 = F (uk)
avec F (.) paire, (F (x) = F (−x)).
Pour un canal BBAG , le signal a` la sortie du re´cepteur est le meˆme que le signal du
modulateur. Le symbole transmis est de´code´ en observant le signe a` la sortie du corre´lateur a` la
fin de chaque pe´riode symbole. Le modulateur SCSK sera compare´ aux modulateurs DCSK et
CDSK qui seront de´taille´s plus loin dans ce chapitre.
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Fig. 1.14 – Syste`me SCSK
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1.3.2 Syste`mes de transmission a` re´cepteurs non cohe´rents
Un syste`me est dit a` re´ception non cohe´rente si son re´cepteur n’a pas besoin de ge´ne´rer
localement la porteuse chaotique pour de´moduler l’information transmise. En ge´ne´ral ce type
de re´cepteur consomme beaucoup plus d’e´nergie qu’un re´cepteur cohe´rent pour le meˆme taux
d’erreur binaire.
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Fig. 1.15 – Modulateur CSK par modulation de valeur d’e´nergie
1.3.2.1 CSK non coherent
Dans la de´modulation CSK non cohe´rente, le re´cepteur ne dispose pas des se´quences chao-
tiques pour la de´tection des symboles, un crite`re pour distinguer les diffe´rents symboles est
l’e´nergie des se´quences correspondantes [KKc98]. Par exemple si le symbole +1 est e´mis durant
l’intervalle [(l − 1)Ts, Ts], la se´quence chaotique x1(t) d’e´nergie Eb1 est e´mise ; dans le cas ou` le
symbole est −1, la se´quence x2(t) d’e´nergie Eb2 est e´mise. Les signaux x1(t) et x2(t) peuvent eˆtre
ge´ne´re´s par des ge´ne´rateurs diffe´rents ayant diffe´rentes e´nergies comme dans la figure 1.11 ou
bien par un seul ge´ne´rateur, mais utilisant diffe´rents gains pour diffe´rencier les symboles comme
le montre la figure 1.15. A la re´ception, l’e´nergie sera estime´e par un processus de corre´lation
inte´gration comme dans la figure 1.16. En supposant que le canal de transmission est de type
BBAG alors le signal rec¸u en bande de base est :
r(t) = u(t) + n(t) (1.22)
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ou` u(t) de´signe le signal transmis et n(t) est le bruit blanc additif Gaussien. Pour le symbole l
la variable de de´cision a` la sortie du core´lateur est :
Dl =
lTs∫
(l−1)Ts
r2(t)dt
=
lTs∫
(l−1)Ts
u2(t)dt+ 2
lTs∫
(l−1)Ts
u(t)n(t)dt+
lTs∫
(l−1)Ts
n2(t)dt
(1.23)
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Fig. 1.16 – Re´cepteur CSK base´ sur l’estimation d’e´nergie
L’e´nergie rec¸ue est la somme de l’e´nergie d’un symbole, de la composante de bruit venant de
la corre´lation entre le bruit n(t) et la se´quence chaotique, et de l’e´nergie du bruit n(t). Pour un
fort rapport signal sur bruit, le deuxie`me et le troisie`me terme de (1.23) pourront eˆtre ne´glige´s
et l’e´nergie estime´e rec¸ue d’un bit prendra une des deux valeurs.
Eb1,l =
lTs∫
(l−1)Ts
x21(t)dt (1.24)
Eb2,l =
lTs∫
(l−1)Ts
x22(t)dt (1.25)
Dans les syste`mes de transmission nume´rique conventionnels, l’e´nergie d’un bit est fixe´e
pour un symbole donne´. Par contre, dans le syste`me CSK, les signaux chaotiques ne sont pas
pe´riodiques, donc l’e´nergie d’un bit donne´ n’est pas ne´cessairement constante d’une dure´e d’in-
te´gration a` l’autre [KCRFP07a]. Cette variation d’e´nergie pourra de´grader les performances du
syste`me. L’augmentation de la dure´e de symbole pourra re´soudre cet inconve´nient et re´duire la
variation de l’e´nergie d’un bit.
Pour un faible rapport signal sur bruit le deuxie`me terme et le troisie`me terme de l’e´qua-
tion (1.23) ne peuvent pas eˆtre ignore´s. Le second terme peut prendre des valeurs positives ou
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ne´gatives mais le troisie`me terme est toujours positif. Dans ce cas la`, la valeur du seuil optimal
est e´gale a` la moitie´ de la somme des deux e´nergies 1/2(Eb1 + Eb2) [LT03]. Ce seuil est encore
fonction de l’e´nergie du bruit. Le proble`me qui se pose dans ce syste`me est le de´placement du
seuil en fonction de l’e´nergie du bruit additif.
1.3.2.2 Chaotic on off keying
Le syste`me ”Chaotic On Off keying” (COOK) est un cas particulier du syste`me CSK non
cohe´rent. Dans ce syste`me un seul ge´ne´rateur chaotique est suffisant. Les symboles binaires
+1 et −1 sont respectivement repre´sente´s par ”transmission” et ”absence de transmission” du
signal [Kol 97b]. Le processus de modulation consiste tout simplement a` allumer et a` e´teindre le
ge´ne´rateur chaotique. L’e´nergie d’un symbole peut prendre une valeur positive ou nulle selon le
symbole transmis. La de´modulation est re´alise´e de manie`re non cohe´rente en utilisant un simple
estimateur d’e´nergie.
1.3.2.3 Differential chaos shift keying
La modulation ”Differential Chaos Shift Keying” (DCSK) a e´te´ propose´e pour faciliter la
de´tection non cohe´rente [KVSA96], et plus particulie`rement pour combattre le proble`me de
de´placement du seuil du syste`me CSK non cohe´rent. La figure 1.17 montre le modulateur DCSK.
Dans ce syste`me, chaque bit transmis est repre´sente´ par deux se´quences chaotiques. La premie`re
se´quence x(t) sert comme se´quence de re´fe´rence tandis que la deuxie`me sert comme porteuse de
l’information. Si le symbole +1 est transmis, la se´quence porteuse x(t − Ts/2) sera identique a`
la re´fe´rence, et si le symbole −1 est transmis, l’inversion de la se´quence porteuse −x(t − Ts/2)
sera transmis. La re´fe´rence est transmise au de´but de chaque demie-periode Ts, et l’information
sera transmise dans la deuxie`me demi pe´riode Ts. Le signal transmis u(t) pour le symbole l est :
u(t) =
 x (t) pour (l − 1)Ts ≤ t < (l − 1/2)Tsx (t− Ts/2) pour (l − 1/2)Ts ≤ t < lTs (1.26)
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si le bit +1 est transmis et :
u(t) =
 x (t) pour (l − 1)Ts ≤ t < (l − 1/2)Ts−x (t− Ts/2) pour (l − 1/2)Ts ≤ t < lTs (1.27)
si le bit −1 est transmis.
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Fig. 1.17 – Modulateur DCSK
Le re´cepteur DCSK (figure 1.18) va corre´ler sur une demi-pe´riode Ts le signal rec¸u avec le
meˆme signal rec¸u, mais retarde´ d’une demi-pe´riode Ts. La variable de de´cision a` la sortie du
corre´lateur est :
Dl =
lTs∫
(l−1/2Ts)
r(t)r(t− Ts/2)dt (1.28)
ou` r(t) est le signal rec¸u.
En conside´rant que le signal rec¸u est le signal e´mis u(t) affecte´ d’un bruit blanc Gaussien
n(t), l’e´quation (1.28) devient :
Dl =
lTs∫
(l−1/2Ts)
[u(t) + n(t)] [u(t− Ts/2) + n(t− Ts/2)]dt
=
lTs∫
(l−1/2Ts)
[u(t)u(t− Ts/2)] dt+
lTs∫
(l−1/2Ts)
[u(t)n(t− Ts/2)] dt
+
lTs∫
(l−1/2Ts)
[n(t)u(t− Ts/2)] dt+
lTs∫
(l−1/2Ts)
[n(t)n(t− Ts/2)] dt
(1.29)
Le premier terme de l’e´quation 1.29 peut eˆtre positif ou ne´gatif selon que le symbole transmis
est +1 ou −1 . Les autres inte´grales ont une valeur moyenne e´gale a` ze´ro. Donc la valeur
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Fig. 1.18 – Re´cepteur DCSK
optimale du seuil est fixe´e a` ze´ro et est inde´pendante du niveau du bruit. L’inconve´nient majeur
du DCSK est que le de´bit de transmission est toujours e´gal a` la moitie´ du de´bit d’un syste`me
de transmission a` e´talement de spectre classique pour la meˆme dure´e utile de symbole, car le
syste`me DCSK met la moitie´ du temps de transmission a` transmettre la se´quence de re´fe´rence. La
seule solution possible pour augmenter le de´bit binaire est d’utiliser le principe de de´modulation
multi niveaux [KKK97]. Mais l’inconve´nient de ce syste`me est sa complexite´ et une de´gradation
possible de la performance due a` l’atte´nuation du canal.
1.3.2.4 Quadrature chaos shift keying
Le syste`me ”Quadrature Chaos Shift Keying” (QCSK) est une version multi niveaux du
syste`me DCSK mais a` plus haute efficacite´ spectrale [GM01a]. La figure 1.19 montre les diffe´rents
blocs du syste`me de transmission QCSK. Dans ce syste`me, chaque symbole e´mis contient deux
bits d’information. Supposons que la dure´e d’un bit est Tb, la dure´e symbole Ts est e´gale a`
2Tb. Le modulateur est de´crit comme suit. Notons x(t) le signal chaotique de´fini sur l’intervalle
t ∈ [0, Ts/2]. Ce signal a une moyenne nulle. Ensuite, nous conside´rons la version retarde´e de
Ts/2 du signal x(t) pour produire le signal xr(t) = x(t − Ts/2) . Les signaux xrc(t) et xr(t)
sont orthogonaux. xrc(t) est obtenue par la transforme´ de Hilbert de xr(t). Nous rappelons que
la transforme´e de Hilbert d’un signal re´el est obtenue en introduisant un de´phasage de pi/2 a`
chaque composante fre´quentielle. Dans la modulation du syste`me QCSK [GM01b], u(t) = x(t) est
transmis durant la premie`re demi-pe´riode, Ts/2. Dans la deuxie`me pe´riode, pour t ∈ [Ts/2, Ts],
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le signal informatif est envoye´. Finalement, le signal e´mis est donne´ par :
u(t) = b1xr(t) + b2xrc(t) (1.30)
ou` b1 et b2 sont les deux bits d’information envoye´s durant la pe´riode symbole Ts.
A la re´ception, xr(t) et xrc(t) sont estime´s a` partir du signal xˆ(t). Si xˆr(t) et xˆrc(t) sont
respectivement les estimation des signaux xr(t) et xrc(t) , la de´modulation est obtenue en cor-
re´lant sur une demi-pe´riode symbole le signal rec¸u avec xˆr(t) et xˆrc(t). Le symbole (deux bits
d’information) est de´code´ apre`s corre´lation par un algorithme de de´codage approprie´. Le sys-
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te`me QCSK peut eˆtre conside´re´ comme deux syste`mes DCSK. Le premier est celui associe´ au
signal xr(t), le second est associe´ au comple´mentaire du premier signal note´ xrc(t). Le syste`me
QCSK double le de´bit d’information par rapport au DCSK au prix d’une complexite´ e´leve´e du
syste`me.
1.3.2.5 FM-DCSK
L’e´nergie d’un symbole peut varier d’une dure´e symbole Ts a` l’autre. Cette variation d’e´nergie
est un facteur de de´gradation dans la majorite´ des syste`mes de communication base´s sur le chaos.
Dans le but de produire des signaux chaotiques a` large bande avec des e´nergies constantes, la
modulation de fre´quence du syste`me DCSK (FM-DCSK) a e´te´ propose´e par Kolumba´n et al
[KKKJ97] . Dans ce syste`me, un modulateur FM conventionnel est inse´re´ apre`s le ge´ne´rateur
chaotique comme le montre la figure 1.20. A la sortie du modulateur FM, le signal a une e´nergie
par bit qui est constante. Le re´cepteur du FM-DCSK est le meˆme que celui du DCSK pre´sente´
auparavant.
Générateur du chaos Modulateur FM
Signal chaotique FM
Fig. 1.20 – Ge´ne´rateur chaotique module´ en fre´quence
1.3.2.6 Correlation delay shift keying
Le syste`me ”Correlation Delay Shift Keying” (CDSK) peut eˆtre conside´re´ comme un syste`me
de´rive´ du syste`me DCSK [STV00] . Dans ce syste`me, le signal transmis est la somme du signal
chaotique et de la meˆme version retarde´e multiplie´e par les symboles comme le montre la partie
modulateur de la figure 1.21. En comparant au syste`me DCSK, le modulateur CDSK n’a pas
besoin d’interrupteur, cela permet une transmission continue dans le modulateur. De plus, le
de´lai Tr n’est pas ne´cessairement e´gal a` la moitie´ de la pe´riode symbole Ts et le signal transmis
n’est jamais re´pe´te´. Ce principe conduit a` un modulateur homoge`ne et augmente la re´sistance du
syste`me aux interceptions. Le re´cepteur CDSK est similaire a` celui du re´cepteur DCSK comme
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le montre la figure 1.21. Nous pouvons noter que la corre´lation entre les diffe´rents segments
chaotiques donne une certaine incertitude a` la sortie du corre´lateur qui peut de´grader les per-
formances de ce syste`me par rapport au syste`me DCSK. Pour comparer entre les syste`mes de
transmission chaotiques, prenons les syste`mes SCSK, CDSK et DCSK. Pour le syste`me SCSK,
le signal ne se re´pe`te pas, ce qui peut rendre la probabilite´ d’interception faible. Son re´cepteur
est base´ sur un syste`me non line´aire adapte´ au syste`me chaotique de transmission pour de´mo-
duler l’information, cela augmente la se´curite´ de transmission contre un de´codage non autorise´,
contrairement du syste`me DCSK. Par contre, la performance du syste`me SCSK en terme de
taux d’erreur binaire est moins bon que celle du syste`me DCSK et du CDSK. La de´gradation
de performance vient en premier lieu du processus de synchronisation chaotique qui n’est pas
robuste au bruit du canal.
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Fig. 1.21 – Syste`me de transmission CDSK
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1.4 Conclusion
L’objectif principal de ce chapitre e´tait de faire le lien entre les syste`mes dynamiques chao-
tiques et les syste`mes de communication. La premie`re partie de ce chapitre e´tait consacre´e a`
la de´finition des syste`mes dynamiques non line´aires a` temps discret et continu. Toujours dans
cette meˆme partie, le sce´nario de transition vers le chaos des syste`mes dynamiques, ainsi que
les exposants de Lyapunov ont e´te´ pre´sente´s. Par la suite, nous avons pre´sente´ les syste`mes de
transmission a` porteuse chaotique. Les syste`mes pre´sente´s sont classe´s suivant deux cate´gories :
les syste`mes de transmission a` re´ception cohe´rente, et les syste`mes de transmission a` re´cepteur
non cohe´rent. Dans les syste`mes cohe´rents, le re´cepteur doit eˆtre capable de reproduire finement
la porteuse chaotique pour de´moduler l’information transmise. Par contre, dans les syste`mes
non cohe´rents, les re´cepteur n’a pas besoin de ge´ne´rer localement la porteuse chaotique pour
de´moduler l’information transmise.
Cepandant, les re´cepteurs cohe´rents base´s sur la synchronisation du chaos ne se re´ve`lent pas
suffisament robustes vis a` vis du bruit dans le canal de propagation. C’est pourquoi les archi-
tectures de re´cepteurs les plus efficaces par rapport au bruit du canal sont celles des re´cepteurs
non cohe´rents.
Par contre, la se´curite´ de transmission est re´duite dans le cas d’une de´modulation non cohe´-
rente, de meˆme la de´modulation consomme beaucoup plus d’e´nergie qu’un re´cepteur cohe´rent
pour le meˆme taux d’erreur binaire ( perte de 3 dB entre syste`me non-cohe´rent et syste`me co-
he´rent avec synchronisation parfaite). La synchronisation e´tant un e´le´ment cle´ dans l’e´tude des
syste`mes cohe´rents, nous y avons attache´ une grande importance. Le deuxie`me chapitre sera
consacre´ a` l’e´tude de la synchronisation des syste`mes de transmission a` porteuse chaotique.
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chaotiques
2.1 Introduction
Dans les syste`mes de communication, la synchronisation est une cle´ tre`s importante pour une
transmission re´ussie. La synchronisation classique employe´e dans les syste`mes de te´le´communica-
tion cherche a` reproduire juste le signal pe´riodique de la porteuse. Par contre, la synchronisation
chaotique au niveau du re´cepteur cherche a` dupliquer le signal chaotique envoye´ de l’e´metteur.
Cela veut dire que deux signaux chaotiques seront dit synchronise´s s’ils sont asymptotiquement
identiques lorsque le temps t tend vers l’infini. Dans le premier chapitre nous avons de´ja` vu la
sensibilite´ du chaos aux conditions initiales, il apparait alors que la synchronisation chaotique
n’est pas si simple a` e´tablir et pose plus de contraintes qu’une synchronisation classique.
Ce chapitre est organise´ de la manie`re suivante. Dans la premie`re partie du chapitre nous
pre´senterons la synchronisation identique e´tudie´e par Pecora et al [PCJ97], ensuite nous e´tudie-
rons la ge´ne´ration et la synchronisation du syste`me chaotique avec deux me´thodes d’inte´gration
nume´rique. Encore dans la premie`re partie nous pre´senterons la synchronisation chaotique par
filtrage de Kalman e´tendu. Dans la deuxie`me partie de ce chapitre nous verrons l’application des
me´thodes de synchronisation classiques des syste`mes DS-CDMA aux syste`mes de transmission
utilisant le chaos. Dans un premier lieu nous pre´sentons la me´thode classique de synchronisa-
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tion, ainsi que l’e´tat de l’art dans ce domaine. Finalement nous proposerons des syste`mes de
transmission base´s sur cette me´thode de synchronisation dans les cas synchrone et asynchrone,
puis nous proposons une technique originale permettant d’ame´liorer les performances en terme
de synchronisation par rapport aux syste`mes de synchronisation de´ja` existants.
2.2 Synchronisation chaotique par estimateur d’e´tat
Les travaux sur la synchronisation chaotique ont de´bute´ avec Yamada et Fujisaka [YF83]
[YF84] qui ont utilise´ une approche locale de la synchronisation chaotique. Les travaux d’Afrai-
movich [AVR83] ont mene´ au de´veloppement de concepts importants lie´s a` la synchronisation.
Par la suite, Pecora et Caroll [PC90] ont de´fini la synchronisation chaotique ou synchronisation
identique. Ces travaux ont ouvert la voie a` plusieurs syste`mes de transmission chaotique base´s
sur ce principe de synchronisation [PCK+92, COS93, CO93b, LL02]. Finalement, une nouvelle
technique de synchronisation chaotique a commence´ a` s’imposer pour les syste`mes de transmis-
sion par chaos [Luc06]. Cette nouvelle technique introduite par [Fow89] est base´e sur l’estimation
non-line´aire de type filtrage de Kalman.
2.2.1 Synchronisation identique
Nous avons choisi de pre´senter la synchronisation identique propose´e par Pecorra et Caroll
[PC90] [PC91] [PC96] car elle pre´sente une solution simple de synchronisation par couplage.
L’ide´e consiste a` diviser le syste`me d’origine en deux sous-syste`mes comme dans la figure 2.1 de
telle sorte que les variables dynamiques de de´part soient re´parties de part et d’autre, dans chacun
des sous-syste`mes. Il s’agit ensuite de reproduire les sous-syste`mes a` l’identique et de les mettre
en cascade. Le signal issu du syste`me de de´part (syste`me maˆıtre) sert a` piloter (synchroniser)
le premier des sous-syste`mes duplique´s mis en cascade qui lui-meˆme permet de synchroniser le
second sous-syste`me duplique´.
Conside´rons le syste`me dynamique autonome, en temps continu, de dimension n, repre´sente´
par la relation suivante :
V˙ (t) = F(V (t)) (2.1)
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Fig. 2.1 – Se´paration du syste`me F en deux sous-syste`mes
ou` F est de classe C1, et V = [v1, ..., vn]T .
Ce syste`me est divise´ arbitrairement en deux sous-syste`mes F{1} et F{2} comme le montre
la figure 2.1 :  X˙ = F
{1}(X, y1)
Y˙ = F{2}(x1,Y)
(2.2)
avec X = [v1, ...vm]T = [x1, ...xm]T
et Y = [vm+1, ...vn]T = [y1, ...yp]T
tel que n = m+ p
Le sous-syste`me F{1} dont les variables d’e´tat sont de´crites par le vecteur X et le sous-syste`me
F{2} de variables d’e´tat Y sont relie´es par les variables x1(t) et y1(t). Ces deux sous-syste`mes
sont ensuite duplique´s et mis en cascade comme le montre la figure 2.2.
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Fig. 2.2 – Mise en cascade des sous-syste`mes duplique´s
Soient Fˆ{1} et Fˆ{2} ces deux sous-syste`mes
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L’objectif maintenant est de synchroniser le signal yˆ1(t) avec le signal y1(t) provenant du
syste`me d’origine. Le principe de la synchronisation par couplage est sche´matise´ dans la figure
2.3.
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Fig. 2.3 – Principe de synchronisation par de´composition en sous-syste`mes
Si l’ensemble des quatre sous-syste`mes est conside´re´ comme un syste`me global alors ce dernier
peut eˆtre de´crit par les e´quations d’e´tat suivantes :

X˙ = F{1}(X, y1)
Y˙ = F{2}(x1,Y)
˙ˆX = Fˆ{1}(Xˆ, y1)
˙ˆY = Fˆ{2}(xˆ1, Yˆ)
(2.3)
Dans ces conditions on parle de synchronisation en cascade. La condition ne´cessaire pour ob-
tenir la synchronisation en cascade est que tous les exposants de Lyapunov du sous-syste`me Fˆ{1}
soient ne´gatifs. Dans notre cas, le sous-syste`me Fˆ{1} est pilote´ par le signal y1(t), si la condition
sur les exposants de Lypapunov est respe´cte´e, a` ce moment-la`, le sous-syste`me Fˆ{1} est stable, et
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les signaux xˆ1(t) et x1(t) se synchronisent, alors les trajectoires convergent asymptotiquement :
lim
t→∞ |xˆ1(t)− x1(t)| = 0 (2.4)
2.2.2 Synchronisation identique et choix des me´thodes de calcul nume´rique
Dans cette partie du chapitre nous allons e´tudier la ge´ne´ration et la synchronisation du
syste`me chaotique de Lorenz avec deux me´thodes d’inte´gration nume´rique. Nous comparons les
deux algorithmes dans le cadre d’une communication ou` l’e´metteur et le re´cepteur sont tous les
deux nume´riques. Nous montrerons que la me´thode d’inte´gration de Euler donne des re´sultats
similaires en performance de synchronisation avec une charge de calcul infe´rieure par rapport a`
la me´thode Runge-Kutta.
Comme il a e´te´ indique´ dans la section 2.2.1 la synchronisation chaotique a e´te´ beaucoup
e´tudie´e depuis 1990 [PC90] [XWZZ07] [GC05]. La plupart des me´thodes de synchronisation
chaotique ont e´te´ imple´mente´es en utilisant des circuits e´lectriques [PCJ97] [COS93]. Quelques
imple´mentations sont base´es sur le circuit de Chua et sont largement utilise´es pour la de´mons-
tration de la dynamique non line´aire et le chaos [CH77] [Ken93].
Pour une transmission nume´rique la ge´ne´ration et la synchronisation du chaos doivent eˆtre
re´alise´es nume´riquement. Dans le cadre des syste`mes de communication radio-mobile, la pro-
ce´dure de ge´ne´ration et synchronisation du chaos doit eˆtre rapide avec une faible charge de
calcul. L’objectif de cette e´tude est de comparer la ge´ne´ration et la synchronisation chaotique
(synchronisation identique) en utilisant deux me´thodes d’inte´gration nume´rique. Ensuite il s’agit
de proposer une me´thode d’inte´gration nume´rique a` faible charge de calcul pour la ge´ne´ration
et la synchronisation du chaos. Les ge´ne´rateurs de chaos utilise´s sont base´s sur les syste`mes
d’e´quations diffe´rentielles autonomes.
Dans cette partie du chapitre nous comparons les performances (ge´ne´ration / synchronisa-
tion) des deux me´thodes d’inte´gration nume´rique Runge-Kutta (RK) et Euler (EU). RK est
sophistique´e et couˆteuse du point de vue charge de calcul. Elle est souvent utilise´e dans le but
d’obtenir des re´sultats avec une grande pre´cision. Par contre EU est une me´thode d’inte´gration
simple a` faible charge de calcul.
Les deux me´thodes (RK et EU) sont compare´es dans le cadre des syste`mes de communication.
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Trois caracte´ristiques importantes sont e´tudie´es :
1 La capacite´ a` ge´ne´rer des se´quences chaotiques,
2 La qualite´ de la synchronisation au niveau du re´cepteur,
3 Le couˆt du calcul,
Prenons pour exemple, le syste`me d’e´quations diffe´rentielles de Lorenz, et choisissons la
me´thode de synchronisation de couplage unidirectionnelle [PCJ97]. Le canal de transmission est
de type BBAG. A noter que notre me´thodologie de comparaison peut eˆtre ge´ne´ralise´e pour tout
syste`me diffe´rentiel chaotique.
2.2.2.1 Syste`me de Lorenz
Dans le but d’e´tudier l’effet des me´thodes d’inte´gration EU et RK en ge´neration et en syn-
chronisation nous avons choisi le syste`me de Lorenz [Lor63] comme un exemple de syste`me
d’e´quations diffe´rentielles [KFPCR07].

du
dt = σ(v − u)
dv
dt = −uw + ρu− v
dw
dt = uv − βw
(2.5)
ou` u, v et w sont les variables d’e´tat du syste`me, σ, ρ, et β sont les parame`tres. Les valeurs
des parame`tres sont choisies telles que : σ = 10.5, ρ = 28 β = 2.6667.
Les variables d’e´tat dans (2.5) occupent une dynamique tre`s large. Dans le but de simplifier
l’implementation [COS93], transformons les variables de la fac¸on suivante : x = u/10 , y = v/10,
et z = w/20. Les e´quations de Lorenz sont alors :

dx
dt = σ(y − x)
dy
dt = −20xz + ρx− y
dz
dt = 5xy − βz
(2.6)
40
2.2. Synchronisation chaotique par estimateur d’e´tat
2.2.2.2 Deux me´thodes d’inte´gration nume´rique
Conside`rons :
dφ
dt
= f(t, φ(t)), φ(0) = φ0 (2.7)
ou` φ(0) = φ0 est la condition initiale et f est la fonction de l’e´quation diffe´rentielle.
- Me´thode d’Euler
La me´thode d’Euler est la me´thode la plus simple parmi les me´thodes d’inte´gration nume´rique
pour la re´solution des e´quations diffe´rentielles ordinaires. Utilisant le developpement en se´rie de
Taylor a` l’ordre 2 de φ le sche´ma d’inte´gration est :
φk = φk−1 + ∆tf(t, φ(t)) (2.8)
EU est une me´thode d’inte´gration du premier ordre a` faible charge de calcul.
- Me´thode de Runge-Kutta du quatrie`me ordre
La methode Runge-Kutta d’ordre quatre (RK45) est la me´thode la plus utilise´e pour la resolution
des e´quations diffe´rentielles ordinaires [DP80]. La solution de l’e´quation (2.7) utilisant RK45 est
donne´e par les e´quations suivantes :
φk = φk−1 +
∆t
6
(k1 + 2k2 + 2k3 + k4) (2.9)
ou` 
k1 = f(tk, φk)
k2 = f
(
tk + ∆t2 , φk +
∆t
2 k1
)
k3 = f
(
tk + ∆t2 , φk +
∆t
2 k2
)
k3 = f (tk + ∆t, φk + ∆tk3)
La me´thode de RK45 est une me´thode d’ordre quatre, cela veut dire que l’erreur par pas est
de l’ordre de ∆t5, tandis que l’accumulation totale de l’erreur est de l’ordre de ∆t4.
La me´thode RK est beaucoup plus pre´cise que la me´thode EU. La RK45 est un bon com-
promis entre la pre´cision, la complexite´, et le temps de calcul. Pour ces raisons RK45 est ge´ne´-
ralement conside´re´e comme la meilleure me´thode pour la re´solution des e´quations diffe´rentielles
ordinaires parmi les autres ordres de la famille RK [PFTV92].
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2.2.2.3 Ge´ne´ration du chaos et comparaison
Le sche´ma ge´ne´ral est illustre´ dans la figure 2.4. Au niveau de l’e´metteur, les signaux chao-
tiques issus du syste`me de Lorenz sont ge´ne´re´s nume´riquement. Le canal de transmission choisi
est de type BBAG. A la re´ception le signal pilote bruite´ (x(t)+n(t)) assure la synchronisation du
syste`me esclave. Le ge´ne´rateur du chaos a` la re´ception re´ge´ne`re le signal pilote avec une erreur
de´pendante du niveau du bruit dans le canal et de la diffe´rence entre les conditions initiales entre
le ge´ne´rateur de l’e´metteur et celui du re´cepteur.
La taˆche principale au niveau de l’e´metteur est de ge´ne´rer le signal chaotique. 5000 e´chan-
tillons des signaux chaotiques sont ge´ne´re´s par le syste`me de Lorenz avec un ∆t = 0.01 pour
les deux me´thodes d’inte´gration nume´rique utilisant les meˆme conditions initiales (x(0) =
0.15, y(0) = 0.40, z(0) = 1.2). La figure 2.5 montre que les deux trajectoires ge´ne´re´es par les
deux me´thodes EU et RK sont diffe´rentes. La principale diffe´rence entre les deux trajectoires
peut eˆtre observe´e dans le voisinage des deux points instables fixes A et B. Comme indique´
dans [Mir90], la diffe´rence la plus importante entre les deux me´thodes EU et RK concerne le
bassin d’attraction. Ge´ne´ralement la me´thode RK permet d’obtenir un bassin avec une bonne
pre´cision. En revanche, dans notre e´tude nous sommes principalement inte´resse´s par l’efficacite´
de la synchronisation entre l’e´metteur et le re´cepteur. C’est la raison pour laquelle l’exactitude
des trajectoires n’est pas d’une grande importance.
Bruit
y
z
1x
1y
1z
x
Emetteur Récepteur
x
Fig. 2.4 – syste`me chaotique
2.2.2.4 Synchronisation et comparaison
Prenons comme type de synchronisation la synchronisation par couplage unidirectionnel
[PCJ97]. Le signal x du premier syste`me (Maˆıtre) est transmis au second syste`me (esclave)
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comme le montre la figure 2.4. Ce signal pilote est affecte´ par un bruit additif blanc Gaussien
venant du canal BBAG. A la re´ception le signal pilote est donne´ par :
Fig. 2.5 – (a) Trajectoire obtenue par RK45 (b) Trajectoire obtenue par EU
x˜(t) = x(t) + n(t) (2.10)
ou` n(t) est le bruit additif Gaussien de moyenne nulle et de variance σ2n
Dans notre e´tude, les conditions initiales et les parame`tres ne sont pas exactement connus
au niveau du re´cepteur. Alors une erreur est ajoute´e :

σ1 = σ(1 + eσ)
ρ1 = ρ(1 + eρ)
β1 = β(1 + eβ)
(2.11)
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
x1(0) = x(0) + ex
y1(0) = y(0) + ey
z1(0) = z(0) + ez
(2.12)
ou` eσ, eρ, et eβ sont des variables ale´atoires inde´pendantes a` distribution uniforme sur [−0.5, 0.5],
ex, ey, et ez sont des variables ale´atoires inde´pendantes a` distribution uniforme sur [−1, 1]. Ces
variables ale´atoires traduisent la possibilite´ que les syste`mes e´metteur et re´cepteur ne soient pas
parfaitement identiques.
Un terme de couplage au second syste`me est ajoute´, qui consiste a` mode´liser la diffe´rence
entre les variables du pilote et de l’esclave. Pour le syste`me de Lorenz on obtient le mode`le du
syste`me esclave suivant :

dx1
dt = σ1 (y1 − x1 + α (x˜− x1))
dy1
dt = −x1z1 + ρ1x1 − y1
dz1
dt = x1y1 − β1z1
(2.13)
ou` α est le facteur de couplage. α est choisi e´gal a` 4, comme dans [PCJ97].
Dans la litte´rature plusieurs syste`mes de communication base´s sur ce type de synchronisation
ont e´te´ e´tudie´s [PCJ97] [COS93] [CH77]. Le rapport signal sur bruit (SNR) a` l’entre´e du re´cepteur
est donne´ par SNR = σ
2
x
σ2n
.
Notre approche est de synchroniser le syste`me de Lorenz nume´riquement. On applique les
me´thodes EU et RK a` l’e´quation (2.13). L’erreur de synchronisation n’est autre que la diffe´rence
entre le signal initial ge´ne´re´ par l’e´metteur et le signal ge´ne´re´ par le re´cepteur. En ce qui concerne
cette erreur, quand le pas est choisi suffisamment petit, la synchronisation avec la me´thode EU
donne un bon re´sultat. Comme exemple, la figure 2.6 est obtenue avec eσ = eρ = eβ = 0.5 ,
ex = ey = ez = 0.7, et un SNR = 5 dB. La figure 2.6 indique que la synchronisation est obtenue
et maintenue entre l’e´metteur et le re´cepteur pour les deux me´thodes.
La performance ge´ne´rale de synchronisation est e´value´e en estimant la moyenne du carre´ de
l’erreur (MSE) de synchronisation. Pour les deux me´thodes d’inte´gration, le bruit, les conditions
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Fig. 2.6 – Exemple de synchronisation entre l’e´metteur et le re´cepteur pour SNR = 5dB
Tab. 2.1 – Re´sutlats MSE
MSE SNR = 0 dB SNR = 5 dB SNR = 10 dB SNR = 15 dB
EU 0.1907 0.0713 0.0370 0.0279
RK 0.1095 0.0450 0.0262 0.0226
initiales, et l’erreur sont mode´lise´es selon les e´quations (2.10) (2.11) et (2.12). Les 200 essais de
6000 points sont utilise´s pour estimer la MSE donne´ dans le tableau 2.1. Le tableau 2.1 montre
que le MSE du EU tend vers le MSE du RK45 lorsque la valeur du SNR augmente.
Pour diffe´rentes puissances du bruit de canal, et pour une synchronisation par couplage
unidirectionnelle avec un pas d’inte´gration de 0.01, on a mesure´ le rapport erreur sur bruit
(ENR). Le ENR est e´gal au MSE de l’erreur de synchronisation divise´ par la puissance du bruit.
ENRdB = 10 log10
(
MSE
σ2n
)
(2.14)
Une simulation Monte Carlo est re´alise´e dans le but d’avoir au niveau du re´cepteur 200
conditions initiales diffe´rentes et parame`tres pour chaque SNR. La figure 2.7 montre que ENR
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du EU est plus importante que le ENR du RK45. La diffe´rence entre ENR du RK45 et ENR du
EU diminue lorsque le SNR augmente.
Fig. 2.7 – Comparaison entre les deux courbes ENR des me´thodes RK45 et EU pour diffe´rentes
valeurs de SNR
2.2.2.5 Discussion
Dans le cadre de communications radio-mobiles, il est interessant d’avoir une faible charge
de calcul dans la ge´ne´ration et la synchronisation du chaos. Les re´sultats montre´s dans la figure
2.7 donnent une ide´e claire sur le choix de la me´thode d’inte´gration. Comme la me´thode EU a
une charge de calcule re´duite et la me´thode RK45 a une complexite´ bien supe´rieure a` la me´thode
Euler. Alors la me´thode d’inte´gration est choisie selon l’application demande´e. Si on veut une
synchronisation rapide avec une faible charge de calcul pour un syste`me donne´, on choisira la
me´thode EU avec une perte maximale de 2 dB en terme de ENR pour les faible SNR et moins
que 1 dB pour un SNR = 15 dB. Mais si on est inte´resse´ seulement par la synchronisation
chaotique avec le moins d’erreur, et si la charge de calcul n’est pas proble´matique pour notre
application alors la me´thode RK sera pre´fe´re´e pour realiser cette taˆche.
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2.2.3 Synchronisation par filtrage de Kalman Etendu
La me´thode de synchronisation par filtrage de Kalman e´tendu est une ge´ne´ralisation des me´-
thodes de synchronisation par couplage [Luc06] telles que la synchronisation identique explique´e
au de´but de ce chapitre. Base´e sur l’estimation re´cursive d’e´tats d’un ge´ne´rateur chaotique, elle
a e´te´ introduite la premie`re fois par Fowler [Fow89]. Les aspects sur une stabilite´ optimale de
cette me´thode ont e´te´ encore e´tudie´s [LZD00] [LZ01] [Luc06] [LABS06]. Cette me´thode garantit
un caracte`re optimale de la synchronisation au sens de l’erreur quadratique moyenne [LZD00]
[LZ01]. La synchronisation par estimation des se´quences chaotiques a e´te´ applique´e par la suite
dans plusieurs syste`mes de transmission chaotiques au niveau re´cepteur, et encore dans l’estima-
tion du canal [LL01]. Le principe ge´ne´ral de l’algorithme de synchronisation base´ sur le filtrage
de Kalman e´tendu (EKF-Extended Kalman Filter) est le suivant.
Dynamique
)(xf
Retard
1−z
Observation
)(xh
Gain Kalman
1+kK
+
-
1+kr
1
ˆ
+kx
kk
x
1
ˆ
+
Fig. 2.8 – Sche´ma bloc du filtre EKF
On conside`re un syste`me dynamique a` temps discret de´fini par :
xk+1 = f(xk) (2.15)
ou` xk ∈ Rn est le vecteur d’e´tat et f(.) est la dynamique non line´aire. A la re´ception le signal
rec¸u est sous la forme scalaire tel que :
rk = hTxk + nk (2.16)
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ou` h = [h1, ..., hn]
T est le vecteur d’observation et nk ∼ N(0, N0/2) repre´sente le bruit blanc
Gaussien de variance N0/2. Ce bruit est du aux imperfections du canal de transmission. Dans le
cadre d’un filtrage de Kalman les e´quations (2.15) et (2.16) repre´sentent le mode`le du processus
et d’observation. Le mode`le donne´ par la figure 2.8 est interpre´te´ comme une structure de re´-
troaction permettant l’estimation de l’e´tat a` partir des observations bruite´es [LZ01]. Expliquons
ce sche´ma pour mieux comprendre l’algorithme. Dans la partie gauche l’estimation courante de
l’e´tat xk est projete´e dans la fonction dynamique pour obtenir la valeur a priori d’un nouvel
e´tat estime´ xˆk+1|k . Dans la partie droite du sche´ma ce nouvel e´tat va incorporer l’information
apporte´e par la nouvelle observation rk pour obtenir la valeur estime´e a posteriori xk+1 . Le
gain de Kalman Kk+1 est calcule´ par rapport a` la dynamique du syste`me, ce gain accorde un
poids de confiance aux observations a` chaque e´tape du filtrage. Nous nous arreˆterons ici a` cette
explication sur cette me´thode de synchronisation, mais une e´tude plus de´taille´e a e´te´ re´alise´e
dans le cadre des travaux de the`se de M. Luca [Luc06].
Il faut noter que cette technique de synchronisation base´e sur le filtrage de EKF est plus per-
formante que la me´thode de synchronisation par couplage en terme de MSE [LZ01]. De plus, il
e´te´ de´montre´ dans [LZ01] que les performances de synchronisation se de´gradent rapidement en
pre´sence du bruit. Pour une variance de bruit supe´rieure a` 10−3, la synchronisation chaotique
base´e sur le filtrage de Kalman e´tendu (EKF) sera difficile [LABS06] pour les se´quences de Che-
bychev d’ordre 4. Pour palier cet inconve´nient, une extension a e´te´ propose´e sur le choix du type
de filtrage le plus adapte´ a` l’estimation en cas de forte non line´arite´ [LABS06].
Il faut ne´anmoins souligner que cette technique de synchronisation par estimation d’e´tats du
chaos est peu robuste au bruit et que cela pose bien des proble`mes dans le contexte applicatif
des te´le´communications. Donc concernant le CDMA en particulier, il est ne´cessaire de mettre
en oeuvre des techniques de synchronisation diffe´rentes.
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2.3 Synchronisation classique des syste`mes DS-CDMA
Afin de de´se´taler le signal en spectre e´tale´, il est ne´cessaire de ge´ne´rer une re´plique du code
rec¸u (code local) dans le re´cepteur. Cette ope´ration est appele´e synchronisation de code.
Habituellement la synchronisation du code est re´solue avec une approche en deux phases :
– La phase d’acquisition initiale qui synchronise le code transmis et le code ge´ne´re´ localement
avec un degre´ de pre´cision de ±Tc/2.
– La phase de poursuite qui affine et maintient la synchronisation fine entre code local et
code rec¸u
Une fois la phase d’acquisition accomplie, la phase de poursuite est une taˆche re´alise´e en
ge´ne´ral par une DLL (Delay Locked Loops, ou boucle a` verouillage de retard). La boucle de
poursuite est toujours ope´rationnelle durant le temps de la communication. Si le canal varie
rapidement, la DLL peut perdre la synchronisation et on devra alors de nouveau passer a` une
phase d’acquisition. A noter que l’acquisition est obtenue en cherchant a` travers tous les retards
possibles. Dans plusieurs cas, l’acquisition doit se faire correctement pour un faible rapport
signal sur bruit. Les canaux se´lectifs en fre´quence et les interfe´rences des acce`s multiples sont
les facteurs qui peuvent alourdir la taˆche de l’acquisition dans les syste`mes DS-CDMA.
Dans cette partie du chapitre, nous allons introduire brie`vement les techniques d’acquisition
et de poursuite pour les syste`mes a` e´talement du spectre. Le canal utilise´ lors de notre e´tude de
synchronisation est un canal de type BBAG. Pour l’acquisition on se contentera d’expliquer le
mode de recherche a` une dimension.
Générateur 
de codes
Filtre passe bande Décision
Contrôle 
logique 
Signal 
reçu
Commande phase
Fig. 2.9 – Circuit d’acquisition ge´ne´rique
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2.3.1 La phase d’acquisition initiale
Comme il a e´te´ mentionne´ pre´ce´dement, l’objectif de l’acquisition est d’obtenir grossie`rement
une premie`re synchronisation entre le code rec¸u et le code ge´ne´re´ localement dans le re´cepteur.
Nous allons introduire dans la suite plusieurs techniques d’acquisition, mais avant tout nous
allons expliquer le principe de base sche´matise´ dans la figure 2.9, sur lequel se basent les diverses
techniques d’acquisition [PZB95]. Dans le re´cepteur, le ge´ne´rateur local ge´ne`re un code d’e´tale-
ment avec un de´lai choisi selon une hypothe`se de phase donne´e. Si cet offset correspond au code
rec¸u, le signal large bande se de´se´tale correctement pour donner un signal informationnel bande
e´troite. Un filtrage passe bande est ensuite utilise´ dans le but de re´cupe´rer le signal de´se´tale´.
Lorsque les phases de code local et du code rec¸u sont aligne´es grossie`rement (a` mieux que Tc/2)
on observe de la puissance en sortie du filtre passe-bande. Dans ce cas, le re´cepteur franchit la
premie`re phase de synchronisation, il active alors la boucle du poursuite pour affiner encore la
synchronisation. Dans l’autre cas, si l’hypothe`se de phase est mauvaise, et que le de´lai du code
rec¸u ne correspond pas, le signal obtenu apre`s de´setalement reste toujours large bande et il n’y
a pas de puissance significative en sortie du filtre passe-bande. Le circuit de de´cision de´cide alors
que l’hypothe`se de phase n’est pas valide et que d’autres phases doivent eˆtre essaye´es.
Pour mieux comprendre ce me´canisme, prenons un exemple. Conside´rons le cas d’une mo-
dulation BPSK de dure´e symbole Ts, et de facteur d’e´talement β = Ts/Tc. Par simplification
nous conside`rons que les symboles sont tous e´gaux a` +1 (si = 1). Le signal e´tale´ est mode´lise´
par u(t), avec u(t) le signal e´tale´ pe´riodique donne´ par :
u(t) =
∑
k
pkg(t− kTc) (2.17)
ou` pk est le code binaire pe´riodique de pe´riode e´gale a` la pe´riode symbole (Ts = NTc = βTc) et
g(t) est le filtre de mise en forme. Ce filtre peut prendre diffe´rentes formes comme la racine de
cosinus sure´leve´, Gaussien, etc... Dans ce manuscrit un filtre de forme rectangulaire d’amplitude
unite´ sur [0 Tc] est choisi. En ne´gligeant le bruit le signal recu est :
r(t) = u(t− τ) (2.18)
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ou` τ est un retard de propagation.
Le signal rec¸u n’est autre qu’une version retarde´e du signal transmit. A la re´ception, le
ge´ne´rateur de code ge´ne`re un code de de´se´talement p(t − δ) oo` δ est un de´lai choisi par le
re´cepteur. Pour e´tudier les deux cas possibles, acquisition et non acquisition, nous nous limitons
alors a` prendre δ multiple entier de Tc. Le signal de´se´tale´ est p(t− τ)p(t− δ). Inte´grons le signal
de´se´tale´ sur une dure´e Ts et utilisons la sortie de l’inte´grateur comme une variable de de´cision
telle que :
D =
∫
Ts
p(t− τ)p(t− δ)
= Rp(τ − δ)
(2.19)
ou` Rp(τ − δ) est la fonction d’autocorre´lation du code p(t). A noter que la valeur Rp(0) = Ts,
alors les valeurs de Rp pour |τ − δ| ≥ Tc sont tre`s faibles compare´es a` Rp(0).
Pour un seuil pre´de´termine´ θ on compare la valeur de de´cision a` θ, si D > θ alors l’acquisition
est re´alise´e, sinon il faut de´terminer la valeur de τ en testant d’autres valeurs possibles de δ. En
pratique, on cherche a` avoir un temps d’acquisition le plus petit possible. Pour certains types
de codes ou` les valeurs de l’autocorre´lation de´phase´es sont faibles on pourra utiliser une dure´e
d’inte´gration infe´rieure a` la pe´riode Ts. Mais dans plusieurs autres cas cela n’est pas envisageable,
car le circuit de de´cision peut e´chouer en pre´sence du bruit.
La pre´sence du bruit a e´te´ ne´glige´e dans l’exemple simplifie´ pre´ce´dant, mais par contre sa
pre´sence peut causer deux types d’erreurs dans le processus d’acquisition :
1 La fausse alarme, lorsque la sortie de l’inte´grateur de´passe le seuil θ au moment ou` l’ac-
quisition n’est pas obtenue.
2 L’erreur de de´tection, lorsque la sortie de l’inte´grateur ne de´passe pas le seuil au moment
ou` l’acquisition est normalement obtenue.
La fausse alarme produit une fausse acquisition et la boucle de poursuite ne peut pas alors
se verrouiller sur le signal rec¸u. Cela provoque une perte de temps supple´mentaire qui s’ajoute
au temps d’acquisition. Par contre, la non de´tection de synchronisation entraine le circuit d’ac-
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quisition a` ”manquer” le bon retard et a` chercher d’autres retards. La perte de temps de´pend
de la strate´gie d’acquisition. En ge´ne´ral le circuit d’acquisition est conc¸u pour minimiser la
fausse alarme et la non de´tection en adaptant le seuil θ au temps d’inte´gration [KG00] [KIG02].
En conclusion, le choix du temps d’inte´gration pour le circuit d’acquisition doit re´pondre au
compromis entre petit temps d’acquisition et faibles probabilite´s de non de´tection et de fausse
alarme.
2.3.2 La poursuite du code
Le roˆle de la boucle de poursuite est en premier lieu d’aligner finement le code local sur le
code rec¸u, puis de maintenir la synchronisation durant le temps de communication. Apre`s que
l’acquisition soit correctement obtenue, une boucle a` verrouillage de phase ou` phase lock loop
(PLL) est utilise´e pour diminuer la diffe´rence de phase entre les deux codes rec¸us et locaux
[Hol82]. Le processus de poursuite est de´taille´ en [PZB95][Hol82]. Dans cette section, nous al-
lons introduire brie`vement la technique de poursuite nomme´e boucle d’avance-retard comme le
montre la figure 2.10. Toujours pour simplifier, nous ne´gligerons l’effet du bruit du canal, et le
signal rec¸u en bande de base est alors :
r(t) = s(t− τ)p(t− τ) (2.20)
ou` s(t) est le signal d’information et, p(t) le code d’e´talement. Le facteur d’e´talement est e´gal a`
la dure´e symbole Ts. La premie`re branche de la figure 2.10 est :
b1(t) =
∫ t
t−Ts
r(u)p (u− τˆ + ςTc/2) du
Les e´chantillons de b1(t) a` l’instant t = nTs + τ pour tout entier n seront approxime´s par :
b1(nTs + τ) ≈ Rp(τ − τˆ + ςTc/2) (2.21)
De la meˆme manie`re la deuxie`me banche de la figure 2.10 est approxime´e par :
b2(nTs + τ) ≈ Rp(τ − τˆ − ςTc/2) (2.22)
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∫
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Fig. 2.10 – Boucle d’avance retard
La diffe´rence entre les deux signaux b1(t)− b2(t) constitue l’entre´e du filtre de boucle passe-
bas.
Pour un e´talement de spectre utilisant les m-sequences de pe´riode N et de mise en forme
rectangulaire [PZB95], la fonction ε(τ − τˆ) peut prendre les diffe´rentes formes.
Dans la figure 2.11 on a trace´ la fonction ε(τ − τˆ) pour ς = 1. Si ς = 1 alors la sortie du
filtre de boucle est line´aire. On peut alors utiliser la sortie (τ − τˆ) pour piloter le VCO, qui a`
son tour, re`gle l’horloge du ge´ne´rateur de code pour e´tablir une synchronisation fine.
2.4 Synchronisation classique applique´e aux syste`mes de trans-
mission utilisant le chaos
La me´thode classique de synchronisation des syste`mes DS-CDMA a e´te´ pre´sente´e dans la
section 2.3. Les codes d’e´talement binaires sont choisis de fac¸on a` avoir des bonnes proprie´te´s
d’autocorre´lation dans le but d’ame´liorer les performances de l’acquisition et de la poursuite en
premier lieu et en second lieu d’ame´liorer la qualite´ de l’e´talement du spectre du signal trans-
mis. Dans le cas d’une transmission multi-utilisateurs ces meˆmes codes doivent avoir des faibles
valeurs d’intercorre´lation pour diminuer les interfe´rences entre utilisateurs, source de bruit de´gra-
dant les performances du syste`me de transmission. Ge´ne´ralement les codes choisis sont des codes
53
Chapitre 2. Synchronisation des syste`mes chaotiques
)2/ˆ(
cp
TR −−ττ
)ˆ( ττε −
ττ ˆ−
)2/ˆ(
cp
TR +−ττ
Fig. 2.11 – Courbes de la boucle avance retard
de Gold ou Kasami, par exemple, en raison de leurs bonnes proprie´te´s de corre´lation. Plusieurs
e´tudes on montre´ que certains codes chaotiques ont des faibles intercorre´lations, qui surpassent
meˆme les codes binaires classiques en cas d’acce`s multiple [RM98] [RSMa]. L’application de la
me´thode classique de synchronisation aux syste`mes DS-CDMA base´s sur le chaos asynchrone
[MSR97] [RSM98a] devrait encore ame´liorer les performances de ces derniers. L’acquisition des
syste`mes DS-CDMA chaotiques a e´te´ analyse´e dans [MRS98] [SRM99] [MLc02] [SMR98] [RSMb]
[EK06] [KJK03] [JK02] [EJK04] . Dans [MRS98] [SRM99] Setti et al ont e´tudie´ le processus d’ac-
quisition pour les syste`mes DS-CDMA par se´quences chaotiques et ont discute´ brie`vement la
possibilite´ d’un mode`le ge´ne´ral pour l’ope´ration de poursuite. Dans [MRS98] [SRM99] les auteurs
de´montrent que les re´currences de ”Bernoulli” et de ”Tailed shift” donnent de meilleures perfor-
mances durant la phase d’acquisition que les codes classiques comme les m-se´quences et Gold.
L’effet du bruit a e´te´ ne´glige´ dans [MRS98] [SRM99] [SMR98] [RSMb] dans le but d’e´tudier les
interfe´rences inter-utilisateur. Par contre, le bruit est toujours pre´sent dans tous les syste`mes de
transmission. Dans la plupart des cas, l’e´valuation de la synchronisation est limite´e seulement
a` la phase d’acquisition, la poursuite du code est suppose´e correctement re´alise´e apre`s la phase
d’acquisition [MSR97] [MRS98] [SRM99] [SMR98].
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Une me´thode alternative a e´te´ propose´e tre`s re´cemment [JUSB07]. Cette approche, au
contraire des autres me´thodes cite´es ci-dessus, inte`gre le code de poursuite dans son syste`me.
L’e´valuation et l’e´tude de la poursuite de code sont faites au niveau ”chip”. Ce syste`me utilise
un signal pilote binaire et pe´riodique dont le roˆle est d’aider et de maintenir la synchronisation.
Ce syste`me a fait l’object de plusieurs e´tudes dans nos travaux de recherches, la partie suivante
est donc consacre´e a` la pre´sentation de cette approche utilise´e pour la synchronisation.
)()( ts p
)()1( ts
)()( ts M
)(tp
)()( tx M
)()1( tx
)(tn
)(tr)(tu
Unité de 
synchronisation
)()1( δ−tx
∫
sT
dt()
∫
sT
dt()
)()( δ−tx M
)(ˆ )1( ts
)(ˆ )( ts M
Pilote
Fig. 2.12 – Systeme DS-CDMA base´ sur le chaos avec unite´ de synchronisation
2.4.1 Synchronisation par signal pilote pour le syste`me DS-CDMA synchrone
par se´quences chaotiques
La figure 2.12 montre le syste`me DS-CDMA base´ sur le chaos avec l’unite´ de synchronisation
e´tudie´ par [JUSB07]. Dans la figure 2.12, x(n)(t) repre´sente la se´quence chaotique d’e´talement de
l’utilisateur n. Les e´chantillons des se´quences chaotiques sont ge´ne´re´s par un ge´ne´rateur chao-
tique a` chaque temps chip Tc. Le symbole binaire s(n)(t) de pe´riode symbole Ts est multiplie´
par la se´quence chaotique. Le signal re´sultant e´tale´ est additionne´ aux autres signaux des autres
utilisateurs synchrones et au signal pilote . Le signal pilote est le produit d’un signal s(p)(t) et
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d’un code binaire pe´riodique p(t) . Dans le syste`me de [JUSB07] s(p)(t) = 1 . Alors le signal
pilote pe´riodique (SPP) n’est autre que le code binaire p(t). Le choix d’un SPP binaire est
re´alise´ de manie`re a` pouvoir be´ne´ficier des syste`mes de synchronisation e´tudie´s en DS-CDMA
classique. Les ge´ne´rateurs chaotiques et le ge´ne´rateur du code binaire sont synchrones (cadence´es
par la meˆme horloge) cela revient a` dire que les e´chantillons du code binaire p(t) sont ge´ne´re´s au
meˆme temps chip Tc que les e´chantillons chaotiques. La figure 2.13 repre´sente la structure de la
trame e´mise. En supposant que les re´cepteurs connaissent les conditions initiales des ge´ne´rateurs
chaotiques, l’unite´ de synchronisation utilise alors le signal rec¸u r(t) pour synchroniser les codes
chaotiques des re´cepteurs aux codes d’e´talement rec¸us. Ces se´quences chaotiques sont utilise´es
ensuite pour le processus de de´se´talement du signal transmis. L’unite´ de synchronisation de la
figure 2.12 est compose´e de deux unite´s interconnecte´es. La premie`re unite´ est l’unite´ d’acqui-
sition pre´sente´e dans la partie 2.3.1 et la deuxie`me unite´ nomme´e unite´ de poursuite pre´sente´e
dans la partie 2.3.2. Comme le signal pilote et les codes chaotiques d’e´talement des utilisateurs
synchrones sont ge´ne´re´s par la meˆme horloge a` chaque temps chip Tc, alors un ”drift” entre les
deux horloges de l’e´metteur et du re´cepteur est corrige´ graˆce a` l’unite´ de synchronisation qui
utilise le signal SPP pour e´tablir et maintenir la synchronisation. Une fois la synchronisation ob-
tenue, les codes chaotiques ge´ne´re´s dans le re´cepteur sont synchronise´s avec les codes chaotiques
rec¸us, le re´cepteur passera donc a` la phase de de´setalement pour re´cupe´rer les symboles e´mis. Ce
syste`me posse`de une unite´ de synchronisation robuste au bruit. Ce syste`me n’est ope´rationnel
que pour les syste`mes multi-utilisateurs DCS-CDMA synchrones.
Utilisateur (1)
Utilisateur (2)
Utilisateur (M)
…
Signal pilote 
Durée symbole Ts 
Durée chip Tc
)(tu
Période du signal pilote NTc
Fig. 2.13 – Trame du signal e´mis
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2.4.2 Ame´lioration de la performance de synchronisation par signal pilote
pour le syste`me DS-CDMA synchrone par se´quences chaotiques
Dans cette partie nous allons proposer une ame´lioration des performances de synchronisation
des syste`mes DCS-CDMA synchrones pre´sente´e par Jovic et al [JUSB07]. Dans le syste`me de
Jovic [JUSB07] le signal pilote aide a` la synchronisation d’une part, mais il est une source de bruit
supple´mentaire pour les signaux e´tale´s des autres utilisateurs. De plus, les signaux e´tale´s sont une
source de bruit pour le signal pilote et peuvent de´grader la performance de synchronisation dans
le cas d’un grand nombre d’utilisateurs. Pour palier a` cet inconve´nient, nous avons propose´ une
me´thode alternative de synchronisation. Toujours en mode synchrone, l’ide´e de cette me´thode
est de se´parer le signal pilote des signaux e´tale´s en utilisant la modulation MAQ (Modulation
d’Amplitude en Quadrature analogique) [KCRFP07b]. Dans notre e´tude, nous nous concentrons
sur la premie`re phase de synchronisation (la phase d’acquisition). Pour leurs bonnes proprie´te´s
de corre´lations, les se´quences de Gold sont utilise´es comme signaux pilotes pour re´aliser la
synchronisation. Le canal de transmission est de type BBAG.
2.4.2.1 Structure de l’e´metteur
Pour l’e´talement des symboles, le polynoˆme de Chebychev d’ordre 2 est choisi dans le but
de ge´ne´rer les se´quences chaotiques :
xk = 1− 2x2k−1 (2.23)
Le choix de cette fonction est motive´ par sa simplicite´ pour la ge´ne´ration des se´quences chao-
tiques. Dans la figure 2.14 (a) les M utilisateurs e´mettent leurs signaux a` la meˆme puissance
P . Les symboles s(n)i = ±1 de pe´riode Ts de chaque utilisateur sont e´tale´s par une se´quence
chaotique x(n)(t). Les se´quences chaotiques de tous les utilisateurs sont ge´ne´re´es par la meˆme
re´currence donne´e par l’e´quation (2.23) avec des conditions initiales diffe´rentes. Un nouvel e´chan-
tillon de chaos est ge´ne´re´ a` chaque temps chip Tc . Les se´quences chaotiques sont normalise´es de
fac¸on a` avoir leur moyenne nulle et leur variance e´gale a` un i.e, E[xk = 0] et E[x2k = 1]. Un meˆme
code de Gold p(t) de pe´riode T = NTc est associe´ a` tous les utilisateurs. Les e´chantillons du code
de Gold et des se´quences chaotiques sont ge´ne´re´s d’une fac¸on synchrone au meˆme temps chip
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Fig. 2.14 – Syste`me de communication avec l’untie´ de synchronisation
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Tc. Le signal pilote et les signaux e´tale´s sont module´s par une modulation MAQ. Les signaux
e´tale´s sont en phase I et le signal pilote est en quadrature Q. Ces deux composantes I et Q sont
module´es et e´mises a` travers un canal BBAG. Comme le montre la figure 2.14 (b) les ge´ne´rateurs
chaotiques sont initialise´s a` chaque temps LT (L entier) afin que le re´cepteur puisse connaˆıtre
le de´but et la fin de chaque trame chaotique. En plus, la puissance du signal pilote est infe´rieure
a` celle des signaux e´tale´s pour optimiser la perte de puissance due au SPP. Le signal e´mis u(t)
est :
u(t) = d(t) cos(2pif0t)− p(t) sin(2pif0t) (2.24)
d(t) =
√
P
M∑
n=1
∑
i
β−1∑
k=0
s
(n)
i x
(n)
iβ+kg(t− (iβ + k)Tc)
p(t) =
√
Pp
∑
λ
N−1∑
l=0
plg(t− (λN + l)Tc)
ou` x(n)iβ+k sont les e´chantillons du chaos correspondant au symbole s
(n)
i = ±1 de l’utilisateur n.
g(t) est le filtre de mise en forme rectangulaire d’amplitude unite´ sur [0 Tc] et P est la puissance
du signal e´tale´ et Pp celle du SPP. Le parame`tre β est e´gal au nombre des e´chantillons chaotiques
pour la dure´e de symbole β = Ts/Tc.
2.4.2.2 Structure du re´cepteur
Comme on s’inte´resse au processus de synchronisation, la de´modulation MAQ ne sera pas
de´taille´e dans ce chapitre. Le signal rec¸u sur la composante en quadrature est :
r(t) = p(t− τ) + nQ(t) (2.25)
ou` nQ(t) est le bruit blanc additif Gaussien de la composante Q , et τ repre´sente le de´lai total
du signal rec¸u venant du canal de propagation. Ce de´lai est le meˆme pour tous les utilisateurs
car on est en mode synchrone. Puisque le SPP et les se´quences chaotiques sont ge´ne´re´s de fac¸on
synchrone, un de´calage entre les horloges de l’e´metteur et du re´cepteur est corrige´ graˆce a` la
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synchronisation du re´cepteur sur le signal SPP rec¸u. Les se´quences chaotiques sont aide´es par
l’acquisition du SPP. Cette me´thode est appele´e synchronisation par signal pilote.
2.4.2.3 Expression analytique de la probabilite´ de fausse alarme et de la probabilite´
de de´tection
Dans cette partie, l’expression analytique de la probabilite´ de de´tection et de fausse alarme
sont e´value´es. Le filtre passe bas est conside´re´ parfait et de bande e´gale a` la bande du signal
s(t). Le canal utilise´ est de type BBAG. Notre re´cepteur estime correctement la composante
Q(t) en conside´rant que le de´modulateur IQ. Le signal SPP ne ve´hicule pas d’informations,
alors une structure d’acquisition classique est applique´e et pre´sente´e sur la figure 2.15. En sortie
de l’inte´grateur on a :
D = z + α
z =
∫
NTc
p(t− τ)p(t− δ)dt
z = Rp(τ − δ)
α =
∫
NTc
nQ(t)p(t− δ)
(2.26)
z est le terme d’inte´reˆt pour l’acquisition et α est un bruit Gaussien de moyenne nulle. Le bruit
nQ(t) et le SPP e´tant inde´pendants, alors la variance est exprime´e par :
σ2α =
1
2
N0PpNTc (2.27)
avec σ2p = 1.
Finalement on a :
E [D] = Rp(τ − δ) (2.28)
σ2D =
1
2
N0PpNTc (2.29)
La probabilite´ de de´tection Pd du syste`me est donne´e par Pr
(
D(m) ≥ θ) quand δ = τ .
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La Pd de ce syste`me est :
Pd = Q
(
θ −Rp(τ − δ)
σD
)
(2.30)
ou` Q(x) =
+∞∫
x
1√
2pi
e
(
−u2
2
)
du
Générateur 
de codes
Contrôle 
logique 
Signal 
reçu
∫
cNT
dt(.)
Comparaison 
au seuil θ
Vers boucle 
de poursuite
Horloge 
de 
référence
δ
)( δ−tp
Fig. 2.15 – L’aquisition
En se re´fe´rant aux proprie´te´es des codes de Gold [Pro01], l’inte´grale
∫
NTc
p(t− τ)p(t− δ)dt
peut prendre trois valeurs µ1, µ2, µ3 . Une probabilite´ d’apparition ξ est associe´e a` chacune de
ces valeurs, ξ ∈ {ξ1, ξ2, ξ3}.
La probabilite´ de fausse alarme Pfa du syste`me (pour un offset δ0 donne´) est donne´e par
Pr
(
D(m) ≥ θ) quand Tc < ∣∣τ (m) − δ0∣∣ < (N − 1)Tc.
La variable d’inte´reˆt est e´gale a` l’une des trois valeurs µ1, µ2, µ3.
Pfa =
3∑
j=1
ξj Pr (α+ µj ≥ θ)
La Pfa de ce syste`me est :
Pfa =
3∑
j=1
ξjQ
(
θ − µj
σD
)
(2.31)
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(a)
(b)
Fig. 2.16 – (a) Expression analytique et simulation de Pd ; (b) Expression analytique et simula-
tion de Pfa
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2.4.2.4 Simulations et conclusion
Dans toutes les simulations de ce chapitre, les performances d’acquisition sont trace´es par
rapport au rapport e´nergie d’un chip sur bruit Ec/N0 tel que :
Ec
N0
= 10log10(
PTc
N0
) (2.32)
ou` P est la puissance du signal e´mis, Tc le temps chip, et N0/2 est la densite´ spectrale du bruit.
Nous nous inte´ressons aux performances d’acquisition de ce syste`me, alors nous conside´rons
que le de´setalement du spectre est correctement accompli apre`s la phase d’acquisition. Les pa-
rame`tres de notre simulation sont tels que : Le facteur d’e´talement β = 16, chaque trame du
signal e´mis contient L = 10000 se´quences du SPP avec Pp/P = 0.2. Augmenter la performance
d’acquisition de notre syste`me revient en premier lieu a` augmenter la puissance Pp du SPP,
mais cela ame`ne a` une puissance de transmission accrue, alors la puissance choisie dans notre
simulation donne un bon compromis entre performance d’acquisition et optimisation de puis-
sance. Premie`rement nous allons comparer les expressions the´oriques du Pd et du Pfa donne´es
par (2.30) et (2.31) aux simulations pour un seuil choisi. Le temps d’inte´gration N = 127Tc est
choisi e´gal a` la pe´riode du SPP. Dans la figure 2.16(a) et la figure 2.16(b) nous montrons les pro-
babilite´s donne´es par les e´quations (2.30) et (2.31) pour diffe´rents seuils θ = 20, θ = 30, θ = 40.
Il apparaˆıt clairement que les simulations correspondent bien aux expressions the´oriques du Pd
et Pfa. Dans la figure 2.17(a) et la figure 2.17(b) on compare par simulation les performances de
notre syste`me et du syste`me [JUSB07] en termes de probabilite´ de de´tection et de probabilite´
de fausse alarme pour M = 5 utilisateurs pour la meˆme puissance du SPP des deux syste`mes
Pp = 0.2 et pour θ = 20. Bien e´videment le syste`me [JUSB07] est moins performant que celui
propose´, en raison du bruit supple´mentaire venant des signaux e´tale´s. La de´gradation est pro-
portionnelle au nombre d’utilisateurs, elle est plus importante lorsque le nombre d’utilisateurs
est e´leve´.
Dans la figure 2.18 on trace la probabilite´ de fausse alarme de notre syste`me pour une
probabilite´ de de´tection fixe. Le seuil est calcule´ a` partir de l’expression (2.30) pour un Pd
donne´.
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(a)
(b)
Fig. 2.17 – (a) Pd du syste`me de Jovic et al [JUSB07] et de notre syste`me ; (b) Pfa du syste`me
de Jovic et al [JUSB07] et de notre syste`me
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Dans cette partie du chapitre une modification de la structure du syste`me DCS-CDMA
pre´sente´ dans [JUSB07] a e´te´ e´value´e. Cette nouvelle approche base´e sur la modulation MAQ
ame´liore la performance de synchronisation du syste`me en cas synchrone en e´liminant le bruit
supple´mentaire venant des signaux e´tale´s. Bien e´videment les figures 2.17(a) et 2.17(b) montrent
bien que notre syste`me surpasse le syste`me [JUSB07] tre`s largement. Mais le prix a` payer dans
cette me´thode est l’utilisation d’un canal de´die´ pour la synchronisation. Comme cette approche
n’est ope´rationnelle que pour les syste`mes de transmission synchrone, alors la prochaine section
sera consacre´e a` l’e´tude d’une nouvelle structure de transmission adapte´e aux syste`mes DCS-
CDMA asynchrones.
Fig. 2.18 – Probabilite´ de fausse alarme pour une probabilite´ de de´tection fixe
2.4.3 Synchronisation par signaux pilotes pour les syste`mes DS-CDMA asyn-
chrones par se´quences chaotiques
Comme il a e´te´ dit dans la section pre´ce´dente, le syste`me utilise´ en [JUSB07], est ope´rationnel
pour le cas de transmission en mode muli-utilisateur synchrone uniquement. Dans cette section
nous allons pre´senter une ame´lioration pour permettre la synchronisation du syste`me DCS-
CDMA a` pilote additif du syste`me (SSPA) dans le cas d’une transmission multi-utilisateurs
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asynchrone [KRCFP08]. Comme dans le cas du syste`me pre´ce´dent, nous allons nous focaliser
sur la premie`re phase d’acquisition selon la structure de la figure 2.15 car la phase de poursuite
a e´te´ aborde´e dans [JUSB07]. Ce processus de synchronisation est re´alise´ a` travers un code
binaire utilise´ comme signal pilote. Les avantages de l’utilisation d’un code binaire pour la
synchronisation ont e´te´ de´crits dans la section 2.4.1. Le choix des codes de Gold s’explique par
les bonnes proprie´te´s de corre´lations qui les caracte´risent, ces codes sont donc de bons candidats
pour de telles applications [Pro01]. La performance du syste`me est e´tudie´e et e´value´e en termes
de probabilite´ de fausse alarme et de probabilite´ de de´tection. Le canal de transmission est de
type BBAG. Les se´quences de Gold sont utilise´es comme des SPP pour la synchronisation. Le
polynoˆme de Chebychev est employe´ comme un ge´ne´rateur de se´quences chaotiques .
2.4.3.1 Structure de l’e´metteur du syste`me
Dans la figure 2.19 (a) les M utilisateurs asynchrones e´mettent leur signaux a` la meˆme
puissance P . Les symboles s(n)i = ±1 de pe´riode Ts de chaque utilisateur sont e´tale´s par une
se´quence chaotique x(n)(t). Les se´quences chaotiques de tous les utilisateurs sont ge´ne´re´es par
la meˆme re´currence donne´e par l’e´quation (2.23) avec des conditions initiales diffe´rentes. Un
nouvel e´chantillon de chaos est ge´ne´re´ a` chaque temps chip Tc . Les se´quences chaotiques sont
normalise´es de fac¸on a` avoir leurs moyennes nulles et leurs variances e´gales a` un i.e, E[xk = 0] et
E[x2k = 1]. Comme le montre la figure 2.19 (b) un code de Gold p
(n)(t) de pe´riode T = NTc est
associe´ a` chaque utilisateur. Pour un utilisateur m donne´, les e´chantillons du code de Gold et de
la se´quence chaotique sont ge´ne´re´s d’une fac¸on synchrone au meˆme temps chip Tc. Le ge´ne´rateur
chaotique est initialise´ a` chaque intervalle de temps LT (L entier) pour que le re´cepteur puisse
connaˆıtre le de´but et la fin de chaque trame. De plus, la puissance du signal pilot est infe´rieure
a` celle du signal e´tale´ pour permettre la synchronisation d’une part, et d’autre part pour ne pas
de´grader le taux d’erreur binaire. Le signal e´mis par l’utilisateur m est :
u(m)(t) = d(m)(t) + p(m)(t) (2.33)
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d(m)(t) =
√
P
∑
i
β−1∑
k=0
s
(m)
i x
(m)
iβ+kg(t− (iβ + k)Tc)
p(m)(t) =
√
Pp
∑
λ
N−1∑
l=0
p
(m)
l g(t− (λN + l)Tc)
ou` x(m)iβ+k sont les e´chantillons du chaos correspondant au symbole s
(m)
i = ±1 de l’utilisateur
m. g(t) est le filtre de mise en forme rectangulaire d’amplitude unite´ sur [0 Tc], P et Pp sont
les puissances du signal e´tale´ et du SPP. Le parame`tre β est e´gal au nombre des e´chantillons
chaotiques pour la dure´e de symbole β = Ts/Tc. Les p
(m)
l (l = 0 a` N − 1) sont les N chips de la
se´quence de Gold associe´e a` l’utilisateur (m).
2.4.3.2 Structure du re´cepteur
Dans le but de de´moduler les symboles e´mis, une copie de la se´quence chaotique est ge´ne´-
re´e localement dans le re´cepteur. Pour que la ge´ne´ration de la se´quence chaotique soit re´alise´e
correctement dans le re´cepteur, il faut que le re´cepteur connaisse la condition initiale correspon-
dante. On peut imaginer le sce´nario suivant. La condition initiale est enregistre´e au niveau de
l’e´metteur avec une certaine clef donne´e. Cette clef peut eˆtre transmise a` chaque intervalle de
temps LT par le code SPP de l’utilisateur m a` son propre re´cepteur. On peut imaginer que la
clef est e´tale´e par le code SPP avec un facteur d’e´talement largement supe´rieur a` celui du facteur
d’e´talement des donne´es pour assurer une transmission de la clef pratiquement sans erreur. Le
signal recu est :
r(t) =
M∑
n=1
u(n)(t− τ (n)) + n(t) (2.34)
ou` τ (n) repre´sente le de´lai associe´ a` l’utilisateur n, et n(t) est le bruit additif blanc Gaussien
de densite´ spectrale de puissance e´gale a` N0/2.
La synchronisation des se´quences chaotiques est re´alise´e a` l’aide de la phase d’acquisition
du SPP additif. Cette technique peut alors eˆtre appele´e ”Synchronisation par Sequence Pilote
Additive (SSPA)”.
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2.4.3.3 Expression analytique de la probabilite´ de fausse alarme et de la probabilite´
de de´tection
Dans cette partie, l’expression analytique de la probabilite´ de de´tection et de fausse alarme
sont e´value´es. Les meˆmes conditions sur les filtres du syste`me d’acquisition, et sur le canal de
transmission de la section 2.4.2.3 sont conside´re´es. Le circuit d’acquisition de la figure 2.15 est
employe´. Comme l’acquisition est faite sur le code SPP, le signal rec¸u de l’e´quation (2.34) est
multiplie´ par le code SPP local. Le signal re´sultant de l’utilisateur m est donne´ par :
D(m) = z(m) + α(m) + γ(m) + ψ(m) (2.35)
La variable d’inte´reˆt z(m) pour le processus d’acquisition est :
z(m) =
∫
NTc
p(m)(t− τ (m))p(m)(t− δ)dt
z(m) = R(m)p (τ (m) − δ)
ou` R(m)p (τ (m) − δ) est l’autocorre´lation du code SPP.
L’expression du bruit additif Gaussien apre`s corre´lation par le code SPP de l’utilisateur m
est :
α(m) =
∫
NTc
n(t)p(m)(t− δ)dt
L’expression du bruit d’interfe´rence des signaux chaotiques des M utilisateurs apre`s corre´la-
tions par le code SPP de l’utilisateur m est :
γ(m) =
∫
NTc
M∑
n=1
d(n)(t− τ (n))p(m)(t− δ)dt
L’expression du bruit d’interfe´rence des codes SPP des M − 1 utilisateurs apre`s corre´lations
par le code SPP de l’utilisateur m est :
ψ(m) =
∫
NTc
M∑
n=1
n 6=m
p(n)(t− τ (n))p(m)(t− δ)
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ou` p(m)(t − δ) est le SPP local ge´ne´re´ par le re´cepteur pour l’utilisateur m , δ est un de´lai
arbitraire, et NTc est le temps d’inte´gration.
Le terme α(m) est un bruit Gaussien de moyenne nulle. Comme les e´chantillons du SPP et
du bruit sont inde´pendants alors la variance de α(m) est :
σ2
α(m)
=
1
2
N0PpNTc avec σ2p(m) = 1 (2.36)
La variance d’interfe´rence γ(m) est :
σ2
γ(m)
= E
 ∫
NTc
M∑
n=1
d(n)(t− τ (n))p(m)(t− δ)dt
2
σ2
γ(m)
= PpMNT 2c (2.37)
L’expression (2.37) est approche´e car les se´quences chaotiques des diffe´rents utilisateurs sont
de´corre´le´es de moyennes nulles et les e´chantillons d’une meˆme se´quence chaotique sont faiblement
corre´le´s [TLTL04]. D’apre`s le the´ore`me de la limite centrale le terme γ(m) est Gaussien.
En se referant aux proprie´te´s des se´quences de Gold [Pro01], l’inte´grale
η =
∫
NTc
p(n)(t− τ (n))p(m)(t− δ)dt peut prendre trois valeurs µ1, µ2, µ3. Une probabilite´
d’appartenance est associe´e a` chacune de ces trois valeurs de moyenne pour un de´lai donne´
ξ ∈ {ξ1, ξ2, ξ3}. La valeur moyenne et la variance sont donne´es par :
E [η] =
3∑
i=1
µiξi (2.38)
σ2η = E
[
η2
]− E [η]2
σ2η = PpNT
2
c − E [η]2 (2.39)
Pour M − 1 utilisateurs interfe´rant et inde´pendants, la valeur moyenne est :
E
[
ψ(m)
]
= (M − 1)E [η] (2.40)
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La variance des M-1 utilisateurs inde´pendants est donne´e par :
σ2
ψ(m)
= (M − 1)σ2η (2.41)
Graˆce au the´ore`me de la limite centrale, ψ(m) suit une distribution Gaussienne. En conclusion,
le bruit d’interfe´rence qui affecte la variable d’inte´reˆt z(m) a` chaque dure´e NTc est un bruit
Gaussien de moyenne E
[
ψ(m)
]
et de variance e´gale a` la somme des trois variances de bruit
(σ2
α(m)
+ σ2
γ(m)
+ σ2
ψ(m)
).
Finalement on a :
E
[
D(m)
]
= R(m)(τ (m) − δ) + E
[
ψ(m)
]
(2.42)
σ2
D(m)
= σ2
α(m)
+ σ2
γ(m)
+ σ2
ψ(m)
(2.43)
Les probabilite´s de de´tection et de fausse alarme seront calcule´es de la meˆme manie`re que
dans le paragraphe pre´ce´dent.
La Pd pour l’utilisateur m est donne´e par Pr
(
D(m) ≥ θ) quand δ = τ . La variable d’inte´reˆt
z(m) = R(m)p (0).
La Pd de ce syste`me est :
Pd = Q
(
θ −R(m)p (0)− E[ψ(m)]
σD(m)
)
(2.44)
ou` Q(x) =
+∞∫
x
1√
2pi
e
(
−u2
2
)
La Pfa pour l’utilisateurm et pour δ0 est donne´e par Pr
(
D(m) ≥ θ) quand Tc < ∣∣τ (m) − δ0∣∣ <
(N − 1)Tc, avec la variable d’inte´reˆt zm = µj .
Pfa = Pr(D(m) > θ)
La Pfa de ce syste`me est :
Pfa =
3∑
j=1
ξjQ
(
θ − E[ψ(m)]− µj
σD(m)
)
(2.45)
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2.4.3.4 Simulations et conclusion
Pour les simulations suivantes, le facteur d’e´talement est β = 16, le nombre d’utilisateurs est
fixe´ a` M = 3 et chaque trame transmise contient L = 256 se´quences de SPP de pe´riode N = 127.
Les puissances du signal e´tale´ et du SPP sont P = 1, Pp/P = 0.2. Nous allons comparer
l’expression the´orique de l’e´quation 2.44 aux simulations pour un seuil fixe. En regardant la
figure 2.20(a) il apparaˆıt clairement que l’expression the´orique de (2.44) est en accord avec les
simulations, ce qui valide nos approximations sur les statisques du bruit d’interfe´rence calcule´es
dans (2.40), (2.41) . Dans la figure 2.20(b) on trace la probabilite´ de fausse alarme pour une
probabilite´ de de´tection fixe. Le seuil θ est de´duit de l’e´quation (2.44) pour une valeur de
probabilite´ de de´tection donne´e. Bien e´videment si nous voulons augmenter la performance
d’acquisition du syste`me il faut augmenter la puissance du PPS. Mais une grande puissance de
ce dernier peut de´grader la performance du syste`me en terme de taux d’erreur binaire. C’est
pour cette raison que Pp = 0.2 a e´te´ choisi cette valeur est un bon compromis entre performance
d’acquisition et de´gradation du taux d’erreur binaire.
En conclusion, ce syste`me a e´te´ conc¸u pour eˆtre ope´rationnel dans le cas d’une transmission
multi-utilisateurs asynchrones. La synchronisation est re´alise´e par le biais du code SPP. Les
codes de Gold ont e´te´ choisis pour leurs bonnes proprie´te´s d’intercorre´lation.
Dans le but d’evaluer et de comparer la de´gradation venant des codes SPP du syste`me SSPA,
nous avons trace´ les courbes du TEB avec et sans SPP. Le canal de transmission est de type
BBAG, la puissance du SPP est de 20% de la puissance du signal e´tale´. La synchronisation est
suppose´e e´tablie. Les TEB sont trace´s pour un facteur d’e´talement β e´gale a` 64, et pour diffe´rent
nombres d’utilisateurs (M = 2, 4, 8, 16). A partir de la figure 2.21, nous pouvons observer que
le SPP de´grade la performance du syste`me en terme du TEB. Cette de´gradation entre les deux
syste`mes est approximativement entre 0.5 − 1dB pour M = 2 et 1 − 8dB pour M = 16. Cette
de´gradation est lie´e au fait que les signaux SPP sont comme un bruit additif supple´mentaire
pour le signal e´tale´. Pour re´soudre ce proble`me, nous allons proposer une autre structure de
syste`me de transmission conc¸ue pour palier l’inconve´nient du bruit d’interfe´rence provenant des
codes SPP.
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(a)
(b)
Fig. 2.20 – (a) Comparaison entre expression the´orique du Pd et simulations ; (b) Probabilite´
de fausse alarme pour une Pd fixe
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Fig. 2.21 – Performance du syste`me DCS-CDMA avec et sans SPP
2.4.4 Synchronisation des sequences chaotiques par multiplication des se´-
quences pilotes
Les syste`mes de synchronisation pre´sente´s dans 2.4.1 et 2.4.3 utilisent des se´quences pilotes
binaires ajoute´es aux signaux e´tale´s pour obtenir et maintenir la synchronisation. Dans le syste`me
[JUSB07] un code binaire pe´riodique est ge´ne´re´ et ajoute´ a` tous les signaux e´tale´s des utilisateurs
synchrones. Ce syste`me a constitue´ alors notre syste`me de de´part. La me´thode SSPA pre´sente´e
dans la section 2.4.3 est une ame´lioration du syste`me [JUSB07] pour permettre la synchronisation
du syste`me DCS-CDMA dans le cas asynchrone ou` chaque utilisateur a son propre signal pilote.
La me´thode SSPA souffre d’un inconve´nient majeur qui est le bruit supple´mentaires ajoute´ par les
codes SPP d’une part et les signaux e´tale´s d’autre part. Le bruit venant du code SPP de´grade la
performance du syste`me en terme de TEB d’une part, et d’autre part, le bruit venant des signaux
e´tale´s de´grade la performance du syste`me en terme de synchronisation. Un nouveau syste`me a
e´te´ conc¸u pour palier l’inconve´nient du bruit supple´mentaire. Le SPP est toujours utilise´ pour la
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synchronisation mais au lieu d’eˆtre additionne´ aux signaux e´tale´s comme dans le syste`me SSPA
de la section 2.4.3, il est multiplie´ dans ce syste`me par le signal e´tale´. La synchronisation du
syste`me DCS-CDMA est alors obtenue par se´quence pilote mutiplicatif (SSPM). Cette nouvelle
me´thode d’acquisition pre´sente plusieurs avantages. Premie`rement cette proce´dure peut eˆtre
applique´e dans le cas d’une transmission synchrone ou asynchrone. Le deuxie`me avantage est
que le SPP n’est plus un bruit pour la se´quence chaotique utilise´e pour l’e´talement du spectre. Le
troisie`me avantage est que la se´quence chaotique est utilise´e dans le processus de synchronisation
dans le but d’augmenter la variable de de´cision dans la phase d’acquisition.
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Fig. 2.22 – Emetteur et structure de la trame e´mise
2.4.4.1 Structure de l’e´metteur
La figure 2.22 montre la structure de l’e´metteur et de la trame du signal e´mis de l’utilisateur
m. Un code PN diffe´rent est associe´ a` chaque utilisateur et utilise´ comme un SPP de pe´riode Ts
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e´gale a` la pe´riode symbole avec Ts = NTc. La se´quence chaotique et le SPP de chaque utilisateur
multiplient les symboles binaires de l’utilisateurm. Le ge´ne´rateur chaotique est initialise´ a` chaque
LTs intervalle de temps pour que le re´cepteur reconnaisse le premier et dernier e´chantillon de
chaque trame e´mise. Le facteur d’e´talement est alors β = Ts/Tc = N . Dans la figure 2.22(a),
p(m)(t) est le signal SPP, L est un entier, et u(m)(t) est la trame e´mise par l’utilisateur m.
La trame u(m)(t) n’est autre que la multiplication du signal SPP et de la se´quence chaotique
d’e´talement. Les trames de tous les utilisateurs de meˆme puissance P = 1 sont somme´es et
transmises sur un canal BBAG. Dans la structure de SSPA comme le montre la figure 2.23(a)
les symboles e´mis sont premie`rement e´tale´s par la se´quence chaotique x(m)(t) et une se´quence de
SPP est ajoute´e a` chaque utilisateur pour permettre la synchronisation en mode asynchronne. La
se´quence pilote est pe´riodique et les deux ge´ne´rateurs (pilote et chaos) sont synchrones. Quand
le temps d’offset est de´tecte´ au niveau du re´cepteur (fin de la phase d’acquisition) l’offset de la
se´quence chaotique est alors connu, et la synchronisation du signal chaotique est re´alise´e. Notre
deuxie`me proposition est pre´sente´e dans la figure 2.23(b), apre`s e´talement des symboles par la
se´quence chaotique, le signal e´tale´ est multiplie´ par le SPP. Le but du code SPP dans les deux
syste`mes SSPA et SSPM est de donner une pe´riodicite´ ne´cessaire pour le processus d’acquisition.
Mais l’avantage majeur du syste`me SSPM c’est d’avoir un niveau de bruit moins important que
celui du syste`me SSPA.
2.4.4.2 Structure du re´cepteur
Nous sommes ici encore inte´resse´s par le processus d’acquisition de notre syste`me. Le signal
rec¸u est :
r(t) =
M∑
n=1
u(n)(t− τ (n)) + n(t) (2.46)
ou` τ (m) est le de´lai associe´ a` l’utilisateur m, et n(t) est un bruit blanc additif Gaussien de densite´
spectrale e´gale a` N0/2. Dans notre syste`me on applique la me´thode d’acquisition de recherche
en se´rie comme indique´e dans figure 2.15.
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Fig. 2.23 – (a) Emetteurs a` structure SSPA ; (b) Emetteur a` structure SSPM
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2.4.4.3 Expression analytique de la probabilite´ de fausse alarme et de la probabilite´
de de´tection
Cette partie est consacre´e au calcul de la probabilite´ de de´tection et de fausse alarme de
notre syste`me. Comme ce type de calcul a e´te´ de´taille´ dans l’e´tude des syste`mes pre´ce´dents,
nous nous contenterons de rappeler les expressions des probabilite´s brie`vement. Le signal rec¸u
est multiplie´ par le SPP et la se´quence chaotique de l’utilisateur m. La variable de de´cision est
alors :
D(m) = z(m) + α(m) + γ(m) (2.47)
z(m) =
∫
NTc
u(m)(t− τ (m))p(m)(t− δ)x(m)(t− δ)dt
Pour la simplicite´ et comme la valeur des symboles n’influe pas sur le re´sultat final nous
prenons s(m)i = 1
z(m) =
∫
NTc
v(m)(t− τ (m))v(m)(t− δ)dt
avec v(m)(t) = pm(t)x(m)(t)
z(m) = R(m)v (τ (m) − δ)
α(m) =
∫
NTc
n(t)p(m)(t− δ)x(m)(t− δ)dt
γ(m) =
∫
NTc
M∑
n=1
n6=m
u(n)(t− τ (n))p(m)(t− δ)x(m)(t− δ)dt
ou` p(m)(t−δ) est le SPP ge´ne´re´e localement, x(m)(t−δ) est la se´quence chaotique de l’utilisateur
m , δ est un de´lai arbitraire, et NTc est le temps d’inte´gration. z(m) est la variable d’inte´reˆt pour
le processus d’acquisition.
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α(m) est un bruit Gaussien de moyenne nulle car le bruit n(t), le pilote p(m)(t) et le chaos
x(m)(t) sont inde´pendants. La variance de α(m) est :
σ2
α(m)
=
1
2
N0NTc (2.48)
γ(m) est le bruit multi-utilisateurs. Grace au theore`me de la limite centrale ce bruit est
conside´re´ Gaussien de moyenne nulle et de variance :
σ2
γ(m)
= (M − 1)NT 2c (2.49)
L’expression (2.49) est calcule´e en se re´fe´rant aux proprie´te´s des se´quences chaotiques : Les
se´quences chaotiques des diffe´rents utilisateurs sont non corre´le´es, et pour une se´quence chaotique
donne´e, les e´chantillons ont une faible corre´lation [TLTL04].
Finalement on a :
E
[
D(m)
]
= R(m)v (τ
(m) − δ) (2.50)
σ2
D(m)
=
1
2
N0NTc + (M − 1)NT 2c (2.51)
La Pd pour l’utilisateur m est donne´e par Pr
(
D(m) ≥ θ) quand δ = τ . La variable d’inte´reˆt
z(m) = R(m)v (0).
Le terme R(m)v (0) est e´gal a` :
R(m)v (0) =
NTc∑
k=0
[
p
(m)
k
]2 [
x
(m)
k
]2
=
NTc∑
k=0
[
x
(m)
k
]2
car les chips pkm valent ±1
Comme explique´ dans le premier chapitre, les signaux chaotiques sont issus d’e´quations
de´terministes. Pour un court temps d’inte´gration, l’e´nergie n’est pas constante, alors le terme
NTc∑
k=0
[
x
(m)
k
]2
n’est pas constant [KCRFP07a]. En conclusion, la probabilite´ de de´tection est :
Pd =
∫ +∞
0
Q
(
θ − ϑ
σD(m)
)
p(ϑ)dϑ (2.52)
ou` p(ϑ) est la densite´ de probabilite´ de l’e´nergie du signal chaotique sur N chips.
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Pour un long temps d’inte´gration, le terme R(m)v (0) peut eˆtre conside´re´ comme constant
[KCRFP07a], alors la probabilite´ de de´tection est :
Pd ≈ Q
(
θ −R(m)v (0)
σD(m)
)
(2.53)
La Pfa de l’utilisateur m pour un offset δ0 et une valeur donne´e de l’expression (2.50) est
donne´e par Pr
(
D(m) ≥ θ) quand Tc < ∣∣τ (m) − δ0∣∣ < (N − 1)Tc.
P
(m)
fa = Q
(
θ −R(m)v (τ (m) − δ0)
σD(m)
)
(2.54)
La Pfa moyenne est donne´e par :
P
(m)
fa =
∫ +∞
−∞
Q
(
θ − µ
σD(m)
)
p(µ)dµ (2.55)
ou` p(µ) est la densite´ de probabilite´ des valeurs de corre´lation correspondantes a` des erreurs
d’offset supe´rieures en valeur absolue a` Tc.
2.4.4.4 Simulations et conclusion
Pour nos simulations la longueur de chaque trame transmise est L = 6000. Premie`rement
nous allons comparer par simulations la performance en terme de probabilite´ de de´tection du
syste`me SSPA et SSPM dans le cas de transmission a` un seul utilisateur, pour un seuil fixe θ = 21,
un temps d’inte´gration N = 63 chips et, Pp/P = 0.2 pour le syste`me SSPA. La figure 2.24(a)
montre que le syste`me SSPM surpasse largement le syste`me SSPA. Dans la figure 2.24(b) est
trace´e la performance en terme de Pd dans le cas d’une transmission multi-utilisateurs (M = 5),
pour le syste`me SSPM. Les re´sultats de ces simulations sont compare´s a` l’e´quation (2.53), pour
R(m)(0) conside´re´e constante. Pour un temps d’inte´gration suffisamment long, R(m)(0) est tre`s
proche de la valeur constante NTc [KCRFP07a]. Il apparaˆıt clairement une concordance entre les
simulations et l’e´quation (2.53) pour un temps d’inte´gration supe´rieur a` N = 15. Pour N = 15
la diffe´rence entre les simulations et l’expression the´orique est lie´e a` la valeur non constante de
R(m)(0). Pour un temps d’inte´gration supe´rieur a` N = 15 chips l’e´nergie de la se´quence chaotique
peut eˆtre conside´re´e comme constante e´gale a` NTc [KCRFP07a].
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(a)
(b)
Fig. 2.24 – (a) Comparaison entre les Pd du syste`me SSPA et le syste`me SSPM ; (b) Comparaison
entre l’expression the´orique de Pd et les simulations du syste`me SSPM pourN = 15, 31, 63, θ = 8,
et M = 5
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(a)
(b)
Fig. 2.25 – (a) Comparaison entre l’expression the´orique de Pfa et les simulations pour N =
15, 31, 63, θ = 5, 10, 21, et M = 5 ; (b) Probabilite´ de fausse alarme pour une probabilite´ de
de´tection fixe et pour N = 63, et M = 5
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On s’inte´resse maintenant au calcul de la Pfa. L’e´quation (2.55) est calcule´e de la manie`re
suivante :
P
(m)
fa =
C∑
i=1
P (µi)Q
(
θ − µi
σD(m)
)
(2.56)
avec C est le nombre des classes de l’histogramme de µ et P (µi) est la probabilite´ d’eˆtre
dans la classe nume´ro i.
La figure 2.25(a) montre l’expression calcule´e de la Pfa donne´e par (2.56) ainsi que le re´sultat
de simulation. Pour plusieurs valeurs de temps d’acquisition et de seuils, les courbes de la figure
2.25(a) montrent une concordance entre the´orie et simulation.
Dans la figure 2.25(b), on trace la probabilite´ de fausse alarme pour une probabilite´ de
de´tection fixe. Le seuil est obtenu de l’expression (2.53) pour une Pd donne´e.
Dans cette section, nous avons pre´sente´ une technique de synchronisation nouvelle. Les per-
formances de synchronisation sont e´value´es en pre´sence du bruit et des interfe´rences multi-
utilisateurs. Les expressions the´oriques de la probabilite´ de fausse alarme et de la probabilite´
de de´tection sont de´termine´es. Les simulations confirment l’exactitude de nos expressions the´o-
riques. L’utilisation du SPP multiplicatif comme re´fe´rence de temps apporte des avantages.
Premie`rement cette approche est ope´rationnelle dans les deux cas de transmission synchrone et
asynchrone. Le deuxie`me avantage est que le SPP n’est plus un bruit supple´mentaire pour la
se´quence d’e´talement chaotique.
83
Chapitre 2. Synchronisation des syste`mes chaotiques
2.5 Conclusion
Dans ce chapitre nous avons traite´ le proble`me de la synchronisation des syste`mes de trans-
mission par se´quences chaotiques. Un e´tat de l’art sur la synchronisation chaotique et l’applica-
tion de la synchronisation classique dans les syste`mes de transmission chaotiques a e´te´ pre´sente´.
Une me´thode alternative de synchronisation des syste`mes DCS-CDMA a e´te´ propose´e tre`s
re´cemment [JUSB07]. Cette approche, base´ sur le principe de la synchronisation classique des
les syste`mes de transmission, consiste a ajoute´ un code binaire pe´riodique aux signaux e´tale´s des
utilisateurs synchrones pour effectue´ la synchronisation. Ce code pe´riodique permet l’acquisition
et la poursuite avec les techniques classiques utilise´es en CDMA. Par contre, ce code additif a
un inconve´nient : c’est un bruit pour les signaux des utilisateurs et les signaux des utilisateurs
sont un bruit pour l’acquisition et la poursuite du code.
Une premie`re solution propose´e dans ce chapitre est de diminuer le bruit introduit par le SPP.
Toujours en mode synchrone, l’ide´e de cette me´thode est de se´parer le signal pilote des signaux
e´tale´s en utilisant la modulation MAQ (Modulation d’Amplitude en Quadrature analogique.
Dans notre e´tude, nous sommes concentre´s sur la premie`re phase de synchronisation (la phase
d’acquisition). Pour leurs bonnes proprie´te´s de corre´lations, les se´quences de Gold sont utilise´es
comme signal SPP pour re´aliser la synchronisation. Mais le prix a` payer dans cette me´thode est
l’utilisation d’un canal de´die´ pour la synchronisation.
La seconde me´thode de synchronisation propose´ dans ce chapitre est une extension de la
me´thode propose´ par [JUSB07] au cas asynchrone. Cette me´thode consiste a` ajouter a` chaque
utilisateur un code SSP. Toujours pour les meˆmes motivations, les codes de Gold sont choisis
dans ce syste`me pour la synchronisation. La performance du syste`me est e´tudie´e et e´value´e
en termes de probabilite´ de fausse alarme et de probabilite´ de de´tection. Mais cette technique
souufre encore de ce meˆme inconve´nient du bruit supple´mentaire introduit par le SPP.
La dernie`re proposition de synchronisation dans ce chapitre consiste a` rendre le signal pi-
lote multiplicatif. L’utilisation du SPP multiplicative est pour donner une pe´riodicite´ ne´cessaire
pour effectuer correctement l’acquisition. Cette nouvelle me´thode d’acquisition pre´sente plusieurs
avantages. Premie`rement cette proce´dure peut eˆtre applique´e dans le cas d’une transmission syn-
chrone ou asynchrone. Le deuxie`me avantage est que le SPP n’est plus un bruit pour la se´quence
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chaotique utilise´e pour l’e´talement du spectre. Le troisie`me avantage est que la se´quence chao-
tique est utilise´e dans le processus de synchronisation dans le but d’augmenter la variable de
de´cision dans la phase d’acquisition.
Des nouveaux syste`mes DS-CDMA par se´quences chaotiques ont e´te´ conc¸us pour la synchro-
nisation en mode de transmission synchrone et asynchrone. Le polynoˆme de Chebychev d’ordre
2 est employe´ comme un ge´ne´rateur de se´quences chaotiques. Les performances de ces syste`mes
ont e´te´ e´tudie´es en pre´sence du bruit additif et des interfe´rences multi-utilisateurs.
En conclusion, on peut dire que les syste`mes de synchronisation pre´sente´s dans ce chapitre e´lar-
gissent la gamme de solutions au proble`me de synchronisation. Ainsi on peut choisir le syste`me
de transmission en fonction de l’application.
Le chapitre suivant portera sur le choix des meilleures se´quences chaotiques pour l’e´talement
du spectre et sur l’e´tude des performances en terme du taux d’erreur binaire des syste`mes DS-
CDMA par se´quences chaotiques.
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3Performance des syste`mes base´s sur
le chaos
3.1 Introduction
Dans les dernie`res anne´es, plusieurs recherches ont mis en valeur l’inte´reˆt de l’application des
signaux chaotiques aux syste`mes de communication [Sta06]. Cet inte´reˆt est lie´ aux avantages que
les se´quences chaotiques peuvent offrir comme la robustesse aux environnements multi-trajets,
la re´sistance au brouillage, les faibles probabilite´s d’interception, et la se´curite´ de transmission
[LT03]. Dans les syste`mes DS-CDMA base´s sur le chaos les se´quences PN sont remplace´es par des
codes chaotiques. Pour le moment, les se´quences PN sont les se´quences les plus populaires pour
l’e´talement du spectre. Les codes PN ont de bonnes proprie´te´s de corre´lation mais ils sont limite´s
en terme de se´curite´, ils peuvent eˆtre reconstruits par l’ennemi avec une re´gression line´aire a` cause
de leurs courte complexite´ line´aire [PZB95]. D’autre part, l’utilisation des se´quences chaotiques
a` la place des codes PN augmente la se´curite´ de transmission car les signaux chaotiques sont
vus comme des signaux non pe´riodiques avec un nombre infini d’e´tats [Sta06] [KRS00]. De
plus, les bonnes proprie´te´s statistiques des fonctions d’auto et d’inter corre´lation ont motive´ les
chercheurs a` e´tudier les performances des syste`mes de transmission base´s sur le chaos [Sta06].
Dans la premie`re partie du chapitre, nous allons introduire brie`vement les canaux radio-
mobiles. Dans la deuxie`me partie de ce chapitre nous allons nous concentrer sur l’e´tude des
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performances du syste`me DCS-CDMA. Nous allons pre´senter une me´thodologie de calcul des
performances du syste`me DCS-CDMA. Pour tous les syste`mes e´tudie´s la synchronisation est
suppose´e parfaite. Durant notre premie`re e´tude du syste`me DCS-CDMA le canal de transmission
utilise´ dans le cas mono et multi-utilisateurs est de type BBAG. Notre approche est base´e sur
la distribution de l’e´nergie d’un bit pour le calcul du taux d’erreur binaire . Deux me´thodes
de calcul seront propose´es : une par inte´gration nume´rique dans le cas ou la distribution de
l’e´nergie d’un bit a une forme irre´gulie`re, et la deuxie`me me´thode par calcul analytique dans des
cas particuliers ou` la distribution de la racine carre´e de l’e´nergie a une distribution connue (Rice,
Nakagami, Rayleigh). La dernie`re partie du chapitre est consacre´e a` l’e´tude de la performance du
syste`me DCS-CDMA en mode multi-utilisateurs pour un canal de transmission de type BBAG.
La meˆme me´thodologie de calcul est applique´e. Les re´sultats obtenus montrent bien la pre´cision
en mode multi-utilisateurs.
3.2 Canaux de propagation radio-mobiles
Une chaˆıne de communication est repre´sente´e par deux blocs d’e´mission et de re´ception,
relie´s par le milieu de transmission appele´ canal de propagation. La the´orie des communications
de´finit simplement le canal de propagation comme l’organe effectuant la transformation entre le
message transmis et le message rec¸u. Le canal englobe e´galement le bruit, les filtres d’e´mission
et de re´ception, pre´sents dans toute la chaˆıne de communication ainsi que les antennes dans
le cas d’une transmission par onde radio. Le bloc d’e´mission associe au message nume´rique a`
transmettre un signal mis en forme en fonction des caracte´ristiques du canal de propagation. Le
bloc de re´ception, quant a` lui, tente de restituer l’information a` partir du signal perturbe´ par le
canal. La quantite´ d’information transmise et la fiabilite´ de la transmission sont les deux facteurs
essentiels pour de´finir la qualite´ d’une chaˆıne de communication. La connaissance approfondie
du canal et de ses caracte´ristiques apparaˆıt clairement comme e´tant un point incontournable a`
tout concepteur de syste`me pour optimiser les techniques de transmissions de fac¸on a` ce qu’elles
soient adapte´es au milieu de propagation.
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3.2.1 Mode`les des canaux de transmission
Le canal de propagation peut se pre´senter dans le domaine temporel τ par sa re´ponse im-
pulsionnelle en bande de base h(τ, t) :
h(τ, t) =
L∑
l=1
Cl(t)δ (τ − τl(t)) (3.1)
avec Cl(t) =| Cl(t) | eiθl(t).
Le canal est constitue´ de L trajets diffe´rents et parfaitement de´corre´le´s. | Cl(t) | repre´sente
l’atte´nuation du trajet l et suit une loi de Rayleigh. La phase θl(t) est conside´re´e uniforme´ment
re´partie entre [0, 2pi]. Dans le plan complexe les parties re´elles et imaginaires de Cl(t) sont
inde´pendantes, Gaussiennes, et de meˆme variance. Les spectres des parties re´elles et imaginaires
de Cl(t) suivent le spectre Doppler. τl repre´sente le retard du trajet l. Pour conclure, le nombre
de trajets L, les puissances relatives de chaque trajet, et les retards correspondants sont tous
fonction de la ge´ographie du milieu de transmission.
Comme chaque trajet correspond a` une re´plique du signal e´mis, la re´ponse impulsionnelle lie
le signal rec¸u r(t) au signal e´mis u(t) par la relation suivante :
r(t) = (h ∗ u)(t) + n(t) =
L∑
l=1
| Cl(t) |eiθl(t)u (t− τl(t)) + n(t) (3.2)
ou` n(t) repre´sente le terme de bruit additif blanc Gaussien. La fonction de transfert H(f, t) du
canal est de´duite de la re´ponse impulsionelle par une simple transforme´e de Fourier par rapport
a` la variable τ .
H(f, t) = TF [h(τ, t)] (3.3)
L’e´tude des caracte´ristiques de la re´ponse impulsionnelle du canal permet de mettre en
e´vidence les proprie´te´s de dispersion et de cohe´rence du canal.
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3.2.2 Dispersion temporelle et cohe´rence fre´quentielle
La dispersion des retards ou ’delay spread ’ des diffe´rentes re´pliques arrivant en re´ception
fournit une information sur la corre´lation des variations du canal de propagation suivant l’axe
fre´quentiel [TV05].
La dispersion des retards, permet de de´finir la bande de cohe´rence ou ”coherence bandwidth”
(∆f )c du canal. Cette bande correspond a` un e´cart en fre´quence au dessus duquel les distorsions
du canal, subies par le signal, sont conside´re´es comme de´corre´le´es ou inde´pendantes. Cette inde´-
pendance correspond en fait a` un degre´ de corre´lation infe´rieur a` un certain seuil. La litte´rature
fournit quelques formules empiriques mettant en relation ces deux grandeurs par l’interme´diaire
d’une valeur fixe´e de seuil de corre´lation fre´quentielle %f [TV05] :
 (∆f )c ≈
1
5στ
(pour %f = 0.5)
(∆f )c ≈ 150στ (pour %f = 0.9)
(3.4)
ou` στ est l’e´cart type de la variable τ .
Ces relations expriment le fait qu’une augmentation de la dispersion des retards entraˆıne une
diminution de la bande de cohe´rence.
3.2.3 Dispersion fre´quentielle et cohe´rence temporelle
Les dispersions fre´quentielles, sont lie´es aux mouvements du re´cepteur ou de l’e´metteur et
fournissent une information sur la corre´lation des variations du canal de propagation suivant
l’axe temporel. Ces dispersions se caracte´risent par un de´calage du spectre des signaux e´mis,
le de´calage Doppler, note´ fd qui varie avec la vitesse des de´placements. Si l’on suppose que les
ondes se propagent sur un plan horizontal, un signal sinuso¨ıdal e´mis a` la fre´quence fp sera rec¸u
a` la fre´quence fc + fd telle que :
fd =
vfp
c
cos (αd) (3.5)
ou` c, v et αd expriment respectivement la ce´le´rite´ de la lumie`re, la vitesse du mobile et l’angle
d’arrive´e entre l’onde incidente et le vecteur vitesse du mobile. Suivant les valeurs de αd ∈ [0, 2pi],
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la largeur de bande des fre´quences rec¸ues, ou e´talement Doppler sera e´gale a` :
Bd = 2fdmax avec fdmax =
vfc
c
(3.6)
Le spectre Doppler repre´sente la re´partition de la puissance autour de la fre´quence porteuse.
Celui-ci prend la forme en ’U’ de Jakes lorsque les diffuseurs sont uniforme´ment re´partis sur
[0, 2pi] [TV05].
De la meˆme manie`re que la bande de cohe´rence est de´duite de la dispersion des retards, le
temps de cohe´rence ou ”coherence time” (∆t)c est lie´ a` l’e´talement Doppler. Ce temps de cohe´-
rence correspond a` un intervalle de temps au dessus duquel les distorsions du canal, subies par
le signal, sont conside´re´es comme de´corre´le´es ou inde´pendantes. Cette inde´pendance correspond
en fait a` un degre´ de corre´lation a` un certain seuil. La litte´rature fournit e´galement les re´sultats
de campagnes de mesures mettant en relation ces deux grandeurs :
(∆t)c ∝
1
fdmax
(3.7)
Cette relation exprime le fait qu’une augmentation de la vitesse de de´placement d’un mobile
ou d’obstacles dans un environnement entraˆıne une diminution du temps de cohe´rence et donc
une variance plus rapide du canal suivant l’axe temporel.
3.2.4 Notion de se´lectivite´ d’un canal de transmission
La corre´lation des variations du canal suivant les dimensions temporelles, et fre´quentielles
influence directement la fiabilite´ de la transmission d’information a` travers ce canal. A partir de la
bande de cohe´rence, et du temps de cohe´rence, on de´finit la notion de se´lectivite´ en fre´quence, et
en temps. Cette notion de se´lectivite´ est calcule´e a` partir de la notion de cohe´rence en mettant en
relation les proprie´te´s du canal avec l’occupation dans cette meˆme dimension du signal transmis.
1 Se´lectivite´ en fre´quence
Un canal est dit se´lectif en fre´quence si la largeur de bande B du signal est plus grande que
la bande de cohe´rence (∆f )c du canal. Dans le cas contraire, le canal est dit non-se´lectif en
fre´quence ou a` e´vanouissements plats (flat fading).
2 Se´lectivite´ en temps
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Un canal est dit se´lectif en temps si la dure´e Ts des symboles transmis est plus grande que la
dure´e de cohe´rence (∆t)c du canal ( on parle de canal avec ”fast fading”). Dans le cas contraire,
le canal est dit non-se´lectif en temps (canal dit ”slow fading”).
3.2.5 Notion de diversite´ d’un canal de transmission
La diversite´ est utilise´e pour combattre les e´vanouissements cause´s par les trajets multiples.
Le principe de base de la diversite´ est que si plusieurs re´pliques d’un signal d’information sont
rec¸ues en ayant e´te´ propage´es a` travers diffe´rentes re´alisations inde´pendantes du canal appele´es
branches de diversite´, alors il existe une forte probabilite´ qu’au moins une de ces re´pliques ne soit
pas trop affaiblie a` un instant donne´ [TV05]. Cette probabilite´ va meˆme s’accroˆıtre si le nombre
de branches de diversite´ augmente. Le traitement de la diversite´ permet d’atte´nuer les effets
des e´vanouissements et est donc un outil tre`s puissant pour accroˆıtre la fiabilite´ de la liaison ou
accroˆıtre la capacite´ de transmission.
La se´paration du canal de propagation en diffe´rentes branches de diversite´ s’effectue graˆce a`
la connaissance de la se´lectivite´ et de la cohe´rence du canal. Comme deux branches de diversite´
se diffe´rencient par une parfaite inde´pendance, alors il est facile de de´finir les branches de di-
versite´ fre´quentielle, et temporelle a` partir de la bande de cohe´rence et du temps de cohe´rence
respectivement. Le nombre de branches dans chacune des dimensions permet de de´finir l’ordre
de diversite´ de cette dimension.
La diversite´ temporelle est ge´ne´ralement exploite´e par l’utilisation conjointe d’un entrelace-
ment temporel et d’un code correcteur d’erreurs. La diversite´ fre´quentielle peut eˆtre exploite´e par
cette meˆme technique lorsqu’elle est combine´e avec des modulations multiporteuses. L’e´talement
de spectre permet e´galement de tirer profit de cette diversite´.
3.2.6 Mode`le du canal conside´re´ dans notre manuscrit
Dans notre manuscrit nous allons conside´rer l’e´metteur, le re´cepteur, et l’environnement
comme e´tant tous stationnaires cela implique que durant un nombre important de symboles le
canal varie tre`s peu (Slow fading). L’atte´nuation | Cl(t) |, la phase θl(t), et le de´lai de propagation
τl(t) ne sont plus fonction du temps t. Nous aurons un canal line´aire invariant de type slow fading
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de re´ponse impulsionnelle :
h(τ) =
L∑
l=1
Clδ (τ − τl) (3.8)
avec  τl(t) = τl = cteCl(t) = Cl = cte
3.3 Description et analyse des performances du syste`me DCS-
CDMA pour un canal BBAG
Dans la lite´rature, de nombreux sche´mas ont e´te´ propose´s et e´tudie´s comme le CSK [DKH93],
DCSK [KVSA96] [YL06], et le syste`me DCS-CDMA [Sta06]. Les syste`mes cohe´rents comme
le CSK et le syste`me DCS-CDMA utilisent un corre´lateur cohe´rent avec l’hypothe`se que le
re´cepteur est capable de ge´ne´rer localement une se´quence chaotique synchrone avec la se´quence
rec¸ue. Plusieurs hypothe`ses sont ge´ne´ralement conside´re´es dans le but de calculer le TEB. Dans
[APB02], l’e´nergie d’un bit transmis apre`s e´talement par un code chaotique est conside´re´e comme
constante. Base´e sur le principe du the´ore`me de la limite centrale, l’approximation Gaussienne
de la variable de de´cision a` la sortie du corre´lateur est utilise´e dans [LT03] [TLT02]. Tam et al
dans [TLT02] proposent une me´thode simple pour calculer le TEB du syste`me CSK en calculant
nume´riquement les deux premiers moments des fonctions de corre´lation des se´quences chaotiques.
Comme les signaux chaotiques sont non pe´riodiques, l’e´nergie transmise varie d’un bit a` l’autre
dans les syste`mes utilisant les syste`mes CSK, DCSK, et DCS-CDMA. La variance de l’e´nergie
transmise est faible pour de grands facteurs d’e´talement [APB02], ou lorsque on introduit un
modulateur de fre´quence (FM) spe´cialement dans le syste`me FM-DCSK [KKKJ97]. Comme
les signaux chaotiques sont ge´ne´re´s par des e´quations de´terministes, la me´thode traditionnelle
pour calculer le TEB base´e sur l’approximation Gaussienne de la variable de de´cision n’est
pas vraiment acceptable. Cette me´thode donne des re´sultats de performance impre´cis surtout
lorsque le facteur d’e´talement est faible [TLTL04]. Il est encore important de noter que ces
approximations sont suffisamment bonnes quand la dure´e symbole est tre`s longue par rapport a`
93
Chapitre 3. Performance des syste`mes base´s sur le chaos
la dure´e chip Tc (i.e. un grand facteur d’e´talement).
Dans [LO03], Lawrance et Ohama n’ont pas utilise´ les hypothe`ses de l’e´nergie constante
d’un symbole e´tale´ ou l’approximation Gaussienne de la variable de de´cision a` la sortie du
corre´lateur pour calculer l’expression du taux d’erreur binaire. Seuls le bruit additif venant du
canal de transmission ainsi que le bruit venant des autres utilisateurs en cas de transmission
multi-utilisateurs suivent une loi Gaussienne dans leur e´tude. Leur approche utilise la dynamique
de la se´quence chaotique en inte´grant l’expression du TEB pour une re´currence chaotique donne´e
sur toutes les se´quences chaotiques possibles pour un facteur d’e´talement donne´. Cette dernie`re
me´thode est compare´e au calcul du TEB sous l’hypothe`se de la distribution Gaussienne de la
variable de de´cision [TLTL04] et semble plus re´aliste pour concorder avec le TEB exact. Mais
comme cela est mentionne´ en [LO03], le but de cette approche e´tait de calculer l’expression
exacte du TEB mais par contre leur approche n’est pas imple´mentable pour des syste`mes de
transmission re´alistes.
Dans ce chapitre nous nous sommes inte´resse´s aux syste`mes DCS-CDMA cohe´rents utili-
sant spe´cialement des facteurs d’e´talement relativement faibles. Dans ce cadre particulier, les
proprie´te´s statistiques des re´currences chaotiques ne peuvent pas eˆtre ignore´es. Les proprie´te´s
statistiques surtout les fonctions de corre´lation des se´quences chaotiques ont e´te´ e´tudie´es dans
plusieurs papiers [CYUB01], [KT01], [RSM98b], [KPH05] [MSR07] [JK06].
Dans cette section du chapitre nous pre´sentons au de´but dans 3.3.1.1 les re´currences chao-
tiques utilise´es pour ge´ne´rer les se´quences d’e´talement. Les parties 3.3.1.2, 3.3.1.3 sont consacre´es
a` la description du syste`me de transmission (e´metteur, re´cepteur). Pour l’e´tude de la perfor-
mance du syste`me DCS-CDMA nous supposons la synchronisation parfaite et le canal est de
type BBAG. Dans la partie 3.3.2 nous sommes concentre´s sur l’analyse des performances des se´-
quences chaotiques en se basant sur la distribution statistique de leur e´nergie. Dans cette meˆme
partie une expression ge´ne´rale du TEB fonction de la distribution de l’e´nergie est calcule´e. La
limite infe´rieure et la limite supe´rieure de la performance des se´quences chaotiques sont discute´es
dans la partie 3.3.2.2.
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3.3.1 Description du syste`me
3.3.1.1 Ge´nerateurs chaotiques
Dans le but de de´crire l’influence des re´currences chaotiques, dans cette e´tude, deux types
de re´currences a` une dimension ont e´te´ choisies :
1 Fonction polynoˆme de Chebychev d’ordre 2 (FPC)
La re´currence FPC est donne´e par :
xk = 2x2k−1 − 1 (3.9)
Le choix de cette re´currence est lie´ a` la simplicite´ de ge´ne´ration des se´quences chaotiques.
Les performances des se´quences chaotiques issues de cette re´currence surpassent plusieurs autres
se´quences ge´ne´re´es par des re´currences a` temps discrets [KCRFP07a].
2 Fonction line´aire par morceau (FLM)
La FLM donne´e par [CFP06] est :
 zk = K |xk|+ φ [mod1]xk+1 = sign(xk)(2zk − 1) (3.10)
Cette re´currence de´pend des parame`tres K et φ. K est un entier positif et φ (0 < φ < 1) est
un nombre re´el. Les deux parame`tres peuvent changer afin de produire des se´quences chaotiques
diffe´rentes, et la condition initiale x0 est choisie de fac¸on a` ce que 0 < x0 < 1/K. De plus, comme
nous le verrons dans la section 3.4.3, cette se´quence chaotique a une distribution de l’e´nergie qui
suit une loi de Rice. Cette proprie´te´ sera utilise´e dans le calcul analytique du TEB.
3.3.1.2 Structure de l’e´metteur
Le syste`me e´tudie´ est un syste`me DCS-CDMA a` M utilisateurs. Comme le montre la figure
3.1, un flux de donne´es binaires (s(m)i = ±1) de l’utilisateur m de pe´riode Ts est e´tale´ par
un signal chaotique x(m)(t) ge´ne´re´ selon l’e´quation (3.9) ou (3.10) au niveau de l’e´metteur.
Les symboles des diffe´rents utilisateurs sont inde´pendants. Les se´quences chaotiques de tous les
utilisateurs sont ge´ne´re´es par la meˆme re´currence chaotique mais avec des conditions initiales
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diffe´rentes. Un nouvel e´chantillon chaotique (ou chip) est ge´ne´re´ a` chaque intervalle de temps
Tc (x
(m)
k = x
(m)(kTc)). La valeur moyenne de chaque se´quence chaotique est prise e´gale a` ze´ro.
Le facteur d’e´talement β est e´gal au nombre d’e´chantillons chaotiques dans une dure´e symbole
(β = Ts/Tc). g(t) est le filtre de mise en forme. Ce filtre peut prendre diffe´rentes formes comme
filtre a` cosinus sure´leve´, Gaussien, etc,... Dans ce chapitre nous avons choisi le filtre rectangulaire
d’amplitude unite´ sur [0, Tc].
0 cT
Filtre de mise en forme  )(tg
)()( tu m
)(m
is
)(m
kix +β
Fig. 3.1 – Emetteur de l’utilisateur nume´ro m
3.3.1.3 Structure du re´cepteur
Comme la montre la figure 3.2 (a) les canaux de tous les utilisateurs sont ”flat fading”
(1/Ts << 1/τmax) ou` τmax est la dispersion des retards du canal. On conside`re en plus qu’on
est en transmission ”slow fading”, ce qui veux dire que les variations de l’amplitude et de la
phase impose´es par le canal sont conside´re´es constantes durant la transmission de la se´quence
des symboles. Dans ce cas, le signal multi-utilisateurs asynchrone rec¸u est :
r(t) =
M∑
n=1
∞∑
i=0
β−1∑
k=0
Cns
(n)
i x
(n)
iβ+kg(t− (iβ + k)Tc − τ (n)) + n(t) (3.11)
ou` x(n)iβ+k sont les e´chantillons du chaos du ie`me symbole (s
(n)
i ) de l’utilisateur n, τ
(n) est le de´lai
de propagation et n(t) est le bruit blanc additif Gaussien de densite´ spectrale de puissance e´gale
a` N0/2. Nous conside´rons avoir un controˆle de puissance parfait, aussi les gains du canal Cn
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Fig. 3.2 – (a) Signal multi-utilisateurs rec¸u , (b) Recepteur de l’utilisateur n
seront conside´re´s e´gaux a` un dans le reste du chapitre. La synchronisation du chaos est assure´e au
niveau du re´cepteur. Cela revient a` dire que l’e´chantillonnage a` la sortie du filtre adapte´ prend en
conside´ration le de´lai de propagation τ (n). Pour la de´modulation de l’utilisateur n, une re´plique
exacte de la se´quence chaotique x(n)
iβ+k′
est ge´ne´re´e localement au niveau du re´cepteur. L’offset k
′
est calcule´ en tenant compte du delai de propagation τ (n). Le retard τ (n) de l’utilisateur d’inte´ret
sera pris e´gal a` ze´ro dans le reste de notre e´tude. Pour le processus de de´modulation montre´
dans la figure 3.2 (b), le signal rec¸u est premie`rement dese´tale´ par la se´quence chaotique locale
et ensuite inte´gre´ sur la dure´e de symbole Ts ( sommation sur β chips ).
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3.3.2 Analyse des Performances du syste`me DCS-CDMA dans le cas mono-
utilisateur
Dans cette section, on pre´sente une nouvelle approche du calcul de TEB pour le syste`me
DCS-CDMA. Cette approche est base´e sur la distribution de l’e´nergie d’un bit d’une se´quence
d’e´talement chaotique. Cette me´thodologie de calcul ame`ne a une pre´cision de pre´diction de
performance avec une faible charge de calcul. Dans le cas mono-utilisateur on prend pour sim-
plification (x(n)iβ+k = xiβ+k) . A la sortie du corre´lateur, la variable de de´cision associe´e au i
ie`me
symbole peut s’e´crire sous la forme suivante :
Di = siTc
β−1∑
k=0
(xiβ+k)2 + Tc
β−1∑
k=0
nkxiβ+k = siE
(i)
bc + bi (3.12)
ou` E(i)bc est l’e´nergie correspondante au i
ie`me symbole, et bi est le bruit aditif Gaussien apre`s
corre´lation avec la se´quence chaotique.
E
(i)
bc = Tc
β−1∑
k=0
(xiβ+k)2 (3.13)
Dans le cas d’une e´nergie de bit constante (DS-CDMA antipodal ou le cas de BSPK), le
TEB est donne´ par l’expression suivante [Pro01] :
TEBBPSK = Q
(√
2Eb
N0
)
(3.14)
avec Eb est l’e´nergie rec¸ue constante.
Dans le cas du syste`me DCS-CDMA l’e´nergie de (3.13) n’a pas la meˆme valeur pour tous les
bits transmis. Pour le iie`me symbole, la moyenne et la variance de la variable de de´cision sont
donne´es par :
E [Di] = E
[
siE
(i)
bc + bi
]
= siE
(i)
bc (3.15)
Pour le iie`me symbole, la variance est :
V ar [Di] = E
(Tc β−1∑
k=0
nkxiβ+k
)2 = N0
2
E
(i)
bc (3.16)
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L’expression (3.16) est obtenu en se basant sur l’hypothe`se que les e´chantillions du bruit nk
et de la se´quences chaotiques xk sont inde´pendants.
En supposant les symboles e´quiprobablement distribue´s sur −1, +1, et en utilisant les e´qua-
tions (3.15) et (3.16), alors la probabilite´ d’erreur pour le iie`me symbole devient :
P (i)er = Q
√2E(i)bc
N0
 (3.17)
Dans ce cas la`, le TEB du syste`me est donne´ par l’inte´grale de l’e´quation (3.17) sur toutes
les valeurs d’e´nergie possibles :
TEBchaos =
∫ +∞
0
Q
(√
2Ebc
N0
)
p (Ebc) dEbc (3.18)
ou` Ebc est l’e´nergie du chaos calcule´e pour la dure´e de symbole Ts, et p(Ebc) est la densite´ de
probabilite´ de l’e´nergie.
3.3.2.1 Distribution d’e´nergie de la se´quence chaotique
Pour e´valuer l’e´quation (3.18) il est ne´cessaire d’avoir la distribution de l’e´nergie d’un bit.
Premie`rement, nous avons trace´ l’histogramme de la distribution d’e´nergie de la se´quence chao-
tique a` e´tudier. La figure 3.3 montre l’histogramme de l’e´nergie d’un bit pour trois se´quences
diffe´rentes et pour un facteur d’e´talement e´gal a` 10. Les se´quences de´crites dans les e´quations
(3.9), (3.10) respectivement sont chaotiques, alors que la troisie`me se´quence est une se´quence
ale´atoire Gaussienne a` e´chantillons inde´pendantes. L’histogramme est obtenu ici en utilisant un
million d’e´chantillons pour chaque se´quence. En regardant pre´cise´ment les distributions de la
figure 3.3 on peut pre´voir que la se´quence FPC donnera des meilleurs re´sultats en terme de
TEB que les deux autres. Cela est lie´ au fait que la se´quence FPC a de faibles valeurs de la
distribution de l’e´nergie pour les faibles e´nergies. En revanche, la distribution d’e´nergie de la
se´quence Gaussienne a de fortes valeurs de distribution pour les faibles e´nergies. Cela donnera
de mauvais re´sultats en terme du TEB pour cette se´quence. Il apparaˆıt que la performance des
se´quences chaotiques sera borne´e par deux limites : une limite infe´rieure donne´e par les se´quences
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d’e´talement PN (cas du BPSK) et une limite supe´rieure donne´e par la se´quence a` distribution
Gaussienne.
Fig. 3.3 – Histogramme de l’e´nergie d’un bit pour diffe´rentes se´quences re´elles
3.3.2.2 Limite supe´rieure et infe´rieure du taux d’erreur binaire
Avant de commencer l’e´tude des performances des se´quences chaotiques, voyons la limite
supe´rieure et infe´rieure de performance du syste`me DCS-CDMA.
La limite infe´rieure du TEB pour le syste`me DCS-CDMA est donne´e par l’e´quation (3.14)
ou` l’e´nergie de chaque bit est constante. Comme le montre l’e´quation (3.18), le TEB est fonction
de la distribution de l’e´nergie. La de´gradation de performance est beaucoup plus sensible dans
le cas ou` la distribution de l’e´nergie de bit est e´leve´e pour de faibles valeurs d’e´nergie. Dans
[LO03], la se´quence Gaussienne apparaˆıt comme une mauvaise se´quence pour l’e´talement de
spectre et son TEB apparait comme e´tant une limite supe´rieure du TEB de tous les types de
se´quences chaotiques (par contre, il n’existe pas de de´monstration pour cette proprie´te´). La
se´quence Gaussienne est compose´e d’une se´rie d’e´chantillons inde´pendants de moyenne nulle de
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variance e´gale a` σ2χ. Le TEB de la se´quence Gaussienne est calcule´ dans [LO03] :
TEBGauss = E
{
Q
[(
−
[σχ
σ
]√
χ2β
)]}
(3.19)
ou` χ2β est la distribution chi carre´ de β degre´s de liberte´s et σ
2 est la variance du bruit additif
Gaussien.
Fig. 3.4 – Simulation de la limite infe´rieure et supe´rieure du TEB
La figure 3.4 montre les limites infe´rieures et supe´rieures du TEB de notre syste`me obtenues
grace aux e´quations (3.14) , (3.19) et (3.20) respectivement, avec les TEB calcule´s du FPC,
FLM, pour diffe´rentes valeurs d’e´talement (β = 1, 2, 5, 10). Comme le montre la figure 3.4, la
performance obtenue en utilisant la re´currence FLM croit re´gulie`rement avec l’augmentation
du facteur d’e´talement. D’autre part, pour la re´currence Chebyshev, l’ame´lioration est tre`s im-
portant entre le facteur d’e´talement e´gal a` un et un facteur d’e´talement e´gal a` deux. Cette
ame´lioration de performance du TEB peut eˆtre explique´e par la corre´lation entre le carre´ des
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deux e´chantillons successifs de la re´currence FPC.
Dans la figure 3.5 l’histogramme du carre´ des deux e´chantillons successifs [x2k, x
2
k+1] est trace´
pour la re´currence FPC pour un million d’e´chantillons. On peut voir clairement dans la figure 3.5
que les e´chantillons successifs sont tre`s corre´le´s. La probabilite´ d’avoir deux e´chantillons proches
de ze´ro est tre`s faible. Cela veut dire que la probabilite´ d’avoir une e´nergie faible, pour un facteur
d’e´talement β = 2 est tre`s faible. Au contraire, la probabilite´ d’avoir deux e´chantillons de la
forme (0, +1) , ou` (+1, +1), est tre`s e´leve´e. C’est la raison pour laquelle nous avons cette grande
ame´lioration du TEB entre un β = 1 et β = 2 pour la re´currence de Chebyshev.
Fig. 3.5 – Histogramme de deux carre´s d’e´chantillon successif de la se´quence FPC
Pour la re´currence fonction line´aire par morceau nous avons moins de de´pendance entre les
e´chantillons successifs, et la probabilite´ de trouver deux e´chantillons successifs proches de ze´ro
est relativement e´leve´e, comme le montre la figure 3.6. Ce comportement explique pourquoi
l’ame´lioration de performance du FLM est moins importante que celle du FPC quand le facteur
d’e´talement croit de un a` deux.
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Fig. 3.6 – Histogramme de deux carre´s d’e´chantillon successif de la se´quence FLM
3.4 Calcul du TEB du syste`me DCS-CDMA pour un canal BBAG
Dans le but de calculer (3.18), deux approches seront adopte´es. Dans cette section, nous
pre´sentons les deux approches de calcul. La premie`re approche de calcul du TEB par inte´gration
nume´rique est pre´sente´e dans 3.4.1. L’approche analytique est de´crite dans 3.4.2. L’expression
analytique du TEB est obtenue dans la section 3.4.3 en se basant sur la distribution de la racine
carre´e de l’e´nergie de la se´quence chaotique. Dans la section 3.4.4 le TEB est e´value´ dans le cas
multi-utilisateurs.
3.4.1 Calcul nume´rique du TEB
Dans le cas ou` la densite´ de probabilite´ de l’e´nergie ne suit pas une distribution classique
(exemple de la re´currence du FCP de la figure 3.3), l’inte´gration analytique de (3.18), s’ave`re
extre`mement difficile et le seul moyen possible reste l’inte´gration nume´rique [KCRFP07a]. L’ex-
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pression de l’inte´gration nume´rique est donne´e par :
TEBchaos ≈
c∑
i=1
Q
√2E(i)bc
N0
P (E(i)bc ) (3.20)
ou` c est le nombre de classes de l’histogramme et P (E(i)bc ) est la probabilite´ d’avoir l’e´nergie dans
l’intervalle centre´ sur E(i)bc .
Cette approche peut eˆtre applique´e pour tous types de se´quences chaotiques et inde´pen-
damment des conditions initiales de ces se´quences avec deux ope´rations simples : Calcul de
l’histogramme de l’e´nergie suivi d’une inte´gration nume´rique. De plus, cette approche explore
les proprie´te´s dynamiques des se´quences chaotiques en ne ne´gligant pas le cote´ de´terministe
des se´quences d’e´talement et donne des re´sultats avec une tre`s haute pre´cision. En raison de la
haute pre´cision et la simplicite´ de calcul, cette me´thode peut eˆtre imple´mente´e pour des syste`mes
re´alistes.
Fig. 3.7 – TEB calcule´ et simule´ pour diffe´rentes se´quences chaotiques (β = 10)
La figure 3.7 montre les re´sultats de simulations ainsi que les inte´grations nume´riques des
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TEB. Les TEB des deux se´quences FPC et FLM (K = 3, φ = 0.1) pour un facteur d’e´talement
e´gale a` β = 10 ainsi que la limite infe´rieure correspondante au cas du BPSK sont trace´s dans
la figure 3.7. Les TEB calcule´s dans la figure 3.7 sont obtenus en utilisant l’histogramme de
la figure 3.3 et ensuite inte´gre´s avec l’e´quation (3.20). La concordance entre les simulations
et notre me´thode nume´rique confirme la grande pre´cision de cette approche. Pour les faibles
facteurs d’e´talement (β = 5 dans la figure 3.8) les performances des diffe´rentes se´quences se
de´gradent compare´es a` la limite infe´rieure (cas du BPSK) car, quand le facteur d’e´talement est
faible, la distribution de l’e´nergie est plus large.
Fig. 3.8 – TEB calcule´ et simule´ pour diffe´rentes se´quences chaotiques (β = 5)
Ne´anmoins, pour le syste`me DS-CDMA, un faible facteur d’e´talement a des inte´reˆts limite´s.
Pour ame´liorer le TEB dans les syste`mes DCS-CDMA on doit augmenter le facteur d’e´talement.
Quand le facteur d’e´talement est tre`s e´leve´ (β = 50 dans la figure 3.9) tous les TEB tendent
vers la limite infe´rieure (cas bu BPSK). Cela veut dire que la distribution de l’e´nergie tend a`
eˆtre forte autour de la valeur moyenne de l’e´nergie quand le facteur d’e´talement est e´leve´. Cela
est illustre´ dans la figure 3.9.
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Fig. 3.9 – TEB calcule´ pour diffe´rentes se´quences chaotiques (β = 50)
3.4.2 Approche analytique du calcul du TEB
Pour calculer analytiquement (3.18) deux alternatives ont e´te´ propose´es [KRCFP07] :
[A1] TEBchaos =
+∞∫
0
Q
(√
2Y1
N0
)
p (Y1) dY1; Y1 = Ebc (3.21)
[A2] TEBchaos =
+∞∫
0
Q
√2Y 22
N0
p (Y2) dY2; Y2 = √Ebc (3.22)
Pour le calcul de (3.21) (respectivement (3.22)) il est fondamental d’avoir l’expression de la
densite´ de l’e´nergie de bit (respectivement la distribution de la racine carre´e de l’e´nergie de bit).
L’expression analytique (3.21) semble plus difficile a` calculer.
En se re´fe´rant aux travaux intensifs sur l’expression analytique de (3.22), la deuxie`me solution
semble pre´fe´rable. Dans le cadre des canaux radio-mobiles, l’expression du TEB est donne´e par
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[Pro01] :
TEBCanal
radio
mobile
=
+∞∫
0
Q
√2λ2Eb
N0
p (λ) dλ (3.23)
ou` λ est l’atte´nuation du canal. Les expressions analytiques de (3.23) sont connues dans le cas de
canaux qui suivent la distribution Rayleigh [CB02], Rice [Lin64] et Nakagami [Esp67]. Comme
les expressions (3.23) et (3.22) ont la meˆme forme, nous nous sommes inte´resse´s a` l’e´quation
(3.22) dans le but d’obtenir une expression analytique.
Pour calculer (3.22), nous avons besoin de la distribution de la racine carre´e de l’e´nergie
d’un bit. Calculer analytiquement cette distribution semble d’une grande difficulte´ a` cause de la
de´pendance qui existe entres les e´chantillons du chaos. Une seconde solution est d’approximer
l’histogramme de la racine carre´e de l’e´nergie par une densite´ connue ( Rayleigh, Nakagami,
Rice). Cela nous permettra alors de de´terminer l’expression analytique de (3.22). En regardant
sur la figure 3.3 la FPC a une densite´ irre´gulie`re et le calcul pour avoir une expression analytique
apparaˆıt d’une grande difficulte´. D’un autre cote´, la se´quence FLM apparaˆıt comme un candidat
inte´ressant pour calculer l’expression analytique du TEB. Dans la figure 3.10, deux lois possibles
ont e´te´ teste´es : Rice et Nakagami. De plus, l’e´quation (3.23) a une expression analytique pour
ces deux lois. Les distributions de Rice et Nakagami sont trace´es et compare´es a` la distribution
de la racine carre´e de l’e´nergie. Le test chi deux confirme l’avantage de la distribution de Rice
comme le montre la figure 3.11.
La figure 3.12 montre les TEB obtenus par inte´gration nume´rique de l’e´quation (3.22) des
distributions de la figure 3.10. Nous pouvons observer dans la figure 3.12 la concordance entre
le TEB obtenu par la distribution de Rice et celui de la FLM obtenu par l’histogramme de la
racine carre´e de l’e´nergie.
3.4.3 Calcul analytique du TEB dans le cas de la fonction line´aire par mor-
ceau
L’approximation de la racine carre´e de l’e´nergie d’un bit par la distribution de Rice permet
d’obtenir le TEB analytique pour la re´currence FLM.
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Fig. 3.10 – Estimation de la densite´ de probabilite´ de la racine carre´e de l’e´nergie d’un bit de
la se´quence FLM pour(K = 3, φ = 0.1, β = 10)
La fonction de distribution de Rice donne´e par 3.24 [ATKG01], ou` R =
√
Eibc est une variable
ale´atoire qui suit la distribution de Rice.
pR(r) =

2(Kr+1)r
Ω exp
(
−Kr − (Kr+1)r
2
Ω
)
I0
(
2
√
Kr(Kr+1)
Ω r
)
si r ≥ 0
0 si r ≤ 0
(3.24)
Avec I0 est la fonction de Bessel modifie´e du premier ordre, et Ω et γ sont donne´s par :
Ω = E(R2); γ = V ar[R2]/(E(R2))2 (3.25)
Le parame`tre de forme Kr est exprime´ explicitement en fonction de γ tel que [ATKG01] :
Kr =
√
1− γ
1−√1− γ (3.26)
De´finissons les variables suivantes :
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Fig. 3.11 – Agrandissement sur la partie infe´rieure de la figure 3.10
σ2 =
Ω
2(Kr + 1)
et
α2 =
KrΩ
(Kr + 1)
La densite´ de probabilite´ est alors obtenue par un simple changement de variable dans 3.24
pR(r) =

r
σ2
exp
(
− r2+α2
2σ2
)
I0
(
αr
σ2
)
si r ≥ 0
0 ailleurs (3.27)
3.4.3.1 Estimation des parame`tres de la loi de Rice
Dans le but d’obtenir une expression analytique du TEB, les parame`tres de la distribution
de Rice donne´s par l’e´quation (3.25) doivent eˆtre calcule´s a` partir des parame`tres de la se´quence
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Fig. 3.12 – TEB calcule´ nume´riquement de la se´quence FLM pour(K = 3, φ = 0.1, β = 10) et
pour diffe´rentes distributions
FLM. L’e´nergie d’un bit est relie´e a` la variable de Rice de la fac¸on suivante :
R2 = E(i)bc = Tc
β−1∑
k=0
(xiβ+k)
2 (3.28)
Les parame`tres Ω et γ de (3.25) sont identifie´s.
En se re´fe´rant a` [CFP06], xiβ+k est mode´lise´e par une variable uniforme´ment re´partie sur
l’intervalle [−1, +1], Le calcul de E[x2iβ+k] pour un seul e´chantillon chaotique est e´gal a` 1/3. Le
parame`tre Ω est donne´ par :
Ω = E
[
R2
]
= Tc
β−1∑
k=0
E
[
(xiβ+k)
2
]
= β
Tc
3
(3.29)
L’e´quation (3.29) est une approximation car les e´chantillons du chaos sont suppose´s inde´-
pendants les uns des autres pour l’obtenir
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La variance de R2 est alors :
V ar[R2] = E
[
R4
]− (βTc
3
)2
(3.30)
ou`
R4 =
(
Tc
β−1∑
k=0
x2
iβ+k
)2
= T 2c
β−1∑
k=0
x4
iβ+k
+
β−1∑
k=0
x2
iβ+k
β−1∑
n=0
n6=k
x2
iβ+k+n

Il existe 2(β − n) paires d’e´chantillons de diffe´rence d’indice n entre le premier et le second
e´chantillon.
Alors
E
[
R4
]
=
βT 2c
5
+ 2T 2c
β−1∑
n=1
(β − n)E [x2iβ+kx2iβ+k+n] (3.31)
ou` E[x2iβ+kx
2
iβ+k+n] est estime´ en utilisant la se´quence FLM. Alors γ est obtenu en utilisant
(3.25) :
γ =
9
5β
+ 2
β2
9
β−1∑
n=1
(β − n)E [x2iβ+kx2iβ+k+n]− 1 (3.32)
3.4.3.2 Expression analytique du TEB
L’expression analytique calcule´e a` partir de (3.23) dans le cas ou` la densite´ de la racine carre´e
est une distribution de Rice [Lin64] :
TEBFLM = Q(u, v)− 12
[
1 +
√
d
1 + d
]
exp
(
−u
2 + v2
2
)
I0(uv) (3.33)
ou` I0 est la fonction de Bessel modifie´e du premier ordre, et u, v, d, Q(u, v) sont donne´s par :
u =
√
γ2r [1 + 2d− 2
√
d(d+ 1)]
2(1 + d)
; v =
√
γ2r [1 + 2d+ 2
√
d(d+ 1)]
2(1 + d)
(3.34)
γ2r =
α2
2σ2
; d = σ2
Eb
N0
(3.35)
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ou` Eb est l’e´nergie constante d’un bit avant l’e´talement, et Q(α, β) est la fonction Marcum
[Lin64] donne´e par :
Q(α, β) =
1
αM−1
∞∫
β
xMe−(x
2+α2)/2IM−1(αx)dx (3.36)
et In(x) est la fonction de Bessel modifie´e du premier ordre.
A noter que l’expression analytique (3.33) du TEB ne de´pend pas de la condition initiale de
ge´ne´ration de la se´quence chaotique FLM, mais elle de´pend simplement de la loi de distribution
de la racine carre´e de l’e´nergie.
Fig. 3.13 – Expression analytique du TEB, et simulation pour β = 5, 10, 30 du FLM avec
(K = 3, φ = 0.1)
La figure 3.13 compare le TEB obtenu avec l’expression analytique de (3.33) aux simulations
Monte Carlo. La limite infe´rieure du TEB du syste`me DCS-CDMA de (3.14) et encore trace´e.
Il apparaˆıt clairement dans la figure 3.13 la concordance entre les simulations et les re´sultats
analytiques. L’expression (3.33) peut eˆtre utilise´e pour tous les facteurs d’e´talement.
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3.4.4 Expression du taux d’erreur binaire dans le cas multi-utilisateurs
Dans les sections pre´ce´dentes, nous avons de´taille´ notre approche pour calculer le TEB
nume´riquement ou analytiquement. Dans cette section nous allons ge´ne´raliser notre approche et
l’appliquer au syste`me DCS-CDMA en mode multi-utilisateurs. Le but de cette ge´ne´ralisation
est d’e´tudier l’effet des interfe´rences multi-utilisateurs et de montrer que notre approche est
applicable facilement au cas multi-utilisateurs [KCRFP08]. Le canal utilise´ est de type BBAG et
on conside`re que notre re´cepteur est cohe´rent. La synchronisation parfaite est encore suppose´e
pour l’utilisateur d’inte´reˆt. Le signal rec¸u est donne´ par (3.11).
3.4.4.1 Interfe´rence multi-utilisateurs du syste`me DCS-CDMA a` acce`s multiple
La variable de de´cision a` la sortie du corre´lateur, associe´ au iie`me symbole de l’utilisateur m
est :
D
(m)
i = s
(m)
i Tc
β−1∑
k=0
(
x
(m)
iβ+k
)2
+ Tc
β−1∑
k=0
x
(m)
iβ+k
(
yiβ+k + nk
)
(3.37)
ou` yiβ+k =
M∑
n=1
n6=m
s
(n)
i x
(n)
iβ+k , et nk est un bruit blanc additif Gaussien durant le k
ie`me chip du
iie`me symbole.
En remarquant que yiβ+k est la somme de M −1 e´chantillons de M −1 se´quences chaotiques
inde´pendantes (utilisateurs inde´pendants) de moyenne nulle, on conside`re alors que yiβ+k est
une se´quence normale qui suit les statistiques suivante :
E [yiβ+k] = 0 (3.38)
V ar [yiβ+k] = (M − 1)σ2x (3.39)
ou` σ2x est la puissance moyenne de chaque se´quence d’e´talement chaotique x
(m)
iβ+k. L’e´nergie
moyenne d’un chip chaotique transmis est :
Ec = Tcσ2x (3.40)
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nk et yiβ+k sont deux se´quences Gaussiennes inde´pendantes de moyenne nulle. D
(m)
i est alors
conside´re´e comme une variable ale´atoire a` distribution normale, avec les moments suivants :
E
[
D
(m)
i
]
= s(m)i E
(i,m)
bc (3.41)
V ar
[
D
(m)
i
]
= E(i,m)bc ((M − 1)Ec +N0/2) (3.42)
L’expression ge´ne´rale du TEB dans le cas multi-utilisateurs est donne´e par :
TEBchaos =
+∞∫
0
Q
(√
2Ebc
N0 + 2(M − 1)Ec
)
p (Ebc) dEbc (3.43)
ou` p(E(m)bc ) est la densite´ de probabilite´ de l’e´ne´rgie d’un bit. Comme il a e´te´ montre´ plus toˆt,
l’equation (3.43) peut eˆtre calcule´e nume´riquement ou analytiquement.
Fig. 3.14 – Expression analytique du TEB, calcul nume´rique du TEB, et simulation pour β = 5,
et M = 1, 2, 3 du FLM avec (K = 3, φ = 0.1)
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Fig. 3.15 – Expression analytique du TEB, calcul nume´rique du TEB, et simulation pour β = 64,
et M = 1, 4, 8 du FLM avec (K = 3, φ = 0.1)
Dans le cas multi-utilisateurs nous avons aussi la concordance entre les trois TEB (expres-
sion analytique, calcul nume´rique, et simulation) comme le montre la figure 3.14. Les re´sultats
de simulation permettent de valider l’exactitude de notre hypothe`se en conside´rant le bruit
d’interfe´rence multi-utilisateurs comme un bruit Gaussien dans (3.42).
Dans le cas multi-utilisateurs, un grand facteur d’e´talement re´duit l’interfe´rence multi-utilisateurs
en e´talant la puissance sur une bande tre`s large comme le montre la figure 3.15 obtenue pour
des facteur d’e´talement de 64.
3.4.5 Discussion
Etant donne´ que les signaux chaotiques sont de´terministes, l’approximation Gaussienne de la
variable de de´cision ou l’hypothe`se d’une e´nergie de symbole constante ne sont pas suffisamment
pre´cises pour le calcul de performance d’un syste`me a` e´talement de spectre base´ sur le chaos.
Dans cette partie du chapitre nous avons pre´sente´ une nouvelle approche pour calculer le TEB
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d’une fac¸on pre´cise. Durant notre e´tude nous avons suppose´ la synchronisation parfaite et un
canal de transmission utilise´ dans le cas mono et multi-utilisateurs de type BBAG. Cette nouvelle
approche base´e sur la distribution de l’e´nergie d’un bit donne des re´sultats pre´cis avec une tre`s
bonne concordance avec les simulations. Au moment ou` les diffe´rentes se´quences chaotiques
sont compare´es, la meilleure performance (limite infe´rieure) en terme de TEB correspond a` une
e´nergie constante (cas du BPSK). La limite supe´rieure pour les syste`mes DCS-CDMA correspond
a` la se´quence Gaussienne qui a de grandes valeurs de la densite´ de probabilite´ de l’e´nergie pour les
faibles valeurs de celle ci. De plus, l’histogramme de l’e´nergie d’un bit donne un re´sultat qualitatif
concernant la performance de la se´quence chaotique utilise´e dans l’e´talement du spectre. La
meilleure se´quence chaotique pour l’e´talement du spectre est celle qui a` la plus faible distribution
autour de la valeur moyenne de l’e´nergie. Quand la densite´ de probabilite´ a une forme irre´gulie`re
comme dans le cas de la se´quence FPC, la me´thode d’inte´gration nume´rique est la seule solution
pour le calcul du TEB. Dans des cas particuliers ou` la distribution de la racine carre´e de l’e´nergie
a une distribution connue ( Rice, Nakagami, Rayleigh), l’expression analytique du TEB peut eˆtre
calcule´e. L’expression analytique du TEB obtenue dans le cas de la FLM montre une concordance
avec les simulations meˆme pour de faibles facteurs d’e´talement. Dans le cas multi-utilisateurs,
l’interfe´rence multi-utilisateurs est calcule´e et approxime´e par un bruit additif Gaussienne. Les
re´sultats des simulations confirment la validite´ de notre approximation Gaussienne du bruit
d’interfe´rence.
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3.5 Conclusion
L’objectif de ce chapitre e´tait de de´crire les me´thodologies de calcul des performances du
syste`me DCS-CDMA. Apre`s une introduction sur les canaux radio-mobiles, nous avons pre´sente´
notre me´thodologie de calcul des performances du syste`me DCS-CDMA. Pour tous les syste`mes
e´tudie´s, la synchronisation e´tait suppose´e parfaite. Durant notre e´tude du syste`me DCS-CDMA,
le canal de transmission utilise´ dans le cas mono et multi-utilisateurs e´tait de type BBAG.
Plusieurs hypothe`ses sont prises pour le calcul des performances des syste`mes de transmis-
sions base´s sur le chaos.
L’hypothe`se de l’e´nergie d’un bit transmis apre`s e´talement par un code chaotique est ge´ne´rale-
ment conside´re´ constante dans le but de calculer la performance des syste`mes de transmissions
base´s sur le chaos [APB02] [LT03] [TLT02]. Comme les signaux chaotiques sont non pe´riodiques,
alors l’e´nergie transmise varie d’un bit a` l’autre par exemple pour les syste`mes CSK, DCSK,
et DCS-CDMA. Cette hypothe`se ne peut eˆtre vraie que pour de grands facteurs d’e´talement
[APB02] [KCRFP07a], ou lorsque on introduit un modulateur de fre´quence (FM) spe´cialement
dans le syste`me FM-DCSK [KKKJ97].
Une autre hypothe`se base´e sur le principe du the´ore`me de la limite centrale, est l’approxi-
mation Gaussienne de la variable de de´cision a` la sorite du corre´lateur cite´ dans [LT03] [TLT02].
Comme les signaux chaotiques sont ge´ne´re´s par des e´quations de´terministes, alors la me´thode
traditionnelle pour calculer le taux d’erreur binaire base´e sur l’approximation Gaussienne de
la variable de de´cision n’est pas vraiment acceptable. Cette me´thode donne des re´sultats de
performance impre´cis surtout lorsque le facteur d’e´talement est faible [TLTL04].
Lawrance et Ohama n’ont pas utilise´ les hypothe`ses de l’e´nergie constante d’un symbole
e´tale´ ou l’approximation Gaussienne de la variable de de´cision pour calculer l’expression du
taux d’erreur binaire [LO03]. Seuls le bruit additif venant du canal de transmission ainsi que
le bruit venant des autres utilisateurs en cas de transmission multi-utilisateurs suivent une loi
Gaussienne dans leur e´tude. Leur approche consiste a` inte´gre´ l’expression du taux d’erreur
binaire pour une re´currence chaotique donne´e sur toutes les se´quences chaotiques possibles pour
un facteur d’e´talement donne´. Cette me´thode donne des re´sultats plus pre´cis que la me´thode
de calcul base´e sur l’approximation Gaussienne mentionne´ dans [TLTL04]. Mais comme cela est
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mentionne´ en [LO03], le but de cette approche e´tait de calculer l’expression exacte du TEB mais
par contre leur approche n’est pas implantable pour des syste`mes de transmission re´alistes.
Notre approche e´tait base´e sur la distribution de l’e´nergie d’un bit pour le calcul du taux
d’erreur binaire. Deux me´hodes de calcul ont e´te´ pre´sente´es :
1- Calcul du taux d’erreur binaire par inte´gration nume´rique.
Cette me´thode est applicable a tous type de se´quences chaotiques et plus pre´cise´ment dans
le cas ou la distribution de l’e´nergie d’un bit a une forme irre´gulie`re. Etant donne´e que la
distribution de l’e´nergie de la se´quence chaotique pour un facteur d’e´talement donne´ est inde´-
pandante de la condition initiale du ge´ne´rateur chaotique, notre approche ne de´pend alors que
de la distribution de l’e´nergie de la se´quence chaotique pour un facteur d’e´talement donne´.
2- Calcul analytique du taux d’erreur binaire.
Dans le cas ou` la distribution de la racine carre´e de l’e´nergie a` une distribution connue (Rice,
Nakagami, Rayleigh) le calcul analytique du taux d’erreur binaire est possible. Les expressions
analytiques sont obtenues graˆce aux travaux effectue´s dans le cadre des canaux radio-mobiles.
L’approche choisie soit nume´rique ou analytique, les re´sultats de simulations ont montre´ une
excellente concordance avec les deux approches. Une seconde e´tude en cours est de ge´ne´raliser
notre approche pour un canal multi-trajets.
Finalement nous pouvons conclure que cette approche est applicable a` tous les syste`mes de
transmission a` e´talement de spectre par se´quence chaotique. Cette approche a l’avantage de
pre´senter une faible charge de calcul pour une grande pre´cision du TEB calcule´.
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Le travail mene´ durant cette the`se a permis d’aborder plusieurs aspects sur les syste`mes DS-
CDMA base´s sur le chaos. Les contributions apporte´es peuvent eˆtres classe´es en deux grandes
cate´gories :
1- Etude de deux types de synchronisation des syste`mes DCS-CDMA.
2- Proposition d’une nouvelle approche de calcul des performances des syste`mes DCS-CDMA.
Nous allons de´tailler par la suite chaque point e´voque´ ci-dessus en mettant en valeur les
aspects importants qui les caracte´risent ainsi que les perspectives de nouveaux re´sultats.
Avant de commencer a` de´tailler nos travaux, nous avons d’abord consacre´ le premier chapitre
de ce document a` pre´senter les e´le´ments fondamentaux associe´s aux syste`mes dynamiques en
ge´ne´ral et en particulier aux syste`mes chaotiques. Nous avons pre´sente´ par la suite les mode`les
ge´ne´raux qui de´finissent les syste`mes dynamiques en temps continu et en temps discret. Une
classification du comportement dynamique est faite par la suite en se´parant ce comportement
en quatre cate´gories spe´cifiques : point fixe, re´gime pe´riodique, re´gime quasi-pe´riodique et par-
ticulie`rement le re´gime chaotique. Dans la deuxie`me partie de ce chapitre nous avons pre´sente´
les syste`mes de transmission a` porteuses chaotiques et en particulier les syste`mes a` e´talement
du spectre. Les syste`mes de transmission a` porteuses chaotiques ont e´te´ classe´s en deux cate´-
gories : syste`mes de transmission a` re´cepteurs cohe´rents, syste`mes de transmission a` re´cepteurs
non cohe´rents.
La synchronisation e´tant un e´le´ment cle´ dans l’e´tude des syste`mes cohe´rents, nous y avons
attache´ une grande importance. Ainsi dans ce but, nous avons e´tudie´ la synchronisation chaotique
au niveau re´cepteur et la synchronisation des syste`mes DS-CDMA classiques applique´e aux
syste`mes DCS-CDMA.
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Dans la premie`re partie du chapitre 2, nous avons traite´ le proble`me de la synchronisation
des syste`mes chaotiques. Nous avons pre´sente´ les me´thodes de synchronisation chaotique par
couplage et par estimation d’e´tat a` l’aide du filtre de Kalman. Toujours dans cette premie`re par-
tie, nous avons e´tudie´ la ge´ne´ration et la synchronisation par couplage du syste`me chaotique de
Lorenz avec deux me´thodes d’inte´gration nume´rique. Nous avons compare´ les deux algorithmes
de calcul dans le cadre d’une communication ou` l’e´metteur et le re´cepteur sont tous les deux
nume´riques. Nous avons montre´ le re´sultat suivant : Si on veut une synchronisation avec une
faible charge de calcul pour un syste`me donne´, on choisira la me´thode d’Euler avec une perte
maximale de 2 dB en performance de synchronisation pour les faibles rapports signal sur bruit,
infe´rieure a` 1 dB pour un rapport signal sur bruit e´leve´. Mais si on est inte´resse´ seulement par
la synchronisation chaotique avec le moins d’erreurs possible, et si la charge de calcul n’est pas
trop importante pour notre application alors la me´thode d’inte´gration de type Runge Kutta sera
pre´fe´re´e.
La synchronisation chaotique par couplage, et la synchronisation par estimation d’e´tat a` l’aide
du filtre de Kalman sont sensibles au bruit, nous nous sommes concentre´s sur une me´thode de
synchronisation plus robuste au bruit de´rive´e de la synchronisation des syste`mes DS-CDMA.
Cette me´thode de synchronisation a e´te´ le sujet de notre e´tude durant la deuxie`me partie de ce
chapitre. La synchronisation par signal pilote binaire pour le syste`me DCS-CDMA synchrone
est pre´sente´ par [JUSB07]. Ce syste`me a e´te´ notre syste`me de de´part.
Notre premier syste`me de synchronisation pre´sente une ame´lioration de performance au
niveau de la probabilite´ de de´tection de fausse alarme. Cette nouvelle approche base´e sur la
modulation d’amplitude en quadrature ame´liore la performance de synchronisation du syste`me
en cas synchrone en e´liminant le bruit supple´mentaire venant des signaux e´tale´s, mais le prix a`
payer dans cette me´thode est l’utilisation d’un canal de´die´ pour la synchronisation.
En se basant sur le meˆme principe de synchronisation du syste`me [JUSB07], nous avons
pre´sente´ une extension de cette approche pour permettre la synchronisation du syste`me DCS-
CDMA dans le cas d’une transmission multi-utilisateurs asynchrone. Cette approche est base´e
sur le principe que chaque utilisateur e´met son propre pilote pour la synchronisation. Cela
constitue alors une source de bruit supple´mentaire pour la synchronisation et la de´modulation.
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Dans le but de re´duire le bruit additif, nous avons propose´ une nouvelle structure de syste`me
permettant la re´duction du bruit additif et la synchronisation dans le cas asynchrone. Dans ce
syste`me, le signal pilote est toujours utilise´ pour la synchronisation mais au lieu d’eˆtre additionne´
aux signaux e´tale´s comme dans le syste`me pre´sente´ auparavant pour le cas asynchrone, il est
multiplie´, dans ce syste`me, par le signal e´tale´. Cette nouvelle me´thode d’acquisition a plusieurs
avantages. Premie`rement cette proce´dure peut eˆtre applique´e dans le cas d’une transmission
synchrone ou asynchrone. Le deuxie`me avantage est que le signal pilote n’est plus un bruit
pour la se´quence chaotique utilise´e pour l’e´talement du spectre. Le troisie`me avantage est que
la se´quence chaotique est utilise´e dans le processus de synchronisation dans le but d’augmenter
la variable de de´cision dans la phase d’acquisition.
En conclusion, on peut dire que les syste`mes de synchronisation pre´sente´s dans ce chapitre
e´largissent la gamme de solutions face au proble`me de synchronisation.
L’objectif du chapitre 3 e´tait de de´crire les me´thodologies de calcul des performances du sys-
te`me DCS-CDMA. Etant donne´ que les signaux chaotiques sont de´terministes, l’approximation
Gaussienne de la variable de de´cision ou l’hypothe`se d’une e´nergie de symbole constante ne sont
pas suffisamment pre´cises pour le calcul de performance d’un syste`me a` e´talement de spectre
base´ sur le chaos. Apre`s une introduction sur les canaux radio-mobiles, nous avons pre´sente´
notre me´thodologie de calcul des performances du syste`me DCS-CDMA. Pour tous les syste`mes
e´tudie´s, la synchronisation e´tait suppose´e parfaite.
Durant notre premie`re e´tude du syste`me DCS-CDMA, le canal de transmission utilise´ dans
le cas mono et multi-utilisateurs e´tait de type BBAG. Notre nouvelle approche base´e sur la
distribution de l’e´nergie d’un bit donne des re´sultats pre´cis avec une tre`s bonne concordance
avec les simulations. Au moment ou` les diffe´rentes se´quences chaotiques sont compare´es, la
meilleure performance (limite infe´rieure) en terme de TEB correspond a` une e´nergie constante
(cas d’une se´quence d’e´talement binaire). La limite supe´rieure pour les syste`mes DCS-CDMA
correspond a` la se´quence Gaussienne qui a de grandes valeurs de la densite´ de probabilite´ de
l’e´nergie pour les faibles valeurs de celle ci. De plus, l’histogramme de l’e´nergie d’un bit donne un
re´sultat qualitatif concernant la performance de la se´quence chaotique utilise´e dans l’e´talement
du spectre. La meilleure se´quence chaotique pour l’e´talement du spectre est celle qui a` la plus
121
Conclusion et perspectives
faible distribution autour de la valeur moyenne de l’e´nergie.
Quand la densite´ de probabilite´ a` une forme irre´gulie`re comme dans le cas de la se´quence
ge´ne´re´e par des polynomes de Chebychev, la me´thode d’inte´gration nume´rique est la seule solu-
tion pour le calcul du TEB. Dans des cas particuliers ou` la distribution de la racine carre´e de
l’e´nergie a une distribution connue ( Rice, Nakagami, Rayleigh), l’expression analytique du TEB
peut eˆtre calcule´e. L’expression analytique du TEB obtenue dans le cas de chaos ge´ne´re´s avec
une fonction continue par morceaux, montre une concordance avec les simulations meˆme pour
de faibles facteurs d’e´talement. Dans le cas multi-utilisateurs, l’interfe´rence multi-utilisateurs est
calcule´e et approxime´e par un bruit additif Gaussien. Les re´sultats des simulations confirment
la validite´ de notre approximation Gaussien du bruit d’interfe´rence.
Finalement nous pouvons conclure que cette approche est applicable a` tous les syste`mes de
transmission a` e´talement de spectre par se´quence chaotique. Cette approche a l’avantage de
pre´senter une faible charge de calcul pour une grande pre´cision du TEB calcule´
- Perspectives
A l’issue des travaux mene´s dans le cadre de cette the`se, les diffe´rents axes d’e´tude aborde´s
conduisent a` des perspectives nombreuses et varie´es.
Dans un premier temps, il serait inte´ressant d’e´tudier la re´alisation et la performance du code
de poursuite pour la dernie`re me´thode de synchronisation ou` le signal pilote est multiplicatif.
Concernant le canal, des e´tudes peuvent eˆtre mene´es pour tester la robustesse du syste`me de
synchronisation vis-a`-vis des canaux multi-trajets et les diffe´rents types d’e´vanouissement. La
re´sistance du syste`me de synchronisation au brouillage peut eˆtre encore un axe inte´ressant a`
creuser.
Concernant l’e´valuation de performance des syste`mes DCS-CDMA. Pour notre premie`re
approche de calcul du taux d’erreur binaire base´ sur l’inte´gration nume´rique reste a` tester et
comparer la performance des diffe´rentes se´quences chaotiques sur des canaux autres que BBAG
(Rice Rayleigh,Nakagami, etc) pour estimer les se´quences les mieux adapte´es pour tel ou tel type
de transmission. Pour la seconde approche analytique, il s’agit de ve´rifier si il existe d’autres
types de se´quences chaotiques a` distribution d’e´nergie re´gulie`re pour exprimer analytiquement
l’expression de leurs taux d’erreur binaire.
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Enfin une e´tude analytique des performances de communications DCS-CDMA dans un en-
vironnement multi-trajets avec re´cepteur type RAKE pourra tre`s bien eˆtre envisage´e.
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Re´sume´
Les radiocommunications constituent actuellement un domaine en plein essor. Depuis quelques
anne´es, de nombreux chercheurs e´tudient la possibilite´ d’utiliser des signaux chaotiques pour
transmettre des donne´es, en particulier dans un contexte multi-utilisateurs. Parmi les diffe´rentes
techniques d’acce`s multiple, le CDMA (Code Division Multiple Access) permet a` diffe´rents uti-
lisateurs de transmettre simultane´ment sur la meˆme bande de fre´quence.
Cette the`se porte sur l’e´tude d’un syste`me de communication multi-utilisateurs par e´talement
de spectre utilisant des ge´ne´rateurs de chaos. Dans un premier temps, nous avons e´tudie´ les
signaux chaotiques issus de diffe´rents syste`mes dynamiques. En se basant sur les proprie´te´s de
corre´lation et sur les distributions des e´nergies des signaux chaotiques, une e´tude comparative
entre les diffe´rentes se´quences chaotiques a e´te´ faite dans le cadre d’une transmission DS-CDMA
par se´quence chaotique. Le but de cette comparaison est de fournir des e´le´ments permettant de
choisir la se´quence la mieux adapte´e a` l’e´talement du spectre. Une me´thode simple rapide et
pre´cise pour pre´dire le taux d’erreurs binaires pour des syste`mes DS-CDMA base´ sur le chaos a
e´te´ propose´e en mode mono et multi-utilisateurs.
Nous avons explore´ ensuite le processus de synchronisation des syste`mes de transmission
DS-CDMA base´s sur le chaos. Nous avons propose´ des re´cepteurs inte´grant des unite´s de syn-
chronisation similaires aux unite´s de synchronisations (/acquisition et poursuite/) utilise´es dans
les syste`mes classiques a` e´talement du spectre. Ces unite´s de synchronisations utilisent simulta-
ne´ment une se´quence binaire pseudo-ale´atoire classique et une se´quence chaotique pour e´tablir
et maintenir la synchronisation. Ces techniques ont e´te´ compare´es a` une me´thode similaire de la
litte´rature, ce qui a permis de montrer l’ame´lioration de la performance des syste`mes propose´s,
et notamment le fait qu’ils soient ope´rationnels en mode asynchrone.
Mots-cle´s: DS-CDMA base´ sur le chaos, Distribution de l’e´nergie, Distribution de Rice, Taux
d’erreur binaire, Synchronisation du chaos, Acquisition, Poursuite.
Abstract
Radiocommunications field is currently in full development. In recent years, many researchers
have explored the possibility of using chaotic signals to transmit data, especially in a multi-user
case. Among the various multiple access techniques, the CDMA (Code Division Multiple Access)
allows different users to transmit simultaneously on the same frequency band
This thesis has focused on the study of a communication system with multi-user spread
spectrum using chaotic generators as spreading sequences. In a first step, we have studied various
chaotic signals from different dynamical systems. Relying on the correlation properties and the
energy distribution of chaotic signals, a comparative study between different chaotic sequences
was made in the framework of chaos-based DS-CDMA systems. The purpose of this comparison
is to provide necessary elements to choose the best sequence for a spread spectrum system under
an Additive White Gaussian Noise (AWGN) channel. A simple method to rapidly and accurately
predict the bit error rate for chaos-based DS-CDMA was proposed in single and multi-user cases.
In a second part, we have explored the synchronization process of chaos-based DS-CDMA
system. We have proposed receivers incorporating synchronization units similar to the syn-
chronization units (/ acquisition and tracking /) used in conventional spread spectrum systems.
These synchronization units are using simultaneously a classical binary pseudo-random sequence
together with a chaotic sequence in order to achieve and maintain synchronization. These tech-
niques were compared to a similar existing method recently proposed in literature. We have
demonstrate the improvement in performance brought by our proposed system, including the
fact that this system is also operational in the asynchronous case.
Keywords: Chaos-based DS-CDMA, Energy distribution, Rice distribution, Bite error rate,
Chaos synchronization, Acquisition, Tracking.
