Abstract. Numerical methods of solving the inverse light scattering problem for spheres are presented. The methods are based on two stochastic global optimization techniques: Deep's random search and the multilevel single-linkage clustering analysis due to Rinnooy Kan and Timmer. Computational examples show that the radius and the refractive index of spheres comparable with or larger than the wavelength of light can be recovered from multiangle scattering data. While the random search approach is faster, the clustering analysis is shown to be more reliable. A general discussion of the clustering method is also given.
Introduction
Substantial advances have been made over the last century or so in the development of the theory of light scattering from small particles. Computation of the properties of scattered electromagnetic fields-the direct scattering problem-is now possible in many situations. Rigorous solutions exist for numerous particle types, such as homogeneous and inhomogeneous spheres, ellipsoids, cylinders, generalized axisymmetric particles and others. Of far greater practical importance, however, is the determination of properties of particles from the knowledge of scattered fields-the inverse scattering problem. Solving it is required in numerous applications, ranging from astronomy and remote sensing, through aerosol and emulsion characterization, to non-destructive analysis of single particles and living cells [1] [2] [3] [4] .
The inverse problem has proven to be much less amenable to be solved, even for the simplest particle shapes (with the exception of particles much smaller than the wavelength). The lack of rigorous solutions has motivated the development of methods based on approximate models of scattering, for example, assuming that the particles are weak (Rayleigh-Debye) scatterers or that diffraction alone can adequately describe the interaction process. The reader is referred to existing literature for further details [5] [6] [7] . However, when such methods are inappropriate, empirical procedures have to be used which are based on generating solutions to the direct problem (after making assumptions concerning the shape, internal structure of the particle, etc) and matching these solutions to experimental data [2-4, 8, 9] . Such procedures can be very slow, difficult to implement and require substantial computing resources. More rapid solutions may be obtainable using neural network methods-an approach to solving inverse problems in multiangle light scattering based on radial basis function (RBF) neural networks, which has recently been proposed, takes advantage of the capability of the RBF networks to approximate multidimensional functions [10] . By combining empirical and analytical (eigenfunction) methods, particle size distributions as well as complex refractive indices can be obtained under some constraining conditions [7] . A promising analytical method, which directly yields particle radius but may eventually lead to a full inverse solution, is based on expanding the patterns in terms of a set of Legendre or Gegenbauer polynomials [11, 12] .
An obvious starting point for attempts to solve the inverse light scattering problem for small particles is the case of a homogeneous, isotropic, non-absorbing sphere. If a plane incident wave of known wavelength and state of polarization and a known medium surrounding the particle are assumed, the particle can be completely described using two parameters, namely its radius r and refractive index n. The direct problem can then be solved using the series expansions of the Lorenz-Mie theory [6] . In the scattering geometry considered here, the irradiance of the light scattered by the particle is measured in one plane only. The scattering irradiance can, therefore, be described by a function of the scattering angle (defined as the angle between the direction of the incident wave and the direction of observation). This arrangement leads to a one-dimensional scattering 'pattern' which is representative of the properties of the particle and has been used as a basis for the characterization of both single particles and particle distributions [1] [2] [3] [4] 7] . The present study is confined to such a scattering geometry.
This paper describes the application of global optimization methods, namely the random search method due to Deep [13] and multilevel single-linkage clustering analysis, due to Rinnooy Kan and Timmer [14, 15] , to solve an inverse light scattering problem. The problem can be described as follows. If a homogeneous spherical particle is suspended in a known medium and subjected to a plane wave of light then the intensity of the scattered light I 1 is a function of the scattering angle θ . A theoretical model, called the Lorenz-Mie theory exists (as described in [6] ) which gives I 1 as a function of the radius r and refractive index n of the particle so that
Let us suppose that we have m experimental measures of scattered light intensity
and that we wish to determine corresponding values for r and n. A standard approach to such a problem involves finding r and n such that the following function is minimized:
The additional variable k appears because experimental measurements usually determine relative intensities at the angles θ i and so a scaling is necessary to provide a match with the theoretical model. There are a number of optimization techniques which can be used to find the minimum of (1). However, since it is a sum of squared terms, it is appropriate to use the GaussNewton method.
In practice, because the intensities vary widely in magnitude over the typical range 0
• , it may be advisable to consider an objective function of the form
where i denotes log(I 1 ), ψ denotes log(ϕ) and c = log(k). Data from experiments are frequently presented in this form in order to give increased weighting to scattering at large angles, which is usually weaker than low-angle scattering.
The minimization of either E 1 or E 2 can be regarded as a three-variable or a two-variable problem. In the case of E 1 we can write
and since ∂E 1 /∂k = 0 at the minimum of (1), we can obtain the optimal value of k in terms of the other two variables:
In a similar way we obtain the optimal value for c in (2):
where the overbar denotes the mean value over the range θ 1 , . . . , θ m .
It has been shown elsewhere [16] [17] [18] that local minimization methods have great difficulties in finding the global optimum of the functions E 1 and E 2 . The presence of numerous local solutions results in a radius of convergence which is too small for most practical purposes and for this reason it is appropriate to turn to methods of global optimization. In doing so, however, we make the following implicit assumptions. (i) That there exists a unique solution to our inverse light scattering problem. (ii) That this corresponds to the global minimum of E 1 and E 2 . Mireles [19] has shown that (i) holds for infinite cylinders. However, it is not known whether it is true for homogeneous spherical particles. Nevertheless, the Mireles result, together with other more intuitive reasons, leads to a general consensus in the field of particle characterization that multiangle light scattering data does give unique solutions to the homogeneous sphere problem as long as a sufficient number of measurements is available. In view of assumption (ii) it is, of course, obvious that for 'perfect data' (i.e. data which exactly match the Lorenz-Mie model) the correct solution to the inverse problem will cause both E 1 and E 2 to take their global minimum value of zero. However, this remark also highlights the fact that the theoretical question of uniqueness of solutions to the inverse problem may not be very relevant to practical problems of particle identification in which there is the additional complication of accuracy and the discrete character of experimental measurements of scattered light intensity. These complications may arise, for instance, due to finite sampling density and aliasing, incompleteness of data, as well as the presence of noise. Further discussion of these issues is available elsewhere [10, 18, 20] . Within the scope of this paper we simply take it as a convenient and reasonable assumption that global optimization of E 1 or E 2 will yield to correct identification of a particle from its light-scattering pattern.
Two global optimization approaches which have proved successful in many applications are described in the next section. Further, in this paper we investigate the use of these methods for solving the inverse scattering problem for perfect data, i.e. the scattered intensities I 1 computed from the Lorenz-Mie theory, for homogeneous spheres comparable in size with the wavelength of light, corresponding to size parameter x between 13 and 73 (x = 2πn 0 r/λ, where n 0 is the refractive index of the medium and λ is the wavelength in the vacuum).
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Stochastic global optimization methods
All stochastic algorithms break down into two phases: a global and a local one. In the global phase the objective function is evaluated at a number of randomly sampled points drawn from a distribution over a domain S; then, in the local phase, sample points obtained from the global phase are manipulated usually by means of a local search procedure. The efficiency of a global optimization method depends greatly on the way in which the set of sample points is updated. A purely deterministic multistart strategy which performs many local optimizations from a large number of starting points can be very wasteful. Several local searches started from many different points may all lead to the same local minimum and a good local phase should detect this situation and prevent the waste of effort involved in finding the same solution more than once.
The final stage of a stochastic algorithm is to decide when to stop searching for any further candidate solutions for the global minimum. A stopping rule must make some prediction about the probability that the function minimum has been located after each iteration. Once the iteration is stopped, the candidate solution with the smallest function value is declared the global minimum.
Deep's method
This method seeks the global solution to the following problem:
where S is defined by
This algorithm has been applied to a wide range of optimization problems arising in the field of science and engineering [21] . It is very easy to use because it does not require any continuity and differentiability conditions of the functions involved and because, unlike a local minimization method, its performance does not depend critically on a single initial guessed value for the unknowns.
The steps of the algorithm are as follows.
(1) Determine the initial array of N = 10(q + 1) random feasible points and store them and their function values in an N × (q + 1) array A. Set ITER = ITER + 1.
(2) Determine L and M, the points with the least and greatest function values f (L) and
then L is the point of the global minimum, stop. Otherwise set ITER = ITER + 1 and go to step (3) . (3) Determine N − 1 trial points P 1 , P 2 , . . . , P N−1 , where each P i is the minimum of the quadratic curve passing through R 1 , R 2 and R 3 , where R 1 = L, and R 2 and R 3 are randomly selected from the points of the array A. If f (P i ) < f (M) then replace M by P i in the array A and go to (2) . If either P i is not feasible or f (P i ) f (M) then new values for R 2 and R 3 are determined.
(This algorithm does not truly find each P i as a local minimum, but the quadratic curve search can be regarded as a 'local phase'.) The algorithm mentioned here still lacks efficiency because the same local minimum may be found several times. If we define the region of attraction of a local minimum x * to be the set of points in S starting from which a given local search procedure converges to x * , then ideally this local search procedure should be started exactly once in every region of attraction. Methods based on this principle are known as clustering methods.
Clustering method
In this section a stochastic method due to Rinnooy Kan and Timmer [14, 15] is described. We wish to minimize a twice differentiable objective function f : S → R, within the region defined by the q-dimensional box S.
The method combines the ideas of random search and multistart techniques. On every iteration new random sample points are selected in the box S. Instead of simply evaluating the objective function at these points, local optimizations are started from some of them, depending on certain criteria. The local minima that are found are then stored in a list and, when the algorithm terminates, the local minimum with the smallest value of the objective function is declared to be the global minimum.
The multilevel single-linkage algorithm uses the function values at each sample point in deciding which of them will be a start for a local search. In particular, no search is started from a point x whose function value exceeds a specified threshold. Furthermore, for any sample point x where f (x) is sufficiently small, the decision to start a local minimization also depends on whether another point z, such that f (x) < f (z), is within a certain distance of x. This critical distance is defined at iteration j as
where (·) denotes the gamma function, m L (·) denotes the Lebesgue measure and σ > 0 is an arbitrarily chosen constant (Dixon and Jha, for example, use σ = 1.9 in [22] whereas Rinnooy Kan and Timmer use σ = 4 in [15] ). As a result of these factors, a random sample of N points gives rise to a reduced sample of γ N points, γ < 1. It is the reduced sample which contains starting points for a set of local optimizations. A group of points which are within a critical distance r j of each other is called a cluster; and the process of including only one point from any cluster in the reduced sample is called clustering. During the optimization, the critical distance r j decreases, and since any two local minima will always be separated by a region with higher values, multilevel single linkage will locate every local minimum in a neighbourhood of which a point has been sampled.
Since the method is probabilistic in nature it cannot be guaranteed, at any stage, that all local minima in the region of interest have been found. However, a Bayesian estimation of the expected number of minima observed after a certain number of local optimizations can be used. Let N be the number of local optimizations performed, and W be the number of local optima found. Then, the posterior expectation of the number of local minima is:
Although the true number of local minima is an integer, and (7) will yield a non-integer estimate, it can be verified that the optimal integer Bayesian estimate is a round-off of the non-integer estimate [23] . Therefore, after the j th iteration the algorithm is terminated if
The algorithm is as follows (at iteration j ).
• Step 1. Generate N more sample points from a uniform distribution over S.
• Step 2. Reduce the sample to γj N points.
• Step 3. Calculate r j , using (6).
• Step 4. Order the sample points so that f (
. . , γ kN − 1. For each value of i, start local minimization from x i , unless there is a sample point x k with f (x k ) < f (x i ) and x k − x i r j , and add the result to the cluster if it is not a known local minimum.
• Step 5. Test the Bayesian stopping rule and, if necessary, go to step 1 with j incremented by 1.
Computational results
In this section typical results are given, obtained using the two global methods described above in conjunction with the Gauss-Newton subroutine opls from the OPTIMA library [24] as the local minimizer for the objective functions. Computations of the scattered intensity functions I 1 and ϕ were carried out using the Lorenz-Mie theory [6] . The range of scattering angles was 0
• and the scattering functions were sampled with 1
• increments. A wavelength of 0.5145 µm, incident light polarized perpendicularly to the scattering plane and a refractive index of the surrounding medium (water) of 1.336 were assumed. Gradients of ϕ with respect to r and n (in the clustering approach) were obtained using automatic differentiation [16] [17] [18] .
Using Deep's random search method
This method requires a seed number for a random number generator. In the tests that follow 40 different seeds were used, meaning that 40 independent runs were performed for each of the tests. The bounds introduced to define the box S were 1.3 n 1.7 and 1 r 2, with n representing the refractive index and r the radius in micrometres. The test problems considered had a global solution with n * = 1.525 and r * = 1.475 µm (size parameter of about 24). Table 1 shows the results of the optimization of the function (1) as a two-variable problem, where k is determined from (4). It can be seen that even this method, which is intended to be a global one, can encounter local minima. In four cases, two of which were Table 1 . Results of minimizing (1) with respect to n and r with 30 and 90 initial points (IP). The number of times each minimum was found (out of the total of 40) and the smallest and largest number of iterations for each minimum are given. very near the global solution, the algorithm failed (these failures are discussed below). All the minima found in table 1 were genuine (i.e. ∇E 1 = 0). One of the reasons for finding a local solution instead of the global one could be that the initial number of points where the function is computed is quite small (10(n q + 1), where n q , as before, represents the number of variables). This may mean that, especially when a large search domain is involved, the function is not evaluated at enough points, allowing the global solution to be missed. To overcome this difficulty, the number of points at which the function is initially evaluated was increased three-fold in the next test, the results of which are also given in table 1. Now only two minima are found, compared with four previously. However, the number of iterations increased considerably (the maximum number of iterations was 929, compared with 683). Also, seven failures of the algorithm can be noted, whereas previously there were four.
In the next example, optimization of function (1) is treated as a three-variable problem. The refractive index and radius boundaries remain the same and bounds of 0.5 k 2.0 for k are introduced, as k is expected to be 1 at the global solution or near 1 at a local solution. It turns out that the problem with three variables is much more difficult to solve, therefore only five runs were done, instead of 40 as previously. However, this is enough to show difficulties with the algorithm. The results are shown in table 2. It can be seen that the algorithm failed four times out of 5, and that the number of iterations has increased enormously in some cases. The algorithm had difficulties with terminating properly and failed very close to the global solution in three cases. One local and the global solution were found, whereas in run 3 it terminated at a point which was not a solution at all.
To understand the failures we must look at step 3 in Deep's algorithm, which was fully described in section 2.1.
L and M are the points with the least and greatest function values f (L) and f (M).
It can be seen that if either a feasible point or a point with a smaller function value than the current f (M) could not be found the algorithm would continue trying to find such points. In cases where f (M) is very close to a local solution, it is possible that none of the points from the array A satisfy those criteria, forcing the algorithm to cycle. After a certain number of iterations the algorithm would terminate, reporting the error message that a multiple search has been encountered.
In previous studies where the performance of the two models (1) and (2) was compared, it was concluded that both models produced similar results and had similar radius of convergence and number of local minima [16, 17] . In the following example Deep's algorithm is tested using the error function (2). Initially, (2) is treated as a two-variable problem. The same boundaries for r and n are used as before and the number of initial points at which the error function is evaluated is 10(n q + 1). The results are shown in table 3. The situation with the logarithmic data is clearly better. Convergence was achieved for all 40 runs and the algorithm did not fail. Whereas the algorithm had difficulty in terminating during optimization as the threevariable problem with the linear data, the situation with logarithmic data is improved, as can be seen from table 3. The bounds on c are −0.5 c 0.5. There were 39 convergences to the global and one to a local solution. The number of iterations varied from 253 to 533, which is twice that for the two-variable problem. As in the previous case, no multiple searches were encountered.
Using the clustering approach
In the first test, the clustering algorithm is applied to the two-variable form of (2) in the region which contains all the local minima encountered in previous studies [16, 17] . The box is 1.475 n 1.575 and 1.375 r 1.575 µm and the initial sample size is 100 points. The results are shown in table 4. It can be seen that six minima were found, including the global one (it has zero error).
The same algorithm is now applied to the three-variable problem (table 5) . The box for refractive index and radius remains the same and the bounds on the scaling factor are c (−0.5 c 0.5). Performance is almost the same as for the two variable problem. For this number of local minima the algorithm had no difficulties in finding all of them.
The next example (data set 2) is based on scattering data for a spherical particle with refractive index = 1.4 and radius = 1.0 µm. The problem is in its two variable form, and the boundaries for refractive index and radius are 1.3 n 1.5 and 0.85 r 1.15 µm. The results shown in table 6 are based on an initial sample of 100 starting points. The outcome is better than previously-despite a bigger box, fewer minima were found.
The behaviour of the error function is illustrated in figure 1 . It shows −E 2 so that Table 5 . Results of minimizing (2) with respect to n, r and c using data set 1. Total number of local optimizations: 113 Table 6 . Results of minimizing (2) with respect to n and r using data set 2.
Ref. index Radius (µm)
Ref. minima of E 2 are more clearly visible. Also, this graph appears to show the presence of more than four minima. To check whether there were more minima, the starting sample size was increased from 100 to 500, so the starting points were more dense, and the chance of missing a local minimum was smaller. The results are shown in table 7 and there are Table 7 . Results of minimizing (2) with respect to n and r using data set 2 with 500 starting points.
Ref. now seven local minima. It is worth noting that the minima that are missing from table 6 are those with bigger error values (minima numbers 5, 6 and 7). This is due to the fact that the algorithm uses a reduced sample, which disregards certain points with higher function values. This is a useful feature, since the main aim in practice is not to find all local minima, but only those with smaller function values. For the purpose of this section, where we are interested in the behaviour of the error function, the bigger initial sample of 500 points will be used. (Another test was made with 1000 initial points, and obtained the same results as in table 7; therefore, 500 seems a suitable sample size to use.)
In order to find out whether E 2 has different numbers of local minima when applied to data involving different regions of the (r, n) plane, global solutions based on values of r and n randomly chosen from the area of interest are now considered. Table 8 shows the number of minima found for 15 different data sets obtained by running the Lorenz-Mie model with some nominal values n * and r * . The region used in each case is centred on the nominal global solution point (n * , r * ) which represents the idealized particle used to generate the data, and is given by n * − 0.01 n n * + 0.01 and r * − 0.075 r r * + 0.075.
The data from table 8 together with additional points are graphically presented in figure 2 . It can be seen that whilst the number of minima varies widely, it generally remains low for radii of less than 2 µm and for refractive indices of less than 1.55. Although the number of points examined is small, the general character of the observed trend is probably quite universal. The fact that the number of local minima is large when both r and n are large is most probably related to properties of the scattered intensity itself, demonstrated, for example, by its angular dependence. It is a well known general feature of scattering on particles comparable in size with the wavelength of light that the number of peaks present in the angular representation of the scattered intensity is roughly proportional to both the size of the particle and its refractive index (the latter with respect to the surrounding medium). Therefore, the error functions (1) and (2) can be expected to have more minima for larger values of these parameters. These observations on the behaviour of the error function (2) should be helpful in future work, especially when dealing with experimental data.
The experiments reported so far have used a rather small box around the nominal global solution (the point (n * , r * )). Even so, in some cases a large number of local solutions was found. The area around the solution is now increased to give boxes such that n * − 0.05 n n * + 0.05 and r * − 0.15 r r * + 0.15.
The results are shown in table 9, which is of the same form as table 8 except that the expected number of minima given by (7) is also shown. In every case the number of local minima has increased considerably, compared with table 8. Because of the number of minima, many iterations of the clustering algorithm would be required to find all the local solutions. In the results given in table 8 there were 18 local minima and 726 optimizations were needed, so the number of iterations for, say, 50 minima could be expected to be more than 3000. Therefore, the algorithm was not allowed to run until the end. As in table 8 and figure 2, there are fewer local minima for refractive indices smaller than 1.55.
Finally, typical computation times for the two global methods under study are shown in table 10. It can be seen that, on average, the clustering approach is about 200 times slower than Deep's random search.
Conclusions
Two different global optimization methods were used for solving an inverse scattering problem. Deep's method seeks only one minimum in the region of interest. Although this method is much faster, the clustering method appears to be more reliable and it gives a clearer picture of the behaviour of the error function in terms of both the number of local minima and the values of the error function. These features may be particularly valuable when dealing with experimental data. In this case the error function cannot be expected to be zero at the global solution because of measurement inaccuracy and noise. Moreover, for the same reason, the solution with the smallest error may not be the correct one [18] . On the other hand, since Deep's method is faster it could be used for initial search in certain areas of the solution space, followed by the application of the clustering approach for a more thorough analysis in the neighbourhood of the newly found solutions.
The results presented here clearly show that the error function (2) has many local minima. When dealing with a small region around the global solution (i.e. for the results shown in table 8) the situation is not too critical, as in all 15 cases examined here all local solutions were found (with the probability of 95%). However, when the region is increased in size, the efficiency of the method quickly deteriorates. It is only when a reasonably small box around the solution can be used that the clustering algorithm becomes a practical method for seeking the global minimum of function (2) . This shows the need for a good initial estimate of the particle radius and refractive index, which may be particularly important when dealing with experimental measurements of scattered light. The initial guess may be provided, for example, by looking at peak positions in the experimental scattering pattern [3, 8, [25] [26] [27] .
While the number of minima found may vary with the size of the initial sample, it is usually the higher-valued local minima that are overlooked when the number of sample points is reduced. This gives a reason for believing that the computational costs of the clustering algorithm can be reduced when it is applied to the inverse light-scattering problem in practice. However, this matter needs further investigation, because some local minima are very close to each other, and so the critical distance r k must be small in order to distinguish between two very close minima. This will tend to increase the cost of the clustering algorithm because it will increase the number of points that are kept in the reduced sample.
We conclude by making some general comments on the behaviour of the clustering algorithm. First, because of the local phase it contains, the algorithm searches only for local minima in the given region. Therefore if a function reaches its optimum on the boundary of the region, the algorithm would not declare it as a minimum, as it only looks for stationary points. This is not a serious drawback, however, because the boundaries are artificially implemented, so they can always be extended in order to obtain the optimum.
I was also told that the algorithm might not always find all local solutions. This fact could be disregarded since, in order to accelerate the convergence, the algorithm intentionally avoids local minima with relatively high function values. Alternatively, the initial sample could be increased. In all tests done so far, the optimal solution (that with the zero error) was among the local minima found, irrespective of sample size.
Rinnooy Kan and Timmer [15] gave some computational results for their algorithm. The results they provide are somewhat worse than those reported here, in the sense that they include cases when a local minimum has been declared as the global one. One of the reasons they give for this is that the regions of attraction of local minima may contain sample points whose function values are smaller than the smallest function value at a sample point in the region of attraction of the global minimum. Another, simpler, explanation is that, in one of their examples, the global minimum was close to other minima.
It has also been noted that, if the number of local minima is large, the stopping rule (8) is not reasonable. In particular, the rule is criticized because it tests the probability of finding all local minima, not the global minimum [22] .
If there is no need to find all minima, a better stopping rule would be to terminate the algorithm if the total relative volume of the observed regions of attractions exceeds a prescribed value t (0 < t < 1) [28] :
For example, for case 6 from table 9, where 31 minima were found after 267 local searches, expression (9) yields an estimate that approximately 78% of the region of interest has been searched. Boender and Rinnooy Kan [28] also suggested that there are optimal Bayesian stopping rules which weight the cost and potential benefits of further experiments against each other.
In conclusion, optimization methods offer a potentially useful approach to solving inverse light scattering problems for small particles. The difficulty arising from the presence of numerous local solutions can be overcome by the use of stochastic global optimization methods, particularly the clustering approach. In the initial stages, however, the clustering method could be assisted by faster techniques, such as Deep's random search and/or a good initial estimate of the radius and refractive index of the particle. The simple problem examined here-the case of a homogeneous, non-absorbing sphere-was a two-parameter one. However, extending the method investigated to more general cases, with larger numbers of parameters (such as layered spheres or similar inhomogeneous particles, size distributions, etc), should not present major difficulties as long as solutions to the direct problem are available and the number of parameters is small. Neither is it required to provide scattering data extending from 0
• to 180 • -recent research has shown that relatively narrow scattering angle ranges (a few tens of degrees) and sampling intervals only just avoiding aliasing are sufficient for particle radius and refractive index recovery in a context similar to the one discussed here [10] .
