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The theory of inverse scattering on half-line has been presented in the literature. 
We give a new approach to the theory and analyze its logic. In particular we prove 
that the potential reconstructed from the given scattering data generates the scatter- 
ing data identical with the original data; that the scattering data obtained from the 
given potential generate the potential which is identical with the original one; that 
the normalizing constants can be put in a bijective correspondence to the 
parameters which define the general solution to the Marchenko equation for x = 0. 
We give a new characterization of the scattering data. This characterization does 
not involve assumptions about the number of solutions to some integral equations 
in contrast with the known one. Applications of the theory are given: necessary and 
sufficient conditions on the scattering data for 4 to be compactly supported, or for 4 
to be in L*; existence of a 4~ Cg(O, R) which produces infinitely many purely 
imaginary resonances, etc. 8 1988 Academic Press, Inc. 
I. INTRODUCTION 
The theory of inverse scattering on half-line has been presented in books 
[ 1, 2, 16, 173 which contain an extensive bibliography. The problem is to 
find the potential q(x)~L ,,,={q:q=~,~~(l+x)~q~dx-cco} the bar 
denotes complex conjugate, from the knowledge of the scattering data 
0 = {S(k), A;, s,}, 1 <j d m. Here S(k) is the S-matrix, Ij > 0, - 2; are the 
bound states, sj > 0 are the normalizing constants, and m is the number of 
the bound states. Let us define these quantities. Let 
u” + k% - q(x) u = 0, x > 0. (1) 
The operator lu = -u” + q(x) u defined by the quadratic form Q[u, u] = 
Sk= W12+q(xM2~ d x on the set A’, where I?’ is the Sobolev space (the 
closure of C;(O, co) in the norm I( u (I r = (I u (( L~cO, oo) + 1) u’ (1 L+,, ,,) is selfad- 
jointinH=L2(0,co).NotethatifqEL, ~thenS,“(qI(u(*dx~cVI[uII:for 
all UE I?, where cy > 0 is constant which does not depend on u. The 
operator 1 has continuous spectrum [0, co) and, possibly, a finite number 
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of negative eigenvalues -j-f, 1 <j< M, called bound states. Let 4(x, k) be 
the solution to (I ) uniquely defined by the conditions 
Nk k) = 0, (b’(0, k) = 1 (2) 
and f(x, k) be the solution to (1) uniquely defined by the condition 
f(x, k) = exp(ikx) + o( 1) as x--t +co,k>O. (3) 
The functions 4 and f can be defined as the (unique) solutions to the 
equations 
4(x, k)=k-’ sin(kx)+J:k- ’ sin[k(x- t)] q(t) &t, k) dz (4) 
f(x, k)=exp(ikx)+jL k-’ sin[k(t-x)] qfdt. 
r 
The Jost function f(k) :=f(O, k) defines the S-matrix, 1 S(k)/ = 1 for 
-co<k<co, S(-k)=S(k) for k real, 
S(k) :=f( -k)f-‘(k), f(k) :=f (0, k). (6) 
The number of the negative eigenvalues can be estimated 
md J- x lql dx. Cl 
(7) 
The number A = 0 is not an eigenvalue of 1 if q E L,, , (see [Zl]). If f (0) = 0 
then zero is called a resonance of I (a half-bound state). In this case Eq. (1) 
for k = 0 has a nontrivial solution f (x, 0) $ L2(0, co), f (x, 0) = 1 + o(l) as 
x --) + co provided that q E L,, L. The function f (x, k) is analytic in C + := 
{k: Im k> 0} and continuous in C, := {k: Im k> O}. The function f(k) 
has simple zeros at k= iAj, 1 <j<m. All these facts are well known [ 11. 
The inverse problem consists of several questions: (1) Given the scattering 
data D = (S(k), A;, .s,} associated with a q E L,, , reconstruct q (reconstruc- 
tion problem). (2) Given the data d decide if there is a qE L,, i for which D 
are the scattering data; give necessary and sufficient conditions on 0 for d 
to be scattering data associated with a qE L,, i (characterization problem). 
(3) If (I q, - 011 <E for a certain norm, and 0 are the scattering data 
corresponding to a q E L,, , , E > 0, and o, are given, aE = (S,(k), Ajc, sjE), 
but 0 are not given, reconstruct a qE E L,, i such that lr lql - q( (1 + x) dx < 
8(e) -P 0 as E -+ 0 (stability problem). 
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The reconstruction problem is solved as follows [l] : given CJ define 
F(r)= f s,exp(-Ajl)+(2x))‘Sm [1-S(k)]exp(ikt)dk, 
j=l --oo 
solve the Marchenko equation for A(x, y): 
A(x,y)+F(x+y)+jrnA(x,I)F(t+y)dr=O, y>x>o 
x 
and then find q(x) by the formula 
q(x) = -2dA(x, x)/dx. 
The kernel A(x, y) is called the transformation kernel since 
f(x, k) = exp(ikx) + so; A(x, t) exp(ikt) dt. 
x 
(8) 
(9) 
(10) 
(11) 
This reconstruction scheme is described by the diagram (r =z- F=s 
4% Y) * 4. 
The characterization problem is solved in [ 1) : for CJ to be the scattering 
data corresponding to a q E L,, 1 it is necessary and sufficient that the 
following conditions hold: 
S(k)=S(-k), I W)l = 4 -co<k<co,Aj>O,sj>O, l<j<m; 
the function 
F,J~):=(~Tc)-‘]~ [l-S(k)]exp(ikt)dkEL’(O,co)ui(--co,O), 
-a 
where L := L2 n L” and 
I m(l+~)~FSjdt<co. 0 
the equation 
-h(r)+JO F,(t+y)h(y)dy=O, -oo<t<O 
--a0 
has no nontrivial solutions in L2( - co, 0); the equation 
h(t) + jm F(f + y) 4~) 4 = 0, o<t<co, 
0 
(12) 
(13) 
(14) 
(15) 
(16) 
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where F is defined by (8) has no nontrivial solutions in L2(0, E)); the 
equation 
h(r)+jl F.,(t+y)h(~)&=O> O<t<m (17) 
0 
has m linearly independent solutions in L2(0, co). 
Conditions (15), (16), (17) are not so easy to check as (12)-(14). 
Therefore it is of interest to formulate the characterization conditions 
which are given explicitly in terms of S(A) rather than in terms of the num- 
ber of solutions to integral equations (15)-(17). It seems that the stability 
problem has not been studied in the above formulation. However, in [4, 51 
the following question is discussed: what is the difference between two 
potentials which produce the same scattering data for k < k, where k, > 0 
is sufficiently large. 
The questions we discuss in this paper are: 
(Ql) Does the reconstructed potential produce the same scattering 
data from which it was reconstructed? 
(Q2) Do the scattering data produce the same potential (via the 
reconstruction procedure) from which they came? 
(Q3) Can one give a characterization of the scattering data without 
using the conditions on the solvability of some integral equations? 
We also give some new reconstruction schemes and analyze the intercon- 
nection between various steps in the inversion schemes. 
The uniqueness theorem of the type: if q, and q2 produce the same scat- 
tering data then q, = q2, does not answer (Ql). Logically it is possible that 
q*a=>ql=>Ql . ..or a=+-q=z-o,*q,.... We discuss various ways to 
show that in fact q + g + q and D =S q S. o. The inverse scattering theory on 
the whole line discusses the loop 0 =c-q*a [6], but it seems that such a 
discussion for half-line has not been given in the literature directly (see 
however, [ 161 and [ 171). The inverse spectral problem, the one of finding 
q from the spectral data (p(k), /I;, c,) where p(k) is the spectral function of 
I and 
cj := -2iAjf’(0, iAj)[j‘(iAj)] -‘, j-:= df/dk (18) 
has been discussed in [73, but we give a new way to show that the 
reconstructed by the Gelfand-Levitan method potential q(x) produces the 
spectral data from which it was reconstructed. 
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II. THE LOOPS q=o*q,a*q-a,P*q*P 
1. In this section we show that if qE L,, r, if 0 are the scattering 
data corresponding to this q, and if q, is given by formula (10) in which 
A(x, y) is the (unique) solutions to (9), then q = q,. Given q one finds 
uniquely f(x, k) and given S(x, k) one finds uniquely q: 
q= (f”+ky-)f-‘. 
So q ~f(x, k). Given f one finds uniquely A (x, y) from ( 1 1 ), 
A(x,y)=(2n))r jm [f(x, k)-exp(ikx)] exp(-iky)dk 
--Q, 
(19) 
(20) 
so f(x, k)o A(x, y). Given f(x, k) one finds the scattering data 
(T: S(k) =f( -k)f-‘(k), where f(k)=f(O, k); 1;) 1 <j< N, where iij are 
zeros of f(k), Ai > 0; and the normalizing contants 
si := -2&[f’(O, inj)f(iAj)]-‘. (21) 
So, f=+ 0. Given cr, one constructs F(t) by formula (8), then solves Eq. (9) 
for A=A,(x,y), and then tinds ql= -2dA(x,x)/dx. So, cr=>F=>A=>ql. 
We want to show that q= q,. This follows from the uniqueness of the 
solution to (9): the function A(x, y) defined by (11) is known to be a 
solution to (9) (see Cl]), and since (9) is uniquely solvable its solution is 
the function A defined by (11). It is known (see, e.g., [l. p. 21 J) that A 
satisfies the integral equation 
A(x,r)=i~~~+,,;~~(4’)df+t~“+‘)‘~d~q(y)jl+~~~A(1.,z)d; i ,+x-y 
+t I (:+,,,ldyq(y)~‘+~“-xA(J’.z)dz, O<x<t, (22) Y 
where A(x, y) is defined by (11) (or (20)). Therefore 
q= -2dA(x, x)/dx=q,. (23) 
We have proved 
PROPOSITION 1. Zf q E L,, , generates the scattering data a, then these 
data generate the original q via the inverse scattering method. 
2. In this section we show that if g are the scattering data which 
generate the potential q E L,, I then this potential generate the original scat- 
tering data U. This loop is much harder to close than the one in Section 1. 
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One way to close this loop is to reduce the problem to the inverse 
spectral problem. We will give also another way. 
3. Let us start with closing the loop p j q =S p. This loop is closed 
in [7], but we give a new way to close it, a shorter one. Note that the loop 
q + p =S q can be closed in the way similar to the one used in the proof of 
Proposition 1. The role played in this proof by Eq. (9) will be played by 
Eq. (28) below, and the kernel K(x, y) in (28) satisfies an equation similar 
to (22) (see [2]). 
Let us recall that the spectral function for 1 is given by 
(24) 
where c, > 0 are given by (18): 
c, = -2iAjf’(0, iAj)[j‘(ilbj)] -’ = s,[f’(O, dj)]’ (25) 
and where sj are given by (21). Let us describe the well-known 
Gelfand-Levitan algorithm for recovery of q from the given p. First one 
forms the kernel 
where 
4&, 1) = sin($xYJX Ml) = 442) - &cd~) 
&cd~) = 0 for II CO, dp,(l) = r1A”2 dl for A > 0. (27) 
Then one solves the (Gelfand-Levitan) integral equation for K(x, y) 
K(x, Y) + Ux, Y) + j; Ut, Y) 0, t) dt = 0, o<yyx. (28) 
This integral equation is uniquely solvable if do has a finite limit point of 
points of growth (i.e., the points at which da #O), which is a very weak 
assumption. If K(x, y) is found then 
q(x) = ZdK(x, x)/dx. (29) 
We wish to prove that the potential (29) generates the spectral function dp, 
identical with the original dp. Necessary and sufficient conditions for p to 
be the spectral function of an operator I= -d*/dx’ + q(x) with q which has 
p locally integrable derivatives are known [7]: 
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(C,) if h~L’(0, co) and has compact support, E(I) := 
j; h(x) sin(x a) A x and JZ”oo 1 E(A)12 +(A) =0 then h = 0; 
(C,) the limit @(x)=lim,,, jYm cos(& x) do(l) exists, is boun- 
ded on any finite interval, and Q(x) has p + 1 locally integrable derivatives. 
The loop p * q * p can be closed by the scheme 
,ooLoKoq. (30) 
Let us explain (30). The first step: p + L by formula (26), the converse 
L +- p follows since L(x, y) determines da by formula (26) and 
dp = do + dp,. Note that L(x) := L(x, x) = jEuo (( 1 - cos(2&x))/21) da 
and L(x, y) = L( (x + y)/2) - L((x - y)/2). Therefore the function L(x) 
determines L(x,y) uniquely. It follows from (24), (26) and (27) that 
L(x) = XT= 1 c,(sh’(A,x)/A;) + (l/rc) jr [ 1 - cos(2kx)] (I f(k)/ P2 - 1) dk, 
where J. = k2 and sh x := [exp(x) - exp( -x)1/2. The asymptotic behavior 
of L(x) as x -+ + co determines uniquely parameters cj> 0 and Ajzi> 0, 
1 d j<m. If these parameters are known then the function L,(x) := 
Sr [l-cos(2kx)l (If(k)l-2-1)dk is known for all x> 0. Therefore 
1 f(k)1 -* - 1 is uniquely determined. Thus dp is uniquely determined as 
claimed. The second step: L * K by the unique solvability of (28) the 
converse K * L follows from the formula 
L= -(I+ K)-’ K (31) 
which determines L(x, y) for x BY. For x < y the function L is determined 
by symmetry: L(x, y) = L(y, x). The third step is: K* q by (29), the 
converse q = K follows from the unique solvability of the Goursat problem 
for K: 
Km - q(x) K= K,,, K(x, x) = 2 ix q(t) dt 
0 
(32) 
K(x, 0) = 0, x 2 0, O<t<x. (33) 
Thus, the loop is closed by the scheme (30). 
PROPOSITION 2. The potential constructed from the given spectral 
function by formula (29) generates the same spectral function from which it 
has been constructed. 
4. Let us now close the loop 0 *q *cr under the additional 
assumption that there are no bound states. In this case rr reduces to the 
S-matrix S(k) and 
ind S(k) = 0. (34) 
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Here 
ind S(k) := (271) ~’ A, arg S(k) (35) 
and A, arg S is the increment of the argument of S(k) on the real axis, i.e., 
when k runs from -co to + cc over the real axis. 
Step 1. S(k) =f(k). If (34) holds then f(k) is the unique solution of 
the Riemann problem (see, e.g., [S]) 
f+(k)=S(-k)f. (k), -co<k<co, (36) 
where f+(k) :=f(k) is analytic in C, , f-(k) :=f( -k) is analytic in C_ , 
f( f co) = 1, f(k) does not have zeros in c, and f( -k) does not have 
zeros in c. The converse step f(k) * S(k) is trivial and follows from the 
definition 
S(k) =f( -kVW). (37) 
By the way, this definition implies that a necessary condition for S(k) to be 
a scattering matrix is 
ind S(k) = indf( -k) - indf(k) = - 2 indf(k) Q 0. (38) 
If f(0) #O then ind S(k) = -2m, where m = indf(k) is the number of 
bound states. Iff(0) = 0 then ind S = - 2m - 1, since k = 0 is a simple zero 
of f(k) on the contour (-co, co) and it contributes t to the ind f (see 
Proposition D). 
Step 2. f=~, where p is the spectral function, follows from (24) 
where cj= 0 in the case when there are no bound states. The converse: 
p *f follows since p determines un&ely I f(k)1 (I f(&)l = 
[7l-“‘dp(n)/dll] - I”, k=$>O, f(-k)=f(k), k>O)). Since ind f=O, 
the function f(k) does not have zeros in c and therefore it can be uni- 
quely recovered from the value of ) f(k)1 on the real axis. Namely, let 
lnf(k) = In ) f 1 + id(k), where 4 := argf(k). The operator which constructs 
an analytic function in a domain from the values of its real part on the 
boundary of this domain is called Schwarz’s operator. For the upper half- 
plane this operators is well known in the closed form [8]: 
(39) 
Thereforef(k) is recovered uniquely from p under the assumption (34). 
Step 3. p *q * p *f* S. This step follows from Proposition 2 in 
Section 3. 
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We have proved 
PROPOSITION 3. Assume that S(k) is the scattering matrix corresponding 
to a 4ELl and ind S = 0. Then the potential reconstructed by the above 
method from S(k) generates the same S(k) f rom which it was reconstructed. 
Remark 1. If there are two potentials q E L,, i, j = 1, 2, which generate 
the same scattering data c then q, = q2. 
This follows from Proposition 1. Therefore, by whatever correct method 
we reconstruct q from S(k) in Proposition 3, these q are identical since they 
generate the same (original) scattering data. 
5. Let us now close the loop 0 ==-q = (r in the presence of bound 
states using the same scheme as in Section 4. Note that Step 3 does not 
change at all. 
Step 1. o= (S(k), I*;, sj, 1 <j<m}*f(k). Again we solve the 
Riemann problem (36). Now ind S(k) #O, ind S= -2m, or ind S(k) = 
- 2m - 1 (depending on whether f (0) # 0 or f (0) = 0). Both cases can be 
treated similarly. Since v := ind S( -k) = -ind S(k) > 0, problem (36) is 
solvable [IS]. Let us show that it has at most one solution f(k) with the 
properties: 
f(m)= 4 f (i3LJ-) =0, f’(iAj) #O. (40) 
Suppose $(k) is another solution to (36) with properties (40). Then 
(41) 
The function II, + f ; i is analytic in C + and the function @ ~ f I l is analytic 
in C _ They continue analytically each other on C and this analytic 
continuation tends to 1 at infinity. Therefore $+/f + = II/ --/f _ = 1. Thus 
oa{f(k),A~,.sj, l<j<m}. The converse step {~,$,s~}*(T is trivial 
(use (37)). 
Step 2. {f(k), AT, sj} 3 p. To construct p one uses formulas (24) and 
(25). Note that f (k) is uniquely defined in C + by its values on the real axis. 
Therefore f( iAj) are uniquely determined, and f ‘(0, is) can be found from 
(21): 
f ‘(0, ih,) = -2iAj[sjj‘(iAj)] -‘. (42) 
The knowledge of f'(0, i3Lj), si, and f(k) allows one to construct p(n) by 
formulas (24), (25). 
The converse step: p * {f(k), A,?, sj}, Given p one knows (see formula 
(24)) 1 f(k)l, k>O, and, since f(-k)=f(k), also (f(k)1 for k<O; 
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moreover, one knows j.f and L’,. Assume first that f(0) #O, so that 
indf= m. The function h :=,f(k) fly= 1 (k + G,)/(k - il,,) has no zeros 
in c,, Ih(k)I = 1 f(k)1 for k real, and h(co) = 1. Therefore h(k) can be 
uniquely recovered by the formula similar to (39), 
lnh(k)=(irr~ ‘JX (y-k) ‘In If(y)lffy:=T(k), (43) 
-x 
where we used the equality I ,f(y)J = ) h(y)/. Thus 
f(k) = h(k) fi (k - ii,)(k + 2,) - ‘, where h(k) := exp[f(k)]. (44) 
j- 1 
Thus we recoveredf(k), and we know 1: and c,. Therefore s, can be found 
from the formulas: 
s, = c,[f’(O, dj)] -2, f’(0, Uj) = c,f(iA,)( -2iAj) -- ‘. 
These formulas yield 
sj= -4A;c,-‘[j‘(iAj)]P’. (45) 
If f(0) = 0 then the above argument is essentially the same because 
formula (43) is valid for a function h(k) with the properties: h(k) is analytic 
in C,, h(k)=l+O(lklp’) as lk(-+co, OdargkGn, and h(k) has a 
simple zero at k = 0. 
We have proved 
PROPOSITION 4. If a = (S(k), i,!, s,, 1 <j < m} are the scattering data 
corresponding to a q E L,, , then the potential reconstructed from D generates 
the scattering data identical with u. 
III. A CHARACTERIZATION OF THE SCATTERING DATA 
One characterization, obtained in [ 11, is given in the Introduction (see 
formulas (12)-( 17)). This characterization involves the assumptions about 
the number of linearly independent solutions of Eqs. (15)-(17). Therefore it 
is of some interest to give a characterization explicitly in terms of the scat- 
tering data. Such a characterization is given in the following proposition. 
PROPOSITION 5. If the following conditions hold: 1) conditions ( 12), (13), 
(14) hold; 2a) ind S(k) = -2m; or 2b) ind S(k) = -2m - 1, then the data 
{S(k), $3 s,, 1 <j<m} are the scattering data corresponding to a qE L,, , 
In case (2a) zero is not a resonance; in case (2b) it is. Conversely, if q E L , , 
then its scattering data o have properties 1) and 2). 
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Proof. The converse part follows from (38) and the results in [ 11. The 
proof of the direct part can be sketched as follows. If conditions 1) and 2) 
hold then one uniquely determines f(k), thus cr *f(k); then one obtains a 
potential q by the scheme: {f(k), AT, s,} =- p(k) *q as in Section 11.5. This 
q generates the (T from which it was constructed. Condition (14) implies 
that q E L,,, according to [l, p. 1171. (See also Proposition A in the 
Appendix.) 
One can derive conditions (15)( 17) given 1) and 2). In [ 161 another 
characterization is given. 
IV. ANOTHER WAY TO CLOSE THE Loop ~=a q-a 
Here, a way which does not use the Gelfand-Levitan procedure will be 
outlined. Assume that c are given such that conditions l), 2) of 
Proposition 5 hold. 
Step 1. 00 (f, JT,sj} o (A(t), ;ii’, sj}. Here A(t) = A(0, t), where 
,4(x, y) is the kernel defined by (11) or (20) so that 
A(t) := (2n))’ jLL [f(k)- l] exp( -ikt) dk, 
-02 (46) 
Step 1 is clear. Note that A(t) = 0 for t < 0, since f(k) is analytic in C + . 
Moreover, f(k) # 0 for - cc < k < cc (except at k = 0 if ind S = - 2m - 1). 
Step 2. (A(t),AT,sj}*F(t). Given {A(t),Aj,s,}, l<j<m, A(t)=0 
for t < 0, A”(il,) = - 1, s, > 0, find F, the (unique) solution to the equation, 
A(t)+F(t)+ j= dyA(y) F(t+y)=A(-t), --oO<t<co (47) 
0 
which has the form 
F(t)= f s,exp(-~~t)+(2n))‘j~ [l -h(-k)h-l(k)] exp(ikt)dk, (48) 
j= I ~ m 
where h(k) is analytic in C + and continuous in c,, h(a) = 1, h(iAj) = 0, 
h(iil,) # 0, 1 <j 6 m, and h( -k) = h(k), - 00 < k < 00. 
Remark 2. Equation (47) is a modified Marchenko equation for x = 0. 
For t > 0 Eq. (47) is the Marchenko equation for x = 0. 
LEMMA 1. Zf A(t) is given by (46), where f(k) is analytic in C + , 
continuous in C, and f(iAj) = 0, f(iAj) # 0, 1 <j < m, then Eq. (47) has 
exactly one solution of the form (48), and h(k) = 1 + 2 +(k), where 
d+(k) :=Jr A(t) exp(ikt) dr. 
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Proof Fourier transform (47) and (48) to get 
A”+(k)+2n f s,d(k+iA,)+ 1 -h(k)h ‘( -k)+2n i d+(iA,)s$(k+iA,) 
;= 1 ,= I 
+A+(-k)[l-h(k)h+-k)]=d+(-k), -cc<k<m. (49) 
Put h(k) = 1 + A+(k). Since a+(iJbj) = - 1, Eq. (49) reduces to 
h(k)-l+l-h(k)h ‘(-k)+[h(-k)-l][l-h(k)h+(-k)] 
=h(-k)- 1 
which is an identity. Therefore Eq. (47) has a solution of the form (48) with 
h(k) = 1 + d?+(k), h(iAj) = 0, 1 <j< m. Let us prove that (47) has at most 
one solution of the form (48). It suffices to prove that the homogeneous 
equation (47) 
m+ja dyA(y)F(t+y)=O, -Q<<l<Q, (50) 
0 
has only the trivial solution of the form (48). Let us prove this. Fourier 
transform (50) and (48) (in the sense of distributions) to get 
27r -f sjS(k+iAj)+ 1 -h(k)h-’ (-k)+2n f ~(iQsjS(k+iAj) 
/=I 
+d(-k)[l -h(k)h-I(-k)]=O:=’ 
or, since A”( i;li) = - 1, 
Cl-h(k)h-I(-k)][l+d(-k)]=O. (51) 
Since 1 + A”( - k) =f( -k) # 0 for real k, k # 0, one concludes from (51) 
that h(k) h-‘( -k) = 1 for real k, k # 0. By continuity h(k) h-‘( -k) = 1 for 
all real k. Thus h(k) = h( -k), - cc <k < co, h( co) = 1. By analytic con- 
tinuation h(k) is defined on all of C and h(oo) = 1. Therefore h(k) = 1, and 
the condition h(i;l,) = 0 can be satisfied only if there are no points Aj at 
which h(iAj) = 0. This means that sj = 0 and F= 0. 
Converse Step 2. F(t)=> {A(t), 27, s,). If F(t) of the form (48) is given 
then sj and Aj are uniquely determined by the asymptotic behavior of 
F(t) as t + -co. Then h( -k) h-‘(k) is uniquely determined by the 
inverse Fourier transform of F,(t) := F(t) -x,“= 1 si exp( -St). If a(k) := 
h( -k) h-‘(k) is known, h(k) is analytic in C,, continuous in c,, and 
h(iAj) =O, h(iA,) #O, 1 <j<rn, then h(k) is uniquely determined as the 
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solution to the Riemann problem h+(k) = a( -k) h-(k), where h + is 
analyticinC+,h(oo)=l,h(i12,)=O.Onehash(k)=h+(k),h(-k)=h_(k). 
Step 3. FoA(x, y). F=A(x, y): Given F of the form (48) one 
finds A(x, y) from the Marchenko equation (9). This equation is uniquely 
sovable if F has the form (48) and 1 - h( -k) h-‘(k) tends to 1 as k -+ f cc 
sufficiently fast so that the operator 9: L’(O, co) + L*(O, co) defined by 
Sg :=fm F(t+y)g(t) dt (52) 
0 
is compact in L2(0, co). Note that if qEL,,, and in (48) h(k) =f(k), where 
f(k) is defined below formula (5), then (9) is uniquely solvable. This is 
known [ 11, but we sketch a proof for the convenience of the reader and 
also to demonstrate the role of various assumptions. If 9 is compact then 
(9) is (uniquely) solvable in L’(O, co) if the homogeneous equation 
g+Fg=g+ I mdtF(t+y)g(t)dt=O, y2x>,o (53) x 
has only the trivial solution in L2(x, co). Note that since F is real-valued, g 
can be assumed to be real-valued too. 
LEMMA 2. Assume that F is of the form (48) and B is compact in 
L2(x, co). Then (53) has only the trivial solution in L’(x, oo), x20. 
Proof. We give a proof for x = 0. Multiply (53) by g, integrate over 
(0, co), apply Parseval’s equality, and use the equation lTa: g2(k) dk = 0, to 
get 
(I gl/‘- jym h(-k)h-‘(k)g2(k)dk+2n f sj ( g(iLj)Jz = 0. (54) 
j= 1 
Since h( -k) = h(k) one has I h( -k) h-‘(k)1 = 1. Therefore 
O” h(-k)h-‘(k)g2dk <<Ig(12. 
-cc 
From (54), (55), and the assumption sj > 0 it follows that 
and 
where 
g( i3Lj) = 0, 1 <j<m 
II 2 II2 = i”, a(k) g2 dk 
a(k):=h(-k)h-l(k), I a(k)I = 1 
(55) 
(56) 
(57) 
(58) 
409113312-18 
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Since g is real-valued, g(k) =& -k). Using this and the fact that /(u, a)] = 
1) u 1) I/ u (1 only if u = %u for some constant 2, one concludes from (57) and 
(58) that 
jj-k)=a(k)g(k) or ,g(-k)h-‘(-k)=g(k)h- l(k). (59) 
Since g(i;l,) =0 the function g(k) h. ‘(k) is analytic in C,, and 
g( -k) h- ‘(-k) is analytic in C . Therefore, by analytic continuation, 
g(k) h-‘(k) is analytic in C. It goes to zero at infinity since h(co) = 1 and 
g(co) = 0 because gg L*(O, cc). Therefore gh-~‘(k) =0 and g= 0. Thus 
g = 0. 
Converse Step 3. A(x, y) *F(X). Note that A(0, t) solves Eq. (47) for 
I > 0. Since this equation has at most one solution (by Lemma 2) one 
concludes that A(0, t) = A(t), where A(t) is defined in Step 1. Therefore 
F(x) of the form (48) can be uniquely determined from (47) by Lemma 1. 
Step 4. A(x, y) o q. The direct step A = q is by formula (10). The 
converse step q = A can be done by solving Eq. (5) and using formula (20), 
or by solving the Goursat problem for A(x, y), 
A..-q(x) ‘4 =A,.Jo y>x>o, (60) 
,4(x, x) = t J‘= q(r) dt, A(o?Y)=A(Y), (61) .Y 
where A(y) is found by solving Eq. (5) with the given q E L,, r, then taking 
x = 0, and finding A(y) by formula (20) with x = 0. Thus the loop is closed 
by the scheme 
If one uses (60)-(61) then one assumes that A,, and A,,,, exist. This 
requires the extra assumption on q: (1 + x2) q E L’(0, co). One can remove 
this extra assumption by a limiting argument (as in [l, p. 119]), or by 
using Proposition C in the Appendix. 
Let us also outline another way to close the loop: 
CT’o {fCk), nf,sj}T {A(t), n,',Sj)eFCt)oA(x9Y) 
o 4 ofq(x9 k, a (fqCk)2 ljq, sjq} * 4. (*) 
The key step in this scheme is to show {f,, Ajq, sj-,} = {f(k), ,?;, s,}. By the 
subscript q we denote the quantities obtained from the constructed q by 
solving the direct problem: f,,(x, k) solves (1) and (3) (and also (5)), 
f,(k) :=f,(O, k), etc. This key step is done as follows. Note that the 
function (11) with A(x, y) constructed by the above scheme (*) satisfies (1) 
and (3) with the same q = -2dA(x, x)/dx. Therefore f(x, k) =f,(x, k) by 
the uniqueness of the solution to the problem (1), (3). Therefore both 
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functions produce the same scattering data: cr4 = g. In this scheme one also 
needs to assume the existence of A,, and A, in order to check that the 
function (11) solves Eq. (1). One can avoid this assumption by proving 
that the function A(x, y) and A&x, y) satisfy the same integral equation 
(22), or that the functions f(x, k) and f&x, k) solve the same integral 
equation (5). Another way to avoid this assumption is to use Proposition C 
in the Appendix. 
Remark 3. Consider the usual scheme for solving the inverse scattering 
problem: 0 3 F=s A(x, y) *q. One can close the loop if one proves that 
CJ = Fe A e q. We have discussed the part q Z- A 3 F. Let us discuss the 
step A(x, y) =z- 0. Given A(x, y) one finds f(x, k) by formula (11). This f 
solves Eq. (1) with q(x) given by (10). The zeros off(k) :=f(O, k) are the 
numbers iAj, lj b 0, and only these numbers. Therefore Aj > 0, 1 <j < m, are 
determined. To find sj one uses formula (21). So A(x, y) * 0. 
Remark 4. In the above analysis we did not pay special attention to 
checking that the reconstructed potential q(x) belongs to L,, i. The reason 
is that this question is discussed in the Appendix where it is established 
that if (1 +t)F(t)~L’(o, 00) then qEL,,, and vice versa (see inequalities 
(A.6) and (A.7) in the Appendix). 
Let us formulate this result: 
LEMMA 3. (l+x)q~L’(O,co) iff (l+t)F(t)~L’(O,co). Here F is 
defined by (8). Note that (1 + t) FE L’(0, 00) iff (1 + t) E”,(t) E L’(0, co), 
where Fs:=F(t)-~,~!,sjexp(-~j~). 
Remark 5. Suppose that F has the form (48) and F(f) is known for all 
t > 0. Does this information determine F(t) for t < O? In other words, does 
this information determine CJ uniquely? The answer is yes: one finds 
A(x, y), y > x >/ 0, by solving Eq. (9). This equation is uniquely solvable if 
F is given by (48). Given A(x, y) one finds 0 as in Remark 3. The scattering 
data 0 determine F(t) for all - 00 < t < co. 
Remark 6. The values of F(r) for t > 0 can be uniquely determined 
from Eq. (9) with x = 0 if one looks for the solution of the form (48) and 
prescribes positive constants sj a priori. Indeed, let 
A(y)+F(y)+j= dtA(t)F(t+y)=O, ~20. (62) 
0 
Assume that A(y):=A+(y) is given for ~20 and A+(y)=0 for y<O. 
Write (62) as 
Ac(A+F+M+jm dfA+(1)F+(t+y)=g-(y), -co <y< 00. (63) -cc 
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HereF+(y):=F(y)fory~O, F+(~)=Ofor~<O,g~ (p)=Ofory>O, and 
g-(y) is the left side of (63) for y < 0. Take the Fourier transform of (63) 
to get 
or 
A+(k)+F+(k)+A+(-k)F+(k)=g 
P+(k)= -[l+d+(-k)]-‘A”+(k)+ [l +A+(-k)]-‘g-. (64) 
Let P, be the projection operator defined by the formula 
P, p(k) = F+ , where F(k) := jz exp(ikx) F(x) dx = F+ + F_ , 
-5 
and F+ = sr exp(ikx) P’(x) dx. Thus P, P+ = <+ , P, P_ = 0. If there are 
no bound states, that is m=O, then l+A+(-k)#O in Cm., and 
P+([l +A”+(-k)]&)=O. Thus taking P, of both sides of (64) yields 
P+(k)= -P+{[l +d+(-k)]-‘A”+(k)) if m = 0. (65) 
If m#O then the term P+([l +A+(-k)]~-‘g-) does not vanish. Let us 
compute this term. First note that 
1 + A”(k) = t-1 + a,(k)] fi k-, 
j=, k+iAi (66) 
where l+a,(k)#OinC+. Letuscalculate P+{g-(k)[l+A(-k)]-I}:= 
P+{$-W-I,“=, (k-&Mk+iQ>, 
Define numbers bi by the formula, 
Then 
,;, (k - iAj)/(k + ir$) = 1 + f bj(k + is) ~ I. (67) 
.j= 1 
P+ q-(k) fi (k-iAj)/(k+iAj) = f bjP+($-(k)(k+iA,)-‘}. (68) 
,=I j= 1 
One has 
(k+i~j)p’=~‘m i--’ exp( - A, t) exp(ikt) dt (69) 
0 
6 ~m(k)=[’ exp(ikt) II/ ~ (t) dt. (70) --cc 
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Thus, by the convolution theorem 
$-(r)exp[-$(t-r)]dzexp(ikt)dt. 
(71) 
Therefore 
P+[$-(k)(k+i/:,)-‘]=~O~drexp(ikt)iC1/o $-(r)exp[-Aj(t-r)]dr 
=(k+iAj)P1.$P(-iE.,y (72) 
Finally, 
P+(g-(k)[l +2(-k)]-‘} = f g-(-iAj)[l +~o(id,)]-l bj(k+iAj)-‘. 
j=l 
(73) 
Therefore, for m > 0 one has 
F+(k)= -P+([l+d+(-k)]-‘A”+(k)}+ t aJk+i&-‘, (74) 
j=l 
where uj := b,a-( - iA,)[ 1 + Ao(iAj)] -l. It follows from (74) that i;;+(k), 
and therefore F(t) for t > 0, are uniquely determined by A”+(k) and the 
constants uj which can be chosen arbitrarily. If one wishes to have the 
solution of the form (48) then a, should be chosen so a/-= isj. The choice of 
aj is equivalent to the choice of g-( -iAj). Therefore there is a bijective 
correspondence between the normaIizing constants sj and the parameters aI 
which define the general solution of Eq. (62). 
V. APPLICATIONS 
1. In this section we give necessary and sufficient conditions on the 
scattering data for q to be compactly supported in (0, R) (see also [22]). 
PROPOSITION 6. Let qEL,.,. For q(x) to vanish for x > R it is necessary 
and sufficient that S(k) =f (-k)f -l(k), where f(k) is an entire function of 
exponential type <2R, f(k) is bounded in C,, and f(k) --+ 1 as (kl -+ co, 
kEC+. 
Proof. Nessity. If q = 0 for x > R then f (x, k) = exp(ikx) for x > R, see 
(5). Thus A(x, y) = 0 for y 2 x > R, see (11). Therefore F(x + y) = 0 for 
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y > x > R, so that F(t) = 0 for t > 2R, see (9). This implies that A(t) = 0 for 
t>2R, see (62). Equation(l1) at x=0 shows that S(k)=l+JiRA(f) 
exp(ikt) dr if one notes that A(0, t) = A(t) = 0 for t > 2R. Thus f(k) is an 
entire function of exponential type <2R with the properties stated in 
Proposition 6. The necessity is proved. 
Suffi:ciency. Supposef(k) has the properties listed in Proposition 6. Then 
A:=-‘JO;,[f(k)-1] exp(-ikt)dk=O for t<O (by Titchmarsh’s 
theorem) and for t > 2R (by the Paley-Wiener theorem). Consider F(z) 
defined by (8) with S(k) defined by (6). Let us prove that F(t) =0 for 
t > 2R. Note that f(iA,j) = 0 and sj are given by (21). Let t in (8) be >2R. 
Then, closing the real axis by a large semicircle in the upper half-plane 
which is possible if t>2R, and using the residue theorem one obtains 
(271) - ’ srn [ 1 - S(k)] exp(ikt) dk = -i f f(-iS) exp( --St). (75) 
-x ,=I f(iJj) 
From (8) and (75) it follows that F(t) = 0 for t > 2R provided that one 
proves that 
sj = if( - iAj) [j( is)] ~ ‘. (76) 
It follows from (21) that (76) holds if -2iAj[f’(0, iAj)] -I = if( -iAj), or 
- 2Aj =f( - iAj)f’(O, iij). (77) 
Equality (77) follows from 
f(x, k)f’(x, -k) -f’(x, k)f(x, -k) = -2ik (78) 
if one puts k= ‘;I, and x=0 in (78), and takes into account that 
f(0, Uj) = 0. 
So, we have proved that F(t) = 0 for t > 2R. This and Eq. (9) imply that 
A(x, y) =0 for ~3x2 R. Therefore q(x) =0 for x> R, see (10). This 
proves sufliciency. Proposition 6 is proved. 
2. In this section we give necessary and sufficient conditions on the 
scattering data for q E L’(O, co) (see [ 181). 
PR~P~~ITI~N 7. Let qE L,,,. For q E L2(0, co) it is necessary and suf- 
ficient that one of the following conditions, (79), (80) or (81) holds 
2ik f(k)-l+& EL*(-CO,~), 
> 
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where 
Q := lorn q(r) dt = >il& - 2ik[f(k) - 11, 
1 EL2(-ax, co). 
PraojI Put x = 0 in (5) and iterate it once to obtain 
f(k)=1 -&+$(2k)+O(k-‘), k+,cq (82) 
where Q(k) := j? q(t) exp(ikt) dt, and Q is defined in (79’). Since G(k) and 
q(t) are simultaneously in L* or not, condition (79) is necessary and suf- 
ficient for q E L*(O, co). The quantity ) f(k)\ -2 - 1 determines do for A> 0. 
Indeed, it follows from (24) and (27) that do = (2/7r) k2(\f(k)lA2 - 1) dk 
for k > 0, I, = k*. It follows from (82) that 
k(l f(k)l’- 1) = 4,(2k) + 0 (l/k), k-+ +a, (83) 
where g,(k) := jr q(t) sin(kl) dt. Since q(t) and q$(k) are simultaneously in 
L* or not, condition (80) is necessary and sufficient for q E L*(O, co). 
Finally, note that 
k+ +a~, (84) 
where ijc(k) := {r q(t) cos(kt) dt. Since q(r) and q,(k) are simultaneously in 
L* or not, condition (81) is necessary and sufficient for qE L*(O, 00). 
Proposition 7 is proved. 
3. In this section we construct a potential q E C,“(O, R) (where 
R > 0 is an arbitrary given number) which produces infinitely many purely 
imaginary resonances. This solves a problem which has been open since the 
fifties (see [9] for references and [lo J and [20] for a proof of existence of 
infinitely many purely imaginary resonances in some three-dimensional 
scattering problems). First let us give a sufficient condition for q to produce 
infinitely many not necessarily purely imaginary resonances. Recall that 
resonances are zeros of f(k) in C _ . 
PROWSITION 8. v Q, := l? x” \q ( dx = O(nna), a < 1 then q produces 
injinite[y many resonances if q(x) f 0. 
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This result was mentioned in [ 1 l] but we give a short proof for the 
convenience of the reader. 
Prooj Note that an entire functonf(k) of finite order p which tends to 
1 as Jk( -+co, keC+, and such thatS(k) f 1, has infinitely many zeros in 
C- . Indeed, it has infinitely many zeros by the Hadamard theorem [ 12, 
Section 10, Theorem 131 and only a finite number of them can be in C, 
sincef(k)-+l as IkI-+co,kEC+. Note thatf(k) = 1 f J”? A(t) exp(ikt) dr. 
Therefore 
A, := I = t”l A(t)( dr. 0 
The order of f(k) is given by the formula [ 121 
p = lim sup ’ In ’ 
n+ m lW/A.) 
=(1-q’ if tl = lim sup 
In A 
n< 1. 
nhm nlnn 
(86) 
If A, = O(nno), a < 1, then c( = a < 1 and S(k) is an entire function which 
has infinitely many zeros in C. Note that ) A(t)/ <cJ$ )q( dt (see [lo]) 
Therefore 
An<c~omdtr”~,; )ql di=c2”‘l(n+l)-‘jam 141 tn+‘dT 
=c2”+‘(n+l)-‘Q,+,<c2”+‘(n+l)-‘(n+l)’”+””. (87) 
From (86) and (87) one gets 
In A 
lim sup 2 ln CL+, 
n--t33 nlnn n+m 
=limsupnlnn=a<l. (881 
Note that f(k) f 1 if q(x) f 0. Proposition 8 is proved. 
We now describe the idea of the construction of qe C,“(O, R), q = cf, 
which produces infinitely many purely imaginary resonances. This idea is 
the same as in [ 111, but our argument is much shorter because of the 
results obtained in Sections II-IV. The first step is to construct a real- 
valued function A(r) E C$‘(O, 2R) such that 
f(k) := 1 + s’” A(t) exp(&t) dt 
0 
has the properties 
(89) 
f( - ibj) = 0, j= 1, 2, 3, . . . . o<bj<bj+I...+ +co. (90) 
f(k)+0 in C+. (91) 
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If such a function A(t) is constructed then we consider S(k) :=f( -k)lf(k) 
as the scattering data; there are no bound states because of (91), so that 
ind S(k) = 0. Given this S(k) one constructs F(t) by formula (8) with sj= 0, 
m = 0 and then solves Eq. (9) for A(x, v). (This equation is uniquely 
solvable since ind S = 0.) Then one finds q by formula (10). By 
Propositions 3, 5, and 6 q hasf(k) as its Jost function and q = 0 for x > 2R. 
Moreover, since A(b) E C,“(O, 2R), one concludes that F(t) E Cr(O, 2R) (see 
the proof of sufficiency in Proposition 6). Therefore A(x, y) E C” and 
A(x, y) = 0 for y > x > R. Thus q E C,“(O, R). 
To complete the argument let us construct A(t) E Cc(2R) such that (90) 
and (91) hold. Choose: (1) an arbitrary sequence of nonintersecting inter- 
vals Aj= [a,, a/+ ,] c (0, 2R) such that aj -+ a < 2R; (2) a sequence of 
functions v,(t) E CF(Aj), such that vi> 0, sA, v,dt = 1; and (3) a sequence of 
positive numbers E,, sj > sj+ , , such that a(t) := c,y, .sjvj(t)~ Cr(O, 2R), 
and ji” a(t) dt < 1. In what follows one can make sj smaller if needed. 
Define A(t) :=cJ”=, (-l)‘+’ sjvj(t) and It/,(b) := jd,vj(f) exp(bt) dt, b > 0. 
Let k=-ibandf(k)=f(-ib):=(b(b)=l+~,“=,(-l)j+’s,J/,(b). Letus 
show that there exists a sequence bJ., b;>O, b;+ i > b;, such that 
d(L+l)>L m=O, 42,..., and $(b;,,,)< -1, m=l,2 ,..., b;+ +co. If 
such a sequence hi is constructed then, by continuity of 4(b), there exists a 
sequence b,, 0 <b,, b,,, > b,, bj-+ + co, b;,< bj< b;j+l, such that 
q5( b,) = 0. Therefore f( - ib,) = 0 and ( f(k)1 2 1 - j$” 1 A(t)\ dt 2 
l-~~Ra(t)dt>OforkEC+. To complete the argument let us construct the 
sequence 6;. Choose an arbitrary b’, > 0. Clearly 1 + s1 $ ,(b;) > 1. Choose 
b; so that 
and 
1 +~l~l@;)-hti*(b;)> 1 (*I 
1 +El+l(&)-Ez$z(b;)< -1. (**) 
This can be done by making .s2 smaller if needed to satisfy (*) and then 
choosing b; sufficiently large to satisfy (**). Note that 
$j+ l(b)l$j(b) + + O” as b -+ + co for any fixed j, (92) 
since the intervals Aj do not intersect. Suppose that we have constructed 
b; > 6, .., b;,, so that 
4n(bL!m+l)=1+ 2 (-l)'+lEj~j/j(b;m+l)>l, m = 0, 1, . . . . n - 1 (93) 
j= 1 
f$,(&,)=l+ F (-l)‘+‘&j$i(b;,)<-l, m = 1, 2, . . . . n. (94) 
j= 1 
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Let n + co. Then d,(6) -+ &6) = 1 + J$“! ,( - l)‘+i cjtij(b) uniformly on 
compact sets of the complex plane b, and one has 
d(kn.l)> 17 m = 0, 1, . . . . 4(&J < - 13 m = 1, 2, . . . . (95) 
The desired sequence bJ is constructed. This completes the argument. Let us 
summarize the result. 
PROPOSITION 9. There exists a potential q= 4, q(x)E CF(O, R) where 
R > 0 is an arbitrary given number, which produces infinitely many purely 
imaginary resonances. 
4. Let us show that the formula for recovery of the potential in the 
three-dimensional case obtained in [ 13) (see also [23]): 
q(x) = -28 .VJ(& +o, x), xsR3 (96) 
has an analog in the one-dimensional case. In (96) ~(0, a, x) is defined by 
the formula 
‘I :=(2x)-’ sru dkexp(-ikcr)[y(@, k,x)-11, y- 1 =I= q(~)exp(ika)da, 
-02 0 
(97) 
where y := $(0, k, x) exp( -ike .x), BE S2 is a unit vector, and II/ is the 
solution to the scattering problem 
[V2 + k2 - q(x)] Ic/ = 0 in R3, k>O, (98) 
I) = exp( ik0 . X) + V, (99) 
v =g(r) A(&, 8, k) + o(r-l) as r=IxI-+co,xr -1 =y . (l(Jo) 
Here g(r) := r-’ exp(ikr), and A(@‘, 8, k) is called the scattering amplitude. 
In the one-dimensional case for the scattering on the half-line one can 
define h(x, k) :=f(x, k) exp( -ikx), c 2 0, and write Eq. (5) as 
h(x,k)=1+JV(2ik)-’ [exp2ik(t-x)-l]qhdt. 
x 
(101) 
It follows from (101) that 
h=1-(2ik)-L~mqdt+o(k-1) as k-,+oo. (102) 
x 
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This implies that 
k “y, { -2ik[h(x, k) - l]} = Im q dt 
x 
so that 
q(x)= -2- ,“,lim {-&(/r-l)}. 
-a0 
Define 
so that 
n(x, a) := (27cP’ Jrn [h(x, k) - 1 J exp( -&a) dk 
-m 
h(x, k) - 1 = jam n(x, a) exp(ika) da. 
Here we used the fact that h(x, k) is analytic in k in C + . 
Let p = - ik. Then (106) can be written as 
F(x, p) := lorn n(x, a) exp( -pa) da = h(x, ip) - 1. 
It is well known (see, e.g., [14]) that 
Therefore 
lim 
p- +cc 
pF(p) = n(x, + 0) := lii n(x, a). 
(103) 
(104) 
(105) 
(106) 
(107) 
(108) 
lim p[h(x, ip)- l] =!irnm -ik[h(x, k)- l] =n(x, +O). (109) 
p-+ +a, 
Here we used the equation 
lim - ik[h(x, k) - l] = lim - ik[h(x, k) - 11. (110) 
k+ +im k4 +m 
This equation follows from a Phragmen-Lindelof type of statement: if 4(k) 
is analytic in C, and bounded in c,, and if lim, _ .,4(k) = u, where a is 
a number and k = k, + ik,, then lim,,, +,d(ik,) exists and equals a. In 
fact, lim, _ m d(k) = a for k --) co along any curve which belongs to C + and 
goes to infinity [15]. 
From (104), (109), and (110) it follows that 
q(x)= -2-$(x, +O). (111) 
This formula is analogous to (96). 
Our argument shows that formulas (96) and (111) use the high 
frequency asymptotics of the functions y - 1 and h - 1, respectively (see 
also [ 191). 
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APPENDIX: PROPERTIES OF THE SCATTERING MAP 
Let T denote the mapping awq which associates with the given 
scattering data the underlying potential q(x), Ta =q. We know from 
Propositions 4 and 1 that T is a a bijection. Let us show that T is a 
homeomorphism between the sets L,,,(a) and Ll.l(q). Here L,,,(q) is the 
set of q with the finite norm ljq(l :=I; (1 + t)lqj dt. This set is a Banach 
space. The set LI, ,( ) 0 is not a linear space. It consists of the scattering data 
[T= (S(k), ;li,Sj, 1 <j<m) such that A;>>, sj>O and /IG(( := /(F[(:= 
j;( 1 + t)l F’(t)/ dt < co, where F(t) is given by (8). The set L,, ,(a) is not a 
linear space because, for example, a linear combination of unitary matrices 
is not necessarily a unitary matrix. 
In order to prove that T is a homeomorphism between L,, i(a) and 
L1, ,(q) let us derive some inequalities. We start with the known 
inequalities [ 1, p. 691, 
Idx)-4Wx)l -(j; 141 dt)* (A.1 
I q(x) -@“(2x)1 < c 
> 
2 
. (A.2 
Suppose that /I q (1 < c. As above-c denote various positive constants. Then 
(A.l) implies that 
41m lF’(2x)l dx<jom Iq(x)l dx+c joa dx([” lql dt)* 
0 x 
,< II q II + c Iom dx Jxm t I q I dt lya t - ’ 1 q ( dt 
I 
m 
d llqll +cmax t lql dt x20 y 
Here the Cauchy inequality was used. Furthermore, 
SC 
x (F’(2x)( dx ,< s 1 
x (q( dx+f dxxlym t (q[ df t-’ 141 dt 
,< llqll +c llqll j- dxj- lql dt< llqll +c llqll*. (A.4) 1 x 
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Therefore 
s 00 x ) F’(2x)( dx < U jul (F’(2x)( dx + Ilrn x 1 F’(2x)( dx 
~c(lIqlI + l14112). 64.5) 
PROPOSITION A. The folIowing inequalities hold: 
IIJI G’c(llqll + 114112) b4.6) 
llqll Gc(IIFll + IIf12) (4.7) 
lI~~-~~ll 6~(1/91-4210~ 1141-42/l ~~P(II~l-fJ*II)~ (A.81 
where a(r) and j?(r) are some monotonically increasing continuous functions 
on [0, co) such that a(0) = p(O) = 0, a(r) > 0, and P(r) > Ofor r > 0. 
Proof (A.6) is proved. The proofs of (A.7) and (A.8) are left to the 
reader (see also [4, 51). 
PROPOSITION B. The mapping T: a -+ q is a homeomorphism between 
L,, ,(c) and Ll,l(q). 
Proof. Note that if (I cr (/ = 0, that is, )I FI( = 0, then si= 0, 1 <j< m, 
S(k) = 1, and q = To = 0 has no eigenvalues. Indeed, (I FII = 0 implies that 
F’(t) = 0 for t > 0. This and the inequality 
= I um IF’(X)\ xdxd IIFII =o 
imply that F(t)=0 for t >O. Therefore A(x,y)=O and q=O (see (10)). 
Conversely, I( q (I = 0 implies that )I FII = )I u 1) = 0. Estimates (A.6) and (A.7) 
show that 
II r~ II G 4 II TCJ II + II 7’0 II *h llqll Gc(Il T-‘qll + /I T--‘qI(*). (A.9) 
Inequalities (A.8) and (A.9) imply Proposition B. 
Finally let us mention the following. 
PROPOSITION C. Suppose that JtL”, c L,.,(a) is a dense in L1. 1(a) subset 
which is mapped by T bijectively onto a dense in L,, ,(q) subset .&$ c L,, 1(q). 
Then T is uniquely extendable by continuity as a homeomorphism from 
L, ,(o) OntO L, ,(4). 
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Proof. Indeed, let ~7 EL,, ,(a), // cn - c /) -+ 0, and gn E CMO. Then 
Ta, := qn converges in L,,,(q) by the second inequal;!; (A.8): 
I( qn -q // * 0. Let us define TCIS := q. This definition does not depend on the 
choice of the sequence g,!: if /ICY,,-cr)I +O then ilQ,,--q,,/l -0, so that 
IIq,-q/l -+O. Therefore T is uniquely extended by contin&i, ;; tin 
operator defined on all of L,. ,(a). The range of this extension is all of 
L,, ,(q). Indeed, take an arbitrary q E L,, ,(q) and a sequence qn E J&~ such 
that (1 q,, - q (( -+ 0. Let o,, := T-‘q,. By the first inequality (A.8) one con- 
cludes that jl G,, - IJ (( + 0 where c := lim Tm ‘q,, := T--‘q. 
II. SIMPLICITY OF THE ZERO OFT AT k=O 
PROPOSITION D. Zf qE L,,, and f(O)=0 then f(k)=ikf,(k), where 
f,(O)#O andf,(k) is continuous in C,. 
Proof The proof consists of 2 steps. Step 1. We prove that if q E L,, I 
and f(0) =0 then k-If(k) = is: exp(ikt) A,(t) dt := iJ,(k), where 
A, EL’ := L’(0, co). Step 2. We prove that A”,(O) ~0. 
Step 1. Note that f(k) = 1 + jr exp(ikt) A(t) dt = 1 + a(k). If 
f (0) = 0 then A”(0) = - 1. It is known [ 1, p. 20,241 that if q E L,, , then the 
estimates hold 
(A.lO) 
where c > 0 denote various constants, 
z(x) := j= 141 dt, zI(x) :=jm t 1q( dt, (A.ll) 
.x x 
and ,4(x, v) is defined in (11). The function f (x, k) defined in (5) is 
continuously differentiable in x uniformly in k in a neighborhood of the 
point k=O. Let A,(t) :=Jp” A(r) dz. Since A(t) := A(0, t), it follows from 
(A.lO)-(A.ll) that A(t)EL’ and A,(t) is continuous on [0, GO). Also, 
A 1 (0) = A”( 0) = - 1. An integration by parts yields 
A(k) = jm A(t) exp(ikt) dt 
0 
= -exp(ikt) A,(t)/,” + ik jam exp(ikt) A,(t) dt 
= ika,(k) - 1. (A.12) 
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Therefore, 
1 + Al(k) :=f(k) = k&(k). 
Let us prove that A i( t) E L’. One has (cf. (47)) 
F(t)+A(t)+JrnA(y)F(t+y)dy=O, t > 0, 
0 
where F is defined in (8). Since 
s co A(Y) eXP( -AjY) dy =f(ilj) - 1 = - 1, 0 
one can rewrite (A.14) as (cf. (13)) 
F,(t)+Att)+~“Aty)F,tt+y)rly=O, t >o. 
0 
Integrate (A.16) from x to CC and obtain 
Jrn F,(t)dt+A,(x)+[adyA(y)/m F,(t+y)dt=O, x > 0. 
x 0 x 
Note that 
569 
(A.13) 
(A.14) 
(A.15) 
(A.16) 
(A.17) 
From (A.17)-(A.18) it follows that 
A,(x)-~~A,(Y)F,(x+Y)~J’=O, x > 0. (A.19) 
0 
We have used the equality A,(O) = - 1. It follows that any bounded 
continuous solution to (A.19) belongs to L’. In order to prove this we 
use the fact that F,EL’(O, co) (see (13)), so that there is a compactly 
supported function T(t) such that 50” IF,(t) - T( t)l dt < y < 1. Define 
Q(t) := F,(t) - T(t). Then (A.19) can be written as 
A,(x)-~-~ Qtx+YMt~)dy=~m W+y)A,ty)dy:=4x). (A.20) 
0 0 
Since T(t) is compactly supported and A i(y) is bounded the function 
a(x) E L’. The integral operator QA, := 5; Q(x +y) A, dy is an operator in 
L’ with norm (1 Q (( < y < 1. Therefore Eq. (A.20) is uniquely sovable in L’. 
Thus, A 1 E L’ . We have completed Step 1. 
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Step 2. In order to prove that A,(O) # 0 assume that A,(O) = 0. Then 
f(0) = lim k +Okp’j(k) = i,?,(O) = 0 (cf. (A.13)). Therefore the function 
kf - ‘(k) is unbounded as k -+ 0. This will lead to a contradiction, so that 
the assumption A”, (0) = 0 cannot hold. To derive a contradiction start with 
the identity 
2iy;;; k)=S(k)f(x, k)-f(x, -k), (A.21) 
where 4 and f are defined in (4) and (5). Note that 1 S(k)J = 1 and 
lim x+0xp ‘4(x, k) = 1. Divide (A.21 ) by x and take x -+ 0 to get 
2 lkf-‘@)I 
<lW)Il lim x-‘Cf(x,k)-fik)lI+I?i_m,x-lCf(x, -k)-St-k)ll .x - 0 
d c. (A.22) 
Here we used the fact that S(k)f (k) =f( -k) and the inequality 
llim x-‘Cf(x,k)-f(k)ll=If’(O,k)l~c x - 0 
(A.23) 
which holds for k in a neighborhood of k=O. The bound (A.22) con- 
tradicts the assumption a,(O) = O.-This completes Step 2. Proposition D is 
proved. 
In this proof we used some ideas from [ 11. The derivation of (A.19) 
from (A.16) was given by my student A. Chavoshi. 
Step 3. Another way to close the loop a * qs a. One has a j F* 
A(x, y) 3 q =t-f (x, k), where fJx, k) is the Jost solution corresponding to 
the constructed q(x). Define fA(x, k) by (11). Both fa(x, k) and f,(x, k) 
solve Eq. (9) which has at most one solution if conditions 1) and 2) of 
Proposition 5 are satisfied. These conditions imply that S(k) can be written 
as in (37) with f(k) given by (40). Thus, fA(x, k) =f&x, k). Moreover, 
f(k)=f,(O, k) =fA(O, k), since A(t) defined by (46) and A(0, t) solve the 
same equation (9) with x=0, and this equation is uniquely solvable. This 
proves that S,(k) :=fq(O, -k)/f,(O, k) and L,4, 1 <j< m, where --Ljq are 
the bound states of q(x), are the same as S(k) and 1j which were given in 
a = (S(k), dj, sj, 1 <j< m ). To prove that s,~ = sI, 1 <j < m, one notes that 
F(t) = F,(t), where F,(t) is the kernel of the Marchenko equation 
corresponding to the data av = {S,(k), Ajq, sjq, 1 <<j<m}. Indeed, both 
functions solve Eq. (47) with A(t)=A,(t)=A(O, t), and this equation is 
uniquely solvable for F(t) (given A(t)) in the class of functions (48). If 
F(t) = F,(t), S(k) = S,(k), and Lj = Ljq, 1 <j < m, then, clearly, s, = s,,,, 
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1 <j < m. Therefore 6, is the same as G with which we started. This scheme 
is discussed in detail in the Ph.D. thesis of my student A. Chavoshi (1988). 
Let us summarize some of the novel features in the paper: (1) inver- 
tibility of various steps in solving the inverse spectral and scattering 
problems on half-line is analyzed; (2) it is proved that the reconstructed 
potential in the inverse scattering problem on half-line produces the scat- 
tering data from which it was reconstructed (such a result is known for 
inverse scattering on the whole line but is not discussed sufficiently in the 
literature for the problem on half-line); (3) a new simple proof is given to 
the known result that the potential reconstructed in inverse spectral 
problem produces the spectral function from which it was reconstructed, 
(4) a characterization of the scattering data which does not use any 
assumptions about solvability of certain integral equations is given; a new 
interpretation of the normalizing constants is obtained; (5) new techniques 
are given for a study of the inverse problem; the techniques use the 
Marchenko equation at x = 0; (6) by means of the methods developed in 
the paper, a number of new concrete results are obtained; for instance, a 
potential q E C$(O, R), q = 4, is constructed which produces infinitely many 
purely imaginary resonances; here R > 0 is an arbitrary given number. 
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