In this short paper, we give an upper bound for the number of different basic feasible solutions generated by the dual simplex method with the most negative pivoting rule for LP. The bound is comparable with the bound given by Kitahara and Mizuno (2010) for the primal simplex method. We apply the result to the maximum flow problem and get a strong polynomial bound.
Introduction
The simplex method for a linear programming problem (LP) is developed by Dantzig [1] . In spite of its practical efficiency, a good upper bound for the number of iterations when applied to general LPs has not been known for years. A strong obstacle is a pessimistic result shown by Klee and Minty [5] . They show that the simplex method needs an exponential number of iterations for a special LP.
Kitahara and Mizuno [3] give a bound for the number of different basic feasible solutions (BFSs) generated by the primal simplex method with Dantzig's rule. They extend the analysis by Ye [6] for the Markov Decision Problem to general LPs. The bound they get is
where m is the number of constraints, n is the number of variables, δ and γ are the minimum and the maximum values of all the positive elements of primal BFSs, respectively, and ⌈a⌉ is the smallest integer bigger than a ∈ ℜ. When the primal problem is nondegenerate, it becomes a bound for the number of iterations. Kitahara et al. [2] improve the bound to
Kitahara and Mizuno [4] show that these bounds are almost tight in the sense that there are no upper bounds smaller than γ/δ.
In this paper, we analyze the dual simplex method with Dantzig's rule and obtain an upper bound for the number of dual BFSs. The bound is where E is a set of edges and V is a set of nodes. This is strong polynomial and better than the one obtained from the primal problem in [2] .
The Dual Simplex Method for LP
We consider the standard form of LP
where A ∈ ℜ m×n , b ∈ ℜ m , and c ∈ ℜ n are data and x ∈ ℜ n is a variable vector. The dual of (1) is
where (y, s) ∈ ℜ m × ℜ n is a variable vector. Throughout this paper, we assume that rank(A) = m, the problems (1) and (2) have optimal solutions, and an initial BFS of (2) is available.
Given a set of indices B ⊂ {1, . . . , n}, we split the constraint matrix A T , the constraint vector c, and the variable vector s according to B and N = {1, . . . , n} − B like
Then the dual problem (2) is written as
Let B be a basis and N = {1, . . . , n} − B be a nonbasis. Then the matrix A B is nonsingular and a dual basic solution for B and N is
If s N ≥ 0, the solution is a BFS. We often refer to (s B Let B t be the basis of the t-th iteration of the dual simplex method and
This is called a dictionary of the problem (2) 
Analysis of the Dual Simplex Method
In this section, we analyze the dual simplex method with Dantzig's rule. The analysis in this section is similar to the one in Kitahara and Mizuno [3] . The next result corresponds to Theorem 3.1 in [3] . 
Proof:
Let B * be a basis at an optimal BFS (y * , s * ) and set N * = {1, . . . , n} − B * . Then we have that
where the last inequality follows from
Rewriting the above inequality, we have
Let s j t be the entering variable chosen at the t-th iteration by Dantzig's rule. Since s t+1 ̸ = s t , we have s
where the last inequality follows from (4). Now it is easy to obtain the desired inequality. 
Note that the event described in Lemma 3.2 occurs at most once for each index j ∈ B * . From this observation, we get the following result.
Theorem 3.2 When we apply the dual simplex method with Dantzig's rule for LP (2) having optimal solutions, we encounter at most
If the dual problem (2) is nondegenerate, (y t+1 , s t+1 ) ̸ = (y t , s t ) for any t. Thus the bound in Theorem 3.2 becomes a bound for the number of iterations.
Corollary 3.1 Assume the dual problem (2) has optimal solutions and it is nondegenerate. Then the dual simplex method with Dantzig's rule terminates in at most
iterations.
Maximum Flow Problem
In this section, we apply the result in the previous section to the maximum flow problem and show a strongly polynomial bound for the number of BFSs generated by the dual simplex method.
In the maximum flow problem, we find the maximum flow f from a source s to a terminal t satisfying capacity constraints in a graph. Let G = (V, E) be a graph, where V is a set of nodes and E is a set of directed arcs. Then the maximum flow problem is formulated as 
