We present a microscopic theory of optical initialization, control and detection for a single electron spin in a quantum dot embedded into a zero-dimensional microcavity. The strong coupling regime of the trion and the cavity mode is addressed. We demonstrate that efficient spin orientation by a single circularly polarized pulse is possible in relatively weak transverse magnetic fields. The possibilities for spin control by additional circularly polarized pulse are analyzed. Under optimal conditions the Kerr and Faraday rotation angles induced by the spin polarized electron may reach tens of degrees.
I. INTRODUCTION
Non-magnetic spin control is among the most rapidly developing topics of modern semiconductor spin physics. Substantial progress has been achieved by application of the pump-probe technique to bulk semiconductors, quantum wells and quantum dots, where spins are created, manipulated and detected by optical pulses [1] . Singly charged quantum dot structures are of particular interest. In these systems discrete energy spectrum of charge carriers makes resonant optical excitation possible, which substantially enhances spin-photon coupling. At the same time, quenching the orbital motion due to size quantization suppresses significantly the spin-orbit induced spin decoherence making it possible to achieve long spin lifetimes of single electrons or holes. In addition to robust optical initialization of electron spin by polarized light, spin polarization readout [2, 3] , and ultrafast spin rotation by light [4] , in quantum dot ensembles a number of prominent effects, such as spin precession mode-locking and nuclei-induced frequency focussing have been demonstrated [5, 6] , see, e.g., Ref. [7] for review.
The spin-photon interfacing and optical spin control has also been demonstrated for single quantum dots [8] [9] [10] [11] [12] . The charge carrier spin state is, as a rule, detected by the Faraday or Kerr rotation. Typically, the Faraday rotation angle was on the order of 10 −3 degrees in Refs. [9] [10] [11] . The efficiency of spin-photon interaction can be strongly enhanced by placing the active system into a microcavity, where the electric field and, accordingly, Faraday/Kerr rotation are accumulated due to multiple passages of light between the mirrors [13, 14] . It makes possible to reach giant spin-Faraday effect in bulk semiconductor [15] , and even to detect a host-lattice nucleiinduced Faraday rotation [16] . On a single spin level embedding a quantum dot QD into a microcavity has enabled to achieve a resident hole spin control [17] and detect fluctuations of a single spin [18] . Very recently, a macroscopic rotation of photon polarization reaching several degrees has been observed in a single QD deterministically coupled to a photonic mode of a micropillar cavity demonstrating efficient spin-photon coupling [19] .
In quantum-dot/microcavity structures two regimes of light-matter interaction, namely, weak and strong coupling, are known [20] [21] [22] . In the weak coupling regime, realized in above works [17] [18] [19] , the dampings of cavity mode and trion exceed their coupling constant, while in the strong coupling regime the dampings are small as compared with the coupling constant, see Ref. [23] for rigorous criterion, and the coherent energy transfer between the photon and material excitation becomes possible. The strong coupling regime has been already achieved for neutral QDs placed in various types of microcavities [24] [25] [26] [27] , see Ref. [21] for review.
The strong coupling between a two-level quantum system and a single electromagnetic mode in a zerodimensional cavity results in a formation of the JaynesCummings ladder of coupled states [28] . The rung splitting in this ladder is dependent on the number of photon quanta in the cavity. The spectroscopic manifestation of this dependence carries a direct signature of the quantization of light and reveals non-semiclassical properties of the intracavity field as observed in atomic systems [29] , superconducting circuits [30] , and in microcavities with neutral quantum dots, where zero-dimensional exciton provides the two-level atom-like nonlinearity [31] .
Fundamental limitations on realization of the strong coupling regime for the charged QDs embedded into microcavities are absent [19] : The light-matter interaction is accompanied by generation of trions, three particle Fermionic complexes with two electrons in the spin singlet state and a hole with an unpaired spin in case of the resident electron (X − trion) or with two holes and unpaired electron in case of the resident hole (X + trion). This brings spin degree of freedom into the Jaynes-Cummings ladder and calls for a theory of the optical control of a single spin in the QD cavity quantumelectrodynamics structure operating in the strong coupling regime. Such a theory is developed in the present paper. We demonstrate a possibility to initialize the electron spin by a single circularly polarized pulse in the arXiv:1507.02133v2 [cond-mat.mes-hall] 1 Sep 2015 transverse magnetic field. It is also shown that the train of pulses leads to a complete spin orientation. Moreover, we predict an efficient spin rotation by the circularly polarized control pulse and tens of degrees for the spin-Kerr and Faraday rotation angles of the probe pulse.
II. MODEL
We consider a zero-dimensional microcavity with an embedded negatively charged QD. We denote the growth axis as z axis, and assume that the light is incident along z. The scheme of the system under study is sketched in Fig. 1 . The cavity eigenfrequency ω c is assumed to be close to the trion resonant frequency ω 0 in the dot, and for simplicity we assume the two orthogonally polarized cavity modes to be degenerate. In the presence of an external magnetic field B applied along the x-axis, the Hamiltonian of the system † Jz , a Jz are the creation and annihilation operators, respectively, for the electron with the spin z-component S z = ±1/2 and the singlet trion with the heavy-hole angular-momentum projection J z = ±3/2, g is the photon-trion coupling constant, Ω = g e µ B B/ is the Larmor frequency of the electron spin precession in the magnetic field, g e is the electron g-factor describing the Zeeman effect. Due to a small value of the transverse Lánde factor for heavy holes [32] we neglect, hereafter, the trion spin precession. We assume the QD size to be small compared with the exciton Bohr radius which allows us to treat the trions (three-particle complexes) as Fermions [33] and use for a † Jz , a Jz the Fermionic commutation relations. Furthermore, the Hamiltonian (2) includes an external electric field of the pump, probe or control pulse with the carrier frequency ω and smooth real envelopes E ± (t) being proportional to the electric field incident on the zero-dimensional microcavity and mirror transmission coefficient [34] .
Note that although the incident fields E ± (t) are treated classically we take into account the quantization of photonic states inside the cavity. The Hilbert space corresponding to this model is thus constituted by the fourlevel spin system of the QD and by the Fock states of the intracavity σ + and σ − photons. Regarding the spinsystem, its four basis states are denoted | ↑ , | ↓ (corresponding to an electron with S z = 1/2 or S z = −1/2, respecively) and | ⇑ , | ⇓ (corresponding to a trion with J z = 3/2 or J z = −3/2), and the basis states for the cavity are denoted |m + and |m − , with m ± = 0, 1, 2... the respective numbers of σ + and σ − photons. In the following we use notations such as | ↑, m + , m − to denote a state of the QD/microcavity system with spin-up electron and photon numbers m + and m − [19] .
The Hamiltonian (1) describes the coherent energy exchange between photons and trions in the microcavity as well as the effects of external pumping and magnetic field. In order to describe incoherent processes of photon mode decay via the photon leakage through the mirrors and non-radiative decay of trions in QDs we should introduce the density matrix ρ satisfying the quantum master equationρ
whereρ(t) denotes the time-derivative of the density matrix and the Lindblad operator L{ρ(t)} responsible for the incoherent processes can be presented as [33] [34] [35] L{ρ(t)} = .
Here κ is the decay rate of the cavity mode, and γ is the trion decay rate unrelated with the photon emission to the cavity mode. In this paper, we assume the former to exceed, by far, the latter (κ γ) as it is typically the case [27, 36] , focus on a quite strong coupling regime (γ, κ g) and consider moderately high magnetic fields:
In this model the initialization, control and detection of the single electron spin in the cavity is practically independent of γ, and the inclusion of this additional parameter allows us to check its low influence.
As will be shown below, the condition Ω g allows us to neglect the magnetic-field induced mixing between the excited states and take it into account only for the ground states | ↑, 0, 0 and | ↓, 0, 0 . In such a regime, the Hamiltonian H B leads to coherent spin beats at the frequency Ω between these two ground states, whereas all the other states remain negligibly affected [64] . Furthermore, if γ, κ Ω the spin precession is much faster than the trion or photon decay processes, the limit in which the spin dynamics is governed only by the population and coherence of the two ground states. For reasonable values of the parameters g = 500 µeV, κ = 10 µeV and γ = 2 µeV, the magnetic field satisfying the conditions (6) corresponds to the range of 1÷10 T.
Additional pure dephasing processes, with a dephasing rate γ * , can also be included into Eq. (5) following, e.g., Ref. [36] [37] [38] . This increases the relaxation rate of the off-diagonal elements from the rate γ/2 to γ * + γ/2. However, in the strong-coupling regime with γ and γ * being much smaller than κ the results are almost insensitive to both γ and γ * .
A general description of the decay and decoherence processes would require the inclusion of the relaxation and dephasing sources (i.e., electron-phonon interaction, coupling with other photon modes, etc.) in the Hamiltonian of a system [34, 35, 39, 40] . However, in the present study we restrict the analysis to the simplest possible model, considering only the Markovian processes that can be described by Eq. (5). In the following the spin relaxation processes of electron and trion (e.g., splin-flip and/or spin-decoherence experienced by the hole spin in the trion state, even in the absence of trion decay) are also neglected because for the zero-dimensional carrier states they are slow as compared with the trion decay rate γ and the photon decay rate κ (see Refs. [5, 7] and references therein). Accordingly, they play no role in the spin orientation and control. It is worth to mention that the formalism of Eqs. (1), (4) and (5) is derived under the conditions γ, κ ω c , ω 0 , ω, i.e. when the incoherent processes are perturbative, and g ω c , ω 0 , ω, while the relations between the decay rates γ, κ and the photontrion coupling constant g can be arbitrary. Hence, the formalism is applicable in both the weak and strong coupling regimes [41] .
III. SPIN INITIALIZATION AND CONTROL
In this section we study the effect of a short circularlypolarized pulse on the resident electron spin in the quantum microcavity. First we present the formalism based on the Schrödinger equation to describe the action of pump and control pulses. Next we consider the spin initialization process and then address the coherent spin control by circularly polarized pulses.
A. Formalism
We bound ourselves to short optical pulses with a duration τ p satisfying the conditions Ωτ p 1 and κτ p 1. Since usually γ κ the condition γτ p 1 is fulfilled as well. As for the product gτ p , its value is left arbitrary. The process of spin initialization or control of a resident electron by short circularly-polarized pulses can conveniently be divided into three stages corresponding, in accordance with the inequalities (6), to three different time scales: (i) on the time scale of t ∼ τ p where both the magnetic field and relaxation processes are unimportant and the action of a pump/control pulse can be described in the framework of the Hamiltonian (1) with Ω = 0, (ii) on the time scale τ p t ∼ 1/Ω 1/κ one should take into account the magnetic field in Eq. (1), and (iii) for 1/Ω t ∼ 1/κ the photon decay becomes important. Such separation of time scales strongly simplifies the calculations. To illustrate the approach, we consider the spin dynamics under the excitation by σ + polarized pulses. Similarly to the pump-probe experiments on single QDs and QD arrays without a cavity [43] , the repetition period of the pump pulses is assumed to be longer than the damping times γ −1 and κ −1 . Hence the accumulated photons have the time to escape the cavity and the system returns to the ground state before the arrival of the next optical pulse. Therefore, it is sufficient to trace the behavior of the system following a single optical pulse.
In addition, we point out that for a circularly-polarized excitation the system evolution is simplified. If only σ + photons are injected into the cavity, i.e., E − (t) = 0, the system evolution is limited to the subset of states corresponding to m − = 0, and the states with spin ⇓ remain unexcited. With explicit notations, we thus use a basis formed by the states |↓, m × σ + , |↑, m × σ + and |⇑, m × σ + , corresponding to m = 0, 1, . . . σ + photons and no σ − photons. Let the resident electron, before the pulse arrival (t → −∞) be in the state given by the spinor components ψ 1/2 , ψ −1/2 normalized to the unity. In the above-mentioned notations, the total initial system state is thus given by ψ 1/2 |↑, 0 × σ
In the first stage, i.e. at the direct action of the pump pulse (E + = 0), the system may be described by a timedependent wavefunction given by
In this equation the coefficients C The coefficients D m (t) correspond to the uncoupled states |↓, m × σ + , for which no interaction occurs between the electron spin ↓ and the σ + photons. These coefficients satisfy the initial conditions:
and all other coefficients vanishing. The coefficients C ± m (t) obey the following infinite set of coupled differential equations
Here δ = ω c − ω and ∆ = ω 0 − ω c are the detunings, respectively, between the cavity-mode frequency and the pulse carrier frequency, and between the quantum-dot and cavity-mode resonant frequencies, and the time variable in C ± m (t) and D m (t) is omitted for brevity. Equations of motion for D m can be obtained from (8a) by setting g = 0:
The latter permits an analytical solution for the real E + (t) as follows [44] 
where
and
According to Eq. (7), after the pulse the system is described by a coherent superposition of the electron, trion and multiphoton states. The dynamics under a σ − polarized pulse can be described similarly. It is worth stressing that the statistics of uncoupled ladder of states, related with |D m | 2 , is described by the coherent Glauber distribution inherent for the classical light [44] . By contrast, due to the presence of two-level system non-linearity the coefficients |C ± m | 2 in Eqs. (8) do not obey coherent distribution [45] . Therefore, to describe spin initialization, control and detection the field quantization in the cavity should be explicitly taken into account.
At the second stage, started after the short pulse has passed and lasting during the time ∼ Ω −1 , the magnetic field comes into play and the Shrödinger equation reduces to the set
A direct consequence of the above equations is that under the assumption Ω g, the transverse magnetic field mixes, in the first order, only the ground (nophoton/trion) states |↑, 0 × σ + and |↓, 0 × σ + . The set (12) is decomposed into a pair of closed equations
describing the electron spin in the no-photon ground state with m = 0, and other equations
The initial conditions for them are given by the limiting values C ± m (+∞), D m (+∞) found in the first stage. The components of the electron spin S = (S x , S y , S z ) in the ground bare states |↑, 0 × σ + and |↓, 0 × σ + are determined by
The magnetic field B x induces the Larmor spin precession in the (yz) plane
where the initial components S 
Here we stress that the amplitude of the Larmor spin precession is governed only by the populations and coherences for the two ground states |↑, 0 × σ + and |↓, 0 × σ + .
On the third stage, t ∼ κ −1 , irreversible relaxation processes should be included into the analysis. The trion decay and the photon escape return the system to the ground state. However, for high enough magnetic field, Ω κ, the electron returning from the states |↑, m × σ + , |↓, m × σ + with m > 0 and the trion states into the ground states makes no contribution to the rotating spin S(t). Indeed, if Ω κ the states |↑, 0 × σ + and |↓, 0 × σ + experience a Larmor rotation which is much faster than the typical time intervals between the successive photon or trion decay events. These events incoherently contribute to increase the population of either |↑, 0 × σ + or |↓, 0 × σ + state. Thus, they leave both the direction and magnitude of the spin vector S(t) unchanged, as confirmed by a numerical calculation carried out within the density matrix formalism for the condition Ω κ. Qualitatively, this can be understood by transforming to the coordinate system rotating with the Larmor frequency around the field B: In this system the ground-state electron spin is fixed whereas the direction of the electron spin incoming from the decaying excited states is changing with the frequency Ω. As a result, the spin dynamics is not modified during the third stage and closely follows Eqs (16) if Ω κ (the situation where κ is comparable to Ω is described below and in Appendix A).
Finally, when considering timescales t κ −1 , γ −1 , one also has to take into account the spin relaxation for the resident electron. For these timescales the spin dynamics is modified, as compared to Eqs. (16a) and (16b), by
where τ s is the phenomenological spin relaxation time of resident electron assumed to exceed by far Ω −1 , κ −1 , and γ −1 . Equations (17) together with (15) fully describe the resident-electron spin dynamics induced by the short circularly-polarized pulse. We also point out that, in typical experiments, periodic trains of pulses are used, with a repetition rate of the order or even much higher than the spin relaxation rate. The effect of periodic pump pulses is discussed in Appendix B, showing that very efficient spin initialization can be obtained even when considering the incomplete spin initialization induced by a single pump pulse and a relaxation of the spin coherence between two consecutive pulses. Using this formalism we address below the spin coherence initialization and spin control effects. 
at the double resonant condition ω = ω 0 = ω c , and (b) a function of the detuning between the pump pulse carrier frequency ω and the cavity resonant frequency ω c . To model the initially unpolarized electron we used the spinor components ψ 1/2 , ψ −1/2 of equal absolute values, 
As follows from Fig. 2(a) , at small values of Θ (weak pulses) the electron spin polarization increases proportionally to Θ 2 or to the first power of the light intensity, as expected from general considerations. With the further increase in Θ it reaches a maximum and then slopes down. The decrease in polarization is related to depopulation of the ground states |↑, 0 × σ + and |↓, 0 × σ + : for optical pulses of high intensity the coefficients C − 0 (+∞), D 0 (+∞) → 0 and, according to Eqs. (15) , S(0) → 0. This is because spectral wings of high intensity pulse induce non-resonant transitions, see below. It is worth to emphasize that the Θ-dependence does not show any oscillations, in contrast to the Rabi cycle inherent to two-level systems [43, 47] . This can be understood taking into account an infinite number of strongly-coupled excited states in the system under consideration, see detailed discussion on Rabi effect in Appendix C. Furthermore, a single pump pulse cannot polarize electron spin by more than S z = 0.25 if initially the electron is unpolarized. In the optimal case, indeed, the pulse will fully transfer one of the spin components to the excited states, and leave unaffected the other spin component, i.e. |D 0 (+∞)| 2 = 0 and |C − 0 (+∞)| 2 = 1/2 right after the pump pulse. In such a case, the trion and photon decay processes will equally transfer the populations of the excited states towards the two ground states. This corresponds to a maximal polarization degree ρ z = 2S z ≤ 50% if the spin is initially unpolarized before the pulse; however, as shown in Appendix B, a train of synchronized pump pulses can result in the complete spin polarization of the resident carrier [43] .
We now turn to the spectral features of this spin initialization procedure, which can be understood by considering the eigenstates of the system in the absence of any external field (i.e. when E ± (t) and Ω = 0). Indeed, the condition g κ, γ corresponds to a strong coupling regime with a clear spectral separation between the polaritonic states induced by the light-matter coupling. In the absence of σ − photons, the eigenstates we have to consider in our system are the ground states |↓, 0 × σ + and |↑, 0 × σ + , the uncoupled states |↓, m × σ + with m > 0, and the polaritonic eigenstates of the form
also with m > 0. While the energies E 0 m of the uncoupled eigenstates |↓, m × σ + are simply given by
the energies E ± m of the polaritonic eigenstates, Eq. (19), are given by the Jaynes-Cummings formulae [28] : Figure 3 presents the energy spectrum of this system for the two ground states, and for the first three excited states, illustrating that the energy degeneracy is lifted only for the excited states. This is the reason why, when a magnetic field is turned on in the limit Ω g, this leads to an efficient mixing between the ground states but not between the excited states. Figure 3 also demonstrates, why, in the results of Fig. 2(a) , efficient spin initialization is obtained when the pump pulse is longer than the inverse coupling constant g −1 , i.e. gτ p 1. Indeed, the wider the pulse spectrum, the weaker the rate of resonant transition and, in addition, the spectrally wide pulses give rise to transitions involving both spin-up and spindown electron states. For g = 500 µeV, the condition gτ p > 1 corresponds to τ p > 1 ps.
Under the double resonance condition, ω = ω c = ω 0 , the right-handed circularly-polarized pump pulse orients the electron spin in the positive z direction, as shown in Fig. 2(a) and in Fig. 2(b) for zero detuning. To explain this sign of S (0) z we refer to the wavy arrows in Fig. 3: for a large enough coupling constant g, the carrier frequency ω is out of resonance with the split excited states (19) and in resonance with the transitions
As a result the σ + pulse causes a reduction of the coefficient D 0 (+∞), exciting and therefore disordering the electron spin-down state. It is clear that one can invert the spin polarization by detuning the pulse frequency from ω c = ω 0 to one of the polariton transitions, thus causing C − 0 (+∞) → 0 and S (0) z < 0, in agreement with the behavior of the solid curve in Fig. 2(b) . As mentioned above, the high-intensity pulse results in the reduction of both C − 0 and D 0 since the power of spectral wings increases with the pulse area. An extra feature in the curve is related to the resonant two-photon excitation of the m = 2 polaritonic states, at energies given by E ± 2 in Eq. (21): For this process the resonance condition is 2ω = 2ω c ± √ 2g or |δ| ≈ g/ √ 2 being a signature of the second rung in the Jaynes-Cummings ladder. For the larger detunings, |δ| > g, the optical transition efficiency decreases and the electron spin orientation is suppressed, similarly to the above-mentioned effect of pulse duration shortening, compare also the solid and dashed curves in Fig. 2(b) . The detuning ∆ = g between the trion and cavity-mode resonances shifts leftwards the dips related to the spin-up polaritons, as seen from the dotted curve in Fig. 2(b) .
The results obtained within the simplified three-stage model presented above are corroborated by the numerical calculations performed within the full density matrix approach. This approach was also applied to calculate explicitly the spin beats after Eqs. (4) and (5). The results are presented in Fig. 4 by black solid lines together with the predictions of the simplified three-stage model (red/dashed lines) for three different magnitudes of magnetic field. The parameters of calculations are presented in the figure caption and, as above, the initial condition corresponds to the unpolarized electron. In the case of Ω = 0 the long-living spin beats (at t 1/κ) are not excited, because in the absence of both magnetic field and spin flip processes, the electron spin returning from the excited states exactly compensates the spin generated by the pump pulse.
Accordingly, an increase of Ω leads to a non-zero amplitude of the long-living spin beats. For large enough magnetic field, where Ω κ and the inequalities (6) are fulfilled, the spin beats calculated in the density matrix formalism and in the three-stage model expectedly coincide. A more elaborate model of spin coherence initialization outlined in Appendix A allows us to describe spin coherence excitation even for Ω κ, corresponding results of calculations are presented by green dash-dotted lines in the Fig. 4 .
The dependence of the spin beats on the ratio Ω/κ is also illustrated in Fig. 5 . Fitting the numericallycalculated spin beats with Eqs. (17), at the time scale ranging from τ p to some value T max chosen in a way that 1/κ T max τ s , allows us to determine the initial spin components S in this region is related with the increasing ratio Ω/g assumed to be small in the Schrödinger equation approach. These properties are similar to those in the previously-studied spin initialization in quantum wells and QDs without a cavity [7, 48, 49] . Hence, the comparison of the developed three-stage model and full density matrix approach demonstrates that under the condition Ω κ one can indeed neglect the contribution of excited states to the spin beats.
C. Spin coherence control
Equations (8), (10) , and (16) describe also the coherent spin manipulation by short circularly polarized pulses. To address such a situation we assume that shortly before the control pulse arrival the resident electron spin is (4) and (5), black solid and red dashed curves respectively, with the same parameters as in Fig. 4 and Tmax = 10/κ. aligned along y-axis, yielding
In the absence of the control pulse, this situation would simply correspond to the spin precession described by Eqs. (16) z . Indeed, similarly to the previously studied situation of the QD without the cavity [7, 43, 50, 51] the circularly polarized pulse induces spin rotation in the (xy) plane. The spin rotation angle induced by the control pulse is defined from the phase of the spin beats in Eqs. (16):
. This rotation angle Φ, calculated in the three-stage model, is presented in Fig. 6(a) as a function of the detuning δ between the carrier frequency and QD/cavity resonances (here and below ω 0 = ω c ). Here, as before, the conditions g Ω κ, γ were assumed to be satisfied. Figure 6 (a) shows that spectrally narrow control pulses can rotate the resident electron spin in the (xy) plane by an arbitrary angle. Particularly, as demonstrated with the dashed curve, calculated for gτ p = 5, the spin rotation angle in the plane can reach 2π. For somewhat shorter pulses gτ p = 2 the spin rotation angle is still significant.
We now show that besides spin rotation, the control pulse also generally induces a spin depolarization, which, however, can remain limited under proper excitation conditions. In the optical control situation, indeed, one specifically starts with a situation where S z = 0. Because the two ground states are populated, the control pulse will populate at least one of the excited states, thus leading to a partially polarized spin right after the con- trol pulse. The spin will then remain partially polarized after the depopulation of the excited states, on the time scale of t ∼ 1/κ −1 . This depolarizing effect is similar to the one which is obtained with a QD without a microcavity, whenever a trion population is created by the control pulse: the trion decay at random times then leads to an unavoidable spin depolarization. In order to limit this depolarization, a well known technique in QDs without microcavities consists in using specific values of the pulse area Θ = 2πn, where n is an integer [5, 7] , so that the trion state populations remain negligible after the control pulse. A similar technique can be applied in the present case, by applying a control pulse which reduces the population of the excited states right after the pulse, see Appendix C where the conditions for the Rabi cycle are analyzed.
In order to illustrate the effect of the control pulse, the degree of spin polarization in the strong coupling regime is plotted in Fig. 6(b) as a function of the detuning. The depolarization effect is present for any values of Θ and δ, but can remain moderate for given values of the pulse area, as for example with gτ p = 5, Θ = 3, and δ/g = ±1.4 in Fig. 6(b) .
The panel (c) of Fig. 6 visualizes the spin control and presents the possible spin polarizations of the QD after the control pulse arrival for different detunings δ provided the spin is initially oriented along y axis. Note that this trajectory can be simpler or even more complex depending on the pulse power and duration. The longer is the pulse the more polarization can be kept for the given rotation angle. For example, calculation shows that taking gτ p = 15 and Θ = 3 one can rotate spin by Φ = π/2 with small depolarization of about 15%.
We also point out that this possible depolarization does not contradict the fact that, in the formerly described spin initialization process, perfect spin polarization can be achieved using a train of circularly polarized optical pulses. Indeed, as shown in Appendix B, under the double resonance condition ω = ω c = ω 0 , and with a proper synchronisation of the pulses, one can reach a situation where S z = 1/2 before and after a pulse arrival: in such a case the only state which is populated at the pulse arrival is the ground state | ↑, 0, 0 . This states remains unaffected by the circularly polarized incoming pulse, which therefore does not induce neither any spin depolarization nor spin rotation.
IV. SPIN COHERENCE DETECTION
The spin polarization is detected by a linearly polarized probe pulse. In the strong coupling regime the Faraday and Kerr effects induced by a single electron spin become giant, since one circular component of the probe pulse can be fully transmitted through the cavity, while the other one can be fully reflected [14, 19] . It follows from Refs. [14, 34] that in the limit of small amplitude of the probe beam, |E i |/κ 1, the reflection coefficients, r ± , of the monochromatic σ ± polarized light from the microcavity can be presented as
.
(23b)
Here we have introduced κ 1 and κ 2 being the photon escape rates through the mirrors (light is incident on the mirror characterized by κ 1 ), in these notations κ = κ 1 + κ 2 . The transmission coefficients through the microcavity are given by t ± = (1 + r ± ) κ 2 /κ 1 . Equations (22), (23) can be derived from general Eq. (4) retaining only states with 0 and 1 excitation in the system and neglecting the magnetic field Ω; the magnetic field effect is considered below. These formulae are valid provided that the duration of the probe pulse, τ p , exceeds by far κ −1 , so that one can treat it to be quasimonochromatic, but, on the other hand, τ p should be short enough compared with the electron spin reorientation time, otherwise S z can not be considered as a constant during the probe pulse action and strong fluctuations of reflectivity and transmission arise [65] .
For the unpolarized electron the intensity coefficient of light reflection is polarization independent and, according to Eq. (22), given by
Accordingly, the three dips appear in the reflectivity spectrum at a zero-detuning condition ω 0 = ω c , see inset in Fig. 7 . The dip at the frequency ω c corresponds to the light component experiencing no coupling with the QD, its reflectivity is given by r 0 , and the two dips centered at ω ≈ ω 0 ± g correspond to the polariton resonances split in the strong coupling regime and described by r 1 . Noteworthy, this is in contrast with the case of low-density two-dimensional electron gas in the microcavity [15] , where for unpolarized electrons two features are present in the reflection/transmission spectra in the strong coupling regime. In the latter case the circularly polarized components of the probe beam always interact with multitudes of electrons. For the cw probe beam the spin-Kerr/Faraday angles and induced ellipticity are given by [7, 22, 43] 
respectively. The ellipticity of the transmitted beam is given by Eq. (25c) with the replacement r ± → t ± .
In the case of a short probe pulse the reflectivity coefficient and spin signals should be convoluted with the normalized Fourier transformẼ(ω ) of the probe pulse envelope defined bỹ
The result reads
Note, that the frequency dependences of the Kerr and Faraday rotation signals are similar for the QD embedded into a microcavity operating in a strong coupling regime [14, 52] : Both signals consist of the dispersive features centered at polariton and bare cavity mode frequencies and both can reach tens of degrees. The ellipticity has maxima at the eigenfrequencies of the system. When computing these Kerr and Faraday rotation signals, one can also take into account the effect of magnetic field, Ω κ, similarly to Ref. 49 . For a sufficiently weak probe pulse the relevant states involve no more than one photon and are represented by | ↑, 0, 0 , | ↓, 0, 0 , | ⇑, 0, 0 , | ⇓, 0, 0 , | ↑, 0, 1 , | ↓, 1, 0 , | ↑, 1, 0 , | ↓, 0, 1 . The important feature of the spin coherence detection in this case is that during the lifetime of the probe pulse inside the cavity the electron spin rotates substantially, hence, the reflected and transmitted light is modulated by the spin beats. For the monochromatic probe beam at a frequency ω the reflected light contains the same-frequency component with the amplitude reduced by the factor
and two components at the frequencies ω ± Ω whose amplitudes are proportional to the incident field amplitude with the coefficients
respectively, where σ = ±1 for σ + /σ − polarized components of the probe beam, S
± = S z ± iS y and spin components in Eqs. (28), (29) correspond to t = 0, i.e. the moment of the probe pulse arrival. Here 
Similar equations hold also for the transmitted light. Note that Eqs. (29) describes spin-flip Raman scattering of the light in the zero-dimensional microcavity operating in the strong coupling regime [54] . The components of electric field of reflected pulse can be found from Eqs. (28) , (29) and (30) . For the pulse linearly polarized along x-axis one has
Equations (31) together with general definitions of spin signals, Ref. [7] , allow us to calculate the spin-Kerr and spin-ellipticity signals. Figure 7 shows the Kerr rotation angle calculated as a function of the detuning for different probe pulse durations. The dispersive features of θ K correspond to the frequencies ω = ω 0 and ω 0 ± g.
Interestingly the dependence of the rotation angle on the pulse duration at a fixed detuning is nonmonotonic. On one hand, the shorter the pulse, the wider its frequency spectrum, hence, the spectral features become less pronounced with a decrease in the pulse duration.
On the other hand, for relatively long pulses Ωτ p 2π the spin precession during the pulse action suppresses the signal [49] . As a result the optimal sensitivity is reached for the moderate pulse durations g −1 τ p Ω −1 . These results show that giant modifications of the optical polarization, which have recently been experimentally demonstrated for cw monochromatic light [19] , are possible even in the presence of short non-monochromatic pulses. Furthermore, as envisioned in Ref. [19] for the cw case, with these short pulses it will also be possible to use generalized polarization measurements in a properlychosen polarization basis: This will allow approaching the ideal situation where the output polarization states corresponding to spin | ↑ and | ↓ are orthogonal to each other, and thus distinguishable with a single photon detection event. Such a possibility is at the heart of many theoretical proposals relying on the efficient interaction between a single spin and a single photon for a wide range of applications [14, [55] [56] [57] [58] [59] [60] [61] [62] [63] and can be also interesting in view of generation of photonic states with unconventional statistics [39] .
V. CONCLUSION
To conclude, we have presented a theory of single electron spin coherence initialization, detection and manipulation by short optical pulses for a quantum dot/microcavity structure operating in the strong coupling regime. Thereby, the Jaynes-Cummings ladder model is extended to spin-polarized zero-dimensional trion polaritons. It is shown that the spin polarization after a single pump pulse can reach 50% in a moderate transverse magnetic field. The train of pump pulses is shown to cause the complete spin polarization of the resident electron. The direction of the photoinduced spin depends both on the photon helicity and carrier frequency of the pump pulse. The possibilities for the coherent control of single spin in the strong coupling regime are analyzed. The spin rotation induced by a circular pulse is accompanied, in general, by depolarization, which can be moderate for optimal conditions. The spin-Kerr and Faraday rotation angles detected by short linearly polarized pulses are calculated and shown to reach tens of degrees.
Appendix B: Spin pumping by a train of circularly polarized pulses
In order to address the effect of the pump-pulse train with the repetition period T R τ p , 1/κ we follow Refs. [7, 43, 48] and introduce a linear relation between the "long-living" electron spin components right before the pump pulse arrival S (b) and right after the pulse arrival S (a) [note, that in this definition,
y , S
z ) in Eq. (17)]:
where the operatorQ describes spin transformation and depolarization by the pulse and G describes the spin generation. The matrix elements ofQ and the components of G are determined by the pump pulse parameters. The spin precession between the pulses, 0 < t < T R , is described by the linear transformation exp (−t/τ s )R(Ωt), where the matrix of the operatorR can be presented according to Eqs. (17), (16) 
Correspondingly, the steady-state value of S (a) satisfies the equation
Under the condition of phase synchronization ΩT R = 2πN , where the electron spin makes integer number of revolutions between the pulses,R(2πN ) reduces to the unit operator and we obtain
For the sake of illustration we consider the resonant case where the pump carrier frequency equals to that of the bare cavity mode, ω = ω c =ω 0 . Then under conditions gτ p 1 and (6) 
and G = (0, 0, (1 − Q 2 )/4). In this case S For T R τ s , one has S (b) z = S
(1) z = 1/2 which means that the complete spin polarization by the train of pump pulses is achievable.
Appendix C: Rabi cycle in the very strong coupling limit
In the limit of very strong coupling where g κ, γ and for very spectrally narrow circularly polarized pulse gτ p 1 one can, neglecting magnetic field effect, expect Rabi cycle resulting in the oscillations between the ground state ↑ and one of the polariton states, see Eq. (19) and Fig. 3 ,
if pump pulse is almost resonant with the corresponding transition frequency ω ± = ω 0 ± g,
Here, for simplicity, we assumed that ω 0 = ω c . In this situation the wavefunction of the system can be presented in the form Ψ = A(t)| ↑ + B(t)|1, ± ,
where coefficients A(t) and B(t) satisfy standard equations for the driven two-level system dynamics [47] :
and time argument is omitted for brevity. Unlike Eqs. (8) of the main text, here, we use here the basis of polariton eigenstates (21) . The possibility to disregard other states in Eq. (C4) is justified for moderate pump pulse areas, Θ, by the condition (C3): The transition from either of |1, ± states to the higher energy states are suppressed since corresponding transition frequencies differ strongly from ω ± . An increase of the pump pulse area Θ 2π, where in two-level approximation many periods of Rabi cycle would take place, invokes here the transitions to the higher energy states and results in the damping of Rabi oscillations. We also note, that for the parameters of calculations presented in Figs. 2, 6 many excited states are involved and Rabi oscillations do not take place.
Inclusion of the magnetic field induced mixing of the states | ↑ , | ↓ results in more complex picture of Rabi oscillations, cf. Ref. [49] .
It is also worths mentionning that control pulses of specific shapes, e.g., rectangular pulses, under certain conditions, namely, 0 < |δ| g and δτ p ∼ 1, can lead to the spin rotation without any depolarization. Indeed, the parameter α in Eq. (10) for D m can be made zero for specific pulse duration while the phase φ is not, generally, a multiple of 2π. In this cases D 0 remains constant in amplitude but acquires the phase, while C − 0 is unaffected by the control pulse. We note that in the limit of weak coupling where the feedback of the quantum dot on the cavity mode can be neglected (and the field inside the cavity can be treated classically), Rabi oscillations naturally arise since photons of given circular, σ + (σ − ) polarizations couple | ↑ (| ↓ ) electron with | ⇑ (⇓ ) trion states, see Refs. [7, 43] for more details.
