class of randomness, has been developed in recent years taking advantage of the mean square random calculus. It 26 has been done in both scenarios, the scalar and the matrix framework [13, 14, 15, 16, 17, 18] . It is also well-known 27 in population modelling the prominent role played by Riccati differential equation, in both the deterministic and the 28 random cases [19, 20] .
29
In this paper, we deal with the following random matrix Riccati initial value problem (IVP): 
30

W (t) + W(t) A + D W(t) + W(t) B W(t) −
C = 0 , W(0) = W 0 ,(1)
49
The space L p (Ω) of all r.v.'s of order p (assuming we do not distinguish between r.v.'s that are equal with probability 50 one), endowed with the norm
has a Banach space structure [11, p.9] . It is interesting to recall some important results that will be used later in 52 the matrix operational calculus. If x ∈ L p (Ω) and 0 < q ≤ p, then x ∈ L q (Ω). This is a consequence of Liapunov 53 inequality 54 E |x| x y p ≤ x 2p y 2p , x, y ∈ L 2p (Ω) .
For the random scalar calculus, if a ∈ L p (Ω) and {x n : n ≥ 0} is a sequence in (L p (Ω), · p ) converging to x ∈ L p (Ω),
56
then the sequence {a x n : n ≥ 0} does not necessarily converge in the norm · p to the r.v. a x. However, according to 
Hereinafter, T will denote an interval of the real line, R. A stochastic process (s.p.), {x(t) : t ∈ T ⊆ R}, is said to be 
has a Banach space structure. Although we use the same notation for the norms · p in (2) and (6), no confusion is 63 possible because lower case letters are used for scalar quantities and capital letters are used for matrix quantities.
64
The next result is a natural extension of inequality (4) to the random matrix framework.
Proof. One one hand, by (4) one gets 
On the other hand, manipulating the right-hand side of expression (8) 
From (8) and (9), the result is established.
69
Taking into account Proposition 1 and the proof of the scalar result (5), see [22, Lem. 6], it is easy to establish the 70 following lemma that we state without proof.
We have seen that the concept of scalar s. at t 0 ∈ T , being X (t 0 ) its p-derivative or · p -derivative, indistinctly, if there exists a random matrix
It is easy to prove that if all the entries
is a p-differentiable matrix s.p. at t 0 and its p-derivative is the p-differentiable and its p-derivative is given by G (t) = Gg (t).
87
Proof. It follows directly from the definition of the derivative in the p-norm:
where in the last step we have used that G p < +∞ and the differentiability (in the classical or deterministic sense)
of g(t).
90
The next result is a rule for p-differentiability of the product of two 2p-differentiable matrix s. 
Proof. Let us consider
and add and subtract F(t + h)G(t), then applying triangular inequality to obtain
next, we add and subtract F(t + h)G (t), then applying again the triangular inequality together with (7) one gets
Moreover, because of · 2p -differentiability, and hence · 2p -continuity, of F(t) and G(t), one gets 100
This implies that all the terms in (11) tend to zero as h → 0. Thereby, the result is established.
101
The following result constitutes a generalization of inequality (17) of [22]: Notice that the determinant of a random matrix is a r.v. Since A n (t) is a matrix s.p., in the context of Definition 2, det(A n (t)) is a scalar s.p. As an extension of its scalar counterpart, we introduce the following.
Definition 3.
A stochastic process {U(t) : t ∈ T } is said to be invertible if its determinant det(U(t)) is different from 117 zero with probability one for every t ∈ T .
118
In the context of the above definition, let p ≥ 1 be fixed, and assume that the following statistical moments exist 119 and are finite 120 E (a i, j (t))
Then, using inequality (12) one gets that the determinant of the matrix s.p. A n (t) is well-defined in the p-norm:
Notice that in the last step, hypothesis (14) has been applied. Inequality (15) can be straightforwardly generalized to 122 matrix stochastic processes of size n − r, A n−r (t), 0 ≤ r ≤ n − 1 considering the (2 Proof. Throughout the proof, we will assume that n ≥ 2, otherwise the result is trivial. Let 0 < |h| < , t, t + h ∈ T 129 and consider the following development based on the Laplace's formula to compute the determinant of matrix A n (t) 130 in terms of the cofactors (−1)
Now, we add and subtract ±det A
in the sum of the 132 right-hand side of (18) and then we apply triangular inequality together with inequality (4). This yields
Hence, taking into account that by hypothesis a 1,
Since A
n−1 (t) has size (n−1)×(n−1), under hypothesis (17) and applying (16) with r = 1 one gets det A
To conclude the proof, we now need to show that
With this goal, we now adapt the reasoning exhibited previously in (18)- (19) developing the determinants of size
140
(n − 1) × (n − 1) that appear in (23) using the Laplace's formula in terms of the cofactors (−1)
, which correspond to the elements of the second row of the original matrix A n (t), except the element a 2, j 1 .
142
This yields
. . .
In the above expression, all the summands of the form
tend to zero as h → 0 because the · 2 n−1 p -continuity of {a 2, j 2 (t)} (and hence, using the Liapunov's inequality, the · 2 2 p -continuity 145 of {a 2 j 2 (t)}) and the finiteness of det A
(by applying inequality (16) for r = 2) and a 1 j 1 (t + h) 2p (by the Liapunov's 146 inequality and hypothesis (17)). Thereby, to conclude the proof it must be proven that
Again, we can repeat the previous reasoning in n − 3 additional steps. This leads to show that is enough to prove 148 det a n,n (t + h) − det a n,n (t) 2 n−1 p a n−1,
to conclude the proof. Notice that all the terms of the form a k, (17)) and det a n,n (t
because the · 2 n−1 p -continuity of a n,n (t). Thus (25) holds and the proof is completed.
149
Let us assume that U(t) ∈ L n×n 2p (Ω) is invertible and 2p-differentiable and that its inverse, (
is a 2p-differentiable matrix s.p. Then there exists an ordinary neighbourhood
(Ω) is invertible for all t ∈ I. Moreover, notice that by Proposition 2
152
U(t)(U(t))
where 0 n and I n denote the null and identity random matrix of size n in L n×n 2p (Ω), respectively. Therefore in the interval 153 I, one gets
(Ω) and is 2p-differentiable. Then, its p-derivative is given by
Random linear matrix differential systems 157
This section deals with the solution of random linear matrix differential systems of the form
where
Apart from the fact that system (27) is the natural extension to the random 159 framework of the classical linear homogeneous matrix deterministic systems, here they have a particular relevance 160 because the solution of the random matrix Riccati differential equation (1) will be constructed in terms of the solution 161 of a random rectangular linear differential system of the form (27).
162
The fact that the solutions of deterministic linear systems of type (27) appropriate conditions, to be specified later, the random matrix exponential exp(L t) will play a relevant role justifying 165 that a natural candidate solution of (27) is
Let us assume that the random matrix coefficient L = (l i, j ) has entries l i, j : Ω → R such that there exist positive
Next, we will show that under condition (29) the random matrix series
is absolutely convergent in the space (L m×m p
(Ω), · p ) for all t ∈ R.
Let us denote the
and note that
By applying (12) and hypothesis (29), it follows that
Then, from (34) one gets
Taking into account (36), expression (33) implies
Let us denote
Thus series (31) is absolutely convergent in the space (L m×m p
(Ω), p ) and thereby we can define
The next result is to check that series function exp(Lt) defined by (40) is termwise differentiable in the norm · p .
framework 
Then, for each t ∈ T , U(t) is · q -differentiable and
Proposition 2, Lemmas 2 and 3, it follows that 
Let R > 0 arbitrary but fixed and take |t| < R. Then using radio test one gets Therefore, Y(t) = exp(Lt)Y 0 is a solution of problem (27) on that interval and, since this is true for all R > 0, it is the 204 solution for all t. The following result has been established: 
) and assume that L satisfies condition (29). Then, Y(t) = exp(Lt)Y
which holds for any r.v. x with finite expected value µ x and finite variance σ 2 x > 0. In particular, the interval
216
[µ x − 10σ x , µ x + 10σ x ] contains at least 99% of probability mass of x independently of the probability distribution of 217 r.v. x. Of course, this lower bound can be improved if the probability distribution of x is known. 
223
Given the random IVP (1) where
us consider the random linear matrix problem (27) where
where I n is the identity matrix of size n. (Ω) solution of (27) in an ordinary neighbourhood N Y (0) about t = 0.
227
Let us consider the block-decomposition
and let us write problem (27) in the form
Note that (Ω), then the stochastic process
and that if U(t) is invertible in L
is well-defined and lies in L m×n p (Ω).
232
Then, from (28), (44), (45) and (47) we can write
and from Theorem 1, both s. 
By Proposition 2, Corollary 1, (45), (46) and, assuming that (U(t))
(Ω) and is 238 2p-differentiable, it follows that
and
240
Summarizing the following result has been established 241
Theorem 2. Let us assume that random matrices L and Y
(Ω) and L (n+m)×n 4p
respectively, and L satisfies condition (29). Let Z i, j (t) be the block-entries of exp(L t) defined by (47)-(48) and let
243
U(t), V(t) be defined by (49) with U(0)
= I n , V(0) = W 0 ∈ L m×n 4p (Ω). If N U (0) is an ordinary neighbourhood of t = 0 244 where U(t) ∈ L n×n 2p (Ω) is 2p-differentiable, invertible and (U(t)) −1 ∈ L n×n 2p (Ω) is 2p-differentiable, then W(t) defined by 245 (50) is a solution of random IVP (1) in L m×n p (Ω).
246
Thinking of applications, it is also interesting the study of the linear bilateral random problem
that is a particular case of (1) where
With the notation of Theorem 2, observe that L is the
Note that N U (0) is the whole real line because U(t) = exp(t A) is invertible for all t ∈ R, with (U(t)) −1 = exp(−t A).
252
Using hypotheses of Theorem 2, the solution of (51) in all the real line is given by
In this case, condition (29) upon random matrix L can be expressed directly in terms of the same property for random 
Numerical examples
258
This section is devoted to present three examples where the theoretical results previously established are illustrated.
259
In order to show the capability of the proposed method in different scenarios, the first and second examples consider, 260 respectively, two particular cases of that random IVP where m = n = 1, thus corresponding to the scalar case. with a random matrix Riccati IVP of the form (1).
264
We point out that the uncertainty assigned to each one of the involved random input parameters in all examples is 265 considered through a wide range of probability distributions such as beta, exponential, Gaussian, etc. In the examples,
266
we will compute the main statistical moments of the solution s.p., namely, the mean and the variance functions.
267
Example 1. Let us consider the following scalar Riccati random differential equation
which is obtained as a particular case of (1) taking
We will assume that r. 
276
Step 1. Representation of the solution s.p. of (56) in terms of the random data.
Compute the random matrix exponential
, using, for example, Mathematica software. This yields 
w(t) = V(t)(U(t))
Step
Computation of the expectation of the solution s.p. w(t) given by (59).
281
Denote by f w 0 (w 0 ), f a (a), f b (b) and f c (c) the probability density functions of w 0 , a, b and c, respectively. Com-
pute the expectation of w(t) as follows
Step 3. Computation of the standard deviation of the solution s.p. w(t) given by (59).
284
Compute
and then, determine the standard deviation by
using (60) and (61). 
287
Figure 1 shows E[w(t)] and E[w(t)] ± σ[w(t)] on the time interval
t E[w(t)] ± σ(w(t)) E[w(t)]
Finally, in order to legitimate the earlier application of Theorem 2, notice that it remains to check that U(t) ∈
where α i = α i (ω) and β i = β i (ω), i = 1, 2, ω ∈ Ω are defined by 
Moreover, taking into account the domains of bounded absolutely continuous r.v.'s a, b, c and w 0 , it is clear that
294 a 2 + 4bc = (a(ω)) 2 + 4b(ω)c(ω) > 0 for all ω ∈ Ω, thus α i = α i (ω) and β i = β i (ω), i = 1,α 1 exp(β 1 t) + α 2 exp(β 2 t) 2p f w 0 (w 0 ) f c (c) f b (b) f a (a) dw 0 dc db da ≤ M t,p 1.5 0.5 f w 0 (w 0 ) dw 0 1.5 0.5 f c (c) dc 6 1 f b0 (b) db 2.5 1.5 f a (a) da = M t,p < +∞.
Notice that in the last step we have used that every integral is 1. This shows that U(t) ∈ L
it is straightforward to show, using an analogous argument, that, for each t ≥ 0 and p ≥ 1 fixed, one gets
Bearing in mind that, by (63), U(t) is a linear combination of two exponential processes, to prove that U(t) is 2p-
302
differentiable about t = 0 it is enough to observe that, for a s.p., g(t) = exp(βt), one gets
A similar argument justifies that (U(t)) 
where w 0 = m/n is the initial proportion of susceptibles verifying w 0 ∈ 
Observe that entries ±β/2 and −β of the matrix L = 
In Figure 2 we have plotted E [w(t)] together with the four observed data points of the prevalence of HIV antibodies
327 in a representative sample of homosexual men (San Francisco City Clinic cohort, 1978 -1984 , see [27] . 328 
Finally, it must be checked that
We omit this proof since it can be proved following a similar reasoning we used in Example 1.
330
Example 3. Let us consider the random Riccati IVP (1) where
We will assume that w 2,0 = 1 and b 1,2 = c 2, 2) . We will assume that all the input parameters are independent r.v.'s.
337
In order to compute the expectation, the following steps have been performed.
338
Step 1 . Representation of the matrix solution s.p. in terms of the random data.
339
Compute the solution (28) of random IVP (27) where 
According to (50) 
Step 3. 
We finally point out that it must be checked that U(t)
∈
