The interval degree id(G) of a graph G is de ned to be the smallest max-degree of any of interval supergraphs of G. The main reason of our interest to this parameter is that the bandwidth of a graph is always between id(G)=2 and id(G). We prove also that for any graph G the interval degree of G is at least the pathwidth of G 2 . We show that if G is an AT-free claw-free graph, then the interval degree of G is equal to the clique number of G 2 minus one. Finally, we show that there is a polynomial time algorithm for computing the interval degree of AT-free claw-free graphs.
Introduction and statement of the problem
There are two interval completion problems which were studied intensively because of the large number of practical applications (see 4, 15] for a survey). The rst (the pro le problem) is for a given graph G to nd an interval supergraph of G with the minimum number of edges. The second (the pathwidth problem) is to nd an interval supergraph of G with the smallest clique number. Here we introduce the related problem of nding an interval supergraph with the smallest max-degree. The problem formulated arouse our interest because of its close association with the bandwidth and the pathwidth minimization problems and owing to its natural statement. More precisely, we prove that for any graph G the interval degree of G is at least the bandwidth of G, the pathwidth of G 2 and at most twice the bandwidth of G.
The bandwidth problem has a long history and a number of practical applications (see 4] for a survey). The bandwidth of a graph is de ned as the minimum, over all labeling of the vertices with distinct integers, of the maximum di erence between labels of two adjacent vertices. The problem is motivated by the bandwidth minimization problem for matrices. Given an n n matrix A and an integer k, to nd whether there is a permutation matrix P such that P A P T is a matrix with all nonzero entries on the main diagonal or on the k diagonals on either side of this main diagonal. The latter problem is of great importance in many engineering applications. Typically, matrices arising in applications are sparse (even already with many nonzero entries in a small`band' around the main diagonal). Standard matrix operations like inversion and multiplication as well as Gaussian elimination etc. can be sped up considerably if the matrix A is transformed into a matrix P A P T of small bandwidth'.
This problem attracts the attention of numerous researchers over the last 30 years. It remains NP-complete even restricted to a special class of trees, called caterpillars with hair length three (see 17] ) and to cobipartite graphs (see 19] ).
Recently Unger 22] showed that for any integer k there is no e cient approximation algorithm with performance ratio k (unless P=NP) of bandwidth for caterpillars with hair length three. Since even the bandwidthapproximation problem is NP-hard for such simple classes of graphs it is worthwhile to investigate approximation algorithms for this problem on restricted classes of graphs. Some results of this directions have been presented in 12], 13], see also 8] and 6]. In this paper, we prove the existence of bandwidth approximation algorithm for AT-free claw-free graphs that has perfomance ratio 2 and executes in O(njE(G)j + jE(G 2 )j) time.
This paper is organized as follows. In x 2 we give necessary de nitions. In x 3 we restate the problem of interval completion with the smallest maxdegree in terms of linear layouts and obtain some bounds of interval degree in terms of bandwidth and pathwidth. In x 4 we prove that the interval degree of AT-free claw-free graph is equal to the clique number of its square minus one. In x 5 we introduce some complexity results. In section x 6 we give concluding remarks and leave some open questions.
Statement of the problem
We use the standard graph-theoretic terminology compatible with 3], to which we refer the reader for basic de nitions. G is an undirected, simple (without loops and multiple edges) and nite graph with the vertex set V (G) and the edge set E(G). Unless otherwise speci ed, n denotes the number of vertices of G. Let The problem of nding the pro le of a graph has applications in sparse matrix computations (see 4]). In terms of interval supergraphs the pro le of a graph G can be de ned (see, e.g. 1]) as p(G) 4 = minfjE(G 0 )j: G 0 is an interval supergraph of Gg: In the same manner we de ne a new graph parameter, namely the interval degree of a graph. The interval degree of a graph G is id(G) 4 = minf (G 0 ): G 0 is an interval supergraph of Gg: The problem of interval completion with the smallest max-degree is for a given graph G to nd an interval supergraph I of G such that (I) = id(G).
Linear layouts
Since an interval representation of a graph naturally induces an ordering of its vertices then it is not surprising that sometimes interval completion problems can be`rewritten' in terms of vertex orderings or linear layouts.
A linear layout of a graph G is a one-to-one mapping f: V (G) ! f1; : : : ; ng. Letting 
Choose a vertex v with a number i such that
We now turn to id(G) sw(G). Let 
The following Corollary is the main reason of our interest to the interval completion problem with the smallest max-degree.
Corollary 2 For any graph
Proof. It easy to check that for any graph G and linear layout f, vs(G; f) bw(G; f). Then Corollary follows immediately from Theorem 1. Now suppose that j = f(u) < n. Notice that j > 1 and k = j ? 1. Let w be the vertex with the smallest number f(w) 2 f1; : : : ; j ? 1g that has no neighbours having numbers fj; : : : ; ng. The vertex w exists because otherwise S l?1 (G; f) = l ? 1 and W l (G; f) j ? l for every vertex w 00 with a number f(w 00 ) = l 2 f2; : : : ; jg. Since k S l?1 (G; f) + W l (G; f), we obtain W l (G; f) = j ? l for each l 2 f1; : : : ; jg. But G is connected and the latter is possible only if j = n.
Finally, let us consider the following linear layout g. We de ne g(w) = 1 and for any w 0 ; w 00 2 V (G) n w we put g(w 0 ) < g(w 00 ) if and only if f(w 0 ) < f(w 00 ). Then bw(G; g) < bw(G; f), which is in contradiction with the de nition of f. 2
The upper bound for the interval degree in terms of the bandwidth is tight as well. For example, for any star K 1;n , where n = 2k, id(K 1;n ) = 2bw(K 1;n ) = n and for any path P n with n > 2 vertices, id(P n ) = 2bw(P n ) = 2.
Corollary 4 For any graph G, pw(G 2 ) id(G). A graph G is a cograph if it does not contain P 4 (a path with four vertices) as an induced subgraph.
The disjoint union of graphs G and H is the graph G _ H with the vertex set V (G) _ V (H) and the edge set E(G) _ E(H) (where _ is the disjoint union on graphs and sets, respectively). It is well-known that a graph G is the cograph if and only if one of the following conditions is ful lled:
2) There are cographs G 1 ; : : : ; G k and G = G 1 _ G 2 _ : : : _ G k ; 3) There are cographs G 1 ; : : : ; G k and G = G 1 G 2 : : : G k . Combining Example 5 with Corollary 4, we obtain the next example.
Example 6 Let G be a connected cograph. Then vs(G 2 ) = id(G) = n ? 1.
A graph G is said to be cobipartite if it is the complement of a bipartite graph. Let a cobipartite graph G be the complement of a bipartite graph with bipartition (X; Y ). We de ne n 1 = jXj and n 2 = jY j. The number of vertices of X (Y ) that are adjacent in G to some vertices of Y (X) is denoted by m 1 (m 2 ). The proof of our last example is easy and and we omit it here. Also this example is the direct consequence of Theorem 16 of the next section.
Example 7 Let G be a cobipartite graph. Then vs(G 2 ) = id(G) = maxfn 1 + m 2 ; n 2 + m 1 g ? 1.
We nd Example 7 to be interesting since, as shown by Parra and Sche er in 19] the bandwidth problem is NP-hard even for cobipartite graphs. We generalise this Example in the next section. 
Proof. Taking inti account Theorem 2 and Lemma 13, we obtain bw(G) id(G) (G 2 ). It is well-known (see 4]) that for any graph G (G) 2bw(G) and bw(G 2 ) 2bw(G). Hence, (G 2 ) 4bw(G). 2
We are now in a position to state the main result of this section. If jE(C a \ C b )j 3 then the proof is obvious (the diameter of the graph C a C b is at most two). Supposing jE(C a \ C b )j < 3, we arrive at three possible cases. Case 3.1. jE(C a \ C b )j = 2. It is easy to check that if C a and C b have a common edge that is not incident to O then the diameter of C b C a is at most two. Because of this, we can assume that O has the same neighbours in C a and C b , i.e. V (C a 
We denote these neighbours by x and y (see the left graph in Fig. 2 ). Since G is claw-free and C a , C b are chordless cycles, the neighbour of x in C a n C b is adjacent to the neighbour of x in C b nC a and the neighbour of y in C a nC b is adjacent to the neighbour of y in C b n C a . This situation is illustrated in the right half of Instance: A graph G and an integer k. Question: Is there an interval supergraph I of G such that (I) k? is NP-complete even when G is stipulated to be an caterpillar with hair length three. However the interval degree of AT-free claw-free graphs can be computed e ciently. We need the following result of M uller. Lemma 21 18] Let G be an AT-free claw-free graph. Then G 2 is a chordal graph. As far as we know the proof of Lemma was not published and we give it here for completeness. Proof. Let C = (x 1 ; x 2 ; : : : ; x l ), be a chordless cycle in G 2 and let X = fx 1 ; x 2 ; : : : ; x l g. Since C is chordless, for every index i 2 f1; : : : ; lg at least one of the edges (x i?1 ; x i ) and (x i ; x i+1 ) (summation is taken modulo l) is not present in G. For every edge fx i ; x i+1 g not present in G there is a vertex y i such that N G y i ]\X = fx i ; x i+1 g. Let F be the subgraph of G induced by X Y . F has a hamiltonian cycle Z created from C by adding y i between x i and x i+1 . Since the number of edges of Z is at least six, Z has at least one chord e. Since C is chordless in G 2 then at least one end of e is not in X.
If one end of e, say y i , is in Y and another end, say x j , is in X (notice that i 6 = j; j + 1) then (x i ; x j ); (x j ; x i+1 ) 2 E(G 2 ) and C is not chordless.
Hence both ends of e, say y i ; y j are in Y . The latter contradicts G being claw-free because x i ; x i+1 ; y i ; y j induce a claw in G. 6 Concluding remarks
