In this paper, we study the existence of solutions for the Kirchho problem
Introduction
In the present paper, we are interested in showing the existence of multi-bump solutions for the class of Kirchho problems 
. , k} verifies the hypotheses (M )-(M ). Another example is the function M(t) = m + ln( + t).
Concerning the function a(x), we assume the following conditions. For more physical motivation on the Kirchho problem, the reader may consult [ , , , ] and the references therein. We would like to point out that in the last years, many authors have studied this type of problem in bounded or unbounded domains, see for example, [ , , -, -, , , , -, , , -] and the references therein. For solutions that change sign (nodal solutions), we would like to cite [ , , , , ] . The motivation to study problem (P) λ comes from a paper due to Ding and Tanaka [ ], who have studied (P) λ assuming M(t) = and f(t) = |t| q− t. In that paper, the authors considered the existence of positive multibump solutions for the problem
where
The authors showed that the above problem has at least k − solutions u λ for large values of λ. More precisely, for each nonempty subset Υ of { , . . . , k}, it was proved that, for any sequence λ n → ∞, we can extract a subsequence (λ n i ) such that (u λ n i ) converges strongly in H (ℝ N ) to a function u, which satisfies u = outside Ω Υ = ⋃ j∈Υ Ω j and u | Ω j , j ∈ Υ, is a least energy solution of the problem
Concerning the Kirchho problem with potential wells, there are not so many relevant papers. To the best of our knowledge, the only paper that considered the existence of solutions for (P) λ is due to Liang and Shi [ ]. Unfortunately, we believe that Section V of the above paper has a mistake, which a ects the proof of the paper's main result. To be more precise, we have observed that the numbers c j and c λ,j considered in that work are not a good choice for this class of problems and also that the proof of Lemma . is not correct because the authors did not take into consideration the fact that the Kirchho problem has a nonlocal term involving the function M.
Motivated by [ ] and [ ], we intend to show in the present paper how we can work with this nonlocal term to get a positive multi-bump solution for (P) λ . Here, we will adapt an idea used by Alves and Yang [ ] to show the existence of multi-bump solutions for the Schrödinger-Poisson system
Our main result is the following theorem. 
The paper is organized as follows. In the next section, we prove some technical lemmas and the existence of a least energy solution of problem (P) ∞,Υ . In Section , we study an auxiliary problem. A compactness result for the energy functional associated with the auxiliary problem is shown in Section . Some estimates involving the solutions of the auxiliary problem are shown in Section , and in Section , we build a special minimax value for the energy functional associated with the auxiliary problem. Finally, in Section , we conclude with the proof of our main theorem.
Problem (P) ∞,Υ
In the sequel, let us denote byM and F the functionŝ
In the proof of Theorem . , we need to study the existence of a least energy solution for (P) ∞,Υ . The main idea is to prove that the energy functional J associated with the nonlocal problem (P) ∞,Υ given by
assumes a minimum value on the set
where u j = u | Ω j and N Υ is the corresponding Nehari manifold defined by
More precisely, we will prove that there exists w ∈ M Υ such that
Next, we use the implicit function theorem to prove that w is a critical point of J, and as such, w is a least energy solution for (P) ∞,Υ . The main feature of the least energy solution w is that w(x) > for all x ∈ Ω j and j ∈ Υ, which will be used to describe the existence of multi-bump solutions.
Since we intend to look for positive solutions, throughout this paper we assume that
In what follows, to show in detail the idea of the existence of a least energy solution for (P) ∞,Υ , we will consider Υ = { , }. Moreover, we will denote by Ω, N and M the sets Ω Υ , N Υ and M Υ , respectively. Thereby,
. Technical lemmas
In the following, let us denote by ‖ ⋅ ‖, ‖ ⋅ ‖ and ‖ ⋅ ‖ the norms in H (Ω), H (Ω ) and H (Ω ) given by
Proof. From the definition ofM and (M ), we havê
Now, a simple computation together with ( . ) gives
Thus, by (f ) and ( . ), we have
Combining the definition of N, (M ), ( . ) and the Sobolev embedding, it follows that
≤ ‖u‖ for all u ∈ N and for some C , C > .
Thus,
Lemma . . If (w n ) is a bounded sequence in M and q ∈ ( , ), we have
where w n,j = w n | Ω j for j = , .
Proof. Notice that by (f )-(f ), given ϵ > , there exist C > and q ∈ ( , ) such that
Since (w n ) is bounded, there existsC > such that
Now, the result follows by choosing ϵ small enough.
. Existence of a least energy solution for (P) ∞,Υ
At this point, we will make some useful remarks. First of all, let us observe that from (M ) we have
from where it follows that
is increasing. Now, by (f ), we have
implying that
is increasing for all |t| > . In this subsection, our main goal is to prove the following result. Proof. We will prove the existence of a w ∈ M at which the infimum of J is attained on M. Then, using the implicit function theorem, we will show that w is a critical point of J, from where it follows that w is a least energy solution for (P) ∞,Υ .
First of all, by Lemma . , there exists c ∈ ℝ such that
Thus, by Corollary . , there exists a minimizing sequence (w n ) in M, which is bounded by Lemma . . Hence, by the Sobolev embedding theorem, without loss of generality, we can assume up to a subsequence that there exists w ∈ H (Ω) such that
Then, (f ) combined with the compactness lemma of Strauss (see [ , Theorem A.I]) gives
from where it follows together with Lemma . that w j ̸ = for j = , . Thereby, by Lemma . , there exist t, s > satisfying
Now, let us prove that t, s ≤ . First of all, we observe that the subcritical growth of f leads to
w n, w n, dx.
Taking the limit in the above equality, we find that
On the other hand, as J ὔ (tw + sw )tw = , we must have
Without loss of generality, we can suppose that s ≤ t. Hence,
Combining ( . ) with ( . ), we get
Using now (M ) and (f ), we ensure that < s ≤ t ≤ .
In the next step, we will show that J(tw + sw ) = c . Since tw + sw ∈ M and t, s ≤ , from ( . ) and ( . ) we have
To complete the proof of Theorem . , we claim that w is a critical point for the functional J. To see why, for every φ ∈ H (Ω), we introduce the functions Q i : ℝ → ℝ given by
By a direct computation, we have
By inequality ( . ) and ( . ), we have
Using a similar argument, it is possible to prove that
From this, we have
Therefore, applying the implicit function theorem, there are functions z(r), l(r) of class C defined on some interval (−δ, δ) for δ > such that z( ) = l( ) = and
This shows that for any r ∈ (−δ, δ), we have
Taking the limit r → , we get
Recalling that J ὔ (w)w = J ὔ (w)w = , the above inequality leads to
and so,
showing that w is a critical point for J.
An auxiliary Kirchho problem
In this section, we work with an auxiliary problem adapting the ideas developed by del Pino and Felmer [ ] (see also [ , ] ). We start by recalling that the energy functional I λ : E λ → ℝ associated with (P) λ is given by
By (a ), the embedding
We recall that given ϵ > , the assumptions (f )-(f ) yield
Hence,
where C ϵ depends on ϵ. Moreover, for ν > fixed in ( . ), the assumptions (f ) and (f ) imply that there exists a unique ξ > satisfying
Using the numbers ξ and ν, we define the functionf : ℝ → ℝ given bỹ
which satisfies the inequalityf (s) ≤ ν|s| for all s ∈ ℝ.
( . )
whereF
is formed by k connected components Ω , . . . , Ω k with dist(Ω i , Ω j ) > , i ̸ = j, then, for each j ∈ { , . . . , k}, we are able to fix a smooth bounded domain Ω ὔ j such that
From now on, we fix a nonempty subset Υ ⊂ { , . . . , k} such that
Using the above notation, we set the functions
and the auxiliary Kirchho problem
Problem (A) λ is strongly related to (P) λ , in the sense that if u λ is a solution of (A) λ satisfying
then it is a solution of (P) λ .
In comparison to (P) λ , problem (A) λ has the advantage that the energy functional associated with it, namely, ϕ λ : E λ → ℝ given by
satisfies the (PS) condition, whereas I λ does not necessarily satisfy it.
Proposition . . All (PS) d sequences for ϕ λ are bounded in E λ .
Proof. Let (u n ) be a (PS) d sequence for ϕ λ . So, there exists n ∈ ℕ such that
On the other hand, by ( . ) and ( . ), we havẽ
which together with ( . ) gives
from where it follows that (u n ) is bounded in E λ .
Hence, once that g has a subcritical growth, if u ∈ E λ is the weak limit of (u n ), then
with ≤ η R ≤ and
where C > does not depend on R. This way, we have
Hölder's inequality in conjunction with the boundedness of (u n ) and
So, given ϵ > and choosing R > possibly still bigger, we have that
which proves ( . ). Now, we will show that
Using the fact that g(x, u)u ∈ L (ℝ ) together with ( . ) and the Sobolev embeddings, given ϵ > , we can choose R > such that lim sup
On the other hand, since g has subcritical growth, the compact Sobolev embeddings lead to
Combining the above information, we conclude that
The same type of argument also works to prove that
The next result does not appear in [ ], however since we are working with the Kirchho problem, it is required here.
Proof. We can assume that ‖u n ‖ λ → t , thus we have ‖u‖ λ ≤ t . Let η ρ ∈ C ∞ (ℝ ) be such that
with ≤ η ρ (x) ≤ . Let,
For each R > fixed, choosing ρ > R, we obtain
By expanding the inner product in ℝ , we have
we find the estimate ≤
Observe that
Then, lim
We also see that
By arguing in the same way as in the previous case, we get
Therefore, lim
On the other hand, from weak convergence we have Therefore,
(|∇u| + (λa(x) + )u ).
Proposition . . The energy functional ϕ λ verifies the (PS) condition.
Proof. Let (u n ) be a (PS) d sequence for ϕ λ and u ∈ E λ such that u n ⇀ u in E λ . Thereby, by Proposition . , we have
Moreover, the weak limit also gives
and the above limits, we derive that
which finishes the proof.
The (PS) ∞ condition
and u is a solution of
Proof. Using Proposition . , we know that (‖u n ‖ λ n ) is bounded in ℝ and (u n ) is bounded in H (ℝ ). So, up to a subsequence, there exists u ∈ H (ℝ ) such that
Now, for each m ∈ ℕ, we define
Without loss of generality, we can assume that λ n < (λ n − ) for all n ∈ ℕ. Thus,
implying that u = in C m , and so, u = in ℝ \ Ω. From this, we are able to prove (i)-(vi). For (i), since u = in ℝ \ Ω, repeating the argument explored in Proposition . , we get
showing that u | Ω Υ is a solution of the nonlocal problem
On the other hand, if j ∉ Υ, we must have
The above equality combined with ( . ) and ( . ) gives
from where it follows u | Ω j = for j ∉ Υ. This proves u = outside Ω Υ and u ≥ in ℝ .
For (iv), let j ∈ Υ. From (i) we have
As a result,
For (v), it follows from (i) that ‖u n − u‖ λ n → , and so,
Therefore,
Boundedness of solutions for (A) λ
In this section, we will study the boundedness outside Ω 
Hence, u λ is a solution of (P) λ for λ ≥ λ * .
Proof. Since ∂Ω ὔ Υ is a compact set, given a fixed a neighborhood B of ∂Ω ὔ Υ such that
the Moser iteration technique implies that there exists C > , which is independent of λ, such that
Hence, there exists λ * > such that
Our goal is to show thatũ λ = in ℝ \ Ω ὔ Υ , because this would imply that
In fact, extendingũ λ = in Ω ὔ Υ , takingũ λ as a test function and using (M ), we obtain
Now, by ( . ), we have 
A special minimax value for ϕ λ
For a fixed nonempty subset Υ ⊂ { , . . . , k}, consider for u ∈ H (Ω Υ ) the energy functional
associated to (P) ∞,Υ and the energy functional ϕ λ,Υ :
In the following, we denote by c Υ the number given by
with u j = u | Ω j and
In a similar way, we denote by c λ,Υ the number given by
Repeating the same approach used in Section , we ensure that there exist w Υ ∈ H (Ω Υ ) and w λ,Υ ∈ H (Ω 
where ‖ ⋅ ‖ j denotes the norm on H (Ω j ) given by
In particular, since w Υ ∈ M Υ , we also have
where w Υ,j = w Υ | Ω j for all j ∈ Υ. Moreover, reviewing the proof of Theorem . , it is possible to see that
and
Lemma . . There holds that
For (ii), let (λ n ) be such a sequence with λ n → +∞ and consider an arbitrary subsequence of (c λ n ,Υ ) (not relabelled) . Let w n ∈ H (Ω ὔ j ) with
By the previous item, (c λ n ,Υ ) is bounded. Then, there exists a subsequence (w n k ) of (w n ) such that (ϕ λ n k ,Υ (w n k )) converges and ϕ ὔ λ n k ,Υ (w n k ) = . Now, repeating the arguments in the proof of Proposition . , there exists
Furthermore, we can also prove that
Then, we have w ∈ M Υ , and by the definition of c Υ ,
The last inequality together with item (i) implies that
This establishes the asserted result.
In the sequel, we fix R > satisfying
for j ∈ Υ and for all t k ∈ [ /R , ] with k ̸ = j.
In the sequel, to simplify the notation, we rename the components Ω j of Ω in way such that Υ = { , , . . . , l} for some ≤ l ≤ k. Then, we define
Next, our intention is to prove an important relation among b λ,Υ , c Υ and c λ,Υ . However, to do this, we need some technical lemmas. The arguments used here are the same as in [ ], however, for the reader's convenience, we will repeat their proofs. For (ii), this limit is clear by the previous items, since we already know that c λ,Υ → c Υ as λ → ∞. For (iii), for t = (t , . . . , t l ) ∈ ∂[ /R , ] l , there holds (t) = (t). From this, we have ϕ λ (t) = I Υ ( (t)), and from ( . ) and ( . ) we have ϕ λ (t) ≤ c Υ − ϵ for some ϵ > , so (iii) holds.
Proof of the main theorem
To prove Theorem . , we need to find nonnegative solutions u λ for large values of λ, which converge to a least energy solution for (P) ∞,Υ as λ → ∞. To this end, we will prove two propositions which together with Propositions . and . will imply that Theorem . holds. Henceforth, we denote by Θ = u ∈ E λ : ‖u‖ λ,Ω Proof. We assume that there exist λ n → ∞ and u n ∈ (A Since u n ∈ A λ n μ , this implies that (‖u n ‖ λ n ) is a bounded sequence and, consequently, it follows that (ϕ λ n (u n )) is also bounded. Thus, passing to a subsequence if necessary, we can assume that (ϕ λ n (u n )) converges. Thus, from Proposition . there exists ≤ u ∈ H (Ω Υ ) such that u is a solution of (P) ∞,Υ with u n → u in H (ℝ ), ‖u n ‖ λ n ,ℝ \Ω Υ → and ϕ λ n (u n ) → I Υ (u).
Recalling that (u n ) ⊂ Θ δ , we derive that
