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Abstract
We investigate the existence of solutions to first-order ordinary differential equations that asymptotically approach a prescribed
function. Conditions for existence are given that relate the equation to a similar equation for the prescribed function.
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1. Introduction
We consider the ordinary differential equations{
u′ + f (t, u) = 0,
v′ + g(t, v) = 0, t ∈ I = [t0,+∞), (1.1)
for f, g ∈ C(I × R,R) and t0 > 0. It may be that while the second equation of (1.1) is elementary integrable, the
first one is not. We consider f as a perturbed version of g and ask the question of whether this perturbation is small
enough for u to be asymptotically approximated by a solution v. Thus it is assumed that g and v are known, and we
are seeking conditions on f guaranteeing the existence of a solution u with
lim
t→+∞ |u(t)− v(t)| = 0. (1.2)
By solutions u, v ∈ C1(I,R) we mean that (1.1) is satisfied at every point.
In the case of second-order equations, there are several recent papers re-addressing the classical question of what
we might require to have solutions approaching a line [1–7,9–14]. The interest in this area is motivated by oscillation
theory and by the theory of partial differential equations in exterior domains (see [2,8] and references therein). As far
as we know, all investigations have been carried out either for the case corresponding to g ≡ 0, or for a special kind
of equation. This work is an attempt to generalize earlier investigations, starting with first-order equations. Notice that
the equations under consideration are typically neither linear nor autonomous. Hence the question addressed cannot
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be dealt with using results for dynamical systems or the case g ≡ 0. Despite its generality, the approach advocated
here seems to cover classical cases without any considerable loss of sharpness.
Section 2 presents a particular compact set, which is the cornerstone of the theory. In Section 3 we prove sufficient
conditions, investigate when those are necessary, and present a corollary for a subclass of equations. The main proof
is an application of the Schauder fixed point theorem. Finally, some examples are given in Section 4.
2. Preliminaries
Consider a function u ∈ C(I,R) satisfying (1.2). There is a “natural” function P such that
|u(t)− v(t)| ≤ P(t) → 0 as t →+∞, (2.1)
defined by
P(t) = inf{ε: s ≥ t implies |u(s)− v(s)| < ε}.
Now, define R+ = (0,+∞), let P ∈ C(I,R+) be a given function vanishing at infinity, and let v ∈ C(I,R) be a given
locally Lipschitz continuous function:
|v(t)− v(s)| ≤ LK |t − s|, t, s ∈ IK = [t0, tK ]. (2.2)
We want to study locally Lipschitz continuous functions u ∈ (I,R) that are asymptotic to v in the sense of (2.1), and
that are uniformly locally Lipschitz continuous. There is no restriction in demanding that (2.2) should hold for u. For
this purpose, we introduce the Banach space of continuous functions with v-like growth,
Cv(I) =
{
u ∈ C(I): ‖u‖v = sup
t∈I
∣∣∣∣ u(t)1+ |v(t)|
∣∣∣∣ < +∞} , (2.3)
abbreviated as Cv . The continuous functions that fulfil (2.1) constitute a closed, convex, and nonempty subset of Cv ,
and we will denote them by
Cv|P (I) = {u ∈ Cv(I): u satisfies (2.1) and (2.2)}, (2.4)
abbreviated as Cv|P .
Lemma 2.1. Cv|P (I) is compact in (Cv(I), ‖ · ‖v).
Proof. Take any sequence {un}n∈N ⊂ Cv|P . Consider {wn}n , where wn = un − v. By (2.1),
sup
n∈N
t∈I
|wn(t)| ≤ max
t∈I P(t),
so {wn}n is uniformly bounded in the supremum norm on I.
On a compact interval IK ⊂ I, the relation (2.2) and the triangle inequality imply equicontinuity of {wn}n :
|wn(t)− wn(s)| ≤ 2LK |t − s|.
Repeated application of the Arzela–Ascoli theorem then yields the existence of a continuous function w: I→ R, such
that a subsequence of {wn}n converges uniformly to w on any compact interval IK . Denote this subsequence again by
{wn}n .
To prove convergence on all of I, let ε > 0 be given. Fix tε > t0 with maxt≥tε P(t) < ε, and let IK (ε) = [t0, tε]. By
the preceding paragraph there exists nε ∈ N such that |wn(t)− w(t)| < ε whenever n ≥ nε, t ∈ IK (ε). Bringing this
together,
sup
t∈I
|wn(t)− w(t)| < 2ε, whenever n ≥ nε.
It is immediate that the original subsequence {un}n is a Cauchy sequence in the norm induced by ‖ · ‖v and thus has a
limit in the closed subset Cv|P . 
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Remark 2.2. The functions that are positive, absolutely continuous, and vanish at infinity are exactly the functions
that can be written as
P(t) = λ exp
(
−
∫ t
t0
k(s)ds
)
, (2.5)
where λ > 0 and
∫ +∞ k(s)ds = +∞. If P is of this form, then surely it is a positive absolutely continuous function
vanishing at infinity, and if P is such then λ = P(t0), k(t) = −P ′(t)/P(t) will suffice.
3. Main results
Theorem 3.1. Let P ∈ C(I,R+). If, for any u ∈ C(I,R),
(2.1) implies
∣∣∣∣∫ +∞
t
( f (s, u(s))− g(s, v(s)))ds
∣∣∣∣ ≤ P(t), (3.1)
then there exists a solution u of (1.1) satisfying (2.1).
Given P and (3.1), Theorem 3.1 yields the existence of a solution satisfying (1.2), with the rate of convergence
P(t). Given a solution satisfying (1.2) we would like to find P such that (2.1) and (3.1) holds. This, however, is
impossible unless the rate of convergence is related to the system (1.1). Consider e.g. v ≡ 0 ≡ g and the equation
u′ = −ku, k ∈ C(I,R+). The requirement (3.1) then is
∫ t
t0
k(s)P(s)ds ≤ P(t), restricting P . Theorem 3.2 shows
that for a certain class of convergence rates, Theorem 3.1 can be reversed. More precisely, let λ > 0, α ∈ (0, 1), and∫ +∞ k(s)ds = +∞ with
k(t) ≥ 2(1− α)−1 max
ξ∈[−λ,λ] | f
′
v(t, v(t)+ ξ)|.
(Here and henceforth it is assumed that the derivative f ′v exists, so that the inequality above makes sense.) We then
have
Theorem 3.2. Given the existence of a solution u of (1.1) with
|u(t)− v(t)| ≤ αλ exp
(
−
∫ t
t0
k(s)ds
)
,
there exists a function P ∈ C(I,R+) such that (2.1) and (3.1) holds.
Remark 3.3. In particular, if supξ∈R | f ′v(s, ξ)| is integrable, then the existence of a solution u of (1.1) satisfying (1.2)
is equivalent to the existence of an absolutely continuous function P ∈ C(I,R+) such that, for any u ∈ C(I,R), (3.1)
holds.
As an abstract example of Theorem 3.1, consider the special case of (1.1){
u′ = a F(u)+ b, a, b, c, d,∈ C(I,R)
v′ = c G(v)+ d, F,G ∈ C(R,R), (3.2)
where v is a known solution of v′ = cG(v)+ d . We shall adopt the notation
f (t, λ) = max
ξ∈[−λ,λ] | f (t + ξ)|.
This Kartsatos type of condition was recently used in [8] in the context of oscillation theory. With this notation, note
that
G ′(v(t), λ) = max
ξ∈[−λ,λ] |G
′(v(t)+ ξ)|,
and
[F − G](v(t), λ) = max
ξ∈[−λ,λ] |F(v(t)+ ξ)− G(v(t)+ ξ)|.
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Suppose that G is absolutely continuous and define P through (2.5) with k(t) ≥ |2c(t)G ′(v(t), λ)|. Then the following
holds:
Corollary 3.4.∫ +∞
t
(|(a − c)F(v, λ)| + |c[F − G](v, λ)| + |b − d|)ds ≤ P(t)
2
implies the existence of a solution u of (3.2) satisfying (1.2).
Proof.
∫ +∞
t |c(s)G ′(v(s), λ)|P(s)ds ≤ P(t)2 , so whenever |u(t)− v(t)| ≤ P(t), the triangle inequality and the mean
value theorem forces (3.1). Now apply Theorem 3.1. 
Remark 3.5. We remark that the different terms in Corollary 3.4 correspond to differences in the pairs (a, c), (b, d),
and (F,G) in (3.2). The right-hand side too depends on the system (3.2), and need not imply exponential decay (cf.
Remark 2.2). Typically, either F , F − G, and G ′ should have some monotonicity or boundedness properties, or v
should be bounded, so that the maxima could be easily evaluated.
Proof of Theorem 3.1. The functions v and P satisfy all the properties described in Section 2 needed to define the
Banach space Cv and its compact subset Cv|P (cf. Lemma 2.1).
Let T :Cv|P → Cv|P be the operator defined by
Tu(t) = v(t)+
∫ +∞
t
( f (s, u(s))− g(s, v(s)))ds. (3.3)
By assumption,
|Tu(t)− v(t)| ≤ P(t), and
∣∣∣∣ Tu(t)1+ |v(t)|
∣∣∣∣ ≤ 1+maxt∈I P(t), (3.4)
where the first expression vanishes as t →+∞. Furthermore, on any compact interval IK , (2.1) implies that the set
u¯(IK ) = sup
u∈Cv |P
u(IK )
is compact. For t > s in IK , the continuity of v, v′, and | f − g| guarantees that
|Tu(t)− Tu(s)| ≤ |v(t)− v(s)| +
∫ t
s
| f (ξ, u(ξ))− g(ξ, v(ξ))| dξ
≤
max
ξ∈IK
|v′(ξ)| + max
ξ∈IK
τ∈u¯(IK )
| f (ξ, τ )− g(ξ, v(ξ))|
 |t − s|,
and we can choose the local Lipschitz constant in (2.2) accordingly. T is thus well defined, and in view of (1.1) Tu is
continuously differentiable with derivative − f (t, u(t)).
To show that T is continuous in the norm given by ‖ · ‖v , take any ε > 0. Using the shorthand notation
fu(s) = f (s, u(s)), we have∣∣∣∣Tu(t)− T u˜(t)1+ |v(t)|
∣∣∣∣ ≤ ∫ tε
t
| fu(s)− fu˜(s)|ds +
∣∣∣∣∫ +∞
tε
( fu(s)− gv(s))ds
∣∣∣∣+ ∣∣∣∣∫ +∞
tε
( fu˜(s)− gv(s))ds
∣∣∣∣
≤
∫ tε
t
| fu(s)− fu˜(s)|ds + 2maxt≥tε P(t).
Fix tε > t0 such that the latter term is less than ε/4. The norm ‖ · ‖v restricted to Iε = [t0, tε] is equivalent to the
ordinary supremum norm. Since f is uniformly continuous on Iε × u¯(IK ), there is a δ > 0 such that
‖u − u˜‖v < δ implies sup
s∈Iε
| fu(s)− fu˜(s)| < ε2(tε − t0) .
Bringing this together, T is continuous.
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We have a continuous map T from a convex, compact subset of a Banach space into itself. It remains only to apply
the Schauder fixed point theorem [15]. By this, there is a fixed point u = Tu ∈ Cv|P , and as was argued above such
a point is a solution of (1.1) satisfying (1.2). 
Proof of Theorem 3.2. Define P through (2.5). Pick any u˜ ∈ C(I,R) satisfying (2.1). Then∣∣∣∣∫ +∞
t
( f (s, u˜(s))− g(s, v(s)))ds
∣∣∣∣ ≤ ∣∣∣∣∫ +∞
t
( f (s, u(s))− g(s, v(s)))ds
∣∣∣∣
+
∫ +∞
t
| f (s, u(s))− f (s, u˜(s))|ds
= |u(t)− v(t)| +
∫ +∞
t
| f ′v(s, v(s)+ ξ)|ξ∈(−λ,λ)|u˜(s)− u(s)|ds
≤ αP(t)+ (1− α)
∫ +∞
t
k(s)P(s)ds = P(t). 
4. Examples
The examples presented here show that Theorem 3.1, and in particular Corollary 3.4, applies as well to classical
simple equations as to cases when v is of arbitrary polynomial growth, or when the equations are highly nonlinear.
Example 4.1. In (3.2), let v ≡ C > 0, b ≡ 0 ≡ d , F ≡ I d ≡ G, c ≡ 0. Corollary 3.4 reduces to∫ +∞
t
|a(s)|ds ≤ P(t),
for some positive and absolutely continuous function P(t) → 0 as t → +∞, with P(t) ≤ λ/2(C + λ). The
necessary and sufficient condition in this case is the integrability of a(t), and thus Corollary 3.4 produces the exact
characterization for the systems (1.1) with solutions satisfying (2.1).
Example 4.2. Let I = [1,+∞), and consider
u′ =
(
pt p−pq−1 + η
)
uq , η ∈ C(I,R), p, q ≥ 1.
Is η, asymptotically, just a negligible perturbation? In that case, η ≡ 0, a solution would be v(t) = t p. To apply
Corollary 3.4 we choose λ = 1 and note that 2c(t)G ′(v, 1) = 2pqt p−pq−1(t p + 1)q−1. Since t p + 1 ≤ 2t p, we take
k(t) = 2q pqt−1. Using the rough estimate 1 ≤ t p also on the left-hand side, insertion into Corollary 3.4 gives∫ +∞
t
|η(s)|s pqds ≤ 2−q−1t−pq2q , whence |2η(t)| ≤ t−pq(2q+1)−1
guarantees a solution u with |u(t)− t p| ≤ t−pq2q on I. (Choosing the interval I = [N ,+∞), with N arbitrarily large,
will decrease the exponent 2q arbitrarily close to 2.)
Example 4.3.
u′ = t−3θ exp ((θ + η)u)+ t−1, η ∈ C(I,R+), θ > 1,
could be considered a disturbance of the equation
v′ = t−3θ exp(θv)+ t−1 − t−2θ , v(t) = log(t).
Fix λ ≥ 4θ , and let I = [exp(λ),+∞). Since λ ≤ log t , it follows that c(t)G ′(v, λ) = θ t−3θ exp(θ(log t+λ)) ≤ θ t−θ ,
which is integrable. We can then choose P(t) to be any positive absolutely continuous function vanishing at infinity,
with P(t0) = λ. Using λ ≤ log t , and the fact that η > 0, we see that it is enough to require∫ +∞
t0
(
s−θ
(
s2η − 1
)
+ s−2θ
)
ds ≤ λ, (4.1)
M. Ehrnstro¨m / Applied Mathematics Letters 20 (2007) 800–805 805
in order to get a solution u with limt→+∞ |u(t)− log t | = 0. Hence it suffices that
η(s) ≤ 1
2
log(1+ s−θ )
log(1+ sθ ) .
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