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STATISTICAL INFERENCE FOR BURES-WASSERSTEIN
BARYCENTERS
BY ALEXEY KROSHNIN
VLADIMIR SPOKOINY AND ALEXANDRA SUVORIKOVA
In this work we introduce the concept of Bures-Wasserstein barycenter
Q∗ , that is essentially a Fre´chet mean of some distribution P supported on
a subspace of positive semi-definite Hermitian operators H+(d) . We allow a
barycenter to be constrained to some affine subspace of H+(d) and provide
conditions ensuring its existence and uniqueness. We also investigate conver-
gence and concentration properties of an empirical counterpart of Q∗ in both
Frobenius norm and Bures-Wasserstein distance, and explain, how obtained
results are connected to optimal transportation theory and can be applied to
statistical inference in quantum mechanics.
1. Introduction. Space of finite-dimensional Hermitian operators H(d) pro-
vides a powerful toolbox for data representation. For instance, in quantum mechan-
ics it is used for mathematical description of physical properties of a quantum sys-
tem, also known as observables. The reason is due to the fact that the measurements
obtained in a physical experiment should be associated to real-valued quantities.
Hermitian operators posses real-valued spectrum and satisfy the above require-
ment. A subspace Sym(d) ⊂ H(d) of real-valued symmetric matrices is also of
great interest: points in Sym(d) are widely used for description of systems in en-
gineering applications, medical studies, neural sciences, evolutionary biology e.t.c.
Usually such data sets are considered to be randomly sampled from an unknown
distribution P (Goodnight and Schwartz (1997); Calsbeek and Goodnight (2009);
A´lvarez-Esteban et al. (2015); del Barrio et al. (2017); Gonzalez et al. (2017)), and
statistical characteristics of P such as, in particular, mean and variance, appear to
be of interest for further planning of an experiment and analysis of obtained results
fur further development of natural science models. The current study focuses on a
space of positive semi-definite Hermitian matrices H+(d) ⊂ H(d) and presents
a possible approach to analysis and aggregation of relevant statistical information
from data-sets, for which the linearity assumption might be violated. This makes
classical Euclidean definitions of mean and variance not sensitive enough to cap-
ture effects of interest. This case appears extremely often in multiple contexts. As
an example one can consider a data set that is represented as probability mea-
sures which belong to the same scale-location family, e.g. some astronomic mea-
surements Alvarez-Esteban et al. (2018), Example 4.6. Non-linearity assumption
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requires the development of a novel toolbox suitable for further statistical anal-
ysis. In order to detect non-linear effects, we suggest to endow H+(d) with the
Bures-Wasserstein distance dBW which is recently introduced in a seminal pa-
per Bhatia et al. (2018). It is defined as follows. For any pair of positive matrices
Q,S ∈ H+(d) it is written as:
(1.1) d2BW (Q,S) = trQ+ trS − 2 tr
(
Q1/2SQ1/2
)1/2
.
It is worth noting that being restricted to the space of symmetric positive definite
matrices Sym++(d) , dBW boils down to a classical 2-Wasserstein distance be-
tween measures that belong to the same scale-location family (see e.g. Agueh and
Carlier (2011), Section 6 or A´lvarez-Esteban et al. (2015)). A more detailed dis-
cussion on this particular choice of the distance is presented in Section 2.1.
After choosing a proper distance, we are now ready to introduce a model of in-
formation aggregation the statistical properties of which are investigated in the cur-
rent study. Let P be a probability distribution supported on some set S ⊆ H+(d) .
Further without loss of generality we assume, that P assigns positive probability to
the intersection of S with space of positive definite Hermitian matrices H++(d) ,
and that the spectrum of its elemnts S ∈ S is on average bounded away from
infinity:
ASSUMPTION 1.
P (S ∩H++(d)) > 0, E trS < +∞.
Two statistically important characteristics of P are Fre´chet mean and Fre´chet
variance. The former one can be regarded as a typical representative of a data-set in
hand, whereas the latter appears in analysis on data variability, see e.g. Del Barrio
et al. (2015). We briefly recall both concepts below. For an arbitrary point Q ∈
H+(d) Fre´chet variance of P is defined as
V(Q) def=
∫
S
d2BW (Q,S)dP(S).
Classical Fre´chet mean of P is a set of global minimizers of V(Q) :
(1.2) Q∗ ∈ argmin
Q∈H+(d)
V(Q).
However, in many cases we are interested in a minimizer, that belongs to some
affine sub-space A :
(1.3) Q∗ ∈ argmin
Q∈H+(d)∩A
V(Q).
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For instance, such a necessity may arise while considering a random set of quan-
tum density operators. For introduction to density operators theory one may look
through Fano (1957). This example is considered in more details in Section 3.2.
Note, that the setting (1.3) covers the setting (1.2). So without loss of generality
we further address only (1.3). Obviously, the first crucial question concerns ex-
istence and uniqueness of Q∗ . And positive answers on both issues, along with
necessary conditions, are presented in Theorem 2.1. This immediately allows us to
define the global Fre´chet variance of P as V∗ def= V(Q∗) .
Given an i.i.d. sample S1, ..., Sn , Si
iid∼ P , one constructs an empirical ana-
logue of V(Q) :
Vn(Q) def= 1
n
n∑
i=1
d2BW (Q,Si).
An empirical Fre´chet mean and global empirical variance also exist and unique:
(1.4) Qn = argmin
Q∈H+(d)∩A
Vn(Q), Vn def= Vn(Qn).
These facts follow from Theorem 2.1. This work studies convergence of the es-
timators Qn and Vn and investigate concentration properties of both quantities.
The discussion of practical applicability of the obtained results is postponed to Sec-
tion 3. There we explain their relation to optimal transportation theory and present
a possible application to statistical analysis in quantum mechanics.
1.1. Contribution of the present study.
Central limit theorem and concentration of Qn . The first main result of this
study concerns asymptotic normality of the approximation error of population
Fre´chet mean by its empirical counterpart:
√
n (Qn −Q∗)⇀ N (0,Ξ) ,
where “⇀ ” stands for weak convergence, and Ξ is some covariance operator act-
ing on the linear subspace M ⊂ H(d) associated with affine subspace A . From
now on we use bold symbols e.g. A,B , to denote operators, wheres classical ones
i.e.A,B stand for matrices or vectors. This convergence result cannot be directly
used for construction of asymptotic confidence sets because it relies on the un-
known covariance matrix Ξ . However, Theorem 2.2 ensures, that this covariance
matrix can be replaced by its empirical counterpart Ξˆn :
√
n Ξˆ
−1/2
n (Qn −Q∗)⇀ N (0, Id) ,
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where Id denotes an identity operator. Along with asymptotic normality of (Qn−
Q∗) , we are interested in the limiting distribution of L (
√
ndBW (Qn, Q∗)) . Corol-
lary 2.1 shows, that
L (√ndBW (Qn, Q∗))⇀ L (‖ξ‖F ) ,
where ξ is some normally distributed vector. Data-driven asymptotic confidence
sets for
√
ndBW (Qn, Q∗) are obtained by replacement of ξ by its empirical coun-
terpart ξn :
dw
(L (√ndBW (Qn, Q∗)) ,L (‖ξn‖F ))→ 0,
where dw is a metric which induces weak convergence. Furthermore, we inves-
tigate concentration properties of Qn in both Frobenius norm and dBW metric.
The following two bounds hold with h.p.:∥∥∥Q−1/2∗ QnQ−1/2∗ − I∥∥∥
F
≤ C(d+ t)√
n
, dBW (Qn, Q∗) ≤ C(d+ t)√
n
,
where C stands for some generic constant. A more detailed discussion is presented
in Theorem 2.3 and Corollary 2.2 respectively. It is worth noting that concentration
results are obtained under assumption of sub-Gaussianity of S in the following
sense:
ASSUMPTION 2 (Sub-Gaussianity of
√
trS ). Let
√
trS be sub-Gaussian,
i.e.
P
{√
trS ≥ t
}
≤ Be−bt2 for any t ≥ 0,
with some constants B, b > 0 .
All above-mentioned results are closely connected to convergence and concen-
tration of empirical 2 -Wasserstein barycenters. For the sake of transparency we
postpone this discussion to Section 3.1.
CLT and concentration for Vn . We also show asymptotic normality of approxi-
mation error of V∗ by Vn and prove concentration of Vn :√
n (Vn − V∗)⇀ N
(
0,Var d2BW (Q∗, S)
)
,
|Vn − V∗| ≤ max
(
c1(B, b, t, d)√
n
,
c2(B, b, t, d)
n
)
,
where the latter result holds with h.p., and c1(B, b, t, d) , c2(B, b, t, d) are con-
stants which depend on sub-Gaussianity parameters B, b , dimension d , and pa-
rameter t . See Theorem 2.4 and Theorem 2.5 respectively.
The paper is organised as follows. Section 2 explains the obtained results in more
details. Section 3 illustrates the connection to other scientific problems. Finally,
Section 4 contains simulations and experiments on both artificial and real data-
sets.
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2. Results. This section presents obtained results in more details, and the first
question we address is the particular choice of the distance.
2.1. Bures-Wasserstein distance. The original Bures metric appears in quan-
tum mechanics in relation to fidelity measure between two quantum states and is
used for measurement of quantum entanglement Marian and Marian (2008); Da-
jka et al. (2011). Let ρ , σ be two quantum states. Mathematically speaking, this
means that
(2.1) ρ, σ ∈ H+(d), tr ρ = 1, trσ = 1.
Fidelity of these states is defined as F(ρ, σ) =
(
tr
√
ρ1/2σρ1/2
)2
. It quantifies
“closeness” of ρ and σ , see Jozsa (1994). It is obvious, that in case of (2.1)
Bures-Wasserstein distance turns into
(2.2) d2B(ρ, σ) = 2
(
1−F1/2(ρ, σ)
)
.
It is interesting to note, that the dBW distance appears not only one of the cen-
tral distances, used in quantum mechanics, but also an object of extensive investi-
gation in transportation theory Takatsu et al. (2011). Let N(0, Q) and N(0, S) be
two centred Gaussian distributions. Then 2-Wasserstein distance between them is
written as
d2W2 (N(0, Q),N(0, S)) = trQ+ trS − 2 tr
(
Q1/2SQ1/2
)1/2
.
The case of Gaussian measures is naturally extended to measures that belong to
a same scale-location family Alvarez-Esteban et al. (2018). In the last few years
Wasserstein distance attracts a lot of attention of data scientists and machine learn-
ing community, as it takes into account geometrical similarities between objects,
see e.g. Gramfort et al. (2015); Flamary et al. (2018); Montavon et al. (2016).
Due to this fact dBW satisfies the requirement of taking into account non-linearity
of a data set under consideration. For more information on optimal transportation
theory we recommend Villani (2009).
Following Bhatia et al. (2018), we continue to investigate properties of dBW (Q,S) .
The next lemma presents an alternative analytical expression for the distance.
LEMMA 2.1. Let Q,S ∈ H+(d) and Q  0 . Then (1.1) can be rewritten as
d2BW (Q,S) =
∥∥∥(TSQ − I)Q1/2∥∥∥2
F
= tr
(
TSQ − I
)
Q
(
TSQ − I
)
,
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where
TSQ
def
= argmin
T :TQT ∗=S
∥∥∥(T − I)Q1/2∥∥∥
F
= S1/2
(
S1/2QS1/2
)−1/2
S1/2 = Q−1/2
(
Q1/2SQ1/2
)1/2
Q−1/2.(2.3)
By
(
S1/2QS1/2
)−1/2 we denote the pseudo-inverse matrix ((S1/2QS1/2)1/2)+.
Note, that in optimal transportation theory TSQ is referred to as an optimal
push-forward (optimal transportation map) between two centred normal distribu-
tions N (0, Q) and N (0, S) . Following optimal transport notations it is denoted
as TSQ#N (0, Q) = N (0, S) .
For general notes on optimal transportation maps see Brenier (1991); for a par-
ticular case of scale-location and Gaussian families one may refer to Alvarez-
Esteban et al. (2018); Takatsu et al. (2011). Lemma A.2 presents differentiability
of the optimal map TSQ . It is one of the key-ingredients in the proof of main results
of the present study. Note, that in case of A = Sym++(d) differentiability of TSQ
is obtained in Rippl et al. (2016). More technical details on properties of dBW
are presented in Section A.2. However, for better understanding of the proofs of
main results we highly recommend to at least look through Section A.1 which is
dedicated to investigation of properties of TSQ and its differential dT
S
Q .
2.2. Existence and uniqueness of Q∗ and Qn . Along with investigation of
properties of the distance in hand and before moving to more general statistical
questions, one should ask her- or himself, whether Fre´chet mean Q∗ exists and,
if so, is it unique or not? Let M be a linear subspace of H(d) associated to A ,
i.e. the following representation holds: A = Q0 + M for some Q0 ∈ H(d) .
We further assume that A has a non-empty intersection with the space of positive
definite operators:
ASSUMPTION 3. H++(d) ∩ A 6= ∅ ,
The next theorem ensures existence and uniqueness of the Fre´chet mean (1.3).
THEOREM 2.1 (Existence and uniqueness of Fre´chet mean Q∗ ). Under As-
sumptions 1 and 3 there exists a unique positive-definite barycenter Q∗ of P :
Q∗  0 . Moreover, it is characterised as the unique solution of the equation
(2.4) ΠMETSQ =ΠMI, Q ∈ H++(d),
where ΠM is the orthogonal projector onto M .
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Note, that this result generalises the result for scale-location families in 2-Wasserstein
space, presented in A´lvarez-Esteban et al. (2015), Theorem 3.10 and originally ob-
tained in a seminal work Agueh and Carlier (2011), Theorem 6.1. Namely, if
A = Sym++(d) , then Q∗ exists, is unique, and is characterised as the unique
solution of a fixed-point equation similar to (2.4)
Q∗ = E
(
Q
1/2
∗ SQ
1/2
∗
)1/2 ⇐⇒ ETSQ∗ = I.
Existence, uniqueness, and measurability of the estimator Qn defined in (1.4) is
a direct corollary of the above theorem. The proof of Theorem 2.1 is presented in
Section A.3.
2.3. Convergence of Qn and dBW (Qn, Q∗) . Armed with the knowledge about
properties of dBW , Q∗ , and Qn , we are now equipped enough, so that to intro-
duce the main results of the current study. Theorem 2.2 presents asymptotic con-
vergence of Qn to Q∗ .
THEOREM 2.2 (Central limit theorem for the Fre´chet mean). Under Assump-
tions 1 and 3 an approximation error rate of the Fre´chet mean Q∗ by its empirical
counterpart Qn is
(A)
√
n (Qn −Q∗)⇀ N (0,Ξ)
where Ξ is a self-adjoint linear operator acting from M to M defined in (A.7).
Moreover, if Var
(
TSQ∗
)
is non-degenerated, then
(B)
√
n Ξˆ−1/2n (Qn −Q∗)⇀ N (0, (Id)M),
with Ξˆn is a data-driven empirical counterpart of Ξ defined in (A.8).
REMARK 1. Here (A)M denotes a restriction of a quadratic form A to a
subspace M :
(A)M : M→M, (A)M(X) =ΠMA(X), X ∈M.
We intentionally postpone the explicit definitions of Ξ and Ξˆn , as they re-
quire an introduction of many technical details. This would make the description
of main results less transparent. The proof of the theorem relies on the Fre´chet
differentiablilty of TSQ in the vicinity of Q∗ :
TSQn = S
1/2
(
S1/2QnS
1/2
)−1/2
S1/2, TSQn ≈ TSQ∗ + dT SQ∗(Qn −Q∗),
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where dT SQ∗ is a differential of T
S
Q at point Q∗ . Here we imply differentiability
of TSQ by the lower argument Q .
It is worth noting that the result (B) obtained in CLT enables construction of
data-driven asymptotic confidence sets. However, there might appear technical
problems with inversion of the empirical covariance. For instance, numerical sim-
ulations show, that Ξ can be degenerated if P is supported on a set of diagonal
matrices. This immediately raises a question concerning the development of some
other confidence set construction methodology based on re-sampling techniques
which would simplify the process from computational point of view. We consider
this as a subject for further research.
As soon as the Bures-Wasserstein distance is the main tool for the analysis in
H+(d) , the convergence properties of dBW (Qn, Q∗) are also of great interest.
The next lemma is almost a straightforward corollary of Theorem 2.2.
COROLLARY 2.1 (Asymptotic distribution of dBW (Qn, Q∗) ). Under condi-
tions of Theorem 2.2 it holds
L (√ndBW (Qn, Q∗))⇀ L(∥∥∥Q1/2∗ dTQ∗Q∗ (Z)∥∥∥F) ,
where Z ∈M ⊂ H(d) is random matrix, s.t. Z ∼ N (0,Ξ) . Moreover,
dw
(
L (√ndBW (Qn, Q∗)) ,L(∥∥∥Q1/2n dTQnQn (Zn)∥∥∥F))→ 0,
where Zn ∈M and Zn ∼ N (0,Ξn) .
To illustrate the result, we consider the case of diagonal Q∗ . This setting al-
lows us to write down the explicit form of the limiting distribution. If Q∗ =
diag(q1, ..., qd) , then right-hand side of the above corollary for Z -case is:
L (√ndBW (Qn, Q∗))⇀ L
 d∑
i,j=1
Z2ij
2(qi + qj)
 ,
where (Zij)di,j=1 = Z . All proofs are collected in Section A.3. Section 4 illus-
trates asymptotic behaviour of L (√n ‖Qn −Q∗‖F ) and L (
√
ndBW (Qn, Q∗))
on both artificial and real data sets.
2.4. Concentration of Qn . The next important issue is concentration proper-
ties of Qn under the assumption of sub-Gaussianity of P (Assumption 2).
THEOREM 2.3 (Concentration of Q′n ). Let
(2.5) Q′n
def
= Q
−1/2
∗ QnQ
−1/2
∗ .
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It holds under Assumptions 2 and 3, that
P
{∥∥Q′n − I∥∥F ≥ cQ√n(d+ t)
}
≤ 2me−ntF + e−t2/2 + (1− p)n
for any t ≥ 0 and n ≥ n0 def= c2Q(d+ t)2 , where
m
def
= dim(M), p def= P
(
H++(d)
)
,
cQ
def
=
4 ‖Q∗‖σT
λmin(F ′)
, tF
def
= Cmin
(
λmin(F
′)
U log1/2 (U/σF )
,
λ2min(F
′)
σ2F
)
,
operator F ′ is defined in (B.3), σT comes from Proposition 1, and σF and U
are defined in Lemma B.3.
Concentration of dBW (Qn, Q∗) is a corollary of the above theorem.
COROLLARY 2.2 (Concentration of Qn in dBW distance). Under conditions
of Theorem 2.3 the following result holds
P
{
dBW (Qn, Q∗) ≥ cQ‖Q∗‖
1/2
√
n
(d+ t)
}
≤ 2me−ntF + e−t2/2 + (1− p)n.
Proofs are collected in Section B.
2.5. Central limit theorem and concentration for Vn . In this section we in-
vestigate properties of the Fre´chet variance Vn , defined in (1.4). The next theorem
presents central limit theorem for empirical variance Vn .
THEOREM 2.4 (Central limit theorem for Vn ). Let P be s.t. E(trS)2 < ∞
and P (H++(d)) = 1 . Then√
n (Vn − V∗)⇀ N
(
0,Var d2BW (Q∗, S)
)
.
The last important result of the current study describes concentration properties
of Vn .
THEOREM 2.5 (Concentration of Vn ). Let Assumption 2 be fulfilled. Then
under conditions of Theorem 2.4 it holds:
P {|Vn − V∗| ≥ z(b, ν, d, n, t)} ≤ 2me−ntF + 3e−t2/2 + (1− p)n
with
z(b, ν, d, n, t)
def
= max
(
bt2
n ,
νt√
n
)
+ 3
c2Q‖F ′‖
n (d+ t)
2.
There (ν, b) are parameters of sub-exponential r.v. d2BW (Q∗, S) .
Proofs of these two theorems are collected in Section B.1.
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3. Connection to other problems. In this section we explain the connection
of obtained results to some other problems. Section 3.1 investigates the relation be-
tween Bures-Wasserstein barycenter and 2-Wasserstein barycenter of some scale-
location family. Section 3.2 illustrates the idea of search of a barycenter on some
affine subspace A ⊂ H(d) .
3.1. Connection to scale-location families of measures. We first present the
concept of a scale-location family of absolutely continuous measures supported on
Rd .
DEFINITION 3.1. Let X ∼ µ be a random variable that follows law µ : µ ∈
Pac2 (Rd) , where Pac2 (Rd) is a set of all continuous measures with finite second
moment. A set of all affine transformations of X is
SL(µ) def=
{
L(PX + p) : P ∈ Sym+(d), p ∈ Rd}.
It is referred to as a scale-location family.
Scale-location families attract lots of attention in modern data analysis and ap-
pear in many practical applications, as this concept is user-friendly in terms of
theoretical analysis and, at the same time, possess very high modelling power. For
example, it is widely used in medical imaging Wassermann et al. (2010), modelling
of molecular dynamic Gonzalez et al. (2017), clustering procedures del Barrio et al.
(2017), climate modelling Mallasto and Feragen (2017), embedding of complex
objects in low dimensional spaces Muzellec and Cuturi (2018) and so on.
A possible metric that takes into account non-linearity of the underlying data-
set is 2 -Wasserstein distance dW2 . Let µ1, µ2 be elements of SL(µ) and let
X ∼ µ1 , Y ∼ µ2 . We denote their first and second moments as
(3.1) EX = m1, EY = m2, Var(X) = S1, Var(Y ) = S2.
It is a well-known fact, that in case of scale-location families dW2 depends only
on the first and second moments of observed measures:
d2W2(µ1, µ2) = ‖m1 −m2‖2 + d2BW (S1, S2).
For more details on general class of optimal transportation distances we recom-
mend excellent books Ambrosio and Gigli (2013) or Villani (2009).
Distribution over scale-location family. In many cases we are interested in scale-
location families generated at random. Let P be a probability measure supported
on some SL(µ) . And let (Ω,F,P) be a generic probability space, s.t. for any
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ω ∈ Ω there exists an image in µω def= L
(
PωX + pω
)
, where Pω ∈ Sym+(d)
is a scaling parameter and pω ∈ Rd is a shift parameter. A randomly sampled
measure µω belongs to SL(µ) by construction, and its first and second moments
(mω, Sω) are written as
mω
def
= Pωr + pω, Sω
def
= PωQP
>
ω ,
where (r,Q) denote the first and the second moments of µ .
Fre´chet variance of P at any arbitrary point µ is written as
V(µ) def=
∫
supp(P)
d2W2(µ, νω)P(dω).
Given an i.i.d. sample ν1, ..., νn from P , we define an empirical analogon of V :
Vn(µ) def= 1
n
n∑
i=1
d2W2(µ, νi).
Then population and empirical barycenters µ∗ and µn are
µ∗ = argmin
µ∈P2(Rd)
V(µ), µn = argmin
µ∈P2(Rd)
Vn(µ).
Note, that µ∗ and µn belong to SL(µ) and are uniquely characterised by their
first and second moments (r∗, Q∗) and (rn, Qn) respectively, see e.g. Theorem
3.10 A´lvarez-Esteban et al. (2015):
(3.2) r∗ =
∫
supp(P)
mωP(dω), Q∗ =
∫
supp(P)
(
Q
1/2
∗ SωQ
1/2
∗
)1/2
P(dω),
(3.3) rn =
1
n
n∑
i=1
mi, Qn =
1
n
n∑
i=1
(
Q1/2n SiQ
1/2
n
)1/2
.
It is worth noting that the concept of Wasserstein barycenter originally pre-
sented in a seminal work by Agueh and Carlier (2011) becomes a topic of ex-
tensive scientific interest in the last few years. A work Bigot et al. (2012) focuses
on convergence of parametric class of barycenters, while Bigot et al. (2017) in-
vestigate asymptotic properties of regularised barycenters. The most general re-
sults on limiting distribution of convergence of empirical barycenters are obtained
in Ahidar-Coutrix et al. (2018). This work provides rates of convergence for em-
pirical barycentres of a Borel probability measure on a metric space either under
assumptions on weak curvature constraint of the underlying space or for a case
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of a non-negatively curved space on which geodesics, emanating from a barycen-
ter, can be extended. Theorem 2.2 specifies the results, obtained in Ahidar-Coutrix
et al. (2018) for the case of scale-location families. Corollary 2.1 partially answers
an (implicit) question, raised by work
Le Gouic and Loubes (2015), concerned the rate of convergence of dW2(µn, µ∗) .
Namely, for the case of scale-location families it is of order 1√
n
. However, the
above mentioned work covers only (1.2) case. The paper Kroshnin (2018) ob-
tains an analog of law of large numbers for the case of arbitrary cost functions
for barycenters on some affine sub-space A (1.3). A result, similar in spirit to The-
orem 2.5 is obtained in Del Barrio et al. (2016). However, there authors consider
only the space of probability measures supported on the real line (i.e. d = 1 )
endowed with 2-Wasserstein distance. To the best of our knowledge, there are
no results similar to concentration Theorem 2.3 and Theorem 2.2 in case of 2-
Wasserstein distance.
3.2. Connection to quantum mechanics. This section illustrates the idea of
barycenter restricted to some affine sub-space A . We first briefly recall the concept
of quantum densities. Quantum density operator is used in quantum mechanics as
a possible way of description of statistical state of a quantum system. It might be
considered as an analogue to a phase-space density in classical statistical mechan-
ics. The formalism was introduced by John von Neumann in 1927. In essence a
density matrix ρ is a Hermitian positive semi-definite operator with the unit trace,
ρ ∈ H+(d) , tr ρ = 1 .
Given a random ensemble of density matrices, one is able to recovery the mean
using averaging in classical Euclidean sense. However, Bures-Wasserstein barycen-
ter suggests an alternative way to define the “most typical” representant (1.3) in
terms of fidelity measure (2.2). We consider a following statistical setting. Let
(Ω,F,P) be some mechanism which generates quantum states ρω . Given an i.i.d
sample ρ1, ..., ρn we write population and empirical variance of P as
V(σ) =
∫
supp(P)
d2BW (σ, ρω)P(dω), Vn(σ) =
1
n
n∑
i=1
d2BW (σ, ρi).
Then population and empirical barycenters in the class of all d × d -dimensional
density operators are defined as
ρ∗ = argmin
σ: trσ=1
V(σ), ρn = argmin
σ: trσ=1
Vn(σ).
It can be easily shown, that “taking global Fre´chet barycenter” or, in other words
neglecting the condition σ : trσ = 1 , we end up with the global baryceneter,
which is the solution of the fixed point equation which is already mentioned in
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Section 2: ρ =
∫ (
ρ1/2ρωρ
1/2
)1/2 P(dω) . This is a contraction mapping. Thus
tr ρ∗ < 1 and ρ∗ is not a density operator. In other words condition trσ = 1
ensures, that ρ∗ and ρn also belong to the class of density operators. Taking into
account the results obtained in Section 2, ρn is a natural consistent estimator of
ρ∗ with known rate of convergence and deviation properties.
4. Experiments on simulated and real data sets.
4.1. Simulated data. In this section we consider a simulated data set. So as
to generate a covariance matrix S = U∗ΛU , S ∈ Sym++(d) we generate at
random an orthogonal matrix U and a diagonal matrix Λ = diag(λ1, ..., λd) , s.t.
λi ∼ Unif[18, 22] . The following images Fig.1 - Fig.3 illustrate convergence of
L (√n‖Qn −Q∗‖F ) , L (
√
ndBW (Qn, Q∗)) , and L (
√
n(V∗ − Vn)) presented
in Theorem 2.2, Corollary 2.1, and Theorem 2.4 respectively. The following nu-
merical experiments were performed using R . The population barycenter Q∗
was computed using a sample of 20000 observed covariance matrices. A solid
line depicts the density of a limiting distribution, whereas dashed lines correspond
to densities for different sample sizes for Bures-Wasserstein barycenter Qn with
n = {3, 10, 100, 1000} . Simulation were carried out for matrices of size d = 5
and d = 10 .
Fig 1: Densities of L(√n ‖Qn −Q∗‖F )
4.2. Data aggregation in climate modelling. In this section we carry out the
experiments on a family of Gaussian process, using a climate-related data set, col-
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Fig 2: Densities of L (√ndBW (Qn, Q∗))
Fig 3: Densities of L (√n(Vn − V∗))
lected in Siberia (Russia) between 1930 and 2009 Bulygina and Razuvaev (2012);
Tatusko (1990). We set SL(µ) to be a family of Gaussian curves, that describe
the daily minimum temperatures within one year, measured at a set of 30 randomly
sampled meteorological stations. Each curve is obtained by means of regression
and maximum likelihood estimation and is sampled in 50 points. More details
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Fig 4: L (√n ‖Qn −Q∗‖F ) Fig 5: L (
√
ndBW (Qn, Q∗))
on this data set are provided in Mallasto and Feragen (2017). The scale-location
family under consideration is written as
SL(µ) = {νt = GP (mt, St), mt ∈ R50, St ∈ Sym++(50), t = 1, ..., 71} ,
where νt = GP (mt, St) is a Gaussian process, characterised by mean mt and
covariance St inherent to a year t , t ∈ {1933, ..., 2009} . We let mt = 0 for all
t . A Gaussian process µ∗ = GP (r∗, Q∗) is the population Wasserstein barycenter
of SL(µ) . It is characterised by (r∗, Q∗)
r∗ = 0, Q∗ =
1
71
71∑
t=1
(
Q
1/2
∗ StQ
1/2
∗
)1/2
.
A family of approximating processesµn = GP (rn, Qn) with parameters (rn, Qn)
(3.3) is constructed by means of re-sampling with replacement of the original data
set. Sample size n varies in range n = {3, 10, 70} . Fig. 4 and Fig. 5 present
densities of L (√n ‖Qn −Q∗‖F ) and L (
√
ndBW (Qn, Q∗)) respectively.
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APPENDIX A: PROOF OF CENTRAL LIMIT THEOREM
A.1. Properties of TSQ .
PROOF OF LEMMA 2.1. First, we prove that optimal T is self-adjoint. Indeed,
assume the opposite, then
Q1/2TQT ∗Q1/2 =
(
Q1/2TQ1/2
)(
Q1/2TQ1/2
)∗
= Q1/2SQ1/2
and thus trQ1/2TQ1/2 < tr
(
Q1/2SQ1/2
)1/2
. Therefore
tr(T − I)Q(T ∗ − I) = trS + trQ− 2 trTQ = trS + trQ− 2 trQ1/2TQ1/2
> trS + trQ− 2 tr
(
Q1/2SQ1/2
)1/2
= d2BW (Q,S).
If T is Hermitian but not positive semi-definite, then Q1/2TQ1/2 4
(
Q1/2SQ1/2
)1/2
,
Q1/2TQ1/2 6= (Q1/2SQ1/2)1/2 , hence again trQ1/2TQ1/2 < tr (Q1/2SQ1/2)1/2 .
Finally, if T ∈ H+(n) , then it is straightforward to check that T = TSQ given
by (2.3) and
tr(T − I)Q(T ∗ − I) = trS + trQ− 2 tr
(
Q1/2SQ1/2
)1/2
= d2BW (Q,S).
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The proof of the Central Limit theorem mainly relies on the differentiability of
the map (2.3). Lemma A.2 shows that TSQ can be linearised in the vicinity of Q :
TSQ+X = T
S
Q + dT
S
Q(X) + o
(‖X‖),
where dT SQ : H(d) → H(d) is a self-adjoint negative-definite operator and ‖·‖
stands for an operator norm. Properties of dT SQ are investigated in Lemma A.3.
Let us introduce some notation: if G(A) is a functional of a matrix A , then we
denote its differential as dAG .
LEMMA A.1. Map Q 7→ g(Q) = Q1/2 is differentiable on H++(d) , and its
differential is given by
dQg(X) = U
∗
(
(UXU∗)ij√
qi +
√
qj
)d
i,j=1
U, X ∈ H(d),
where Q = U∗ diag(q)U is the eigenvalue decomposition.
PROOF. First, let us consider the map P 7→ f(P ) = P 2 . It is smooth and its
differential
dP f(X) = PX +XP, X ∈ H(d)
is non-degenerated:
〈dP f(X), X〉 = 2 trXPX > 0, X 6= 0,
whenever P ∈ H++(d) . From now on 〈·, ·〉 denotes a scalar product associated
to Frobenius norm.
Now applying the inverse function theorem we obtain that the inverse map g(·)
is also smooth and its differential enjoys the following equation
X =
(
dP f |P=Q1/2
)
(dQg(X)) = Q
1/2dQg(X) + dQg(X)Q
1/2,
thus
UXU∗ = (diag(q))1/2UdQg(X)U∗ + UdQg(X)U∗(diag(q))1/2,
(UXU∗)ij = (
√
qi +
√
qj)(UdQg(X)U
∗)ij , 1 ≤ i, j ≤ d,
and
dQg(X) = U
∗
(
(UXU∗)ij√
qi +
√
qj
)d
i,j=1
U.
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LEMMA A.2 (Fre´chet-differentiability of the map TSQ ). For any S ∈ H+(d)
the map TSQ can be linearised in the vicinity of Q ∈ H++(d) as
TS
Q˜
= TSQ + dT
S
Q
(
Q˜−Q
)
+ o
(∥∥∥Q˜−Q∥∥∥) , as Q˜→ Q,
where
(A.1) dT SQ(X)
def
= −S1/2U∗Λ−1/2δΛ−1/2US1/2, X ∈ H(d),
U∗ΛU is an eigenvalue decomposition of S1/2QS1/2
U∗ΛU = S1/2QS1/2, U∗U = UU∗ = I, Λ = diag
(
λ1, . . . , λrank(S), 0, . . . , 0
)
,
Λ−1/2 =
(
Λ1/2
)+
= diag(λ
−1/2
1 , . . . , λ
−1/2
rank(S), 0, . . . , 0),
δ = (δij)
d
i,j=1, δij =

∆ij√
λi+
√
λj
, i, j ≤ rank(S)
0, otherwise
, ∆ = US1/2XS1/2U∗.
PROOF. The proof mainly relies on the differentiation of the pseudo-inverse
term
(
S1/2QS1/2
)−1/2 , as soon as
dT SQ(X) = S
1/2dQ
(
S1/2QS1/2
)−1/2
(X)S1/2.
Obviously we can consider only restriction to range(S) and therefore assume
w.l.o.g. S  0. As (S1/2(Q+X)S1/2)−1/2 = U∗ (Λ+∆)−1/2 U , by Lemma A.1
and von Neumann series expansion we obtain for infinitesimal X ∈ H(d) and cor-
responding ∆ that
(Λ+∆)−1/2 =
(
Λ1/2 + δ + o(‖∆‖)
)−1
=
(
Λ1/4
(
I + Λ−1/4δΛ−1/4 + o(‖∆‖)
)
Λ1/4
)−1
= Λ−1/4
(
I − Λ−1/4δΛ−1/4 + o(‖∆‖)
)
Λ−1/4
= Λ−1/2 − Λ−1/2δΛ−1/2 + o(‖∆‖).
Then the differential dQ
(
S1/2QS1/2
)−1/2
(X) is written as
dQ
(
S1/2QS1/2
)−1/2
(X) = −U∗Λ−1/2δΛ−1/2U.
Therefore,
TSQ+X = T
S
Q + dT
S
Q(X) + o(‖X‖),
where dT SQ(X) is defined by (A.1).
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Lemmas A.3 and A.4 are technical and explore properties of dT SQ .
LEMMA A.3. For any S ∈ H+(d) , Q ∈ H++(d) , the properties of operator
dT SQ defined in (A.1) are following:
(I) it is self-adjoint;
(II) it is negative semi-definite;
(III) it enjoys the following bounds:
− 〈dT SQ(X), X〉 ≤ λ1/2max (S1/2QS1/2)2 ∥∥∥Q−1/2XQ−1/2∥∥∥2F ,
− 〈dT SQ(X), X〉 ≥ λ1/2min (S1/2QS1/2)2 ∥∥∥Q−1/2XQ−1/2∥∥∥2F ;
(IV) it is homogeneous w.r.t. Q with degree −32 and w.r.t. S with degree 12 , i.e.
dT SaQ = a
−3/2dT SQ and dT
aS
Q = a
1/2dT SQ for any a > 0;
(V) it is monotone w.r.t. S1/2QS1/2 (once range S is fixed): dT S0Q0 4 dT
S1
Q1
in the sense of self-adjoint operators on H(d) whenever S1/20 Q0S
1/2
0 4
S
1/2
1 Q1S
1/2
1 and range(S0) = range(S1) ; in particular, dT
S
Q is monotone
w.r.t. Q ∈ H++(d) for fixed S.
PROOF. Slightly changing notations, we rewrite (A.1) as
dT SQ(X) = −S1/2U∗Λ−1/2δXΛ−1/2US1/2,
where matrices U,U∗ and Λ come from Lemma A.2 and
δX = (δXij )
d
i,j=1, δ
X
ij =
∆Xij√
λi +
√
λj
, ∆X = US1/2XS1/2U∗.
(I) Self-adjointness. Consider a scalar product
〈dT SQ(X), Y 〉 = tr
(
dT SQ(X)Y
)
= − tr(S1/2U∗Λ−1/2δXΛ−1/2US1/2Y )
= − tr(Λ−1/2δXΛ−1/2US1/2Y S1/2U∗).
We now introduce a following notation
∆Y
def
= US1/2Y S1/2U∗.
Then the above equality can be continued as follows:
− tr(Λ−1/2δXΛ−1/2US1/2Y S1/2U∗) = − tr(Λ−1/2δXΛ−1/2∆Y )
= −
r∑
i,j=1
δXij√
λiλj
∆Yij = −
r∑
i,j=1
∆Xij∆
Y
ij√
λiλj(
√
λi +
√
λj)
= tr
(
dT SQ(Y )X
)
= tr
(
XdT SQ(Y )
)
= 〈X,dT SQ(Y )〉,
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where r = rank(S) . Thus the operator is self-adjoint.
(II) Boundedness and (III) eigenvalues. Denoting ∆X by ∆ (i.e. now ∆ =
US1/2XS1/2U∗ ) and taking into account the above expansion of an inner product,
one obtains
−〈dT SQ(X), X〉 =
r∑
i,j=1
∆2ij√
λiλj(
√
λi +
√
λj)
=
r∑
i,j=1
(
∆ij√
λiλj
)2 √
λiλj√
λi +
√
λj
.
(A.2)
Note, that the function f(λi, λj)
def
=
√
λiλj√
λi+
√
λj
is monotonously increasing in
both arguments λi and λj , thus
(A.3) max
i,j
f(λi, λj) =
λ
1/2
max(Λ)
2
, min
i,j
f(λi, λj) =
λ
1/2
min(Λ)
2
.
For the sake of simplicity we introduce a new variable
ζ
def
= Q−1/2XQ−1/2,
its Frobenius norm is written as
‖ζ‖2F = tr
(
XQ−1XQ−1
)
.
Moreover, the following inequality for trace holds:
tr
(
XQ−1XQ−1
) ≥ tr(ΠSXΠSQ−1ΠSXΠSQ−1ΠS)
= tr
(
∆Λ+∆Λ+
)
=
∥∥∥Λ−1/2∆Λ−1/2∥∥∥2
F
=
r∑
i,j=1
∆2ij
λiλj
.
Here ΠS is the orthogonal projector onto range of S .
Then combining (A.2) with (A.3), the upper and lower bounds can be obtained
as follows:
−〈dT SQ(X), X〉 ≤ max
i,j
f(λi, λj)
r∑
i,j=1
(
∆ij√
λiλj
)2
≤ λ
1/2
max(Λ)
2
‖ζ‖2F ,
−〈dT SQ(X), X〉 ≥ min
i,j
f(λi, λj)
r∑
i,j=1
(
∆ij√
λiλj
)2
=
λ
1/2
min(Λ)
2
‖ζ‖2F .
Note, that if S is degenerated, the lower bound becomes trivial.
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(IV) Homogeneity and (V) monotonicity. Homogeneity follows directly from
definition (A.1). Now we prove monotonicity. As range of S1/2QS1/2 is fixed, we
may assume S  0 . Consider
〈dT SQ(X), X〉 = tr
(
S1/2U∗Λ−1/2δΛ−1/2US1/2, X
)
=
〈
U∗Λ−1/2δΛ−1/2U, S1/2XS1/2
〉
=
〈
dQ
(
S1/2QS1/2
)−1/2
(X), S1/2XS1/2
〉
=
〈
dMM
−1/2
(
S1/2XS1/2
)
, S1/2XS1/2
〉
,
with replacement M = S1/2QS1/2 to be change of variables. As soon as X
is supposed to be fixed, it is enough to show that the differential dMM−1/2 is
monotone in M . Notice that the operator
(
dMM
−1/2)−1 at point M is equal to
the differential of the inverse map P 7→ P−2 at point P =M−1/2 :
dMM
−1/2 =
(
dPP
−2∣∣
P=M−1/2
)−1
.
In turn, dPP−2 can be expressed as
dPP
−2(X) = −P−1 (P−1X +XP−1)P−1,
the right part of the above equation is self-adjoint, negative-definite and〈−P−1 (P−1X +XP−1)P−1, X〉 = −2 trP−2XP−1X.
Choose M1 <M0  0 (thus M1/21 <M1/20 ) and let Pi =M−1/2i for i = 0, 1 .
Then for any fixed X ∈ H(d)
− trP−21 XP−11 X = − trM1XM1/21 X ≤ − trM0XM1/20 X = − trP−20 XP−10 X,
i.e. dPP−2
∣∣
P1
4 dPP−2
∣∣
P0
and hence for the differential of M 7→ M−1/2 the
inverse inequality holds: dMM−1/2
∣∣
M0
4 dMM−1/2
∣∣
M1
. This entails mono-
tonicity of dT SQ .
COROLLARY A.1. We define a following rescaled operator
(A.4) dtSQ(ζ)
def
= Q1/2dT SQ
(
Q1/2ζQ1/2
)
Q1/2, ζ ∈ H(d).
Then a following bound on its eigenvalues hold:
λmin
(−dtSQ) = 12λ1/2min (S1/2QS1/2) ,
λmax
(−dtSQ) = 12λ1/2max (S1/2QS1/2) .
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PROOF. Notice that inequalities
λmin
(−dtSQ) ≥ 12λ1/2min (S1/2QS1/2) ,
λmax
(−dtSQ) ≤ 12λ1/2max (S1/2QS1/2) ,
are a trivial consequence of Lemma A.3 (III). Now defining for any 1 ≤ k ≤
rank(S)
∆kij =
{
1, i = j = k,
0, otherwise,
, Xk = S−1/2U∆kU∗S−1/2, ζk = Q−1/2XkQ−1/2
we obtain from (A.2) that
−
〈
dtSQ(ζ
k), ζk
〉
= −
〈
dT SQ(X
k), Xk
〉
=
λ
1/2
k
2
∥∥∥ζk∥∥∥2
F
.
Therefore, the above inequalities are sharp.
LEMMA A.4. For any Q0, Q1 ∈ H++(d) , S ∈ H+(d) consider
(A.5) Qt
def
= (1− t)Q0 + tQ1, Q′ def= Q−1/20 Q1Q−1/20 .
Then
2
λmin(Q′) + λ
1/2
min(Q
′)
dT SQ0 4
∫ 1
0
dT SQt dt(I)
4 2
λmax(Q′) + λ
1/2
max(Q′)
dT SQ0
4 1
1 + 3 ‖Q′ − I‖ /4dT
S
Q0 .
Moreover, if ‖Q′ − I‖ < 1 , then
(II)
∫ 1
0
dT SQt dt <
1
1− ‖Q′ − I‖dT
S
Q0 .
REMARK 2. The above inequality might seem confusing due to the fact that
λmin(·) ≤ λmax(·) , however this is explained by the fact that dT SQ is negative
definite.
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PROOF. Notice that
Qt = Q
1/2
0
(
(1− t)I + tQ′)Q1/20 .
Monotonicity and homogeneity with degree −32 of dT SQ(·) (see Lemma A.3)
yield
dT SQt 4 dT
S
((1−t)+tλmax(Q′))Q0
=
(
(1− t) + tλmax(Q′)
)−3/2
dT SQ0
and
dT SQt < dT
S
((1−t)+tλmin(Q′))Q0
=
(
(1− t) + tλmin(Q′)
)−3/2
dT SQ0 .
Therefore, ∫ 1
0
dT SQt dt 4 dT
S
Q0
∫ 1
0
(
(1− t) + tλmax(Q′)
)−3/2
dt
=
2
λmax(Q′) + λ
1/2
max(Q′)
dT SQ0
and respectively, ∫ 1
0
dT SQt dt <
2
λmin(Q′) + λ
1/2
min(Q
′)
dT SQ0 .
The rest of the Lemma follow from the fact that
λmin(Q
′) ≥ 1− ∥∥Q′ − I∥∥ , λmax(Q′) ≤ 1 + ∥∥Q′ − I∥∥
and inequalities
√
1 + x ≤ 1 + x
2
for x ≥ 0,
√
1− x ≥ 1− x for 0 ≤ x ≤ 1.
A.2. Properties of dBW (Q,S) . The next lemma ensures strict convexity of
dBW (Q,S) . In essence, the proof mainly relies on Theorem 7 Bhatia et al. (2018).
LEMMA A.5. For any S ∈ H+(d) function Q 7→ d2BW (Q,S) is convex on
H+(d) . Moreover, if S  0 , then it is strictly convex.
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PROOF. According to (Bhatia et al., 2018, Theorem 7) function h(X) = trX1/2
is strictly concave on H+(d) , hence function
Q 7→ d2BW (Q,S) = trS + trQ− 2 tr
(
S1/2QS1/2
)1/2
is convex on H+(d) for any positive semi-definite S . Moreover, if S  0 , then
Q 7→ S1/2QS1/2 is an injective linear map, and therefore d2BW (Q,S) is strictly
convex.
Further we present differentiability of dBW (Q,S) and its quadratic approxima-
tion.
LEMMA A.6. For any Q ∈ H++(d) , S ∈ H+(d) function d2BW (Q,S) is
twice differentiable in Q with
dQd
2
BW (Q,S)(X) = 〈I − TSQ , X〉, X ∈ H(d),
d2Qd
2
BW (Q,S)(X,Y ) = −〈X,dT SQ(Y )〉, X, Y ∈ H(d).
Moreover, the following quadratic approximation holds: for any Q0, Q1 ∈ H++(d)
− 2(
1+λ
1/2
max(Q′)
)2 〈dT SQ0(Q1 −Q0), Q1 −Q0〉
≤ d2BW (Q1, S)− d2BW (Q0, S) + 〈TSQ0 − I,Q1 −Q0〉
≤ − 2(
1+λ
1/2
min(Q
′)
)2 〈dT SQ0(Q1 −Q0), Q1 −Q0〉 .
with Q′ defined in (A.5).
PROOF. Note that
dQ
(
S1/2QS1/2
)1/2
(X) = U∗δU,
where δ comes from Lemma A.2. Furthermore, Lemma A.1 implies that
dQ tr
(
S1/2QS1/2
)1/2
(X) = trdQ
(
S1/2QS1/2
)1/2
(X) = tr δ
=
rank(S)∑
i=1
∆ii
2
√
λi
=
1
2
tr∆Λ−1/2
=
1
2
trS1/2XS1/2
(
S1/2QS1/2
)−1/2
=
1
2
〈
TSQ , X
〉
.
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Consequently, d2BW (Q,S) is differentiable and
dQd
2
BW (Q,S)(X) = trX − 2dQ tr
(
S1/2QS1/2
)1/2
(X) =
〈
I − TSQ , X
〉
.
Applying Lemma A.2 one obtains
d2Qd
2
BW (Q,S)(X,Y ) = dQ
〈
I − TSQ , X
〉
= − 〈dT SQ(Y ), X〉 (Y ).
Quadratic approximation. Let Q0, Q1 ∈ H++(d) , Qt def= (1 − t)Q0 + tQ1 ,
t ∈ [0, 1] . The Taylor expansion in integral form applied to d2BW (Qt, S) implies
d2BW (Q1, S) = d
2
BW (Q0, S) +
〈
I − TSQ0 , Q1 −Q0
〉
+
∫ 1
0
(1− t) 〈−dT SQt(Q1 −Q0), Q1 −Q0〉 dt
= d2BW (Q0, S)−
〈
TSQ0 − I,Q1 −Q0
〉
−
〈[∫ 1
0
(1− t)dT SQt dt
]
(Q1 −Q0), Q1 −Q0
〉
.
Following the same ideas as in the proof of Lemma A.4 one obtains that∫ 1
0
(1− t)dT SQt dt 4
∫ 1
0
(1− t)((1− t) + tλmax(Q′))−3/2dT SQ0 dt
= 2(
1+λ
1/2
max(Q′)
)2dT SQ0
and ∫ 1
0
(1− t)dT SQt dt < 2(
1+λ
1/2
min(Q
′)
)2dT SQ0 .
Thus
− 2(
1+λ
1/2
max(Q′)
)2 〈dT SQ0(Q1 −Q0), Q1 −Q0〉
≤ d2BW (Q1, S)− d2BW (Q0, S) + 〈TSQ0 − I,Q1 −Q0〉
≤ − 2(
1+λ
1/2
min(Q
′)
)2 〈dT SQ0(Q1 −Q0), Q1 −Q0〉 .
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A.3. Central limit theorem for Qn . First let us prove uniqueness and positive-
definiteness of Bures–Wasserstein barycenter.
PROOF OF THEOREM 2.1. Since
Ed2BW (0, S) = E trS <∞
and dBW (Q,S) → ∞ as ‖Q‖ → ∞ , the barycenter Q∗ always exists by conti-
nuity and compactness argument. In case P(H++(d)) > 0 applying Lemma A.5
we obtain strict convexity of the integral
Q 7→ Ed2BW (Q,S) = V(Q), Q ∈ H+(d),
and therefore, uniqueness of the minimizer Q∗ .
To prove that Q∗  0 consider arbitrary degenerated Q0 ∈ H+(d) ∩ A , Q1 ∈
H++(d) ∩ A (which exists by Assumption 3) and S ∈ H++(d) . Let us define
Qt = (1− t)Q0 + tQ1 ∈ A . We are going to show, that
d
dt
d2BW (Qt, S) = 〈I − TSQt , Q1 −Q0〉 → −∞ as t→ 0.
Consider eigen-decomposition S1/2Q0S1/2 = U∗ΛU , Λ = diag(λ1, . . . , λr, 0, . . . , 0) ,
where r = rank(Q0) . Respectively, we write C = US1/2Q1S1/2U∗ in a block
form
C =
(
C11 C12
C21 C22
)
, C11 ∈ H++(r), C12 = C∗21 ∈ Cr×(d−r), C22 ∈ H++(d−r).
Cramer’s rule for inverse matrix and Laplace’s formula yield
U
(
S1/2QtS
1/2
)−1
U∗ =
(
(1−t)Λ+tC)−1 = (O(1) O(1)
O(1) C−122 /t+O(1)
)
, as t→ 0,
therefore
√
tU
(
S1/2QtS
1/2
)−1/2
U∗ →
(
0 0
0 C
−1/2
22
)
.
Consequently,
√
t
〈
TSQt , Q0
〉
=
√
t
〈(
S1/2QtS
1/2
)−1/2
, S1/2Q0S
1/2
〉
=
〈√
tU
(
S1/2QtS
1/2
)−1/2
U∗, US1/2Q0S1/2U∗
〉
=
〈(
o(1) o(1)
o(1) C
−1/2
22
)
,
(
diag(λ1, . . . , λr) 0
0 0
)〉
= o(1).
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In the same way one can obtain
√
t
〈
TSQt , Q1
〉
=
〈(
o(1) o(1)
o(1) C
−1/2
22
)
,
(
C11 C12
C21 C22
)〉
= trC
1/2
22 + o(1).
Consequently,
d
dt
d2BW (Qt, S) = 〈I−TSQt , Q1−Q0〉 = trQ1− trQ0−
trC
1/2
22 + o(1)√
t
→ −∞.
Since P(H++(d)) > 0 by Assumption 3 and d2BW (Q,S) is convex, we conclude
that
d
dt
V(Qt) = E d
dt
d2BW (Qt, S)→ −∞ as t→ 0,
thus Q0 cannot be a barycenter of P. This yields Q∗  0 .
Since V(·) is convex and barycenter of P is positive-definite and unique, it is
characterized as a stationary point of Fre´chet variation on subspace A, i.e. as a
solution to equation
ΠM∇V(Q) =ΠM(I − ETSQ) = 0, Q ∈ A ∩H++(d),
as required.
The proof of CLT widely uses the concept of covariance operators on the space
of optimal transportation maps and on the space of covariance matrices.
Covariance operator on the space of optimal maps. Consider Ti
def
= TSiQ∗ and
Tni
def
= TSiQn . We define covariance Σ of Ti , its empirical counterpart Σn , and
its data-driven estimator Σˆn as follows
Σ
def
= Var(Ti), Σn
def
=
1
n
n∑
i=1
(Ti − I)⊗ (Ti − I) ,
Σˆn
def
=
1
n
n∑
i=1
(Tni − I)⊗ (Tni − I) .(A.6)
Covariance operators on the space of covariance matrices. Let Qn be an em-
pirical barycenter. The covariance of Qn and its empirical counterpart are defined
as
(A.7) Ξ def= F−1(Σ)MF−1, Ξ : M→M,
(A.8) Ξˆn
def
= Fˆ−1n (Σˆn)MFˆ
−1
n , Ξˆn : M→M,
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where
F
def
= −E (dT SQ∗)M Fn def= − 1n
n∑
i=1
(
dT SiQ∗
)
M
,(A.9)
Fˆn
def
= − 1
n
n∑
i=1
(
dT SiQn
)
M
.(A.10)
Now we are ready to prove the central limit theorem for the empirical barycenter
Qn (Theorem 2.2). However, for the sake of transparency we provide below a
complete statement.
THEOREM (Central limit theorem for the covariance of empirical barycenter).
The approximation error rate of the Fre´chet mean Q∗ by its empirical counterpart
Qn is
(A)
√
n (Qn −Q∗)⇀ N (0,Ξ) ,
Moreover, if (Σ)M is non-degenerated, then
(B)
√
nΞˆ−1/2n (Qn −Q∗)⇀ N (0, (Id)M) .
PROOF OF THEOREM 2.2. The proof consists of two parts: proof of (A) and (B).
Proof of (A). As Vn(·) are convex functions, they a.s. uniformly converge
to strictly convex function V(·) on any compact set by the uniform law of large
numbers. Therefore, their minimizers also converge a.s. Qn → Q∗ . In particular,
Qn  0 with dominating probability.
Applying the expansion from Lemma A.2 at point Q∗ implies
Tni = Ti +
∫ 1
0
dT SiQt(Qn −Q∗) dt(A.11)
= Ti + dT
Si
Q∗(Qn −Q∗) + α
(
Qn −Q∗;Qn, Si
)
,
where Qt = (1− t)Q∗+ tQn and α(·;Qn, Si) is a self-adjoint operator on H(d)
s.t.
〈
X,α
(
X;Qn, S
)〉
= o
(〈
X,dT SQ∗(X)
〉)
as Q′n → I uniformly in S and X
according to Lemma A.4. Note, that the condition for Qn being a barycenter is
ΠM
(
1
n
∑
i T
n
i − I
)
= 0 . This fact together with averaging of (A.11) over i give:
(A.12) ΠMI =ΠMTn − Fn(Qn −Q∗) +ΠMαn
(
Qn −Q∗
)
,
where
(A.13) Tn
def
=
1
n
n∑
i=1
Ti, αn(X)
def
=
1
n
n∑
i=1
α(X;Qn, Si),
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and Fn is defined in (A.9). Recall that F (A.9) is a population counterpart of
Fn . This operator is correctly defined since by Lemma A.3 one can show that it is
self-adjoint, positive definite and bounded:
‖F ‖ ≤ E∥∥dT SQ∗∥∥ ≤ E
∥∥S1/2Q∗S1/2∥∥
2λ2min(Q∗)
<∞.
Since by the law of large numbers Fn → F and αn(X) = o
(‖Fn(X)‖) , we
obtain from (A.12)
Qn = Q∗ + F−1ΠM
(
Tn − I
)
+ o
(∥∥ΠM (Tn − I)∥∥) ,(A.14)
where F−1 is a bounded linear operator, because dT SQ∗ is negative definite for
any S  0 by Lemma A.3. The result (A) follows immediately from the CLT for
ΠMTn .
Proof of (B). Note that result (A) is equivalent to the fact, that
√
nΞ−1/2 (Qn −Q∗)⇀ N (0, (Id)M) .
To ensure convergence of Ξˆn → Ξ we need to show that
• Σˆn → Σ (is proved in Lemma B.2);
• Fˆn → F .
Convergence of Fˆn to F . Monotonicity and homogeneity with degree −32 of
dT SQ (see Lemma A.3) yield(
λmax(Q
′
n)
)−3/2
dT SQ∗ < dT
S
Qn <
(
λmin(Q
′
n)
)−3/2
dT SQ∗ ,
where Q′n comes from (A.5). This naturally leads to the following relation:
1
λ
3/2
max(Q′n)
(Id)M 4 F−1/2n FˆnF−1/2n 4
1
λ
3/2
min(Q
′
n)
(Id)M.
Note, that λmin(Q′n) ≥ 1 − ‖Q′n − I‖ and λmax(Q′n) ≤ 1 + ‖Q′n − I‖ . This
immediately implies∥∥∥F−1/2n FˆnF−1/2n − (Id)M∥∥∥ ≤ (1− ∥∥Q′n − I∥∥)−3/2 − 1→ 0.
Since Fn → F this implies Fˆn → F .
The above results ensures validity of substitution Ξ by Ξˆn . This yields (B).
The asymptotic convergence results for dBW (Qn, Q∗) is a straightforward corol-
lary of the above theorem. Here is the proof.
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PROOF OF COROLLARY 2.1. Since Qn → Q∗ a.s., Lemma A.6 implies
dBW (Qn, Q∗) =
1 + o(1)
2
〈
dTQ∗Q∗ (Qn −Q∗), Qn −Q∗
〉
.
By Theorem 2.2
√
n(Qn −Q∗) is asymptotically normal and centred, therefore
L (√ndBW (Qn, Q∗))⇀ L(∥∥∥Q1/2∗ dTQ∗Q∗ (Z)∥∥∥F) .
where Z ∈M ⊂ H(d) and Z ∼ N (0,Ξ) .
Note, that Qn → Q∗ , Ξˆn → Ξ , and dTQnQn → dT
Q∗
Q∗ . The latter result follows
from Lemma A.3 (IV, V):
dTQnQn 4 dT
λmax(Q′n)Q∗
λmax(Q′n)Q∗
=
1
λmax(Q′n)
dTQ∗Q∗ → dT
Q∗
Q∗ ,
dTQnQn < dT
λmin(Q
′
n)Q∗
λmin(Q′n)Q∗
=
1
λmin(Q′n)
dTQ∗Q∗ → dT
Q∗
Q∗ .
This yields
L
(∥∥∥Q1/2n dTQnQn (Zn)∥∥∥F)⇀ L(∥∥∥Q1/2∗ dTQ∗Q∗ (Z)∥∥∥F) ,
where Zn ∼ N
(
0, Ξˆn
)
. This, in turn, entails
dw
(
L (√ndBW (Qn, Q∗)) ,L(∥∥∥Q1/2n dTQnQn (Zn)∥∥∥F))→ 0.
APPENDIX B: CONCENTRATION OF BARYCENTERS
The next lemma is a key ingredient in the proof of concentration result for Qn .
LEMMA B.1. Consider
(B.1) ηn
def
=
1
λmin(F ′n)
∥∥∥Q1/2∗ ΠM (Tn − I)Q1/2∗ ∥∥∥
F
where
(B.2)
F ′n(X)
def
= Q
1/2
∗ Fn
(
Q
1/2
∗ XQ
1/2
∗
)
Q
1/2
∗ for X ∈
{
Q
−1/2
∗ Y Q
−1/2
∗ |Y ∈M
}
.
Then ∥∥Q′n − I∥∥F ≤ ηn1− 34ηn
whenever ηn < 43 and Qn  0 .
32 KROSHNIN, SPOKOINY, SUVORIKOVA
PROOF. Let us define Qt
def
= tQn + (1 − t)Q∗ for t ∈ [0, 1] . Due to Lem-
mas A.3 and A.4 we have for any S ∈ H+(d)〈
ΠM
(
TSQ∗ − TSQn
)
, Qn −Q∗
〉
=
〈
TSQ∗ − TSQn , Qn −Q∗
〉
=
∫ 1
0
〈−dT SQt(Qn −Q∗), Qn −Q∗〉 dt
≥ 1
1 + 34 ‖Q′n − I‖
〈−dT SQ∗(Qn −Q∗), Qn −Q∗〉.
Therefore,〈
ΠM
(
Tn − I
)
, Qn −Q∗
〉 ≥ 1
1 + 34 ‖Q′n − I‖
〈
Fn(Qn −Q∗), Qn −Q∗
〉
=
1
1 + 34 ‖Q′n − I‖
〈
F ′n(Q
′
n − I), Q′n − I
〉
≥ λmin(F
′
n)
1 + 34 ‖Q′n − I‖
∥∥Q′n − I∥∥2F .
At the same time,〈
ΠM
(
Tn − I
)
, Qn −Q∗
〉
=
〈
Q
1/2
∗ ΠM
(
Tn − I
)
Q
1/2
∗ , Q′n − I
〉
≤
∥∥∥Q1/2∗ ΠM (Tn − I)Q1/2∗ ∥∥∥
F
∥∥Q′n − I∥∥F .
Hence∥∥Q′n − I∥∥F ≤ 1 + 34 ‖Q′n − I‖λmin(F ′n)
∥∥∥Q1/2∗ ΠM (Tn − I)Q1/2∗ ∥∥∥
F
=
(
1 + 34
∥∥Q′n − I∥∥) ηn.
Rewriting the inequality above we obtain∥∥Q′n − I∥∥F ≤ ηn1− 34ηn
provided that ηn < 43 .
PROPOSITION 1 (Concentration of Tn ; Hsu et al. (2012), Theorem 1). Under
Assumption 2 it holds
P
{∥∥Tn − I∥∥F ≥ σT√n (d+ t)} ≤ e−t2/2 for any t ≥ 0.
Before proving concentration results, we define operator F ′(X) as:
(B.3)
F ′(X) def= Q1/2∗ F
(
Q
1/2
∗ XQ
1/2
∗
)
Q
1/2
∗ for X ∈
{
Q
−1/2
∗ Y Q
−1/2
∗ |Y ∈M
}
.
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PROOF OF THEOREM 2.3. Let tn be s.t. the following upper bound on γn(tn)
from Lemma B.3 holds:
(B.4) γn(tn) ≤ 1
2
λmin(F
′).
It is easy to see that this condition is fulfilled for tn = ntF − log(m) under a
proper choice of generic constant in definition of tF . Then with P ≥ 1−2me−ntF
a following bound holds
λmin(F
′
n) ≥ λmin(F ′)−
∥∥F ′n − F ′∥∥ ≥ 12λmin(F ′).
The above facts together with definition of ηn B.1 yield
ηn
def
=
∥∥∥Q1/2∗ ΠM (Tn − I)Q1/2∗ ∥∥∥
F
λmin(F ′n)
≤ 2 ‖Q∗‖
λmin(F ′)
∥∥ΠM (Tn − I)∥∥F = cQ2σT ∥∥ΠM (Tn − I)∥∥F .
Combining the above bounds with Proposition 1, we obtain:
P
{
ηn ≥ cQ
2
√
n
(d+ t)
}
≤ 2me−ntF + e−t2/2.
Now it follows from Lemma B.1 that
P
{∥∥Q′n − I∥∥F ≥ cQ√n(d+ t)
}
≤ P
{
2ηn ≥ cQ√
n
(d+ t)
}
+ P
{
Qn  0
}
≤ 2me−ntF + e−t2/2 + (1− p)n
whenever cQ
2
√
n
(d+ t) ≤ 23 . Here we used that Qn  0 if at least one of matrices
S1, . . . , Sn is non-degenerated.
PROOF OF COROLLARY 2.2. To prove this result we use Lemma A.6 and choose
Q0 = S = Q∗ , Q1 = Qn . Thus we obtain
d2BW (Qn, Q∗) ≤ − 2(
1+λ
1/2
min(Q
′
n)
)2 〈dTQ∗Q∗ (Qn −Q∗), Qn −Q∗〉
Def. A.4
= 2(
1+λ
1/2
min(Q
′
n)
)2 〈−dtQ∗Q∗(Q′n − I), Q′n − I〉
≤ 2λmax
(
−dtQ∗Q∗
)∥∥Q′n − I∥∥2F C.A.1≤ λmax(Q∗) ∥∥Q′n − I∥∥2F
Hence by Theorem 2.3
dBW (Qn, Q∗) ≤ ‖Q∗‖1/2 cQ√
n
(d+ t)
with probability at least 1− 2me−ntF − e−t2/2 − (1− p)n .
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B.1. Central limit theorem and concentration for Vn .
PROOF OF THEOREM 2.4. By definition empirical Fre´chet variance is
Vn(Q) = 1
n
n∑
i=1
d2BW (Q,Si).
Lemma A.6 ensures the following bound on Vn(Q∗)− Vn(Qn) :
0 ≤ Vn(Q∗)− Vn(Qn) ≤ 2(
1+λ
1/2
min(Q
′
n)
)2 〈Fn(Qn −Q∗), Qn −Q∗〉
with Q′n defined in (2.5). The above quadratic bound together with Qn → Q∗ ,
Fn → F and
√
n(Qn −Q∗)⇀ N(0,Ξ) yield:
Vn(Qn)− V(Q∗) = Vn(Q∗)− V(Q∗) +O
(
1
n
)
.
On the other hand, by classical central limit theorem we obtain:
√
n (Vn(Q∗)− V(Q∗)) =
√
n
(
1
n
∑
i
d2BW (Q∗, Si)− Ed2BW (Q∗, S)
)
⇀ N
(
0,Var d2BW (Q∗, S)
)
.
PROOF OF THEOREM 2.5. Following the proof of Theorem 2.4 we consider
Vn(Q∗)− Vn(Qn) :
0 ≤ Vn(Q∗)− Vn(Qn) ≤ 2(
1+λ
1/2
min(Q
′
n)
)2 〈Fn(Qn −Q∗), Qn −Q∗〉
= 2(
1+λ
1/2
min(Q
′
n)
)2 〈F ′n(Q′n − I), Q′n − I〉
≤ 2 ∥∥F ′n∥∥∥∥Q′n − I∥∥2F .(B.5)
Following the proof of Theorem 2.3, we obtain that with P ≥ 1 − 2me−tFn −
e−t2/2 − (1− p)n the following upper bounds hold:∥∥Q′n − I∥∥F ≤ cQ√n(d+ t), ∥∥F ′n − F ′∥∥ ≤ 12λmin(F ′).
Thus ∥∥F ′n∥∥ ≤ ∥∥F ′∥∥+ ∥∥F ′n − F ′∥∥ ≤ 32 ∥∥F ′∥∥
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and consequently
0 ≤ Vn(Q∗)− Vn(Qn) ≤ 3
∥∥F ′∥∥ c2Q
n
(d+ t)2.
Now we consider a difference Vn(Q∗)−V(Q∗) . According to Assumption 2 S
and therefore d2BW (Q∗, S) are sub-exponential r.v. with some parameters (ν, b) .
Then Lemma B.4 ensures
|Vn(Q∗)− V(Q∗)| ≤ max
(
2bt′
n
, ν
(
2t′
n
)1/2)
with probability 1− 2e−t′ . Combining two above bounds, we obtain:
|Vn(Qn)− V(Q∗)| ≤ max
(
2bt′
n
, ν
√
2t′
n
)
+ 3
∥∥F ′∥∥ c2Q
n
(d+ t)2
with probability
P ≥ 1− 2e−t′ − 2me−ntF − e−t2/2 − (1− p)n.
Choosing t′ = t2/2 , we obtain
P
{
|Vn(Qn)− V(Q∗)| ≥ max
(
bt2
n
,
νt√
n
)
+ 3
∥∥F ′∥∥ c2Q
n
(d+ t)2
}
≤ 2me−ntF + 3e−t2/2 + (1− p)n.
B.2. Auxiliary results.
LEMMA B.2. Let ‖Q′n − I‖ ≤ 12 ; then
∥∥∥Σˆn −Σn∥∥∥
1
≤ βn
2( 1
n
∑
i
‖Ti − I‖2F
)1/2
+ βn
 ,
where
βn
def
= κ(Q∗)
(
1
n
∑
i ‖Si‖
‖Q∗‖
)1/2 ∥∥Q′n − I∥∥F ,
where κ(Q∗) = ‖Q∗‖
∥∥Q−1∗ ∥∥ is the condition number of matrix Q∗ and ‖·‖1 is
1-Schatten (nuclear) norm of an operator.
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PROOF. Note, that for any (Tni − I)⊗ (Tni − I) the following decomposition
holds
(Tni − I)⊗ (Tni − I)
= (Ti − I)⊗ (Ti − I) + (Tni − Ti)⊗ (Ti − I)
+ (Ti − I)⊗ (Tni − Ti) + (Tni − Ti)⊗ (Tni − Ti) .
Summing by i yields
Σˆn −Σn = 1
n
∑
i
(Tni − Ti)⊗ (Ti − I)(B.6)
+
1
n
∑
i
(Ti − I)⊗ (Tni − Ti) +
1
n
∑
i
(Tni − Ti)⊗ (Tni − Ti) .
Note, that each
‖(Tni − Ti)⊗ (Ti − I)‖1 ≤ ‖Tni − Ti‖F ‖Ti − I‖F .
Lemmas A.3 (III) and A.4 yield
‖Tni − Ti‖F ≤
1
1− ‖Q′n − I‖
∥∥∥dT SiQ∗(Qn −Q∗)∥∥∥F
≤ 2
∥∥∥Q−1/2∗ dtSiQ∗ (Q′n − I)Q−1/2∗ ∥∥∥F ≤ 2λmax
(
dtSiQ∗
)
λmin(Q∗)
∥∥Q′n − I∥∥F
≤
λ
1/2
max
(
S
1/2
i Q∗S
1/2
i
)
λmin(Q∗)
∥∥Q′n − I∥∥F ≤ κ(Q∗)( ‖Si‖‖Q∗‖
)1/2 ∥∥Q′n − I∥∥F ,
hence 1n
∑
i ‖Tni − Ti‖2F ≤ β2n . The above expression together with (B.6) and
Cauchy-Schwarz inequality lead to the upper bound on
∥∥∥Σˆn −Σn∥∥∥
1
:∥∥∥Σˆn −Σn∥∥∥
1
≤ 2
n
∑
i
‖Ti − I‖F ‖Tni − Ti‖F +
1
n
∑
i
‖Tni − Ti‖2F
≤ 2βn
(
1
n
∑
i
‖Ti − I‖2F
)1/2
+ β2n.
Further we present concentration of Fn around F . Denote as ‖·‖ψ2 an Orlicz
norm with Young function ψ2(x) = ex
2 − 1 , i.e.
‖X‖ψ2
def
= inf
{
c > 0 : Eψ2 (|X|/c) ≤ 1
}
.
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Then sub-Gaussianity of a r.v. X is equivalent to ‖X‖ψ2 <∞ and it ensures
Var(X) ≤
√
2 ‖X‖ψ2 .
LEMMA B.3 (Concentration of F ′n, Proposition 2 in Koltchinskii et al. (2011)).
There exists a constant C > 0 , s.t. for all t > 0 it holds with probability at least
1− e−t
∥∥F ′n − F ′∥∥ ≤ γn(t), γn(t) def= Cmax
(
σF
√
t+log(2m)
n , U
√
log
(
U
σF
)
t+log(2m)
n
)
,
where σF
def
=
∥∥∥∥E(dtSQ∗ − F ′)2∥∥∥∥ , U def= ∥∥∥∥∥∥dtSQ∗ − F ′∥∥∥∥∥∥ψ2 .
LEMMA B.4 (Sub-exponential tail bounds). Suppose that X is sub-exponential
with parameters ν, b . Then
P {X ≥ EX + t} ≤
{
exp (− t2
2ν2
), if 0 ≤ t ≤ ν2b ,
exp (− t2b), if t ≥ ν
2
b .
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