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a b s t r a c t
polish is a game based on the ‘Cleaning with Brushes’ model. It is a combinatorial game in
the sense of Conway but can be seen as a graph searching or chip-firing problemaswell.We
consider only the impartial version and give a characterization of graphs with maximum
degree two that are first player wins. We also show that the second player can win on
the complete graph Kn provided n ≥ 3 and the complete bipartite graph K2,n provided
n ≠ 1, 3. We give the nim-values for all positions on paths, stars, and also the nim-values
for complete bipartite graphs where every vertex needs at most 3 more brushes to fire.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
We introduce polish,1 an impartial game played on a finite simple graph. This game is a modification of the one-player
‘game’ Brush Cleaning, introduced in [15] also see [2,8,9,16–19]. The Brush CleaningModel is played on a finite graphwhere
some vertices have brushes. If the number of brushes on vertex x equals or exceeds the degree of x, we say x is primed. If this
is the case, then x fires, that is, one brush is sent along each incident edge after which x and all its incident edges are cleaned
and deleted. If one or more vertices are primed, choose one and fire it and continue firing vertices until no vertex is primed.
It can be shown that the order of firing does not affect the final set of vertices that are not primed. The object is to determine
the minimum number of brushes and their placement, needed to clean the graph. It is similar to the chip-firing model [5]
and also the decontamination metaphor for graph searching [7] but it was motivated by several real life situations [12,14].
Moreover, it was proved to be equivalent to the balanced vertex-ordering problem that plays an important role in graph
drawing theory [4,8,13].
For polish, there are two players who play alternately and on their turn, place a brush on a vertex. The brushes are
indistinguishable. If, after a placement, a vertex is primed then it is fired. If, after firing, one or more other vertices become
primed, then, as before, one of them is chosen to fire and this continues until no vertex is primed. In particular, since every
isolated vertex is primed, this algorithm deletes from the graph any vertices that become isolated. When the process stops,
the next player can introduce one more brush to the game. The player who cannot place a brush (because there is no vertex
left) loses. Phrased positively, the player who cleans the last edge/vertex wins. french polish, the partizan version in which
the brushes are different, we leave for another paper [10].
An important fact is that the order in which the primed vertices are fired is irrelevant. The following result was obtained
in [15] (Theorem 2.1). In the graph cleaning literature, e.g. [15], at the start, all edges and vertices are called dirty. As the
process progresses, vertices that are fired, and all incident edges, are called clean. Here, since we are not re-cleaning the
graph, we delete clean edges and vertices.
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(a) Before v is fired. (b) After v is fired.
Fig. 1. Add a Brush to v and then fire v.
Theorem 1 ([15]). Given a graph G = (V , E) and an initial configuration of brushes, the cleaning algorithm returns a unique
final set of dirty vertices.
In fact, we need slightly stronger statement. We need to make sure that the order of vertices that we fire does not affect
a final configuration of brushes.
Theorem 2. Given a graph G = (V , E) and an initial configuration of brushes, the cleaning algorithm returns a unique
configuration of brushes on the dirty vertices.
Proof. Since the final configuration of dirty vertices is unique by Theorem 1, the number of brushes on any remaining
dirty vertex is the sum of the number of brushes placed on this vertex plus the number of adjacent vertices that have been
fired. 
Given a graph G, the main question to be answered is: Can the first player force a win? Before reading further, the reader
might like to solve the following problem. Let G be the disjoint union of K1,3, C4, K2 and K2,3 and no brushes have yet been
placed. Find the winning move on G!
David Singmaster [20] showed that almost all games are first-player wins but this is a probabilistic result. When dealing
with graphswhere all the degrees have the same parity, it is not too surprising that the answer to ‘whowins?’ often depends
on that parity. It is quite surprising, then, that in polish the second player wins on Kn for all n ≥ 3 (Theorem 9) and K2,n
for n ∉ {1, 3} (Theorem 13). Theorems 7 and 8 answer the question for a collection of cycles, paths, and stars, respectively.
The ‘collection’ part turns the game into a disjunctive sum of individual games (each on a connected component) and this
requires us to invoke Grundy values.We introduce these and other necessary combinatorial game theory notions in the next
section. We still do not know everything about complete bipartite graphs but partial results and conjectures can be found in
Sections 4, 5, 7 and 8. In the cases of playing on a star, or playing light polish on a complete bipartite graph, the situation can
be described as playing with a token on a grid (lattice or (Z≥0)n), where each move takes the token toward the origin. The
tables of values suggest that the recently developed lattice point methods [11] would be useful. Unfortunately, these games
satisfy all the necessary conditions but one, our games includes an infinity of moves to terminal positions. Consequently,
the proofs are ad hoc and use case-by-case analysis.
The paper is structured as follows. A brief introduction to combinatorial games is presented in Section 2. Section 4 gives
the analysis for all graphs with maximum degree 2 and any number of brushes. Already, analyzing graphs with maximum
degree 3 seems difficult. Stars and subdivided stars are investigated in Section 5. Complete graphs and complete bipartite
graphs are analyzed in Sections 6 and 7, respectively. We finish the paper with light polish an interesting variant of the
game that is inspired by the game of ‘Traffic Lights’—see Section 8.
2. Necessary background
In an impartial game (if we are only interested in ‘who wins?’), given a position G, we use the terms next and first player
to mean the player who moves next (or first) in G. The other player will be called the previous or second player.
If a graph is sparse, then often during the play, the resulting graph will be disconnected. In Fig. 1(a) for example, there
are two brushes at vertex v. If another brush is added to v, then it is primed and Fig. 1(b) is the result after firing. From
this point on, at every round of the game, players have to choose one component to play on. In combinatorial game theory
terms, it becomes a disjunctive sum (see below for a formal definition). When disjunctive sums occur, the description of
the set of positions that the next player can win can be unwieldy. The Sprague–Grundy theory for impartial games (see
[1] Chapter 7 or either of [3,6]) is ideal for clarifying the description in these cases. Let S be a finite set of non-negative
integers. Then mex(S) is defined as the least non-negative integer not contained in S. For example, mex{0, 1, 3} = 2 and
mex{ } = 0 = mex{1, 2, 3, 7}. In an impartial game, both players have the same moves in every position. An option of a
position G is a position that can be reached in one move from G. The Grundy value of a position G in an impartial game is
given by
G(G) = mex{G(G′) : where G′ is an option of G}.
Note that if G is a terminal position, that is, G has no options, thenG(G) = 0. The disjunctive sum of positions G andH , written
G+H , is the position inwhich a playermaymove inG or inH but not both at the same time. TheXORof non-negative numbers
a and b, written a⊕ b, is defined as writing the numbers in a binary notation and then adding without carrying. XOR is also
associative and commutative. For example, 3⊕6 = 112⊕1102 = 1012 = 5 and 1⊕(3⊕6) = (3⊕6)⊕1 = 3⊕(6⊕1) = 4.
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Almost all the proofs are ‘by induction’. The induction is based on the length of the longest path in the game tree of that
position. Every move reduces this length. Almost always the base case is the empty set and almost every statement about
the empty set is true. (This makes top-down induction a useful tool. See [1], Appendix A, for example.)
The following two lemmas are necessary for any analysis of impartial games where the position includes disjunctive
sums. The second lemma says that to understand a disjunctive sum, we need only analyze the individual components, find
their Grundy values and then XOR these values. If the result is 0 then the first lemma says that the second player can force
a win in the sum; otherwise the first player has a winning strategy.
Lemma 3 ([1,3,6]). A position G of an impartial game is a second player win if and only if G(G) = 0.
Lemma 4 ([1,3,6]). Let G and H be positions in an impartial game. Then,
G(G+ H) = G(G)⊕ G(H).
One last word on notation. The game of nim played with one heap of counters has the simple rule that, on their turn, a
player can take away as many counters as they wish. The player faced with the empty heap loses. Given an impartial game
G, let g = G(G). The disjunctive sum of a nim heap of size g and G is a second player win, moreover, no other heap sizes
have this property. That is, playing on G is equivalent to playing on a nim heap of size g . Because of this equivalence, in more
recent combinatorial game papers, the term Grundy number or Grundy value has been replaced by the term nim-value and
we shall use the latter terminology.
3. A general result
Parity does play a part in the analysis of polish as the next theorem shows. However, parity does not give a complete
characterization of the state of play.
Let G be a graph and x a vertex of G. Let ∆(x) denote the discrepancy of x, that is the degree of x minus the number of
brushes at x. In other words, this is the number of brushes needed for x to be primed.
Theorem 5. Let G be a graph with a number of brushes. If the discrepancy of every vertex is even then G(G) = 0.
Proof. Since G(G) = 0 is equivalent to the second player winning, we are going to show that a copy-cat strategy for the
second player is a winning one.
If G is empty then all discrepancies are even and G is also a second player win. If G is not empty then a move by the
first player, say on vertex x, changes the parity, to odd, of the discrepancy of x. Since∆(x) ≥ 1, x is not primed. The second
player places another brush at x. If now∆(x) ≥ 2 then all discrepancies are even and the second player wins by induction.
If ∆(x) = 0 then it is primed and fires. Consider an adjacent vertex, y, of x. It gets an extra brush and the incident edge,
that brush traversed, is deleted. Thus the discrepancy of y has been decreased by 2, the parity has not changed. Even if more
vertices become primed, the act of firing does not change the discrepancies of any vertices. Thus the second player has
created a graph with all even discrepancies. 
This is not a characterization of the second player win positions. Consider the graph with two disjoint edges. All
discrepancies are odd but the graph is a second player win. ‘An even number of odd discrepancies’ is also not a
characterization. The graph K1,n where the central vertex has discrepancy 3, has n + 1 vertices with odd discrepancy and,
as we shall see in Section 5, it is a second player win regardless of the parity of n.
4. Graphs with maximum degree 2
The only graphs to be considered in this section are paths and cycles. We may be looking at a position that results from
playing in a larger graph, consequently, each connected subgraph may contain brushes.
Call a path even if the number of degree 2 vertices without a brush is even; otherwise it is called odd. A cycle with no
brush is called neutral; a cycle with at least one brush is called even if there is an even number of degree 2 vertices without
a brush and it is called odd otherwise. From Theorem 5 we know that an even cycle has nim-value 0 and can be ignored but
we include such subgraphs in the next lemma for completeness.
Lemma 6. Let G be a non-empty connected graph with maximum degree 2. If G is a neutral cycle then G(G) = 0; if G is an even
path or even cycle then G(G) = 1; else if G is odd then G(G) = 2.
Proof. By induction. Recall that we have to show that, from G, there is no move that results in a position with the claimed
nim-value and that ifm is a non-negative integer less than the claimed nim-value, there is a move that results in a position
with nim-valuem.
If G is empty then it has no options and so G(G) = mex{ } = 0. If G is a neutral cycle then G(G) = 0 by Theorem 5.
In all other cases, note that there is always amove on a leaf vertex or on a vertexwith a brush. Thismove results in cleaning
the component and is a move to 0. All other moves are on nodes with no brushes and swap the parity of the component.
Hence, if G is even, G = mex{0, 2} = 1, while if G is odd then G(G) = mex{0, 1} = 2. 
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Theorem 7. Let G be a collection of cycles and paths each possibly containing brushes. The previous player can force a win if the
number of even components and the number of odd components are both even, otherwise the next player can force a win.
Proof. The neutral cycles contribute 0 to the XOR of the disjunctive sum and so can be ignored. Let Ce and Co be the set of
even and odd connected components respectively. By Lemma 4, if A, B ∈ Ci, i ∈ {o, e} then
G(A+ B) = G(A)⊕ G(B) = g ⊕ g = 0
so only the parity of the sets is important.
If |Ce| and |Co| are both even then the nim-value of the disjunctive sum is 0. If |Ce| is even and |Co| is odd then the nim-
value of the disjunctive sum is 2 and the winning move is to completely clean one of the odd components. If |Ce| is odd and
|Co| is even then the nim-value of the disjunctive sum is 1 and the winning move is to completely clean one of the even
components. If |Ce| and |Co| are odd then the nim-value of the disjunctive sum is 1 ⊕ 2 = 3 and the winning move is to
convert an odd component to an even component by adding a brush to a vertex with no brush since the nim-value would
now be 1⊕ 1 = 0. 
5. Cleaning stars
A star is K1,n for some n. Given a star, we will denote the position by (c, l)where c is the discrepancy at the central vertex
and l is the number of leaves remaining. From (c, l), there are two moves: one move is to add a brush at the central vertex
giving (c − 1, l), or to (0, 0) if c = 1; or add a brush to a leaf which, since it is now primed, will fire giving (c − 2, l− 1) or
(0, 0) if c ≤ 2. At the beginning of the game on K1,n the position will be (n, n) and thereafter c ≤ l.
Theorem 8. The position (c, l) has nim-value c (mod 3).
Proof. We prove the result by induction. If c = 0 then the game is over since the central vertex will have fired and cleaned
the graph. If c = 1 then both moves clean the graph so G((1, l)) = mex{0} = 1. If c > 1 then the two moves give positions
with (c − 1, l) and (c − 2, l− 1). Hence G((c, l)) = mex{c − 1 (mod 3), c − 2 (mod 3)} = c (mod 3). 
What about subdivided stars?
Let P1, P2, . . . , Pn, be a collection of disjoint paths and let c be a vertex disjoint from the paths. Make one leaf of each path
adjacent to c . We call the resulting graph a spider. polish on a spider is equivalent to a game played with heaps of counters.
A path of length k+ 1 is equivalent to a heap of size k, the central vertex is equivalent to its discrepancy, at the outset when
there are no brushes, this would be a heap of size n. Amove is to take one from ‘arm’ heaps (add a brush to an interior vertex)
or remove the whole ‘arm’ heap (add a brush to the leaf). In the latter case, 2 are removed from the ‘central’ heap. Another
move is to remove 1 from the ‘central’ heap (add a brush to c). The game is over when the ‘central’ heap becomes 0 (or less).
Without the ‘central’ heap this is an easy game to analyze, with the central heap it appears to be very hard.
Even if each Pi is a path of two vertices matters become complicated. This game has an interesting mix of behaviors with
some periodicity happeningmodulo 3, 4 and 12.Wewill denote the state of the game by a triple (c,m, l), where c is the size
of the ‘central’ heap (the discrepancy of the central vertex),m is the number of ‘arm’ heaps of size 1 (arm contains 1 brush),
and l number of ‘arm’ heaps of size 2 (the number of arms with no brushes). A legal move then will be one of the following:
(c,m, l)→ {(c − 1,m, l), (c − 2,m− 1, l), (c − 2,m, l− 1), (c,m+ 1, l− 1)},
provided that the second and the third coordinate remain non-negative. Let c = 4k+ i, 0 ≤ i ≤ 3. The values fall into three
regions: (1)m ≤ k; (2) l ≤ k; and (3)m > k, l > k. Let δk,l = 0 if k and l are of the same parity otherwise δk,l = 1. In region
(3), from numerical calculations, it seems clear that:
• (c,m, l) = (4k,m, l) has nim-value 0+ 3δk,l;
• (c,m, l) = (4k+ 1,m, l) has nim-value 1+ δk,l;
• (c,m, l) = (4k+ 2,m, l) has nim-value 2− δk,l;
• (c,m, l) = (4k+ 3,m, l) has nim-value 0+ 3δk,l.
Unfortunately, the other regions require 12 subcases each. Moreover, the proofs for the nim-values also need to take into
account the boundaries between region (3) and the other two. Restricting ourselves to just the question ‘who wins?’ still
needs all these sub-cases.
Question: For spiders, find a succinct way of describing the nim-values.
It is possible that an extension of the lattice point methods of [11] would completely solve spiders in a straightforward
way.
6. Cleaning complete graphs
In this section we investigate polish played on a complete graph Kn for any integer n ≥ 2. It is clear that the game played
on K2 is a first player win game. However, this is the only non-trivial complete graph that has this property.
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Theorem 9. polish played on Kn is a second player win for any n ≥ 3.
We prove this theorem independently depending on the parity of n (see Corollary 10 and Lemma 11 below). In the odd
case, all the discrepancies are even, so this is a simple corollary of Theorem 5.
Corollary 10. polish played on K2n+1 is a second player win for any n ≥ 1.
Now, it is time to move to the more complicated even case. Let us start by introducing the following notation. Let G be
any complete graph on n vertices. Suppose that at some stage of the game played on G there still remain k ≤ n ‘‘dirty’’
vertices v1, v2, . . . , vk. This stage of the game can be described by the vector (x1, x2, . . . , xk), where xi denotes the number
of brushes at vi. Moreover, since vertices are indistinguishable, we assume,without loss of generality, that both the following
properties hold: (i) all vector coordinates are sorted; that is, xi ≥ xi+1 for 1 ≤ i < k; (ii) if there are vertices with the same
number of brushes and we would like to play on them, we always add a brush to the first such coordinate; that is, every
move increases by 1 exactly one xi such that i = 1 or xi−1 > xi for some 2 ≤ i ≤ k.
Lemma 11. polish on K2n is a second player win for any n ≥ 2.
Proof. At any point of the game played on K2n that can be described by a vector X = (x1, x2, . . . , xk), for k ≤ 2n, we can
partition the vector X into a number of disjoint sub-vectors (we say components):
X1 = (x1, x2, . . . , xk1),
X2 = (xk1+1, xk1+2, . . . , xk2),
· · · = · · ·
Xs = (xks−1+1, xks−1+2, . . . , xks),
for some s ∈ N and 1 ≤ k1 < k2 < · · · < ks = k in such a way that after placing one additional brush at v1 (that is,
after increasing x1 by one), the process cleans k1 vertices of the first component (v1, v2, . . . , vk1 ); after placing two brushes,
one at v1 and one at vk1+1, the process cleans the first k2 vertices; etc. Finally, when s− 1 brushes are evenly distributed at
the first coordinate of every component but the last one (that is, at vertices v1, vk1+1, vk2+1, . . . , vks−2+1), the process cleans
ks−1 vertices leaving us with
(ks−1 + xks−1+1, ks−1 + xks−1+2, . . . , ks−1 + xks).
We call the first s − 1 components dangerous. If adding one more brush to the first coordinate of the last component (that
is, to vks−1+1) cleans the whole graph, we call the last component dangerous as well; otherwise we call it safe. Note that at
the beginning of the game there is just one component. Moreover, this component is safe.
In order to prove the lemma, we introduce the strategy for the second player which makes sure that at the time when
the first player is going to make her move, the corresponding vector X has the following properties:
(i) there is an even number of dangerous components,
(ii) each component has an even number of vertices,
(iii) each component has an even number of brushes,
(iv) safe component (if there is one) has the following property: x2i+1 = x2i+2 for ks−1/2 ≤ i < k/2 (that is, in the safe
component each number of brushes occurs an even number of times).
We call such vectors good.
It is clear that the vector (0, 0, . . . , 0) corresponding to the first round of the game is good. Moreover, the strategy we
described is a winning strategy: there is no chance to finish the game (in one round) from any non-trivial good vector X .
It remains to show that no matter what the first player does when playing on a good vector X , the second player can
respond to get another good vector. We show this by case analysis.
Case 1: The first player plays on the safe component by increasing x2i+1 (for some i ∈ Z, ks−1/2 ≤ i < k/2) but this
component remains safe. The second player increases x2i+2 leaving the component in a safe state.
Case 2: The first player plays on the safe component by increasing xks−1+1 and as a result we decompose the safe
component into a number of new dangerous components and, possibly, a smaller safe component. Note that increasing
the maximum number of brushes in the safe component is the only chance to change the state of this component. It follows
from (iv) that each new component has an even number of vertices. Moreover, all of them but the one containing vks−1+1
has even number of brushes. The safe component (if there is any) still has (iv).
If the number of dangerous components is even, the second player adds onemore brush to vks−1+2 correcting the parity of
brushes in the component. If the number of dangerous components is odd, the second player adds onemore brush to vks−1+1.
After this move two things can happen. If there was a dangerous component before this round, we merge two components
together and the vector is good. Otherwise, we clean all vertices in the first component and the vector becomes good too.
Case 3: The first player plays on the dangerous component but the number of components remains the same. From (ii)
and (iii) it follows that the second player can also play on this component not affecting the number of components.
Case 4: The first player plays on the dangerous componentmerging this componentwith the other one. The second player
puts one brush on the largest value at this new component. If it is the first component, then the component is cleaned after
this move; otherwise it is merged to the previous one.
Case 5: The first player cleans the first dangerous component. The second player cleans the next one. 
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7. Cleaning complete bipartite graphs
In this section, we try to analyze the complete bipartite graph Kn,m with bipartite sets of size n and m, respectively. The
case when both n andm are even is easy and follows immediately from Theorem 5.
Corollary 12. polish played on K2n,2m is a second player win for any integers m ≥ n ≥ 1.
We managed to analyze the game played on K2,n, n ∈ N but all other graphs remain to be investigated. However, using
a computer, we verified that K2,3 is the only first player win complete bipartite graph Kn,m with (a) 2 ≤ n ≤ m ≤ 9, (b)
2 ≤ n ≤ 7 ≤ m ≤ 12, or (c) 2 ≤ n ≤ 6 ≤ m ≤ 15. We conjecture that this is the case for the whole family of complete
bipartite graphs with minimum degree at least 2.
Let us investigate the class of complete graphs K2,n for n ∈ N. It is obvious that the first player wins the game played on
K2,1 = P3 and the second player wins on K2,2 = C4 (see also previous lemma). It is also not so difficult to show that the first
player wins the game on K2,3. (The first player puts a brush on a vertex v1 of degree 2. If the second player cleans v1, she can
clean the rest of the graph in the next round. If he puts a brush on a vertex of degree 3, then she responses by cleaning v1
and the rest of the graph. So he has to put a brush on another vertex v2 of degree 2. She does the same using the last vertex
of degree 2 with no brush. The second player has to give up.) We will show that for all other cases the second player wins.
Theorem 13. polish on K2,n is the second player win for any n ∈ N \ {1, 3}.
Proof. We discussed n ≤ 3 already. The case when n is even follows from more general result, Theorem 5 (see also
Corollary 12). It remains to consider n = 2k + 1 for some integer k ≥ 2. Let us call each vertex in the bipartite set of
size 2 a center; every other vertex will be called a leaf.
Suppose that the first player starts the game by placing a brush on a center. The second player can put a brush on another
center to get the desired property he used to have for n even (see Theorem 5 and Corollary 12): the number of brushes on
any vertex has the same parity as the number of dirty neighbors adjacent to it. He can clearly win from this position. Hence,
the first player has to start with placing a brush on a leaf, and the second player responses in exactly the same way. After
that the leaf is cleaned and each center receives one brush. We can repeat the same argument to show that she has to play
on a leaf again. The second player keeps playing as before for a while but has to change his strategy after a certain number
of rounds.
We need to consider two cases, depending on the parity of k. Suppose first that k is even. The second player forces
the first one to play on leaves for the first (k − 1) rounds. After that each center has (k − 1) brushes and there are
(2k+1)−(k−1) = (k+2) leaves. She still must play on a leaf but this time he responses by putting a brush on another leaf.
If she keeps playing on leaves with no brush, he does the same (note the number of leaves, k+ 2, is even which guarantees
that it is possible). At some point she has to either clean a leaf or put a brush on a center. If she cleans a leaf (each center
gets extra brush for a total of k brushes; the number of leaves drops to k+ 1), he plays on a center and wins. If she plays on
a center, he cleans a leaf and wins again.
Suppose now that k is odd. This time, players play on leaves, cleaning one leaf per round, during the first (k− 2) rounds.
After that each center has (k− 2) brushes and there are (2k+ 1)− (k− 2) = (k+ 3) leaves (again, even number). She still
has to play on a leaf but he responses by putting a brush on a center: hence, one center has (k − 1) brushes, the other has
(k− 2) brushes; there are (k+ 3) leaves, exactly one with a brush. We need to consider 4 sub-cases.
Case 1: She cleans the only leaf with a brush. He responses by placing a brush on a center such that each center has k
brushes; there are (k+ 2) leaves, no leaf has a brush. She cannot clean anything in the next round but he can, regardless of
her choice. She loses the game.
Case 2: She puts a brush on a center such that each center has (k− 1) brushes. This time he cleans the leaf and after this
move the situation is exactly the same as before.
Case 3: She puts a brush on another center such that one center has k brushes and the other one (k − 2). The players
keep playing on leaves with no brush (unless she increases the number of brushes on a center from (k − 2) to (k − 1); his
response is to repeat the same move such that both centers have k brushes). At some point she has to either clean a leaf or
increase the number of brushes on some center to (k+ 1). Either way, she loses in the same round.
Case 4: She puts a brush on a leaf with no brush. He puts a brush on a center with (k − 2) brushes so that each center
has (k − 1) brushes; there are exactly two leaves with a brush. If she cleans a leaf, he does the same and the game ends. If
she puts a brush on a leaf with no brush, he does the same (recall that the number of leaves is even so it is always possible).
If she plays on a center increasing the number of brushes to k, he does the same so that each center has k brushes. Thus, at
some point she has to clean a leaf or increase the number of brushes on a center to (k + 1). Either way she loses, and the
proof is complete. 
8. Light polish
Let G be a graph with brushes distributed on vertices in such a way that every vertex has discrepancy at most 3. We
call this version light polish.2 Suppose G is the disjoint union of K1,3, K2,3 (both with no brushes) and K4,3 (with one brush
2 This variant was inspired by the game of traffic lights by Alan Parr. traffic lights is played on a grid, vertices are originally red, then yellow and
then green. A line of 3 similarly colored vertices wins the game.
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on every vertex). Who wins and what is the winning move, if there is one? To answer this question we need to progress
beyond outcome classes and evaluate the nim-values. This seems impractical for the full cleaning game but seems tractable
for light polish.
We consider light polish of Km,n wherem, n ≥ 1. We will denote a position by ([i, j, k], [p, q, r])where a triple [x, y, z]
will denote thenumber of vertices of one of the color classes that has x verticeswith discrepancy 1 (needing onebrush to fire),
y the number with discrepancy 2, and z the number having discrepancy 3. Because adding a brush to a vertex requiring just
one brush to fire will cause that vertex to fire and that can cause other vertices to fire, we will use ([a : i, j, k][p, q, r]) as an
intermediate step where the number before the colon indicates howmany vertices are primed. A move in this presentation
of the game will be one of the following:
([i, j, k], [p, q, r]) ⇒ ([i, j+ 1, k− 1], [p, q, r]) or ([i, j, k], [p, q+ 1, r − 1]);
⇒ ([i+ 1, j− 1, k], [p, q, r]) or ([i, j, k], [p+ 1, q− 1, r]);
⇒ ([1 : i− 1, j, k], [p, q, r])⇒ ([i− 1, j, k], [p+ q : r, 0, 0]) or
([i, j, k], [1 : p− 1, q, r])⇒ ([i+ j : k, 0, 0], [p− 1, q, r]).
In the latter move, adding a brush to a vertex that requires just one extra brush to fire will cause that vertex to fire. All
vertices in the other color class will receive a brush but also will be incident with one fewer dirty edge, thereby decreasing
discrepancy by two. This may of course cause more vertices to fire. For example, in ([1, 0, 2], [0, 2, 1]) the possible moves
are to ([1, 1, 1], [0, 2, 1]), ([1, 0, 2], [0, 3, 0]), ([1, 0, 2], [1, 1, 1]), and ([1 : 0, 0, 2], [0, 2, 1])⇒ ([0, 0, 2], [2 : 1, 0, 0])⇒
([2, 0, 0], [1 : 1, 0, 0])⇒ ([2 : 0, 0, 0], [1, 0, 0])⇒ 0.
In order to account for the dirty edges, there are relationships between the numbers in each triple. Except for the fact
that when one of the triples is [0, 0, 0] then the game is over, we ignore these relationships. For example, ([9, 9, 9], [0, 0, 1])
is a legal position in the general game but there is no arrangement of brushes on Km,n for any m and n that would give this
position.
We begin with an obvious but useful lemma.
Lemma 14. Given the position ([i, j, k], [p, q, r]) with i > 0, if p + q ≥ 2 or if p + q = 1 and i + j ≥ 2, then next player can
finish the game on the next move.
Proof. It follows from Theorem 2 that if several vertices in one color class are primed that we may fire these before firing
any in the other color class.
Consider the move to ([1 : i− 1, j, k], [p, q, r])⇒ ([i− 1, j, k], [p+ q : r, 0, 0]). If r = 0, then the game is already over.
If p + q ≥ 2 then the subsequent firing produces ([i − 1 + j + k : 0, 0, 0], [r, 0, 0]). After the i − 1 + j + k vertices have
fired, there are no vertices left in the one color class and so the game is over. If p + q = 1, then the subsequent position
is ([i − 1 + j : k, 0, 0], [r, 0, 0]). If i − 1 + j ≥ 1 then, after these vertices are fired, we are left with [k, 0, 0], [r : 0, 0, 0]
and either the game is over (k = 0) or after the final firings the second color class is incident with no dirty edges and so the
game is over. 
From a position ([i, j, k], [p, q, r]) there are six possiblemoves. In themex operation this would allow values of 0 through
5 to occur. However, only the values 0 through 3 actually occur. Restricting all of i through r to be between 0 and 4 we get
the distribution of values as value 0 occurs 5%; value 1 occurs 50%; value 2 occurs 44%; and value 3 occurs 1%. In fact, almost
all options are of the form (d.i) or of the form (d.ii) and so almost all options have value 1 or 2—see Theorem 15.
To reduce some of the cases in the proof of the values for Km,n, we introduce a new notation for a light polish position.
A set of positions will be designated by ([a, b, c], [d, e, f ], (x, y, z))where each of a through f will be of the form ∗, g or g+
where g is a non-negative integer and each of x, y, z will be an element of {·, 0, 1}. The entry ∗means that any non-negative
integer is permissible; g+ means that any integer greater than or equal to g is permissible; a 0 entry means that the sum
of the corresponding entries in the position must be even, a 1 means that it must be odd; and a · indicates that there is no
parity condition. Thus ([1, ∗, 0], [0, 1+, 2+]), (−, 1, 0) would be shorthand for all those positions ([i, j, k], [p, q, r] where
i = 1, j ≥ 0, k = 0, p = 0, q ≥ 1, r ≥ 2, j+ qmust be odd and k+ r is even.
Theorem 15. Let ω = ([i, j, k], [p, q, r]) be a position in the Light Polish of Km,n where we will re-order so that [i, j, k] is
lexicographically greater than [p, q, r]. Then, G(ω) ∈ {0, 1, 2, 3}. Specifically:
a. if ω is of the form ([0, ∗, ∗], [0, ∗, ∗], (·, x, y)) then:
i. if (x, y) = (0, 0) then G(ω) = 0;
ii. if (x, y) = (0, 1) then G(ω) = 1;
iii. if (x, y) = (1, 0) then G(ω) = 0 except if ω is of the form
([0, 1, 1+], [0, 0, 1], (·, 1, 0)) or ([0, 3+, ∗], [0, 0, 1+]), (·, 1, 0) when G(ω) = 2;
iv. if (x, y) = (1, 1) then G(ω) = 2 except if ω is of the form
([0, 1, 2+], [0, 0, 1], (·, 1, 1)) or ([0, 3+, ∗], [0, 0, 1+], (·, 1, 1)) when G(ω) = 1.
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b. if ω is of the form ([1+, ∗, ∗], [0, 0, 1+], (·, x, ·)) then:
i. if x = 0 then G(ω) = 0 except if ω is of the form ([1, 0, 1+], [0, 0, 2+], (·, 0, ·)), or ([1, 0, 0], [0, 0, 1+], (·, 0, ·)) when
G(ω) = 1;
ii. if x = 1 then G(ω) = 3.
c. if ω is of the form ([1+, ∗, ∗], [0, 1+, ∗], (·, x, ·)) then:
i. if x = 0 then G(ω) = 1;
ii. if x = 1 then G(ω) = 2.
d. if ω is of the form ([1+, ∗, ∗], [1+, ∗, ∗], (·, x, ·)) then:
i. if x = 0 then G(ω) = 1 except if ω of the form ([1, 0, 1+], [1, 0, 1+], (·, 0, ·)) when G(ω) = 0
ii. if x = 1 then G(ω) = 2.
Proof. Weprove the result by induction. Recall that if we claim thatG(ω) = n thenwe have to show: (a) there is nomove to
an option whose nim-value is also n; (b) for each non-negative integerm < nwe have to show that there is an option with
that nim-value. We give the options, in order, for adding a brush to a vertex with deficiencies 1, 2 and then 3, designated by
(1) , (2) and (3), if such moves are possible.
Case a.: ω is of the form ([0, ∗, ∗], [0, ∗, ∗], (·, x, y)).
i. x = y = 0, to prove G(ω) = 0.
(2) → ([1, ∗, ∗], [0, ∗, ∗], (·, 1, 0)) and so the option is either of the form
([1, ∗, ∗], [0, 0, 1+], (·, 1, 0)) which is case (b.ii) and nim-value 3 or is of the form ([1, ∗, ∗], [0, 1+, ∗], (·, 1, 0))
which is case (c.ii) and nim-value 2;
(3) → ([0, ∗, ∗], [0, ∗, ∗], (·, 1, 1)) and which is case (a.iv) and nim-value is either 1 or 2.
ii. x = 0, y = 1, to prove G(ω) = 1.
(2) → ([1, ∗, ∗], [0, ∗, ∗], (·, 1, 1)) and so the option is either of the form
([1, ∗, ∗], [0, 0, 1+], (·, 1, 1)) which is case (b.ii) and nim-value 3 or is of the form ([1, ∗, ∗], [0, 1+, ∗], (·, 1, 1))
which is case (c.ii) and nim-value 2;
(3) → ([0, ∗, ∗], [0, ∗, ∗], (·, 0, 0)) and which is case (a.i) and nim-value 0. Moreover, since y = 1, this move always
exists.
iii. x = 1, y = 0, to prove G(ω) = 0 unless ω is an exception.
Exceptions: If ω is of the form ([0, 1, 1+], [0, 0, 1], (·, 1, 0)) then a (2) move gives an option of the form
([1, 0, 1+], [0, 0, 1], (·, 0, 0)) which has nim-value 0 from case (b.i), and a (3) move gives an option of the form
([0, ∗, ∗], [0, ∗, ∗], (·, 0, 1))which has nim-value 1 from case (a.ii).
If ω is of the form ([0, 3+, ∗], [0, 0, 1+]), (·, 1, 0) then a (2) move gives an option of the form ([1, 2+, ∗], [0, 0, 1+],
(·, 0, 0)) which has nim-value 0 from case (b.i), and a (3) move gives an option of the form ([0, ∗, ∗], [0, ∗, ∗], (·, 0, 1))
which has nim-value 1 from case (a.ii).
In both cases, both moves always exist so that G(ω) = 2.
General: If ω is of the form ([0, 1, 0], [0, 0, 1+], (·, 1, 0))
(2) → ([1, 0, 0], [0, 0, 1+], (·, 0, 0)) and the option has nim-value 1, case (b.i);
(3) → ([0, 1, 0], [0, 1, ∗], (·, 0, 1)) and the option has nim-value 1, case (a.ii).
If ω is of the form ([0, 1, 1+], [0, 0, 2+], (·, 1, 0))
(2) → ([1, 0, 1+], [0, 0, 2+], (·, 0, 0)) and the option has nim-value 1, case (b.i);
(3) → ([0, ∗, ∗], [0, ∗, ∗], (·, 0, 1)) and the option has nim-value 1, case (a.ii).
The only sub-case remaining is when ω is of the form
([0, 1+, ∗], [0, 1+, ∗], (·, 1, 0)).
(2) → ([1, ∗, ∗], [0, 1+, ∗], (·, 0, 0)) and the option has nim-value 1, case (c.i);
(3) → ([0, ∗, ∗], [0, ∗, ∗], (·, 0, 1)) and the option has nim-value 1, case (a.ii).
In all cases, there is no option with nim-value 0.
iv. x = 1, y = 1, to prove G(ω) = 2 unless ω is an exception.
Exceptions: If ω is of the form ([0, 1, 2+], [0, 0, 1], (·, 1, 1)) then there are moves to
([1, 0, 1+], [0, 0, 1], (·, 0, 1)) and to ([0, ∗, ∗], [0, ∗, ∗], (·, 0, 0)) both of which have nim-value 0 (b.i and a.i).
If ω is of the form ([0, 3+, ∗], [0, 0, 1+], (·, 1, 1)) then there are moves to
([1, 2+, ∗], [0, 0, 1+], (·, 0, 1)) and to ([0, ∗, ∗], [0, ∗, ∗], (·, 0, 0)) both of which have nim-value 0 (b.i and a.i).
Hence the exceptions have nim-value 1.
General: If ω is of the form ([0, 1+, ∗], [0, 0, 1+], (·, 1, 1)) then the exceptions leave only the case ([0, 1, 0], [0, 0, 1],
(·, 1, 1)). This has the options
([1, 0, 0], [0, 0, 1], (·, 0, 1)) and ([0, 1, 0], [0, 1, 0], (·, 0, 0)) which have nim-values 1 (b.i) and 0 (a.i) respectively and
so the nim-value of ω is 2. Hence we are left with ω being of the form ([0, 1+, ∗], [0, 1+, ∗], (·, 1, 1)). This has options
([1, ∗, ∗], [0, 1+, ∗], (·, 0, 1)) and ([0, ∗, ∗], [0, ∗, ∗], (·, 0, 0)) which have nim-values 1 (c.i) and 0 (a.i) respectively.
Hence the nim-value of ω is 2 since both moves always exist.
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Case b.: ω is of the form ([1+, ∗, ∗], [0, 0, 1+], (·, x, ·)).
i. x = 0, to prove G(ω) = 0 unless ω is an exception.
Exceptions: Suppose ω is of the form ([1, 0, 1+], [0, 0, 2+], (·, 0, ·)). A (1) move leaves ([2+, 0, 0], [0, 0, 1+], (·, 0, ·))
which has nim-value 0, case (b.i). The (3) moves leave ([1, 1, ∗], [0, 0, 2+]), (·, 1, ·), nim-value 0 (b.ii) or
([1, 0, 1+], [0, 1, 1+]), (·, 1, ·), nim-value 2 (c.ii). All moves exist so G(ω) = 1.
Suppose ω is of the form ([1, 0, 0], [0, 0, 1+]), (·, 0, ·). A (1) move, which always exists, cleans the graph which has
nim-value 0. The (3) moves leave ([1, 0, 0], [0, 1, ∗]), (·, 1, ·)which has nim-value 2 (c.ii). Hence, G(ω) = 1.
General: If ω is of the form ([1, 0, 1+], [0, 0, 1], (·, 0, ·)) then it has options ([1, 0, 0], [0, 0, 1+], (·, 0, ·)) and
([1, ∗, ∗], [0, ∗, ∗], (·, 1, ·)) which have nim-values 1 (b.i) and 2 (c.ii) or 3 (b.ii) respectively. Hence ω has nim-value
0. Otherwise, ω is of the form ([1, 1+, ∗], [0, 0, 1+], (·, 0, ·) or ([2+, ∗, ∗], [0, 0, 1+]), (·, 0, ·).
(1) → ([1+, 0, 0], [0, 1+, ∗], (·, 0, ·) or ([1+, ∗, ∗], [1+, 0, 0]), (·, 0, ·) and both have nim-value 1 (c.i and d.i).
(2) → ([2+, ∗, ∗], [0, 0, 1+], (·, 1, ·)which has nim-value 3 (b.ii)
(3) → ([1+, ∗, ∗], [0, ∗, ∗], (·, 1, ·)which has nim-value 2 or 3 (c.ii or b.ii).
Hence, G(ω) = 0.
ii. x = 1, ω is of the form ([1+, ∗, ∗], [0, 0, 1+], (·, 1, ·)), to prove G(ω) = 3. Note that the parity condition forces the form
([1+, 1+, ∗], [0, 0, 1+], (·, 1, ·)).
(1) → ([1+, 0, 0], [0, 1+, ∗], (·, 1, ·)) or ([1+, 1+, ∗], [1+, 0, 0], (·, 1, ·)) has nim-value 2 (c.ii or d.ii). One of these
options always exists.
(2) → ([2+, ∗, ∗], [0, 0, 1+], (·, 0, ·))which has nim-value 0 (b.i). This move always exists.
(3) → ([1+, 1+, ∗], [0, 1, ∗], (·, 0, ·)) which has nim-value 1 (c.i) and this option always exists, or → ([1+, 2+, ∗],
[0, 0, 1+], (·, 0, ·))which has nim-value 0 (b.i)
Hence G(ω) = 3.
Case c.: ω is of the form ([1+, ∗, ∗], [0, 1+, ∗], (·, x, ·)).
i. x = 0, to prove G(ω) = 1.
(1) Since the number of vertices with deficiency 2 is at least two then this move will always clean the graph. This move,
which always exists, gives an option with nim-value 0.
(2) → ([2+, ∗, ∗], [0, 1+, ∗], (·, 1, ·)) or ([1+, ∗, ∗], [1, ∗, ∗], (·, 1, ·)) and both have nim-value 2 (c.ii and d.ii).
(3) → ([1+, ∗, ∗], [0, 1+, ∗], (·, 1, ·))which has nim-value 2 (c.ii).
Hence G(ω) = 1.
ii. x = 1, to prove G(ω) = 2.
(1) This move will clean the graph, nim-value 0, except if ω is of the form
([1, 0, 1+], [0, 1, 1+], (·, 1, ·))when the option will be ([1+, 0, 0], [1+, 0, 0], (·, 0, ·))which has nim-value 1 (d.i).
(2) → ([2+, ∗, ∗], [0, 1+, ∗], (·, 0, ·)) or ([1+, ∗, ∗], [1, ∗, ∗], (·, 0, ·)) both ofwhich have nim-value 1 (c.i and d.i) except
if ω is of the form
([1, 0, 1+], [0, 1, 1+], (·, 1, ·))when the option will be ([1, 0, 1+], [1, 0, 1+], (·, 0, ·))which has nim-value 0 (d.i).
(3) → ([1+, ∗, ∗], [0, 1+, ∗], (·, 0, ·))which has nim-value 1 (c.i).
Hence G(ω) = 2 since moves (1) and (2) and then options of values 0 and 1 are always possible.
Case d.: ω is of the form ([1+, ∗, ∗], [1+, ∗, ∗], (·, x, ·)).
i. x = 0, to prove G(ω) = 1 unless ω is an exception.
(1) Thismovewill clean the graph, nim-value 0, except ifω is of the form ([1, 0, 1+], [1, 0, 1+], (·, 0, ·))when the option
will be of the form
([1+, 0, 0], [1+, 0, 0], (·, 0, ·))which has nim-value 1 (d.i). This move always exists.
(2) → ([2+, ∗, ∗], [1+, ∗, ∗], (·, 1, ·))which has nim-value 2 (d.ii).
(3) → ([1+, ∗, ∗], [1+, ∗, ∗], (·, 1, ·))which has nim-value 2 (d.ii).
Hence G(ω) = 1 except if ω is of the form ([1, 0, 1+], [1, 0, 1+], (·, 0, ·))when G(ω) = 0.
ii. x = 1, to prove G(ω) = 2.
(1) This move, which always exists, will clean the graph, nim-value 0.
(2) → ([2+, ∗, ∗], [1+, ∗, ∗], (·, 0, ·)) which has nim-value 1 (d.i). The parity condition shows that this move always
exists.
(3) → ([1+, ∗, ∗], [1+, ∗, ∗], (·, 0, ·)) which has nim-value 1 (d.i). (The parity condition eliminates the case that the
option is ([1, 0, 1+], [1, 0, 1+], (·, 0, ·)).)
Hence G(ω) = 2.
This concludes the proof. 
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9. A solution to the problem
The problemwas to find the winning move if G be the disjoint union of K1,3, C4, K2 and K2,3 and no brushes have yet been
placed. Now G(K1,3) = 0, Theorem 8 (position is (3, 3)); G(C4) = 0, Theorem 5 or Lemma 6; G(K2) = 1, Lemma 6; and
G(K2,3) = 2, Theorem 15 (position is [0, 3, 0], [0, 0, 2]); so that
G(G) = G(K1,3)⊕ G(C4)⊕ G(K2)⊕ G(K2,3)
= 0⊕ 0⊕ 1⊕ 2
= 3.
Consider themove of placing a brush on a vertex of degree 2 in K2,3 giving the position [0, 3, 0], [0, 1, 1]. This has nim-value
1 and the total game has nim-value 0⊕ 0⊕ 1⊕ 1 = 0 thus this is a winning move. Showing that there is no other winning
move we leave to the reader.
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