We obtain a generalized discrete Hilbert and Hardy-Hilbert inequality with non-conjugate parameters by means of an Euler-Maclaurin summation formula. We derive some general results for homogeneous functions and compare our findings with existing results. We improve some earlier results and apply the results to some special homogeneous functions.
Introduction
Let {a n } and {b n } be two non-negative sequences and 1= p + 1=q = 1; p > 1. If 0 < ∞ n=0 a n p < ∞ and 0 < where the constant factor ³ sin −1 .³= p/ is the best possible. This is a sharp version of Hilbert's famous theorem for double series, which is important in analysis and its applications. Although classical, inequality (1.1) has attracted the interest of numerous mathematicians and has been generalized in many different ways. For more details see [3] .
It is very interesting that one can extend Hilbert's inequality by using numerical analysis. More precisely, one can obtain some extensions by using an Euler-Maclaurin summation formula.
Jichang and Debnath recently obtained the following result using an Euler-Maclaurin summation formula: THEOREM A. Let {a n } and {b n } be two non-negative sequences and 1= p + 1=q = 1, with p > 1. Further, let 0 < ∞ n=0 .n + ¼/ 1−s a n p < ∞ and 0 < 
and r = p; q.
Obviously, by putting the kernel K .m; n/ = .m + n/ −1 and ¼ = 1=2, Inequality (1.2) becomes the improvement of Inequality (1.1).
The main purpose of this paper is a generalization of Inequality (1.2) from Theorem A, as well as the equivalent form of that inequality which we usually call the Hardy-Hilbert inequality (see [3] ). One possibility of generalizing it is by extending it to the case of non-conjugate parameters. We shall also compare our results with some previously known from the literature and obtain some improvements of our results from [6] and [5] .
Throughout this paper p and q indicate real parameters such that p > 1, q > 1 and 1= p + 1=q ≥ 1: Further, let p and q satisfy 1= p + 1= p = 1 and 1=q + 1=q = 1. It is obvious that p ; q > 1. We define ½ := 1= p + 1=q and it follows that 0 < ½ ≤ 1 (½ = 1 gives the case of conjugate exponents). The following result can be found in [3] : THEOREM B. Let {a n } and {b n } be two non-negative sequences. Under the above definitions, the following inequality holds:
where the constant K depends on p and q only.
Hardy, Littlewood and Pólya did not give a specific value for the constant K in the previous theorem. An alternative proof by Levin, ( [8] ) established that K = B ½ .1=½p ; 1=½q /, where B is a beta function, suffices but the paper did not decide whether this was the best possible constant. This question remains open. The inequality (1.3) was also generalized by Bonsall (see [2] ).
The main idea, which was used by the above mentioned authors, is to reduce the case of two non-conjugate parameters to the case of three conjugate parameters. We shall also use that idea in our results. The techniques that will be used in the proofs are mainly based on classical real analysis, especially on Hölder's inequality and on an Euler-Maclaurin summation formula.
Some lemmas
In order to verify our main results, we need the following lemmas. By using an Euler-Maclaurin summation formula (see [7] ) we have the following results. 
PROOF. By the Euler-Maclaurin summation formula in [7] , we have
where B k , B k .t/ are the Bernoulli numbers and the Bernoulli polynomials, respectively. Since B 4 = −1=30 and the sign of B 4 − B 4 .t − t / is the same as B 4 , we obtain the inequality (2.1).
REMARK 1. If we put M = 0 and let N → ∞, under the assumptions f .x/, f .x/ → 0, when x → ∞, one obtains the inequality
as in [4] .
We now establish the following two results concerning homogeneous functions of negative degree. More precisely, K : .0; ∞/ × .0; ∞/ → R is a non-negative differentiable homogeneous function of degree −s, s > 0. We define
and suppose that k.Þ/ < ∞ for min{1 − s; 0} < Þ < max{1; 2 − s}. Under these assumptions we have the following result. 
x; y/ > 0; n = 1; 2; 3; 4 and
We define
where 0 ≤ A 2 < 1=q and ¼ ≥ 1=2. Then the following inequality holds:
where
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PROOF. Let f be the function defined by
Since 2 q .m; s; ¼/ = ∞ n=0 f .n/, we obtain, using Lemma 2.1, the inequality
Furthermore, if we apply the partial integration formula twice, we have
Since the last term in the previous equality is non-negative and since it is easy to verify that Similarly, if we differentiate with respect to x we obtain the following result. 
(2.4) [ 6 ] We define
where 0 ≤ A 1 < 1= p and ¼ ≥ 1=2: Then the following inequality holds:
REMARK 3. Similarly as before, under the assumptions of Lemma 2.3, the function Â p .n; s; ¼/ is non-negative.
Main results
In this section, we shall prove our main theorem for homogeneous functions, which is an extension of Theorem A from the introduction, and we also establish some important corollaries. First of all, let's say that we suppose that all the series converge and that they are not identically equal to zero. Under these assumptions we have the following result. PROOF. The left-hand side of Inequality (3.1) can be expressed in the following form:
where the functions F and G are defined by
Now, by applying Hölder's inequality with the conjugate parameters p , q and 1=.1 − ½/ to (3.3) we obtain the inequality 
in the inequality (3.1), we easily obtain the inequality (3.2). Otherwise, let's suppose that the inequality (3.2) is valid. By using Hölder's inequality with conjugate parameters q and q , we have
and the result follows from the inequality (3.2). So, the inequalities (3.1) and (3.2) are equivalent which completes the proof. Now, if we put A 1 = A 2 = 2¼= p q in the previous theorem, we obtain the extension of Theorem A to the case of non-conjugate parameters. 2) and (2.4) . Then the following inequalities hold and are equivalent:
where 1=2 ≤ ¼ < .1=2/ min{ p ; q } and the functions p and q are defined as in Theorem A. Further, by putting ½ = 1 in Theorem 3.1 we obtain the following result. 
4). Then the following inequalities hold:
for any A 1 ∈ .0; 1= p /, A 2 ∈ .0; 1=q / and ¼ ≥ 1=2, where
In particular, Inequalities (3.6) and (3.7) are equivalent.
REMARK 5. The functions ' p and ' q from Theorem 3.3 are non-negative (see Remarks 2 and 3). Inequalities (3.6) and (3.7) are improvements of those in our papers [6] and [5] in the conjugate case.
In the next, we apply our general results to some special choices of homogeneous functions.
Some applications
We now apply our general results to some special homogeneous functions whose first four partial derivatives satisfy conditions (2.2) and (2. 
for any A 1 ∈ .max{.1−s/= p ; 0}; 1= p /, A 2 ∈ .max{.1−s/=q ; 0}; 1=q / and ¼ ≥ 1=2, where
PROOF. The result easily follows by putting K .x; y/ = .x + y/ −s in Theorem 3.1, and noting that q .m; s; ¼/ < Â q .m; s; ¼/ and p .n; s; ¼/ < Â p .n; s; ¼/.
REMARK 6. If we put A 1 = A 2 = 2¼= p q in Theorem 4.1, then, under the assumption max 1=2; .1 − s/=2 p ; .1 − s/=2q < ¼ < max p =2; q =2 ; we obtain, in the conjugate case, the result from [4] . REMARK 7. Similarly, by putting A 1 = A 2 = 2¼= p q in Theorem 4.2, under the assumption max 1=2; .1 − s/=2 p ; .1 − s/=2q < ¼ < max p =2; q =2 , we obtain the generalization of the result from [4] .
It is interesting to put A 1 = .1 − s=r /= p and A 2 = .1 − s=t/=q , where r and t are conjugate parameters with r > 1 and 0 < s ≤ 1. Under these assumptions we have .n + ¼/ In such a way improve our results from [6] and [5] , as well as some previously known results which include the beta function.
