Accurate system modelling is an important prerequisite for optimized process control in modern industrial scenarios. The task of parameter identification for a model can be considered as an optimization problem of searching for a set of continuous parameters to minimize the discrepancy between the model outputs and true output values. Differential Evolution (DE), as a class of population-based and global search algorithms, has strong potential to be employed here to solve this problem. Nevertheless, the performance of DE is rather sensitive to its two running parameters: scaling factor and crossover rate. Improper setting of these two parameters may cause weak performance of DE in real applications. This paper presents a new adaptive algorithm for DE, which does not require good parameter values to be specified by users in advance. Our new algorithm is established by integration of greedy search into the original DE algorithm. Greedy search is conducted repeatedly during the running of DE to reach better parameter assignments in the neighborhood. We have applied our adaptive DE algorithm for process model identification in a Furnace Optimized Control System (FOCS). The experiment results revealed that our adaptive DE algorithm yielded process models that estimated temperatures inside a furnace more precisely than those produced by using the original DE algorithm.
INTRODUCTION
System modelling and identification provide an important basis for optimized process control in modern industrial scenarios. Its main goal is to identify a process model that is able to accurately predict the output of a system in response to a set of inputs. Generally, a process model can be constructed in two steps. In the first step, the structure of the model is determined in terms of expert knowledge and insight into the process. In the second step, the parameters of the structured model are to be identified. This can be considered as an optimization problem of searching for a set of continuous parameters to minimize the discrepancy between the model outputs and true output values on a set of training samples.
Traditionally, the methods such as Least Mean Square (LMS) algorithm or Recursive Least Square Estimation (RLS) algorithms have been used to solve the model parameter identification problems. However, they are subject to two limitations. First, they were developed for linear system identification, i.e. when the process model is assumed to be linear. Second, they are essentially derivative-based optimization techniques and may fail to find the optimal solution when locating many (model) parameters in high dimensional spaces. This paper advocates the application of Differential Evolution (DE) (Storn and Price, 1997) algorithms to solve the parameter identification problems for nonlinear process models. DE presents a class of evolutionary computing techniques that perform population-based and beam search, thereby exhibiting strong global search ability in complex, non-linear and high dimensional spaces . DE differs from many other evolutionary algorithms in that mutation in DE is based on differences of pair(s) of individuals randomly selected. Thus, the direction and magnitude of the search is decided by the distribution of solutions instead of a pre-specified probability density function. The merits of DE include simple and compact structure, easy use, as well as high convergence speed, which make it quite competitive in comparison with other evolutionary algorithms.
However, in real applications, the performance of DE is largely dependent on the values of scaling factor and crossover rate, which are two important control parameters of DE. Improper setting of such parameters will lead to low quality of solutions found by DE. Yet finding suitable values for them is by no means a trivial task, it involves a trial-and-error procedure that is time consuming.
In this paper we present a new adaptive algorithm for DE, which does not require good parameter values (scaling factor and crossover rate) to be specified by users beforehand. Our new algorithm is established by integration of greedy search into the original DE algorithm. Greedy search is conducted repeatedly during the running of DE to reach better parameter assignments in the neighborhood. So far we have applied our adaptive DE algorithm for process model identification in a Furnace Optimized Control System (FOCS). The experiment results revealed that our algorithm yielded process models that estimated temperatures inside a furnace more precisely than those produced by using the original DE algorithm.
The remainder of the paper is organized as follows. Section 2 briefly describes the application scenario. The original DE algorithm is outlined in Section 3, which is followed by the new adaptive DE algorithm in Section 4. Section 5 presents the results of experiments for model identification in a Furnace Optimized Control System. Section 6 discusses some relevant works. Finally, concluding remarks are given in Section 7.
PROBLEM FORMULATION
Energy consumption and environmental consideration are important issues to be handled within the steel industry today. In this respect, inventing and developing new ways to decrease fuel and emission levels in steel production and treating are crucial to production economy. The FOCS system was developed for reheating furnaces in the early 1980s, and has since grown to be the most commonly used system in the Scandinavian steel industry, (Norberg and Leden, 1988) .
Due to the harsh environment inside the reheating furnace, the temperature of the heated steel cannot be measured continuously. Therefore, the FOCS system core is a temperature calculation model that utilizes temperature sensor measurements in the walls inside the furnace as well as current fuel flow, to estimate the temperature in the heated material. In order to gain optimal control performance, it is crucial to estimate the temperatures accurately.
The temperature inside the material can be measured through the furnace by a test measurement setup. This is normally done 2-3 times every year to certify the furnace operation. The measurements are also used to calibrate the FOCS temperature calculation model, by changing the model parameters to fit the model output to the measurements. The calibration is performed manually and can be a tedious task due to many parameters and evaluation of several test measurements simultaneously.
We attempted to apply DE algorithms to facilitate the automatic determination of the parameters of this process model. The goal is to find such a set of parameters to minimize the error between the estimated temperatures from the model and the actual temperatures obtained from the measurements. After the execution of DE, we acquire the optimal parameters of the model, as shown in Fig.1 . Subsequently this optimal model can be employed in future occasions to produce reliable estimates of temperatures based on input conditions. 
DIFFERENTIAL EVOLUTION
The DE algorithm proposed by R. Storn and K. Price in 1997 (Storn and Price, 1997) is an stochastic and population based evolutionary algorithm for global numerical optimization. The population is compose by N P individuals, solutions of the problem, represented by X i,G = {x i,1 , x i,2 , . . . , x i,D }, where i =1, 2,. . . , N P and represents the ith individual, D is the dimension of the problem and G stands for the generation that the population belong. DE has three main operators at every generation G: mutation, crossover and selection. The notation used to name them is DE/x/y/z, where x represents the mutation strategy used, y is the number of difference of individuals used in the mutation strategy and z stands for the crossover method used. Next we shall briefly describe these three operators used in a basic DE algorithm.
Mutation: In this first step, NP mutant vectors are created using individuals randomly selected from the current population. Indeed there are a lot of mutation strategies which can be used to generate mutant vectors. But only the random mutation strategy will be explained below. The other mutation strategies and their performance are discussed in (Leon and Xiong, 2014a) . The calculation of the mutant vector V i,G using the random mutation strategy is given in Eq.1.1.
where r 1 , r 2 ; r 3 are random integers from 1 to N P , and F is the scaling factor inside the interval [0, 2]. Fig.  2 shows how this mutation strategy works, where d is the difference vector between X r 2 ,G and X r 3 ,G .
As can be seen from Eq. 1,, values in the mutant vector V i,G may violate pre-defined boundary constraints for the decision variables. To repair such illegal solution (if it emerges), we modify V i,G according to Eq.2.
where Crossover: In this second step, the parent solution X i,G from the current population and the mutant vector V i,G are recombined to create a new solution. This new solution is called trial vector and it is represented by T i,G . Every parameter inside the trial vector is generated according Eq. 3. This equation ensures that T i,G is different from X i,G in one component at least.
where j represents the index of every parameter in a vector, J rand is a randomly selected integer between 1 and N p and CR is the crossover probability. Selection: This operation selects the individuals for the next generation. An individual X i,G+1 in the next generation is decided by comparing the fitness value of the parent X i,G and the fitness value of the trial vector T i,G . Therefore, if the problem of interest is minimization, the individuals in the new generation are given as follows:
where f denotes the fitness function. The pseudocode of basic DE is given in Algorithm 1. Create mutant vectors using the random mutation strategy in Eq. 1.
5:
Create trial vectors by recombining parents vectors with mutant vector according to Eq. 3.
6:
Evaluate trial vectors with the fitness function. As is stated above that the scaling factor (F) and crossover rate (CR) are two important running parameters for DE that significantly affect the optimization performance. It is also recognized that the proper value of F may change with time in the evolutionary process, while the crossover probability CR is more dependent on the characteristics of the underlying problem. Therefore we aim to develop a new DE algorithm with parameter self-adaptation. This is achieved by incorporating greedy local search to dynamically adjust the F and CR values during the running of DE. In the following we shall first outline the greedy search scheme for parameter adaption in Subsection 4.1. Subsequently, the evaluation of parameter assignments to support the greedy search is discussed in Subsection 4.2. Finally we outline our adaptive DE algorithm as a whole in Subsection 4.3.
Greedy Search for Parameter Adaptation
We use greedy search to adjust the values of parameters in every learning period, which consists of a specified number of generations of the evolutionary process. The basic idea is to find the best candidate for parameter assignment in the local neighbourhood of a current candidate. Hence, in each learning period, the current candidate and its two neighbouring ones are examined for their quality, and the best neighbouring candidate replaces the current one if it is assessed to be better than the current one. Then the search moves on to the next learning period. A description of the greedy search scheme designed for parameter adaptation is given below: The general greedy search scheme for parameter adaptation:
1. Set the index fo the first learning period LP = 1.
2. C = initial candidate for parameter assignment 3. Expand C: creating two neighbouring candidates C 1 and C 2 as children of C 4. Evaluate the quality of the three candidates C, C 1 and C 2 for parameter assignment 5. Let C * be the best one from C 1 and C 2 6. C = C * If C * is superior to C
LP = LP + 1 and go to Step 3
It is important to note that the above greedy search scheme does not terminate when no better candidate can be found in the neighborhood. Instead the search always continues from one learning period to another to achieve continuous adaptation of parameters during the execution of the DE algorithm.
Evaluation of Candidates for Parameter Assignment
The implementation of the greedy search scheme described above entails reliable assessment of candidates for DE parameter assignment. Owing to the stochastic operations in DE, an assignment of parameters has to be tested by applying it with a number of times. We desire those parameter assignments that not only offer a high chance of survival for trial solutions but also enable substantial improvement of fitness in the next generation. Lets now consider a candidate Z P and assume that Z P has been tested N times by using it to produce trial solutions. Let X j and V j be the parent and trial solutions respectively in the jth test of Z P . The relative improvement (for a minimization problem) from this test is defined as
where f is the objective function and n is an integer such that f (V j ) * 10 n lies in the interval [1, 10] .
The progress rate (PR) for Z P is the average of the relative improvements from all the N tests, thus we have
The progress rate defined in 6 is used as the measure to assess candidates for parameter assignment in the greedy search.
Adaptive DE Algorithm with Greedy Search
The Adaptive Differential Evolution algorithm is developed by incorporation of the greedy search mechanism into the basic DE algorithm. The whole evolutionary process is divided into a sequence of learning periods and every learning period consists of a fixed number of generations. The greedy search is performed in successive learning periods to facilitate continuous and dynamic adjustment of F and CR values during the execution of the algorithm. The initial candidate for mutation factor is set as F = 0.5, and its two neighbours are F +C 1 and F −C 1 respectively, where C 1 is a user specified small positive number. The initial candidate for crossover rate is a Cauchy distribution with its centre being CR m = 0.5 and its scale parameter equal to 0.2. The two neighbours of this current distribution are the shifted Cauchy distributions with their centres being located at CR m + C 2 and CR m − C 2 respectively, where C 2 is a small positive number specified by user. Every current and neighbouring candidate (for both the scaling factor and crossover rate) receives a probability of 1/3 to be associated with an individual vector in the population in order to get a sufficient number of usages (tests) in the learning period. At the end of the learning period, a neighbouring candidate may replace the current one as a result of the comparison of the assessed progress rates.
A more detailed description of our method is given in the pseudocode of Algorithm 2.
Algorithm 2: Adaptive DE Algorithm with Greedy Search.
Initialize the population with randomly created individuals. 5: Evaluate the population. 6: G = 1; 7: while The termination condition is not satisfied do 8:
Set F i by randomly selecting one element from Z F .
10:
Set µ CR by randomly selecting one element from Z CR .
11:
12:
Create the mutant vector using the mutation strategy given in Equation 1 13:
Repair the mutant vector if it has values outside the boundaries, using Equation 2. 14:
Create the trial vector by recombining the mutant vector with the parent vector according to Equation 3.
15:
Evaluate the trial vector with the fitness function. if G%LP == 0 then 19:
20:
CR m = best(Z CR ).
22: 
EXPERIMENTS
The purpose of this section is to examine the capability of our adaptive DE algorithm in a real industrial scenario. We applied our algorithm on the problem of model identification in FOCS and then compared its results with those obtained by using the basic DE algorithm on the same problem.
Experimental Settings
Our adaptive DE algorithm and basic DE were tested in the experiments for comparison. Both algorithms use the binomial crossover operator, and both have three important running parameters: population size (NP), crossover rate (CR) and mutation factor (F). The parameters adopted for the basic DE are: N P = 60, CR = 0.5 and F = 0.5. The parameters used in our adaptive algorithm are: N P = 60, CR m = 0.5, F = 0.5, C 1 = C 2 = 0.01, and the learning period LP = 3.
The two algorithms were executed 10 times to solve the model identification problem. The maximal number of evaluations was set to a relatively low amount 2000, due to the high computational cost in fitness evaluations.
Comparing Our Adaptive with Basic DE
The errors of the process models found by the two algorithms in the 10 executions are listed in Table 1 for comparison. In the table we also see the best, mean and worst errors from the 10 executions for each of the algorithms. Table 2 shows the reduction of the mean error achieved by our adaptive DE algorithm: the reductions in the absolute value and the percentage. Value Percentage Improvement 26.86 10.01 % As can be observed from these two tables (Tables  1 and 2 ), our adaptive DE algorithm outperforms the basic DE in this industrial problem. The mean error from our algorithm is 10% smaller than that of the basic DE, which indicates a significant improvement in the quality of the acquired solutions.
Evolution of the Parameters
In Fig. 3 , we can see the evolution of the scaling factor (F) during the optimization process. Since the individuals of the population were similar to each other at the beginning, the value of F started to increase to enable big movement in the mutation. In Fig. 4 , we can observe the change of the distribution center (CR m ) for the crossover probability during the process. The value of CR m increased for the same reason as stated for the scaling factor F, i.e., the individuals in the population were similar to each other. Hence we needed more elements from the mutant vectors to increase the diversity of the population. 
RELATED WORK
DE has been applied successfully in many real applications such as system design and parameter optimization. In (Sickel et al., 2007) DE and Fast Differential Evolution (FDE) were employed to solve two different problems in Power Plant Control. With the experiments, the authors showed that DE and FDE outperformed Particle Swarm Optimization (PSO) and its variants. In (Bakare et al., 2007) comparisons were made between DE with PSO in the tasks of reactive control of the power and voltage. The conclusion from both (Sickel et al., 2007) and (Bakare et al., 2007) was that DE outperformed PSO, yet without significant superiority. In (Mohanty et al., 2014) the authors employed DE in the applications of load frequency control of a multi-source power system. They proposed the application of DE to optimize P, PI and PID controllers. However, the running parameters of DE were tuned manually with a trial-and-error method to achieve good optimization performance.
The main problem with applying DE to solve practical problems lies in the parameter setting. Very often domain engineers do not have that knowledge to decide which parameters to choose for DE. Therefore it is an appealing idea to enhance DE with some ability of self-adapting its parameters. The direction of research has received some efforts recently. In (Gong and Cai, 2014) multi-strategy adaptive differential evolution was proposed to locate the best parameters for the model of the proton exchange membrane fuel cell. Zou et al. (Zou et al., 2011) proposed an improved Differential Evolution (IDE) with an adaptive mutation factor and a dynamical crossover rate to solve the task assignment problem. In (Mulumba and Folly, 2012) Self-Adaptive Differential Evolution (SADE) was used to tune the parameters of a power system stabilizer (PSS).
CONCLUSION
This paper shows that Differential Evolution (DE) algorithms can be applied successfully to solve the problem of parameter identification in process modeling. This is implemented by utilizing DE as a powerful global search mechanism to discover best parameters of the model to minimize the difference between model outputs and true measurement values. Further, we present a new adaptive DE algorithm that exhibits two attractive properties for real applications. First, it does not require prior knowledge about the good values of the scaling factor and crossover rate for DE. Second, it enables self-adaptation of these two parameters during the running of DE. Case study has been done of applying this algorithm within the context of the Furnace Optimized Control System. The results of the experiments indicate that our new adaptive DE algorithm outperformed the original DE by yielding higher accuracy of the models produced.
For future work, we plan to enhance our adaptive DE algorithm with a more advanced mutation strategy. We also intend to incorporate local search such as Simplex, Quasi Newton method or some Random local search methods (Leon and Xiong, 2014b) into the current adaptive DE algorithm. At last, more case studies will be made to examine our work in more industrial scenarios.
