On Local Optimizers of Acquisition Functions in Bayesian Optimization by Kim, Jungtaek & Choi, Seungjin
On Local Optimizers of Acquisition Functions in Bayesian Optimization
Jungtaek Kim
Pohang University of Science and Technology
77 Cheongam-ro, Pohang 37673
Republic of Korea
jtkim@postech.ac.kr
Seungjin Choi
Pohang University of Science and Technology
77 Cheongam-ro, Pohang 37673
Republic of Korea
seungjin.choi.mlg@gmail.com
Abstract
Bayesian optimization is a sample-efficient method for find-
ing a global optimum of an expensive-to-evaluate black-box
function. A global solution is found by accumulating a pair of
query point and corresponding function value, repeating these
two procedures: (i) learning a surrogate model for the objec-
tive function using the data observed so far; (ii) maximiz-
ing an acquisition function to determine where next to query
the objective function. Convergence guarantees are only valid
when the global optimizer of the acquisition function is found
at each round and selected as the next query point. In prac-
tice, however, local optimizers of an acquisition function are
also used, since searching the global optimizer of an acquisi-
tion function is often a non-trivial or time-consuming task. In
this paper we consider three popular acquisition functions, PI,
EI, and GP-UCB induced by GP regression surrogate model.
Then we present an analysis on the behavior of local opti-
mizers of those acquisition functions, in terms of instanta-
neous regrets over global optimizers. We also present a per-
formance analysis when a maximum of the acquisition func-
tion is searched, allowing a local optimization method to start
from multiple different initial conditions. Numerical experi-
ments confirm the validity of our theoretical analysis.
Introduction
Bayesian optimization provides an efficient method for find-
ing a global optimum of an objective function f(x) : X →
R, defined over a compact set X ⊂ Rd:
x† = arg min
x∈X
f(x), (1)
where, in general, f(x) is a black-box function, i.e., its
closed-form expression is not available and its gradient is not
available either. The value of the function can be computed
at a query point x but the evaluation requires a high cost.
In this paper we assume that the objective function f(x) of
interest is Lipschitz-continuous.
Bayesian optimization searches a minimum of f(x) to
solve the problem (1), gradually accumulating (xt, f(xt))
where input points xt are carefully chosen and correspond-
ing function values f(xt) are calculated at xt. It provides an
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efficient approach in terms of the number of function eval-
uations required. See (Brochu, Cora, and de Freitas 2010;
Shahriari et al. 2016; Frazier 2018) for the review of
Bayesian optimization.
A global solution to the problem (1) is determined by re-
peating the following two procedures. At each round, we
first train a probabilistic model (GP regression used in this
paper) using the data observed so far to construct a surro-
gate function for f(x). Then we define an acquisition func-
tion (Kushner 1964; Moc´kus, Tiesis, and Z´ilinskas 1978;
Srinivas et al. 2010) over the domain X , which accounts for
the utility provided by possible outcomes drawn from the
distribution determined by the surrogate model. The maxi-
mization of an acquisition function, referred to as an inner
optimization, yields the selection of the next query point at
which to evaluate the objective function. Convergence guar-
antees are only valid when the global optimizer of the acqui-
sition function is found and selected as the next query point.
In practice, however, local optimizers of acquisition func-
tions are also used, since searching the exact optimizer of the
acquisition function is often a non-trivial or time-consuming
task.
A recent work (Wilson, Hutter, and Deisenroth 2018) has
addressed the acquisition function optimization, elucidating
gradient-based optimization of Monte Carlo estimates of ac-
quisition functions, as well as on sub-modularity for a fam-
ily of maximal myopic acquisition functions. However, so
far, there is no study on what the performance loss is when
a local optimizer of an acquisition function is selected as
the next query point. In this paper we attempt to provide
an answer to this question on the performance loss brought
by local optimizers of acquisition functions over global op-
timizers, in terms of instantaneous regrets. To this end, we
consider three different solutions to the maximization of an
acquisition function: (i) a global optimizer; (ii) a local opti-
mizer; (iii) a multi-started local optimizer. For performance
analysis of local optimizers, with respect to the global op-
timizer, we define an instantaneous regret difference for a
local optimizer as well as for a multi-started local optimizer
and present its bound for each case. As expected, the multi-
started local optimizer yields a tighter bound on the instan-
taneous regret difference, compared to the one for a local
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optimizer.
In this paper we consider three popular acquisition func-
tions, probability improvement (PI) (Kushner 1964), ex-
pected improvement (EI) (Moc´kus, Tiesis, and Z´ilinskas
1978), and GP upper confidence bound (GP-UCB) (Srini-
vas et al. 2010), each of which is calculated by posterior
mean and variance determined by GP regression. The main
contribution of this paper is summarized as:
• We provide an upper-bound on the instantaneous regret
difference between global and local optimizers, which is
given in Theorem 1.
• We provide an upper-bound on the instantaneous regret
difference when a multi-started local optimization method
is employed to search for a local maximum of the acqui-
sition function, which is given in Theorem 2.
• Numerical experiments are provided to justify our theo-
retical analyses.
Background
In this section, we briefly review Bayesian optimization, the
detailed overview of which is referred to (Brochu, Cora, and
de Freitas 2010; Shahriari et al. 2016; Frazier 2018), and de-
fine instantaneous regret difference that is used as a perfor-
mance measure for local optimizers of acquisition functions.
In particular, we also briefly explain global/local optimiza-
tion methods that are popularly used to search for maxima
of acquisition functions.
Bayesian Optimization
The sequential Bayesian optimization solves the problem
(1), by gradually selecting queries x1, . . . ,xT and their
corresponding noisy evaluations y1, . . . , yT where yt =
f(xt) + t with t ∼ N (0, σ2n), such that a minimizer
of f(x) is determined from {x1, . . . ,xT }. Given the data
Dt−1 = {(x1, y1), . . . , (xt−1, yt−1)} observed up to round
t − 1, the next evaluation location xt is chosen as a maxi-
mizer of an acquisition function a(x|Dt−1), i.e.,
xt = arg max a(x|Dt−1). (2)
The acquisition function is the expected utility u(·) of a
query x,
a(x|Dt−1) =
∫
u(x, y) p(y|x,Dt−1) dy, (3)
where the posterior distribution p(y|x,Dt−1) is calculated
by GP regression using Dt−1 here.
Solving (2) is another optimization problem appearing in
the Bayesian optimization task given in (1). We consider
three different solutions to the maximization of an acqui-
sition function: (i) a global optimizer; (ii) a local optimizer;
(iii) a multi-started local optimizer. These are defined in de-
tail below.
Definition 1 (Global optimizer). We denote by xt,g the op-
timizer of the acquisition function a(x|Dt−1) at round t, de-
termined by a global optimization method, given a time bud-
get τ .
xt,g =
global
arg maxx∈X a(x|Dt−1). (4)
xt,g is referred to as a global optimizer.
Definition 2 (Local optimizer). We denote by xt,l the opti-
mizer of the acquisition function a(x|Dt−1) at round t, de-
termined by an iterative (local) optimization method where
the convergence meets ‖x(τ)t,l − x(τ−1)t,l ‖2 ≤ opt for iteration
τ .
xt,l =
local
arg maxx∈X a(x|Dt−1). (5)
xt,l is referred to as a local optimizer.
Definition 3 (Multi-started local optimizer). Suppose that
{xt,l1 , . . . ,xt,lN } is a set of N local optimizers, each of
which is determined by a local optimization method (5),
starting from a different initial condition. The multi-started
local optimizer, denoted by xt,m, is the one at which
a(x|Dt−1) achieves the maximum.
xt,m =
m-local
arg maxx∈X a(x|Dt−1). (6)
With global or local solutions to (2), defined in (4), (5),
and (6), we define instantaneous regret for each of these so-
lutions and instantaneous regret difference for each of local
solutions below.
Definition 4 (Instantaneous regret). Suppose that x† is the
true global minimum of the objective function in (1). De-
note by xt a maximum of acquisition function a(x|Dt−1) at
round t, determined by either a global or local optimization
method. The instantaneous regret rt at round t is defined as
rt = f(xt)− f(x†). (7)
Depending on an optimization method (global, local, multi-
started local) used to search a maximum of the acquisition
function, we define the following instantaneous regrets:
rt,g = f(xt,g)− f(x†), (8)
rt,l = f(xt,l)− f(x†), (9)
rt,m = f(xt,m)− f(x†). (10)
Definition 5 (Instantaneous regret difference). With defini-
tions (8), (9), (10), we define instantaneous regret difference
for an local optimizer xt,l as well as for a multi-started local
optimizer xt,m:
|rt,g − rt,l| = |f(xt,g)− f(xt,l)| , (11)
|rt,g − rt,m| = |f(xt,g)− f(xt,m)| , (12)
which measures a performance gap with respect to the one
induced by xt,g , at round t.
Maximization of Acquisition Functions
Solving the maximization of an acquisition function, given
in (2), determines the next candidate xt where the objective
function f(x) should be evaluated to gradually construct Dt
among which the minimum of f(x) eventually is sought.
As described earlier, we may consider either global or lo-
cal solutions to the problem (2). Widely-used global opti-
mization methods include DIRECT (Jones, Perttunen, and
Stuckman 1993) and CMA-ES (Hansen 2016). DIRECT is a
deterministic Lipschitzian-based derivative-free partitioning
method where it observes function values at the centers of
rectangles and divides the rectangles without the Lipschitz
constant iteratively. CMA-ES is a stochastic derivative-free
method based on evolutionary computing. In this paper we
use DIRECT to determine xt,g in (4).
A local optimization method we used to determine xt,l or
xt,m, given in (5) or (6) is the Broyden-Fletcher-Goldfarb-
Shanno (BFGS) algorithm, which is a quasi-Newton opti-
mization technique. A limited memory version, referred to
as L-BFGS (Liu and Nocedal 1989) and a constrained ver-
sion known as L-BFGS-B are widely used in Bayesian op-
timization (Picheny et al. 2016; Wang et al. 2018; Frazier
2018). Multi-started optimization methods are also widely
used (Brochu, Cora, and de Freitas 2010; Hutter, Hoos, and
Leyton-Brown 2011), where a local optimization method
starts from N distinct initializations and such N local so-
lutions are combined to determine the best local solution.
Compared to our work, (Wilson, Hutter, and Deisenroth
2018) introduces a reparameterization form to allow differ-
entiability of Monte Carlo acquisition functions to integrate
them and query in parallel, which is not related to the topics
covered in this paper.
Performance Analysis
In this section we present our main contribution on the per-
formance analysis for the local optimizer xt,l and the multi-
started local optimizer xt,m, given in (5) and (6), which
are local solutions to the maximization problem of an ac-
quisition function. For each case, a PAC-type bound on the
instantaneous regret difference is given in Theorem 1 and
Theorem 2. A few lemmas required to prove Theorem 1 are
presented, followed by the proof of Theorem 1.
Main Theorems
Before introducing the lemmas used to prove the main theo-
rems, we explain the main theorems and their intuition first.
Our main theorems are described as follows.
Theorem 1. Given δl ∈ [0, 1) and l, 1, 2 > 0, the instan-
taneous regret difference for a local optimizer xt,l at round t,
|rt,g − rt,l| is less than l with a probability at least 1− δl:
P
( |rt,g − rt,l| < l) ≥ 1− δl, (13)
where
δl =
γ
1
(1− βg) + M
2
, (14)
l = 12, γ is the size of search space
γ = max
xi,xj∈X
‖xi − xj‖2, (15)
βg is the probability that a local optimizer of the acquisition
function collapses with its global optimizer, and M is the
Lipschitz constant explained in Lemma 6.
Theorem 1 is extended for a multi-started local optimizer,
which is given below.
Theorem 2. Given δm ∈ [0, 1) and m, 2, 3 > 0, an in-
stantaneous regret difference for a multi-started local opti-
mizer xt,m, determined by starting from N initial points at
round t, is less than m with a probability at least 1− δm:
P
( |rt,g − rt,m| < m) ≥ 1− δm, (16)
where
δm =
γ
3
(1− βg)N + M
2
, (17)
m = 23, γ is the size of search space
γ = max
xi,xj∈X
‖xi − xj‖2, (18)
βg is the probability that a local optimizer of the acquisition
function collapses with its global optimizer, and M is the
Lipschitz constant explained in Lemma 6.
As shown in Theorem 1, |rt,g − rt,l| is smaller than l
with a probability 1− δl. It implies the probability 1− δl is
controlled by three statements related to γ, βg , and M : the
probability is decreased (i) as γ is increased, (ii) as βg is de-
creased, and (iii) asM is increased. If X is relatively a small
space, γ is naturally small. Moreover, βg is close to one if
converging to global optimum by Definition 3 is relatively
easy for some reasons: (i) a small number of local optima
are existed, or (ii) a global optimum is easily reachable.
Theorem 2 suggests the implications that are similar with
Theorem 1 in terms of the control factors of 1−δm. The main
difference of two theorems is that δm is related to the num-
ber of initial points for a multi-started local optimizer, N .
Because 0 ≤ 1− βg < 1 is given, N can control the bound
of (16). Additionally, by this difference, we theoretically re-
veal how many runs for a multi-started local optimizer are
needed to obtain the sufficiently small instantaneous regret
difference over a global optimizer.
Lemmas
Next, we prove two statements (i) how different the global
and local optimizers are (see Lemma 1 to Lemma 5 in the
main article and Lemma s.1 to Lemma s.2 in the supple-
mentary material), and (ii) how steep the slope between
the global and local optimizers is (see Lemma 6). First,
Lipschitz-continuity of acquisition function is proved in the
subsequent lemma.
Lemma 1 (Lipschitz-continuity of the PI acquisition func-
tion). The PI acquisition function a(x|Dt−1), formed by the
posterior distribution calculated by GP regression on Dt−1
is Lipschitz-continuous.
Proof. X is a compact subset of d-dimensional space Rd.
In this paper, we analyze our theorem with GP regres-
sion as a surrogate function. If we are given n covariates
X = [x1 · · ·xn]> obtained from the space X and their cor-
responding responses y = [y1 · · · yn] ∈ Rn, posterior mean
function µ(x) and posterior variance function σ2(x) over
x ∈ X can be computed, using GP regression (Rasmussen
and Williams 2006):
µ(x) = k(x,X)
(
K(X,X) + σ2nI
)−1
y, (19)
σ2(x) = k(x,x)
− k(x,X) (K(X,X) + σ2nI)−1 k(X,x), (20)
where k(·, ·) is a covariance function and σn is an obser-
vation noise. k(·, ·) accepts a vector and a matrix as two
arguments (e.g., k(x,X) = [k(x,x1) · · · k(x,xn)]). Sim-
ilarly, K(·, ·) can take two matrices (e.g., K(X,X) =
[k(X,x1) · · ·k(X,xn)]). Before showing the Lipschitz-
continuity of the acquisition function, we first show the
derivatives of (19) and (20). It depends on the differentiabil-
ity of covariance functions, but the famous covariance func-
tions, which are used in Bayesian optimization are usually
at least once differentiable (e.g., squared exponential ker-
nel1, Mate´rn 3/2 kernel, and Mate´rn 5/2 kernel2). Thus, the
derivatives of (19) and (20) are
∂µ(x)
∂x
=
∂k(x,X)
∂x
(
K(X,X) + σ2nI
)−1
y, (21)
∂σ2(x)
∂x
= −2∂k(x,X)
∂x
(
K(X,X) + σ2nI
)−1
k(X,x),
(22)
using vector calculus identities. To show (21) and (22) are
bounded, each term in both equations should be bounded. y
and k(X,x) are obviously bounded:
|yi| <∞, (23)
|k(xi,x)| <∞, (24)
for all 1 ≤ i ≤ n, but ∂k(x,X)/∂x and(
K(X,X) + σ2nI
)−1
should be revealed. First of all, the
bound of ∂k(x,X)/∂x would be proved in Lemma 2.
For the latter one, all entries of
(
K(X,X) + σ2nI
)−1
are bounded by the Kantorovich and Wielandt inequali-
ties (Robinson and Wathen 1992). As a result, by (23), (24),
Lemma 2, and the Kantorovich/Wielandt inequalities, the
following inequalities are satisfied:∣∣∣∣∂µ(x)∂xi
∣∣∣∣ <∞, (25)∣∣∣∣∂σ2(x)∂xi
∣∣∣∣ <∞, (26)
for i ∈ {1, . . . , d}. Thus, we can say∣∣∣∣∂µ(x)∂xi
∣∣∣∣ < Mµ, (27)∣∣∣∣∂σ2(x)∂xi
∣∣∣∣ < Mσ2 , (28)
for some Mµ,Mσ2 < ∞. It implies that µ(x) and σ2(x)
are Lipschitz-continuous with the Lipschitz constants Mµ
and Mσ2 to each axis direction. Thus, (19) and (20) are
Lipschitz-continuous with the Lipschitz constants dMµ and
dMσ2 , where d is a dimensionality of x, by the triangle in-
equality.
The PI acquisition function is written with z(x) =(
f(x‡)− µ(x)) /σ(x) if σ(x) > σn, and 0 otherwise,
where x‡ is the current best observation which has a min-
imum of y. Given the PI acquisition function:
aPI(x) = Φ(z(x)), (29)
1Squared exponential kernel is infinite times differentiable.
2Mate´rn kernel is dνe − 1 times differentiable.
where Φ(·) is a cumulative distribution function of standard
normal distribution, the derivative of PI criterion is
∂aPI(x)
∂x
= φ(z(x))
∂z(x)
∂x
= φ(z(x))
(
µ(x)− f(x‡)
σ2(x)
∂σ(x)
∂x
− 1
σ(x)
∂µ(x)
∂x
)
,
(30)
where φ(·) is a probability density function of standard nor-
mal distribution. By (19), (20), (27), and (28), we can show
(30) is bounded: ∥∥∥∥∂aPI(x)∂x
∥∥∥∥
2
<∞. (31)
The cases of the EI and GP-UCB criteria are described in
the supplementary material, to accommodate the page limit.
Lemma 2, used to prove Lemma 1, Lemma s.1, and Lemma
s.2 is introduced.
Lemma 2. Given a stationary covariance function k(·, ·)
that is widely used in GP regression (Wilson and Adams
2013; Duvenaud 2014), ∂k(x,X)/∂x is bounded where
k(x,X) = [k(x,x1) · · · k(x,xn)].
Proof. The proof of this lemma related to stationary ker-
nels such as squared exponential and Mate´rn kernels is pro-
vided in the supplementary material. Additionally, the sim-
ple extension for a differentiable periodic kernel is also in-
cluded.
From now, we show the number of local optima is upper-
bounded, using the condition involved in a frequency do-
main.
Lemma 3. Let X ⊂ Rd be a compact set. Given some suffi-
ciently large |ξˆ| > 0, a spectral density of stationary covari-
ance function for GP regression is zero for all |ξ| > |ξˆ| with
very high probability. Then, the number of local maxima at
iteration t, ρt is upper-bounded.
Proof. The proof of this lemma is provided in the supple-
mentary material.
Based on Lemma 3, we can prove the ergodicity of local
maxima that are able to be discovered by the local optimiza-
tion method and coincided with the local optimizers started
from different initial points.
Lemma 4. Let the number of local maxima of acquisition
function at iteration t be ρt. Since local optimizers which
are started from some initial conditions ∈ X are ergodic
to all the local maxima, the probability of reaching to each
solution is β1, . . . , βρt > 0 such that Σ
ρt
i=1βi = 1.
Proof. If we start from some different initial conditions ∈
X , it is obvious that all the local solutions are reachable.
Therefore, the local optimizers are ergodic to all the local
maxima, and the probability of reaching to each solution is
larger than zero and they sum to one:
ρt∑
i=1
βi = 1, (32)
where β1, . . . , βρt > 0.
We now prove the distance between two points acquired
by Definition 1 and Definition 2 is bounded with a probabil-
ity as follows.
Lemma 5. Let X ⊂ Rd be a compact space where γ =
maxx1,x2∈X ‖x1 − x2‖2. Then, for γ > 1 > 0, we have
P (‖xt,g − xt,l‖2 ≥ 1) ≤ γ
1
(1− βg), (33)
where βg is the probability that some local optimizer is co-
incided with the global optimizer of the acquisition function.
Proof. It follows from Markov inequality that for 1 > 0,
we have
P (‖xt,g − xt,l‖2 ≥ 1) ≤ 1
1
E [‖xt,g − xt,l‖2] . (34)
Following from Lemma 4 and (34), the expectation in the
right-hand side of (34) is calculated as
1
1
E [‖xt,g − xt,l‖2]
=
1
1
βg‖xt,g − xt,l‖2
∣∣∣∣
xt,g=xt,l
+
1
1
(1− βg)‖xt,g − xt,l‖2
∣∣∣∣
xt,g 6=xt,l
≤ 1
1
(1− βg)γ, (35)
which completes the proof.
The lower-bound of |f(xt,1)−f(xt,2)|‖xt,1−xt,2‖2 can be expressed
with a probability as follows.
Lemma 6. Given any 2 > 0, the probability that
|f(xt,g)−f(xt,l)|
‖xt,g−xt,l‖2 ≥ 2 is less than M2 :
P
( |f(xt,g)− f(xt,l)|
‖xt,g − xt,l‖2 ≥ 2
)
≤ M
2
. (36)
Proof. By Markov’s inequality, we can express
P
( |f(xt,g)− f(xt,l)|
‖xt,g − xt,l‖2 ≥ 2
)
≤ 1
2
E
[ |f(xt,g)− f(xt,l)|
‖xt,g − xt,l‖2
]
≤ M
2
, (37)
where M is the Lipschitz constant of function f , because f
is M -Lipschitz continuous and xt,g,xt,l ∈ X .
Proof of Theorem 1
Now we present the proof of Theorem 1 here.
Proof. The probability of |rt,g − rt,l| < l can be written as
P (|rt,g − rt,l| < l)
= P
(|(f(xt,g)− f(x†))− (f(xt,l)− f(x†))| < l)
= P (|f(xt,g)− f(xt,l)| < l)
= P
(
‖xt,g − xt,l‖2 · |f(xt,g)− f(xt,l)|‖xt,g − xt,l‖2 < l
)
. (38)
We define two events:
E1 = (‖xt,g − xt,l‖2 < 1) , (39)
E2 =
( |f(xt,g)− f(xt,l)|
‖xt,g − xt,l‖2 < 2
)
. (40)
Then, (38) can be expressed as
P (|rt,g − rt,l| < l) = P (E1 ∩ E2) , (41)
where l = 12. Thus, (38) can be written as
P (E1 ∩ E2) = 1− P (Ec1 ∪ Ec2) ≥ 1− P (Ec1)− P (Ec2) ,
(42)
since P (Ec1 ∪ Ec2) ≤ P (Ec1)+P (Ec2) by Boole’s inequality.
Then, we have
P (E1 ∩ E2) ≥ 1− P (‖xt,g − xt,l‖2 ≥ 1)
− P
( |f(xt,g)− f(xt,l)|
‖xt,g − xt,l‖2 ≥ 2
)
≥ 1− γ
1
(1− βg)− M
2
, (43)
where Lemma 5 and Lemma 6 are used to arrive at the last
inequality. Therefore, the proof is completed:
P (|rt,g − rt,l| < l) ≥ 1− δl, (44)
where δl = γ1 (1− βg) + M2 .
As described above, Theorem 1 implies that the instanta-
neous regret difference is basically controlled by γ, βg , and
M . For example, if ρt is close to one, the instantaneous re-
gret difference is tight with high probability. On the other
hand, if ρt goes to infinity, the instantaneous regret differ-
ence is tight with low probability.
On Theorem 2
We extend Theorem 1 into the version for a multi-started
local optimizer defined in Definition 3. To prove the next
theorem, we need to prove Lemma 7, which is an extension
of Lemma 4.
Lemma 7. Let the number of initial points for a multi-
started local optimizer beN . A global optimizer and a multi-
started local optimizer are different with a probability:
P (xt,g 6= xt,m) = (1− βg)N , (45)
where xt,m is determined by (6). On the other hand, they are
same with a probability:
P (xt,g = xt,m) = 1− (1− βg)N . (46)
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Figure 1: Empirical results on Theorem 1 and Theorem 2. The caption of each figure indicates a target function. The upper
panel of each figure is an optimization result for a global optimizer, and the lower panel is instantaneous regret differences
between a global optimizer and four types of local optimizer (i.e., multi-started local optimizer found by starting from {1, 10,
100, 1000} initial points). Some legend of the lower panels is missed not to interfere with the graphs, but all the legends are
same. For the lower panels, transparent lines are observed instantaneous regret differences and solid lines are moving average
(10 steps) of the transparent lines. All experiments are repeated 50 times.
Proof. Since each initial condition of local optimizer is in-
dependently sampled, N local optimization methods started
from different initial points are independently run. There-
fore, the proof is obvious.
Because N ≥ 1 and (45) is less than one, (45) is de-
creased as N is increased. For instance, these are satisfied:
(1− βg)N ≤ 1− βg, (47)
lim
N→∞
(1− βg)N = 0. (48)
By Lemma 7, we can prove the theorem for the local opti-
mization method started from multiple initial points. Before
introducing Theorem 2, we simply derive Corollary 1.
Corollary 1. l2 distance between the acquired points xt,g
and xt,m from (4) and (6) at iteration t is larger than any
γ > 3 > 0 with a probability:
P(‖xt,g − xt,m‖2 ≥ 3) ≤ γ
3
(1− βg)N . (49)
Proof. Because it can be proved in the same manner of
Lemma 5, it is trivial.
We provide the proof of Theorem 2 using the above lem-
mas.
Proof. It is an extension of Theorem 1. By Lemma 6 and
Corollary 1, it is proved in the same way.
As we mentioned before, because (47) and (48) are satis-
fied, we can emphasize a lower-bound on the probability of
the case using a multi-started local optimizer is tighter than
the case using a local optimizer. It implies an appropriate
multi-started local optimizer can produce a similar conver-
gence quality with the global optimizer without expensive
computational complexity.
Experiments
We present empirical analyses for Theorem 1 and Theo-
rem 2, demonstrating the acquisition function optimization
with global, local, and multi-started local optimizers on var-
ious examples. Note that two optimization methods (i.e., DI-
RECT and L-BFGS-B) are tested for eight benchmark func-
tions, which are described in the subsequent subsection. All
the experiments use GP regression with Ma´tern 5/2 kernel
as a surrogate function and the EI criterion as an acquisi-
tion function. In addition, the hyperparameters (e.g., signal
scale and lengthscales) of GP regression are optimized with
marginal likelihood maximization.
Benchmark Functions
Beale, Branin, Cosines, Goldstein-Price, Gramacy & Lee
(2012), Rosenbrock, Six-Hump Camel, and Sphere func-
tions are defined as follows:
• Beale: 2-dim., x ∈ [−4.5, 4.5]2,
y = (1.5− x1 + x1x2)2 + (2.25− x1 + x1x22)2
+ (2.625− x1 + x1x32)2, (50)
• Branin: 2-dim., −5 ≤ x1 ≤ 10, 0 ≤ x2 ≤ 15,
y =
(
x2 − 5.1
4pi2
x21 +
5
pi
x1 − 6
)
+ 10
(
1− 1
8pi
)
cos(x1) + 10, (51)
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Figure 2: Empirical results on Theorem 1 and Theorem 2. All settings follow the settings described in the caption of Figure 1.
Some legend of the lower panels is missed not to interfere with the graphs, but all the legends are same.
• Cosines: 4-dim., x ∈ [0, 2pi]4,
y =
d∑
i=1
cos(xi)
(
0.1
2pi
|xi| − 1
)
, (52)
• Goldstein-Price: 2-dim., x ∈ [−2, 2]2,
y =
[
1 +A(B − 14x2 + 6x1x2 + 3x22)
]
× [30 + C(D + 48x2 − 36x1x2 + 27x22)] , (53)
where A = (x1 + x2 + 1)2, B = 19 − 14x1 + 3x21,
C = (2x1 − 3x2)2, and D = 18− 32x1 + 12x21
• Gramacy & Lee (2012): 1-dim., x ∈ [0.5, 2.5],
y =
sin(10pix)
2x
+ (x− 1)4, (54)
• Rosenbrock: 4-dim., x ∈ [−2.048, 2.048]4,
y =
3∑
i=1
[100(xi+1 − x2i )2 + (xi − 1)2], (55)
• Six-Hump Camel: 2-dim., −3 ≤ x1 ≤ 3, −2 ≤ x2 ≤ 2,
y =
(
4− 2.1x21 +
x41
3
)
x21+x1x2+(−4+4x22)x22, (56)
• Sphere: 4-dim., x ∈ [−5.12, 5.12]4,
y =
4∑
i=1
x2i . (57)
Empirical Analysis
To show the instantaneous regret differences, we need to
sync up the historical observations for all the methods.
Therefore, the Bayesian optimization results using DIRECT
are reported as shown in the upper panels of Figure 1 and
Figure 2, and at each iteration four L-BFGS-B algorithms,
which are started from {1, 10, 100, 1000} different initial
points find the next query point to measure the instanta-
neous regret difference. The points found by L-BFGS-B are
only used to measure the instantaneous regret differences.
The transparent lines described in the lower panels of Fig-
ure 1 and Figure 2 are the observed instantaneous regret
differences, and the solid lines are the moving averages of
the transparent lines, each of which is computed as the un-
weighted mean of the previous 10 steps.
As shown in Figure 1 and Figure 2, the instantaneous
regret difference at each iteration is decreased as N is in-
creased, which supports the main theorems. Additionally, as
we mentioned in the Performance Analysis section, the in-
stantaneous regret difference is affected by other two fac-
tors, βg and M . As shown in Figure 1(c), the instantaneous
regret difference is increased as the Bayesian optimization
round is iterated, because the Cosines function is a periodic
function. Moreover, for many cases, the instantaneous regret
differences are slightly increased as the optimization step is
repeated. It means that the acquisition function at the latter
iteration has relatively many local optima, which is usually
observed in the Bayesian optimization procedures.
Conclusion
In this paper, we theoretically and empirically analyze the
upper-bound of instantaneous regret difference between two
instantaneous regrets occurred by global optimizer and local
optimizer for an acquisition function. The probability on this
bound becomes tighter, using a multi-started local optimizer
instead of the local optimizer. Our experiments show that
our theoretical analyses can be supported.
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Supplementary Material:
On Local Optimizers of Acquisition Functions in Bayesian Optimization
This article is the supplementary material of the paper “On Local Optimizers of Acquisition Functions in Bayesian Opti-
mization”. It describes the proofs skipped in the main article.
Analysis
Lipschitz-Continuity of the Acquisition Functions
In this subsection, we provide the proofs for Lipschitz-continuity of the EI and GP-UCB acquisition functions. To prove
Lemma s.1 and Lemma s.2, the proved results in Lemma 1 are used.
Lemma s.1 (Lipschitz-continuity of the EI acquisition function). The EI acquisition function a(x|Dt−1), formed by the poste-
rior distribution calculated by GP regression on Dt−1 is Lipschitz-continuous.
Proof. The EI acquisition function expresses with z(x) =
(
f(x‡)− µ(x)) /σ(x) if σ(x) > σn, and 0 otherwise, where x‡ is
the current best observation which has a minimum of y. For the EI criterion:
aEI(x) =
(
f(x‡)− µ(x))Φ(z(x)) + σ(x)φ(z(x)), (s.1)
the derivative of (s.1) is
∂aEI(x)
∂x
= −∂µ(x)
∂x
Φ(z(x)) +
(
f(x‡)− µ(x))φ(z(x))∂z(x)
∂x
+
∂σ(x)
∂x
φ(z(x)) + σ(x)φ′(z(x))
∂z(x)
∂x
. (s.2)
In the same spirit of (30), (s.2) is bounded: ∥∥∥∥∂aEI(x)∂x
∥∥∥∥
2
<∞. (s.3)
Lemma s.2 (Lipschitz-continuity of the GP-UCB acquisition function). The GP-UCB acquisition function a(x|Dt−1), formed
by the posterior distribution calculated by GP regression on Dt−1 is Lipschitz-continuous.
Proof. GP-UCB (Srinivas et al. 2010) and its derivative are
aUCB(x) = −µ(x) + ασ(x), (s.4)
∂aUCB(x)
∂x
= −∂µ(x)
∂x
+ α
∂σ(x)
∂x
, (s.5)
where α is a coefficient for balancing exploration and exploitation. By (27) and (28),∣∣∣∣∂aUCB(x)∂xi
∣∣∣∣ = ∣∣∣∣−∂µ(x)∂xi + α∂σ(x)∂xi
∣∣∣∣
≤
∣∣∣∣−∂µ(x)∂xi
∣∣∣∣+ α ∣∣∣∣∂σ(x)∂xi
∣∣∣∣
=
∣∣∣∣∂µ(x)∂xi
∣∣∣∣+ α ∣∣∣∣∂σ(x)∂xi
∣∣∣∣
≤Mµ + α
√
Mσ2 (s.6)
is bounded for i ∈ {1, . . . , d}. Therefore, (s.5) is bounded.
Lemma 2
Proof. The well-known stationary covariance functions such as squared exponential kernel and Mate`rn kernel are utilized in
GP regression (Wilson and Adams 2013; Duvenaud 2014). Since such kernels are additive or multiplicative (Duvenaud 2014),
this lemma can be generalized to most of kernels applied in GP regression.
In this paper, we analyze the cases of squared exponential kernel and Mate´rn kernel (ν = 3/2 and 5/2). Because the case
of periodic kernel can simply be extended and proved from the cases analyzed, it is omitted. The squared exponential kernel,
Mate`rn 3/2 kernel, and Mate`rn 5/2 kernel are at least one time differentiable, thus ∂k(x,X)/∂x can be computed. Before
explaining each example, ∂k(x,X)/∂x can be written as
∂k(x,X)
∂x
=
[
∂k(x,x1)
∂x
· · · ∂k(x,xn)
∂x
]
, (s.7)
for X = [x1 · · ·xn]. Furthermore, we can define
d(x1,x2) =
√
(x1 − x2)>L−1(x1 − x2), (s.8)
where L is a diagonal matrix of which entries are lengthscales for each each dimension. The derivative of (s.8) is
∂d(x1,x2)
∂x1
=
(
L−1(x1 − x2)
) (
(x1 − x2)>L−1(x1 − x2)
)−1/2
. (s.9)
The derivative of d2(x1,x2) is
∂d2(x1,x2)
∂x1
= 2L−1(x1 − x2). (s.10)
First, the squared exponential kernel is
k(x1,x2) = σ
2
s exp
(
−1
2
d2(x1,x2)
)
, (s.11)
where σs is a signal scale. The derivative of each
∂k(x,xi)
∂x is
∂k(x,xi)
∂x
=
∂
∂x
(
σ2s exp
(
−1
2
d2(x,xi)
))
= k(x,xi)
∂
∂x
(
−1
2
d2(x1,x2)
)
= −k(x,xi)
2
(
2L−1(x− xi)
)
= −k(x,xi)
(
L−1(x− xi)
)
. (s.12)
Because all the terms of (s.12) are bounded in the compact space X ,∥∥∥∥∂k(x,xi)∂x
∥∥∥∥
2
<∞ (s.13)
is satisfied for all i = {1, . . . , n}. Note that (s.8) and (s.9) are bounded, because x1,x2 ∈ X .
The Mate´rn 3/2 kernel is
k(x1,x2)
= σ2s
(
1 +
√
3d(x1,x2)
)
exp
(
−
√
3d(x1,x2)
)
, (s.14)
where σs is a signal scale. The derivative of (s.14) is
∂k(x,xi)
∂x
= −3σ2sd(x,xi)
∂d(x,xi)
∂x
exp
(
−
√
3d(x,xi)
)
= −3σ2s exp
(
−
√
3d(x,xi)
)
L−1(x− xi). (s.15)
Using (s.8) and (s.9), (s.15) is bounded: ∥∥∥∥∂k(x,xi)∂x
∥∥∥∥
2
<∞, (s.16)
for all i = {1, . . . , n}.
The Mate´rn 5/2 kernel is
k(x1,x2)
= σ2s
(
1 +
√
5d(x1,x2) +
5
3
d2(x1,x2)
)
× exp
(
−
√
5d(x1,x2)
)
, (s.17)
where σs is a signal scale. The derivative of (s.17) is
∂k(x,xi)
∂x
= −5σ
2
s
3
(
1 +
√
5d(x,xi)
)
d(x,xi)
∂d(x,xi)
∂x
× exp
(
−
√
5d(x,xi)
)
= −5σ
2
s
3
(
1 +
√
5d(x,xi)
)
× exp
(
−
√
5d(x,xi)
)
L−1(x− xi). (s.18)
In the same manner of (s.16), (s.18) is bounded. Therefore, (s.19) is bounded:∥∥∥∥∂k(x,X)∂x
∥∥∥∥
2
<∞. (s.19)
The case of a periodic kernel can be straightforwardly proved using three aforementioned cases. Therefore, this lemma is
concluded.
Lemma 3
Proof. By Sard’s theorem (Sard 1942) for a Lipschitz-continuous function (Barbet et al. 2016), critical points (i.e., the points
whose gradients are zero) are not existed almost everywhere. Since the number of local maxima ρt is upper-bounded by the
number of critical points, it can be a starting point to bound ρt. Especially, by Lemma 1, Lemma s.1, and Lemma s.2, the
number of local maxima ρt can be restrained in the compact set X . Since it cannot express the upper-bound of ρt, we transform
a stationary covariance function using Fourier transform and obtain the spectral density of each covariance function (Rasmussen
and Williams 2006, Chapter 4). Because a spectral density of stationary covariance function is naturally a light-tail function
by Bochner’s theorem (Stein 1999), a spectral density of covariance function for GP regression is zero for all |ξ| > |ξˆ| with
very high probability (i.e., exponentially saturated probability over |ξ| due to the form of stationary kernels (Rasmussen and
Williams 2006, Chapter 4)), given some sufficiently large |ξˆ|. Then, a function has finite local maxima, which implies that the
number of local maxima at iteration t is upper-bounded.
