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In an inspiring paper Dubey and Mu¨ller (DM) extend PCA to the case that observations
are metric-valued functions. As an alternative, we develop a kernel PCA (kPCA; Scho¨lkopf,
Smola and Mu¨ller, 1998) approach, which we show is closely related to the DM approach.
While kernel principal components (kPCs) are simply defined, DM require added complexity
in the form of “object FPCs” and “Fre´chet scores”.
Kernel PCA
Suppose observations X1, . . . , Xn take values in an arbitrary set X . Let H be a Hilbert space
and consider an embedding function e : X → H. kPCA is essentially PCA on the embedded
observations e(X1), . . . , e(Xn), whose sample covariance kernel is
C =
1
n
n∑
i=1
(e(Xi)− e)⊗ (e(Xi)− e) ∈ H ⊗H. (1)
where e = n−1
∑
e(Xi). With ϕk the kth eigenvector of C, the kth kPC of x ∈ X is〈
ϕk, e(x)
〉
H. (2)
The embedding function need not be computed explicitly as the kPCs of the observations are
given by the eigenvectors of the n× n kernel matrix with elements
KX (Xi, Xj) =
〈
e(Xi)− e, e(Xj)− e
〉
H.
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Kernel PCA for observations that are metric-valued functions
If (X , dX ) is a metric space of negative type, an isometry e : X → H exists, and a correspond-
ing unique centered kernel
KX (x, x′) =
〈
e(x)− e, e(x′)− e〉H
=
1
2n2
n∑
i=1
n∑
j=1
(∥∥e(x)− e(Xi)∥∥2H + ∥∥e(x′)− e(Xj)∥∥H − ∥∥e(x)− e(x′)∥∥2H − ∥∥e(Xi)2 − e(Xj)∥∥2H)
=
1
2n2
n∑
i=1
n∑
j=1
(
d2X (x,Xi) + d
2
X (x
′, Xj)− d2X (x, x′)− d2X (Xi, Xj)
)
.
Let (Ω, dΩ) be a metric space of negative type and let X be the space of Ω-valued functions
over an index set T for which
d2X (x, x
′) =
∫
T
d2Ω
(
x(t), x′(t)
)
dt.
is finite. Then (X , dX ) is also of negative type, with corresponding kernel
KX (x, x′) =
1
2n2
n∑
i=1
n∑
j=1
(
d2X (x,Xi) + d
2
X (x
′, Xj)− d2X (x, x′)− d2X (Xi, Xj)
)
=
1
2
∫
T
(
d2Ω(x(t), Xi(t)) + d
2
Ω(x
′(t), Xj(t))− d2Ω(x(t), x′(t))− d2Ω(Xi(t), Xj(t))
)
dt
=
∫
T
KΩ(x(t), x
′(t))dt.
We reanalysed the mortality data (Human Mortality Database, 2019) using L2-distance
between mortality CDFs. Figure 1 shows the first two kPCs for both males and females
(explained variances around 40% resp. 12% in both cases). The separation between Eastern
European countries and others is clearer than in Figure 10 of DM, which displays Fre´chet
scores.
Comparison kernel PCA and Dubey-Mu¨ller method
Let eΩ : Ω → HΩ be an isometry of (Ω, dΩ) into a Hilbert space HΩ. Assume H consists of
HΩ-valued functions over T and
e(x)(t) = eΩ(x(t)), ∀t ∈ T , x ∈ X .
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Figure 1: First two kernel principal components for mortality data.
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Then C given by (1) is a kernel-valued kernel over T × T , given for s, t ∈ T by
C(s, t) =
1
n
n∑
i=1
(
e(Xi)(s)− e(s)
)⊗ (e(Xi)(t)− e(t))
=
1
n
n∑
i=1
(
eΩ(Xi(s))− e(s)
)⊗ (eΩ(Xi(t))− e(t)).
Instead, DM’s method is based on the metric covariance kernel CDM : T × T → R,
CDM(s, t) =
1
n
n∑
i=1
〈
eΩ(Xi(s))− e(s), eΩ(Xi(t))− e(t)
〉
.
We immediately have
CDM(s, t) = tr(C(s, t)),
i.e., CDM entails some information loss relative to C.
The eigenvectors of C are in the “correct” space of HΩ-valued functions over T and kPCs
are naturally defined by (2). However, the eigenvectors of CDM are in the “wrong” space of
real-valued functions over T , and it is not obvious how metric-valued functional observations
load on an eigenvector of CDM. For this reason, DM needed to add some complexity with
the new concepts named “object FPCs” and “Fre´chet scores”, which can be avoided with our
approach.
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