Alfstract-the selection of the ccmect combination of parametric values (instantaneous field of view, number and location of spectral bands, signal-to^oise ratio, etc.) of a multispectral scanner is a complex proUeni due to the strong intenelationship these parameters have with one another. In this paper the results of an empirical study of this problem are presented. The study was dcme with the proposed scanner, known as the thematic mapper, in mind. Since an adequate theoretical procedure for this problem has apparentiy not yet been devised, an ompiiical simulation ^proach was used with candidate parameter values selected by heuristic means.
INTRODUCTION
A N IMPORTANT QUESTION in remote sensing is "what .is the optimum set of specifications for a multispectral scanner system?" The correct answer depends upon the index of performance selected as well as the class of applications for which the sensor system is to be optimized.
There are several ways to attack this question; one is empiri cally, i.e., using experimental data to simulate various sensor parameter combinations. The results of such a study are to be reported in this paper.
The ability to derive information from remotely sensed data gathered at a given tinie rests upon five classes of parametric values. These are 1) the spatial resolution and spatial sampling characteristics; 2) the spectral sampling and bands used; 3) the signal-to-noise characteristics; 4) the amount of ancillaiy data available; 5) the classes to be used, i.e., the particular information desired.
It is especially important to note that these factors are interrelated to one another. Thus, assuming an empirical approach, the problem resolves to one of searching a five dimensional parameter space relative to the index of per formance. It is obvious that this search cannot be done in an exhaustive fashion due to the size of a five parameter space. i.e., the number of possible combinations of the parameters. In this study the search was localized around the proposed thematic mapper parameters [1] , a region suggested by the state of the art of constructing spacebome multispectral scanners and the expected cost factors involved. Even so, it was necessary to limit the number of combinations tested. The scope of this investigation was primarily limited to three parameters-spatial resolution, noise level, and spectral bandsalthough some variation in other parameters was introduced.
Two indices of performance were used in this study. One was the accuracy achieved on multispectral pixels drawn from the central portions of agricultural fields. In this case emphasis was placed upon the identification portion of the analysis task.
The second index of performance was the accuracy with which the correct areal proportions of each class in the flightline used could be estimated; this was done by determining the proportion of pixels assigned to each class by the classi fier. In this case not only are "pure" pixels from the central portion of agricultural fields involved, but so are composite or multiclass pixels which overiap the field boundaries.
The general scheme of the study then was to simulate the desired parameter set by linearly combining the original pixels of airborne data (instantaneous field of view (IFOV) ^ Ú m) to form simulated pixels of the desired IFOV, then to classify this flight line using a machine implemented Gausian maximum likelihood pattern classification algorithm, and measure the index of performance. SIMULATION 
TECHNIQUES

Data Utilized
Both airborne multispectral scanner data and field spectrom eter data were used in this study. The data were collected for the National Aeronautics and Space Administration (NASA) funded Agricultural Field Measurements Project. The multi spectral scanner data were collected by a 24-channel multi spectral scaimer (MSS) system [2] aboard a NASA aircraft over test sites in Finney County, Kansas, and Williams County, North Dakota, during the 1974-1975 crop year. Two flightlines (each two by six miles) of the aircraft MSS data were selected for this study from a larger list of candidates. They were selected based on data quality, crop calendar, and the significantly different location of the two sets.
The spectrometer data used was collected by a NASA heli copter-borne spectrometer system^ as well as a Purdue/LARS ^This instrument is a modified version of the type of spectroradiometer carried aboard the Skylab spacecraft as a part of the Earth Re sources Experiment Package, experiment number S191. 
Preparation of Simulated Data
The simulation technique included spectral, spatial, and radiometric considerations. A general discussion of the simulation technique is given in this section. A more detailed discussion of spatial sLT.ulaiion algorithms is given in [4] . a) Spectral Bands: The available MSS system spectral bands which best matched the proposed thematic mapper bands were selected. As seen in Table I , the eight bands were relatively well matched. The 0.74-0.91-/im band was simulated as a result of speculation that thematic mapper bands 4 and 5 may be combined.
In some cases two aircraft MSS bands were combined to form one simulated thematic mapper band. The bands were combined by equal weighted averaging after conversion to either the reflectance domain (channel 8) or the radiance domain (channel 7). b) Mean Angle Response Adjustment: A correction algorithm was applied to compensate for the nonuniform angular response due to the relatively wide view angle of the aircraft MSS sensor. This effect is usually noted as one side of an image appearing brighter than the other side [5] . The primary cause of this effect is the viewing of both illuminated and shaded sides of the scene as the view angle of the scanner changes, ihe correction included normaüzing the average scene response for each look angle. The normalization was made on each flightline independently. 
c) Spatial Degradation:
The spatial degradation procedure assumed a Gaussian total system modulation transfer function and compensated for aircraft scanner geometric distortions of unequal size and spacing of picture elements relative to the scan look angle. Fig. 1 shows a conceptual illustration of the simulated system spatial response. The simulated picture element in the scan line direction has a Gaussian point spread function with the ÍFOV specified as the distance between the half amplitude points; the Gaussian function is truncated beyond the 10-percent ampUtude. In the along track direction, the point spread function is square. Using this definition of the system point spread function, each degraded picture element was computed as the weighted average of higher resolution aircraft MSS picture elements. The center-to-center spacing of the degraded picture elements was equal to the width of the IFOV being simulated.
The aircraft scanner geometric distortion of the unequal size and spacing of the picture element relative to the scan look angle was accounted for. This "bow-tie" effect was factored into the computation of the weighting coefficients used to compute the degraded pixel values. d) Reflectance Scaling: Calibration of aircraft MSS data was required to combine reflective bands as discussed above and to appropriately scale the data according to the specified thematic mapper dynamic range parameters, see Table II [1] . To satisfy these requirements, calibration was achieved by 1) assuming that the scanner blackbody calibration source response corresponds to zero scene reflectance; 2) assuming that the scanner calibration lamp corresponds to a scene reflectance equal to the lamp equivalent reflectance; 3) using linear inteφolation from these two calibration points. Lamp equivalent reflectance data were supplied by NASA. It was recognized that this method is not extremely accurate but it was believed to be adequate for puφoses of band combination and dynamic range scaling. A more accurate calibration procedure is described below. e) Signal'to-Noise Degradation: Ideally, the degraded data will have a negligible noise level such that the impact of various noise levels on classification accuracy could be studied. In this case, however, the input data noise level was extremely high and the noise level after spatial degradation was approximately equal to the level specified for the thematic mapper system. To study the effect of additional noise, however, specific quantities of noise were added. Noise was added in the form of white Gaussian random numbers with the standard devia tion scaled to the desired noise equivalent reflectance. f) Implementation: A total of 36 data runs were prepared for analysis. Four spatial resolutions were shnulated for two flights made on two different dates. Seven levels of noise were added to the two flightlines. A list of the data sets generated is shown in Table III .
Proceduve for Absolute Reflectance Calibration
As discussed in another section, the aircraft MSS data were calibrated to reflectance using available scanner calibration lamp equivalent reflectance data. This coarse form of cali bration was needed for band combination and range adjust ments. After the initial simulation data sets were generated and evaluated, a refined calibration procedure was imple mented. The primary puφose in implementing the refined procedure was to enable an accurate determination of the signal-to-noise levels and to enable accurate addition of noise for simulation of data with higher noise levels.
Near the time of a low-altitude aircraft MSS overflight, reflectivity spectra of five canvas calibration gray panels were determined by a truck-mounted spectroradiometer system referenced to pressed barium sulfate powder. Gray panel reflectivities and aircraft MSS response data were related through Friear regression. The regression equation, transform ing low-altitude aircraft MSS data to absolute scene reflectivity, was then used to compute the mean reflectivities of agricultural fields within the low-altitude flightline. Being clearly distin guishable in the high-altitude aircraft MSS data (actual panels were not), these large fields were then used as caUbration panels for the higher altitude case. Field reflectivities were related to aircraft MSS high-altitude relative response data through linear regression, yielding a linear function which could then be used to transform high-altitude relative data to (absolute) reflectance.
A least square error regression analysis was used which yielded the coefficients to the following equation:
The noise level Ν is then
where Β is the reflectance transform term from the regression analysis and o is the standard deviation of data values when scanning a constant target. The A regression term does not affect the computed noise since the computation is based on the signal standard deviation. Sigma was derived from the 16 samples per scan line collected as the scanner low blackbody calibration source was viewed. The 16 samples per scan line of calibration data were treated as an image and spectrally degraded in the same way as the ground scene data producing one calibration sample per simulated scan line. The standard deviation of the simulated calibration samples multiplied by ^ is the measure of the noise used. Table IV shows noise levels derived in this fashion. In addition, the Β term was used to determine the magnitude of random numbers required in order to add a specified level of noise to the data. The standard deviation σ of the random numbers required to add aiVEAp of Ν is o^NlB,
A^ndysis Procedures Used
Each analyst was allowed some freedom in selecting the training set but the procedures used did not differ greatly. £ach analyst selected aieas from which training fields were taken. Training sets were taken from one half of the area and were distributed systematically over the entire flightline. These candidate training areas were clustered primarily for image enhancement of the field boundaries so that the training fields could be more easily selected. There was, however, an additional effect from clustering. This was the definition of spectral subclasses within fields and when subclasses were found the analyst could adjust the training sets to sample them.
The analyst correlated the fields in his cluster maps and informational class names, using color infrared photographic mosaic prints of the flightline and information provided by the ASCS collected ground observations. Multivariate Gaussian statistics were calculated for each train ing area and compared using a modified form of divergence, transformed divergence [6] , as a measure of separability. Spectrally similar classes were combined and the resulting "trainiiig" statistics were used to classify the flightline.
The entire training set selection procedure was repeated for each resolution size so that any effects on training set selec tion which might be caused by data point resolution size would be included in the analysis results. An example being the increasing difficulty and eventual impossibility of selecting samples from small, or narrow, fields as the resolution size increases.
The two indices of performance previously mentioned were applied. Classification (identification) accuracy was evaluated using the test sample performance while proportion estimation (identification and mensuration) was carried out over the flightline as a whole.
The test performance is the overall classification accuracy of the test field pixels (number of test pixels correctly classified divided by the total number of test pixels). The test fields were selected from the oririnal 6-m data by choosing the largest rectangular block of pixels that would fit within the agricultural field so that no boundary pixels were included. The test field boundaries were then found in the degraded spatial resolution such that no "super" pixels (degraded spatial resolution pixels) containing boundaries were included. Some of the original test fields were discarded in this process because they became too small, i.e., there were no pure field center "super" pixels. The test fields were selected over the entire flightline before any training sets were obtained. The rms error of the information class proportion estimates for the flightline was found by calculating the percent of the flightline classified as a particular class and comparing it with the ASCS ground collected estimate using the following equation:
where Ν number of information classes; Q percent classified as information class /; C/ percent of class / estimated from ASCS ground collected data.
The informational classes used for the two flightlines are given in Table V . Landsat 2 data for the two flightlines were also analyzed, but test fields were not selected for the Landsat data.
RESULTS
Spatial Resolution Parameter
The test performance results indicate a general upward trend as the IFOV increases from 30 to 60 m for the two flightlines (see Fig. 2 ). The upward trend in the test perfor mance of the two flightlines is presumed to be caused by the better signal-to-noise ratio in tlie larger IFOV data. A 60-m pixel is simulated by averaging approximately one hundred 6-m pixels as compared to approximately 25 for a 30-m pixel.
The number of test fields varied in inverse relation to the IFOV (see Table VÍ ), since as tiie IFOV increased, the prob- ability that some test fields would not contain any pure pixels increased. To determine if the situation of fewer test fields rather than an improved signal-to-noise ratio may have caused the upward trend in the classification performance for larger IFOV's a common set of test fields was selected to test the performance of the classifications. The test performance increased slightly, 0 to 0.7 percent, however, the trend was the same for each flightline. One should also note (see Table VI ) that a significantly higher proportion of the Kansas flightline was used for testing than the North Dakota flightline. This is due to the larger field size m Kansas (see Table VII ).
The rms error of the proportion estimates for the flightlines (Fig. 3) indicates thct the least error is obtained using a 30-m spatial resolution. The rms error increased as the IFOV increased from 30 to 50 m and then leveled off or dropped slightly as the spatial resolution increased from 50 to 60 m. The rms error increased again for the Landsat 2 data. Landsat 2 data have an IFOV of approximately 90 m if the defmition of spatial resolution being applied for the thematic mapper is used; the spatial resolution of Landsat 2 is more commonly known as 80 m.
The reduced error in the proportion estimates as the IFOV is reduced is due to the increased ratio of pure field center pixels to boundary pixels. The test performance criterion was based only on the pure field center pixels. Many errors occur in classifying boundary pixels because very often they are not similar to either of the classes that they represent. For exam ple, a pixel including both bare soil and wheat may appear similar to grass.
The performance index using an rms proportion estimation error includes the boundary errors; however, it should be noted that it is not a direct measure of the boundary errors.
It is possible for the boundary errors to cancel each other over a given area so that the proportion estimates obtained from the classifications are more nearly correct. The proportion estimation error, however, would seem to be the preferred index of performance for an overall comparison of the differ ences of spatial resolutions, because this criterion is based on all pixels in the flightline, and both identification and mensura tion are involved. Better area estimates are cleariy possible with the smaller of the five IFOV's.
An analysis of variance was run on the rms errors for the four resolutions using the rms errors for the 12 individual sections in each of the two flightlines to determine if the differences were significant. A standard partially nested design with equal cell sizes was used. The differences in the rms errors for the four resolutions were significant at the 0.05 significance level (see Table VIíí ).
Noise Level Parameter
The analysis technique for the noise level parameter included using the training fields selected in the no-noise-added case and reestimating the multivariate Gaussian statistics in each of the seven noise-added data sets for a particular IFOV and flightline. Each of the noise-added data sets were then classified. The results are given in Figs. 4 
and 5.
This technique did not include the difficulty an analyst might have in determining field boundaries in noisy satellite data. Tests were run, however, which illustrated that the data clustered into nearly the same groups for the noise levels of 0.0025-0.015 Α^^Δρ added. The field boundaries, however, were difficult to distinguish in the cluster maps for the 0.02-and 0.03'NEAp noise-added levels. In light of these results the performances found for the 0.02-and 0.03-NEAp noiseadded levels may be optimistic, since the field boundary delineation difficulty is not included.
In each of the four data sets analyzed across eight noise levels, once the level of noise added became greater than the noise already in the data, the train and test performances fell off significantly. It is difficult, however, to draw any conclu- sions relative to the thematic mapper since the noise levels were not constant across all bands (see Table IV ).
Spectral Band Parameter
The first analysis technique used to study the wavelength band set (or feature set) parameter consisted of selecting training areas to represent spectral classes from cluster maps obtained using simulated thematic mapper channels (2-7) -the same technique as used for the spatial resolution param eter. The simulated 30-m North Dakota and Kansas fll^tlines were then classified using four different feature sets. The re sults are given in Figs. 6 and 7.
The four feature sets selected resulted from considerations of possible ways to reduce the number of proposed channels to six plus attempts to grossly simulate the present Landsat 
Spatial resolution was
1 and 2 scanners. Channels 1-7 represent the originally pro posed thematic mapper channels [1] . The subsets channels 2-7 and channels 1-3, 6-8 represent frequently discussed combinations of six channels. Feature set 2-5 grossly approxi mates the same spectral range as covered by the present Land sat 1 and 2 scanners. The results indicate that slightly higher performances are possible for these data sets when thematic mapper channel 1 is included. The results also indicate Httle or no change in performance if thematic mapper channels 4 and 5 are com bined into one channel. An analysis of variance was run for three feature sets using the rms errors for the 12 sections in each of the two flightlines to determine if the differences were significant. Feature set 2-5 was not included. The same analysis of variance design as described above for the spatial resolution was used. The differences in the rms errors for the tíiree feature sets were significant (only slightly) at the 0.05 significance level (see Table IX ). It is possible that the nonequal channel-to-channel noise levels in the simulated data are acting to reduce significant differences due to different spectral band sets. A second analysis technique relative to spectral band selection is to study the correlation of the proposed thematic mapper channels. While correlation (or the lack of it) is not, in general, a direct indicator of the useful information content of a feature, it tends to correctly show trends. The correlation studies were conducted for the agricultural crops in the intensive test sites and at the Purdue Agronomy Farm using spectrometer data. The correlation of the proposed thematic mapper band 2 (0.52-0.60 Mm) and the simulated band (0.57-0.63 Mm) was studied. Concern existed that the simulated band did not represent thematic mapper band 2 very well. Also included in the correlation study were the Skylab SI92 scaimer bands which cover the range between 1.0 and 1.3 Mm. This region is not cunently included in the proposed thematic mapper. The cross correlation tables thus derived are shown in Tables X-XII.^ Specifications for the data sets used are given in the table headings.
The correlation of thematic mapper band 2 and the simu lated band for the agricultural crops given in the tables ranged between 0.93 and 0.99. This tends to indicate that the use of the aircraft MSS band 0.57-0.63 Mm can represent the thematic mapper band reasonably well, even though the aircraft MSS band includes part of the slope between the green peak reflec tance and the chlorophyll absorption band in the red.
Concem also exists that thematic mapper bands 0.74-0.80 and 0.80-0.91 μχη are highly correlated or more strongly stated-entirely redundant. The results of the correlation SÍUvly tend to support the hypothesis that the channels are highly correlated. Tlie correlation of the two channels ranged between 0.98 and 1.00. The plot shown in Fig. 8 
Qassifler Parameter
Two different classifiers were compared-the standard maxi mum Ukelihood pixel classifier and a spectral-spatial classifier called ECHO [7] . The training statistics for both classifiers were identical and were obtained as described in the spatial resolution parameter discussion.
The classifiers were compared across the four simulated spatial resolutions for the North Dakota flightline and across four noise levels for the Kansas flightline. The same criteria described before were used to evaluate the classifiers across the spatial resolutions. The test performances were used across the noise levels. The results are illustrated in Figs. 9-11.
There was a slight but consistent increase in test performance for the ECHO classifier over the per point classifier at the small IFOV's (Fig. 9) . This is consistent with tiie tiieory behind the ECHO classifier. Better classification accuracy should be obtainable as the number of pixels per object (field) increases. The differences between the classifiers are so smaU, however, that they may not be significant for this particular case.
A very noticeable difference was observed, however, when comparing the classifiers across the noise levels (Fig. 11) . The spatial nature of the ECHO classifier was able to provide enou^ information to help compensate for the added noise in the data. The difference between the two classifiers became greater as the noise level increased.
The results indicate that this spectral-spatial classifier is an improvement over the per point classifier.
SUMMARY AND CONCLUSIONS
In the introduction, the five sets of parameters which in fluence the ability to extract information from multispectral data were listed, and it was pointed out that the problem of properly selecting scanner parameter values amounts to search ing the five dimensional parameter space thus defined relative to the desired index performance. This study was structured, within the constraints imposed by the data sets available, to search a portion of this five dimensional space. The effect of at least some variation in all but the fourth parameter class was tested. Significant features of the study were as follows.
1) The index of performance used encompassed both identi fication accuracy and mensuration accuracy.
2) Data from two times of the year were used.
3) Data from two quite different parts of the U.S. Wheat Belt were used. Even so only a small part of the world agri culture and world vegetation was sampled.
4) The impact of the effect of a human analyst was allowed in the study in that two different analysts, using slightly dif ferent analysis techniques, were used. As would be desired, there is no indication that this affected the results.
Both training sample accuracy and test sample accuracy were considered for the purpose of evaluating the various tests, the former because it tends to minimize the impact of varia tions in the scene. However, it was decided to use test sample accuracy for this ρuφose since it appears to provide the more reliable indicator of the impact of the various parameters on identification accuracy.^ The rms proportion estimation error indicator was devised to provide an indication of com bined identification and mensuration performance.
The major conclusions from the study are as follows. 1) There was a very small but consistent increase in identifi cation accuracy as the IFOV was enlarged. This is presumed to stem pfimariiy from the small increase in the signal-tonoise ratio with increases in IFOV.
2) There was a more significant decrease in the mensuration accuracy as the IFOV was enlarged.
3) The noise parameter study proved somewhat inconclusive due to the greater amount of noise present in the original aircraft MSS data than desired. For example, viewing performance continues to improve as the amount of noise added is decreased until the point is reached where the noise added approximately equals that already initially present in the aircraft MSS data. Thus it is diffucult to say for what signal-to-noise ratio a point of diminishing return would have been reached had the initial noise not been present.
4) The result of the spectral band classification studies may also be clouded by the noise originally present in the aircraft MSS data. The relative amount of that change in performance due to using different combinations of the 0.45-0.52-, 0.74-0.80-, 0.80-0.91-, and 0.74-0.91-Mm bands is sUght but there appears to be a slight preference for the 0.45-0.52-Mm band. The performance improvement of the thematic mapper chan nels over those approximating Landsat 1/2 is clear however.
5) Using spectrometer data it was verified that the 0.74-0.80-and 0.80-0.91-Aim bands are highly correlated.
6) Correlation studies also showed that the range 1.0-1.3 μm is hkely to be an important area in discriminating between earth surface features.
Further, it is noted that the absolute calibration procedure described above results in a global atmospheric correction of a linear type in that, assuming a uniform atmosphere over the test site, the calibration procedure permits a digital count number at the airborne scanner output to be related directly to the percent reflectance of a scene element.
Although much has been learned in this study about the selection of parameters for the thematic mapper, it is clear that this problem caimot be now regarded as entirely solved.
Further studies of this and other types are needed to develop a convincing set of facts regarding scanner system parameter selection. This study also illustrates very clearly the value of both field gathered and airborne multispectral data in continuing research efforts.
