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1. INTRODUCTION 
Already in 1934 and 1936, A. Marchaud [3, 4] and S. C. Zaremba [S] 
generalized the notion of ordinary differential equations, considering at any 
point x in euclidean n-space, not one but a whole set of possible tangent 
directions defining a family of trajectories, This is related to the control 
systems defined, for example, by a differential equation x’ =f(x, t, u), 
where I( is a control parameter which can be chosen more or less arbitrarily. 
The above mentioned set of possible tangent directions was called “contin- 
gent,” and the corresponding equation, “contingent equation.” 
Dynamical systems as a generalization of solutions of ordinary differential 
equations are already a classical subject in the mathematical literature. Its 
systematic generalization to systems with no unique solutions (“generalized 
dynamical systems”) was developed by Barbashin [I] and the author [5]. 
Related is also the work of Bushaw about polysystems [2]. 
Already Marchaud and Zaremba proved that a contingent equation 
defines a family of trajectories and, in that sense, defines a generalized 
dynamical system. The present paper treats systematically the problem on 
how a contingent equation defines a generalized dynamical system, giving 
for example existence and uniqueness theorems, which were not given before 
because this subject was not considered from this point of view. 
The notation used in this paper is the following. 
The “state variables” x, y, **. will be points of the real n-dimensional 
euclidean space X = Rn, considered as vector space over the reals; 11 x /) will 
designate the usual norm. 
* This research was supported in part by the United States Air Force through the 
Air Force Office of Scientific Research, Office of -4erospace Research, under Contract 
No. AF 49(638)-1242, in part by the National Aeronautics and Space Administration 
under Contract No. NASw-845, and in part by the Office of Naval Research under 
Contract No. Nonr-3693(O). 
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The variable t E R will be called time. Curves x(l)will usually be considered 
in Rn+l-space, its points (x, t) E X x R. 
The distance between two points x, y E X is 11 x - y 11 , The distance 
between a point x E X and a set A C X is defined by 
p(x, A) = p(A, x) = inf{lj x - a 11; a E A}. 
For two sets A, B C X, the “separation of A from B” is defined by 
p*(A, B) = sup{p(a, B); a E A}. 
The “distance between A and B” is defined by 
~(4 B) = P(& A) = m={p*(A, B), P*(& A)}. 
For compact sets, this distance is always finite and defines the Hausdorff 
metric. 
For I > 0, the r-neighborhood of a set A C X is 
V,(A) = {ix E x; p(x, A) < Y}. 
The variable set C(U) C X, where 01 belongs to some topological space, is 
said to be: (a) continuous at % , if for every 6 > 0 there is some neighborhood 
of u,, , say V, such that for all OL E V: 
P(C(4, CboN < 6; 
(b) upper semicontinuous at % if similarly, for all (11 E V: 
2. GENERALIZED YNAMICAL SYSTEMS 
A usual dynamical system is given by a function 
F(x,,,&,t):Xx R2-+X, 
which describes the movement of a point x(t) from its initial position 
x,, = x(t,). This corresponds to physical systems whose evolution is uniquely 
determined by its initial conditions. 
A generalized dynamical system (g.d.s.), is similarly given by a function 
F(xo > o 3 t t) which to every x0 E X, to E R, t > to makes correspond a set 
F(x, , to , t) C X. This function F is called the “attainability function,” 
because it represents states which are possible to reach from (x0 , to) at time t. 
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Therefore, generalized dynamical systems correspond to systems whose 
evolution is not uniquely determined by the initial condition only, for 
example control systems where some control action determines the evolution 
of the system. 
The basic axioms assumed for the function F(x, , t,, , t) are the following. 
1. qxo, 0, t t) is a closed nonempty subset of X, defined for every 
xoeX;t,,,tER;t>tO. 
II. F(x, , to , to) = (x0} for every x0 E X, to E R. 
III. to < t, < t, implies 
&%l > t, , tz) = u qx, , t, , tz). 
zlEF(x,,,tO,tl) 
IV. Given x1 E X; to, t, E R; t,, < t, , there exists xs E X such that 
v. F(x o, to , t) is continuous in t: given x0, to , t,; to < t, , and E > 0, 
there is a 6 > 0 such that #(x0 , t t),F(xo,to,t,))<~forall~t-tt,I (6 o , 
(being t > to). 
VI. qxo 9 0, t t) is upper semicontinuous in (x0 , to), uniformly in any 
finite interval t E [tl , t& to < t, < t,: given x0, to, t, , t, and E > 0, there 
is a 6 > 0 such that 
P*wol, to’, t), wql , to , t)) -=l E 
for all x0’, to’, t satisfying 
II x0 - x0’ II < 4 I to - to’ I < 6, t, < t < t2 . 
From these axioms, many properties follow which are in agreement with 
what by intuition should be expected from a g.d.s. 
In particular, a trajectory of a g.d.s. is defined to be a curve x = p)(t) such 
that for every t, < t, , p(t2) eF(cp(tl), t, , tz). Intuitively this corresponds 
to the fact that y(t,) is reachable from y(tl) at the corresponding time. 
The following fact can be proved for g.d. systems: if xs ~F(xr , t, , t,), 
there exists some trajectory q(t) of the g.d.s., such that I = xi , (p(t.J = x,, 
(i.e., there is a trajectory going from x1 to x2 in the corresponding time inter- 
val). 
Another important consequence of the axioms is the fact that the attain- 
ability function F(xo , to ; t) can be extended backwards (for t < to), 
preserving almost all properties. 
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Generalized dynamical systems were introduced by Barbashin [I]. For 
proofs and more details the reader is referred to [5]. In this last reference the 
backwards extension of F is denoted by G, but in the present paper the same 
letter F is used. 
3. CONTINGENT EQUATIONS 
DEFINITION 3.1. Given a curve x(t), the set of all y E X such that there 
exists a sequence tt (i = 1,2, 3, *e.), ti -+ to , ti # t, , and 
lim x(ti> - X(t,)_ = y 
i-m ti - t, 
is called the “contingent” (or “contingent derivative”) of x(t) at the point 
x(t,,). It willbe designated by D*x(t) It+ , or, ingeneral, as D*x(t). 
Note. Just as the analytical concept of derivative can be substituted by 
the geometrical one of the tangent line, one can also visualize the contingent 
as a set of straight lines through one point (a “cone”) or two sets of half lines 
(a forward and a backward cone). This approach was used in the earlier 
papers [3, 4, IO]. 
An expression 
D*x C C(x, t), (3.1) 
where the set C(x, t) C X depends on x and t, is called a contingent equation. 
To solve it means to find all curves x(t) which satisfy (3.1); such curves are 
called trajectories or solutions of (3.1). 
In 1936 Zaremba [IO] proved the following theorem: 
THEOREM 3.1. If C(x, t) C X, defined in some closed neighborhood V of 
(x,, , to), is compact, convex and upper semicontinuous in (x, t) there, then, at 
least one solution x = rp(t) of (3.1) exists, passing through (x0, t,,) 
(i.e. v(t,) = x0), and thti solution can be continued until reaching the boundary 
of v. 
Remark 3.1. The hypothesis D*x(t) C C(x, t) compact insures that 
every trajectory x(t) is locally lipschitzian and therefore, for example, recti- 
fiable. Trajectories are, therefore, relatively smooth curves. 
As Wazewski pointed out [9], under the assumed hypothesis, the condition 
1 
P(t) continuous 
D*dt) C ‘Wt), t) everywhere 
is equivalent to 
I 
v(t) absolutely continuous, 
P’W E wt>~ t> almost everywhere. 
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Condition f.e.t. If, for every x E X and every t E R, the set C(x, t) is 
contained in a fixed compact set C,,: 
cc? t) c CLl , CO compact, (3.2) 
then for every trajectory x = p(t) and t, , t, E R, 
II&z) - dt1> II G h * I t2 - t1 I 
where k = sup {II x I); x E C’s}. Therefore, p)(t) -+ co for t -+ t,, finite (a “finite 
escape time”) is not possible for p(t). 
As in the case of ordinary differential equations, condition (3.2) can be 
relaxed; so, for example, 
sup {llr II; Y E C(x, t>> Q A, + h2 * II x II (3.3) 
also rules out a finite escape time. 
Condition (3.3) will be denoted by “condition f.e.t.” because it refers to 
the finite escape time. 
THEOREM 3.2. Given the contingent equation (3.1) deJned in X x R 
where C(x, t) C X is compact, convex, upper semicontinuous in (x, t) and satis- 
fies condition f.e.t. (3.3), the function F(x,, ,tO , t) C Xgiven by : 
I 
x1 E F(x, , t, , tl) o there exists a trajectory x = q(t) 
of (3.1) such that x,, = v(t,,), x1 = v(tl), (3.4) 
defines a g.d.s. 
Proof. Axioms I and II are obvious consequences of the fact that all 
limits of trajectories are again trajectories (see [5& Theorem 11.6). Axioms 
III and IV also follow from the definition (3.4) in an easy way. Axiom V fol- 
lows from the fact that C(x, t) is bounded. Axiom VI, finally, was proved by 
Zaremba ([ZO], Corollary 111.5). 
4. CONTINGENT EQUATIONS FOR GENERALIZED DYNAMICAL SYSTEMS 
DEFINITION 4.1. Giwen the g.d.s. F(x,, , to , t) and a point (x0 , to), the 
contingent of the g.d.s. at that point, designated by D*F(x,, , t,, , t), is defined 
to be the union of the contingents (at that point) of all the trajectories p)(t) of the 
g.d.s., passing through (x0, t,,) : 
D*F(x,, t,, t) = u D*v(t) (4.1) 
qe,)=.v#) t-to 
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Given a g.d.s., the above definition determines D*F(xO, t,, , t) at each 
point (~a , to). Inversely, the contingent equation 
D*F(xo , to , t) = C(xo , to> (4.2) 
can be written, C(X, t) being a given (variable) subset of X; the problem now 
is the determination of the g.d.s. F(xO, to, t) satisfying (4.2). 
Of course, not for any arbitrary C(x, t) will it be possible to find a solution 
of (4.2), so that the question arises to give sufficient conditions to insure the 
existence of a solution. 
The contingent equation 
D*x C C(x, t) (4.3) 
for curves x(t), will be called “associated” to Eq. (4.2). 
If C(x, t) satisfies the conditions of Theorem 3.2, that is, if C(x, t) is com- 
pact, convex, upper semicontinuous and satisfies condition f.e.t. (3.3), then 
the associated equation (4.3) defines a family of trajectories q(t). With the 
aid of these trajectories, a g.d.s. F( x0 , to , t) can be defined as seen in Theo- 
rem 3.2. This g.d.s. satisfies therefore the relation 
D*F(xo , to, t> C C(xo > to), (4.4) 
because by definition of F(x a , to , t), every one of its trajectories satisfies (4.3). 
Example 4.1. A very easy example shows that the above mentioned con- 
ditions are not sufficient to insure the existence of a solution. It suffices to 
take, in (4.2). 
I 
C(xo , to) = 0 for x # 0, 
C(0, to) = {unit ball jl x 11 < I}. 
Thus C(x, t) satisfies the above conditions. The corresponding g.d.s. is 
F(xo , to , t) = xo , and D*F(x, , to , t) = 0, so that equation (4.2) is not 
satisfied at the origin x = 0. 
5. EXISTENCE THEOREM 
Lemma 5.1. If C, C’ are compact, corzvex subsets of P, p(C, C’) < 6 > 0, 
p being the Hausdorff metric, if S, designates the ball of radius I and some fied 
center x 0 : S, = {xi II x - x0 II < r} and if I r -r‘I <S, S, n C#+, 
S,.nC’#~,thenthereis~=~(8,r)>Osuchthatp(CnS,,C’nS,,)<~ 
and ~(8, r) -+ 0 for rjixed and 8 -+ 0. 
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Proof. The thesis means that: 
(i) xEC’nS,,=> there isyECnS, such that /Ix--yjl<E,and 
(ii) xECnSS,=z- thereisyEC’nS,,,suchthatIjx-ylj<E; 
(iii) ~(6) + 0 with 6 + 0 for fixed r. 
Conditions (i) and (ii) being symmetrical, it suffices to prove (i). By hypo- 
thesis, 
x E ST, n C’ C ST+, n Fs(C). 
Therefore there exist u E S, , v  E C, such that 11 u - x !I ,< 6, 11 v  - x II < 6, 
therefore jl u - w II < 26 and s E S,.+s6. As C n S, # 4, there exists 
z E C n S,. On the segment GZ (0, z E C) there is some y  such that 
YES,, 
11 y  - v  11 < d(r + 26)2 - Y2 = E’(S). 
(See Fig. 1.) Then 
Ily - 3 II d II y - 2) II + II fl - ‘% II B e’@) + 6 = &j). 
(r+28j2-r2 
FIG. 1 
-. 
(iii) Follows from the expression of ~(8) = 6 + d&8 + 4Y, so this 
lemma is proved. 
COROLLARY 5.1. If: (i) C = C(a) C X is a compact conwex set which is a 
continuous function of a variable or; (ii) also r = r(u) is a continuous realpositive 
&ction; (iii) C,, = C(U,,), r, = ~(cq,); and (iv) C(a) n Srcal # 4 for cd (Y 
belonging to some neighborhood of c+, then, given any E > 0, there is a neigh- 
borhood V of ‘ye =h that for “my N E V, p(C(~l) n Src., , C, n S,,) G G. 
In other words, C(a) n Srfaj is a continuous fun&m of OL at a, . 
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Proof. According to the lemma, there is 8(c) > 0 such that 
f(W, C(4) < 8, I ~(4 - +o) I < 6 implies f(W n %.j , 
Wo) n &.J G E. The rest follows from the continuity of the functions 
C(a) and r(a). 
THEOREM 5.1. I f  the oariable set C(x, t) C X is compact, convex, continu- 
ous in (x, t) and satisjies condition f.e.t. (3.3)) then there exists a g.d.s. F(x,, to, t) 
satisfying Eq. (4.2). 
Proof. Defining F(x,-, , t,, , t) as in Theorem 3.2 by the trajectories of the 
associated equation (4.3), the relation (4.4) shows that only 
o*F(xo , to > t) 1 C(xo 9 to) 
remains to be proved. In other words, given any y. E C(x, , to), a trajectory 
cp(t) satisfying (4.3) has to be shown, for which 
dto) = x0 and Yo E D*dt) . 
t-to 
Actually, p)(t) satisfying (4.3) will be constructed so that p(to) = x0 and 
9 = D*fp(t) 
dt =yo* 
t-t0 
Having fixed x0 , to , y. , define 
for all r > 0. Then r(r) is continuous, nonnegative and y(O) = 0. 
Define 
and 
4x, t) = m= (II 3 - x0 II, I t - to I), 
wx9 4 = %dYo) = {Yi II Y - Yo II G won- 
It follows that 
c*(x, t) = C(x, t) n C’(x, t) # 4. 
Here Corollary 5.1 may be applied with OL = (x, t), ~(01) = 2y(h(x, t)), 
C(a) = C(x, t) as continuous functions of (x, t). Therefore C*(x, t) is con- 
6 
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tinuous and satisfies all the conditions of Theorem 3.1; therefore for some 
trajectory v(t): 
(i) D*cp(t) C C*(x, t) C C(x, t). 
(ii) p(tJ = x0 . 
(iii) D*v(t) It+ = C*(xo , to) =(yo}. 
This proves the theorem. 
Remark 5.1. If the condition f.e.t. is not satisfied but all the other 
conditions of Theorem 5.1 hold, the result is still valid if the existence of 
the g.d.s. F is understood in a local sense. In order to give an exact meaning 
to this statement, one can, ‘for example, change the given C(X, t) outside a 
certain compact G C X x R, in such a way that the new C(X, t) satisfies 
condition f.e.t., and consider the so defined g.d.s. only in G. 
Remark 5.2. From the symmetry of the assumptions with respect to a 
change of sign of t, it follows that F(xO , t,, , t) is also compact for all t < to , 
a fact which is not always true for the most general g.d.s. (see [5]). 
Remark 5.3. From the proof of Theorem 5.1 follows that, under the 
assumptions made there, if y,, E C(X, , a , t ) there is a trajectory x(t) of the 
associated equation (4.3), such that the derivative x’(t) exists at t = t, and 
x’(to) = Yo . 
6. ANOTHER DEFINITION OF CONTINGENT OF A G.D.S. 
By similarity with Definition 3.1, one can define a kind of generalized 
contingent of the g.d.s. F(x, , to , t) at the point (x0, to). To avoid confusion 
with the contingent defined by Definition 4.1, the notation D’F(x, , to, t) 
will be used here. 
DEFINITION 6.1. The set of all y E X such that there etit sequences 
ti , xi (i = 1, 2, 3, *e.), ti # to, ti+ to , xi EF(xO, to 7 ti) and 
will be called general contingent of the g.d.s. F at the point (x0 , to) and des&nated 
by o’F(xo , to, t). 
Note. In this definition, values t < to are also to be considered in the 
expression F(x, , to, t), which is then the backwards extension of the 
original F defined for t > to . 
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Remark 6.1. According to Definitions 3.1 and 4.1, the contingent 
D*F(x,, , to , t) is obtained from D’F(x,, , O, t t) restricting, in Definition 6.1, 
the points xi to lie all on the same trajectory: xi = p(ti). Therefore 
D*F(xO , t, , t) c D’F(x, ) to , t). 
Under the assumptions of Theorem 5.1, it will be shown that 
D*F = D’F, but first some auxiliary lemmas will be stated. 
LEMMA 6.1. If C C X is compact and convex, a < b, the vector function 
x(t) is absolutely continuous in [a, b] and dx/dt E C for almost every t E [a, b], 
then 
44 - 44 E c 
b-a ’ 
The proof can be found in [S] or [6]. 
LEMMA 6.2. If in a compact domain G C X x R, and for the g.d.s. F, 
the set D*F(x, , to , t) = C(x, , t,,) is compact, convex, and continuous, then 
there is a constant k such that for every trajectory p)(t) in G 
II d&J - dt,) II < k * I t, - tl I - 
The proof follows from the fact that p(t) is absolutely continuous (Remark 
3.1) and almost everywhere 
/I II g < SUP (II Y II; Y E %W, t)> < k 
k may be taken independent of (q(t), t) because of the continuity of C(x, t) 
in G. 
The inequality may also be written 
II Mt,), tz) - b(tJ, tJ II G 4 . I ta - h I 
withk,=k+l. 
LEMMA 6.3. Under the assumptions of Lemma 6.2, given e > 0 there is a 
6 > 0 such that as long as all points considered belong to G, 1 t, - to ) < 6 
implies 
f~allxlEF(xo, o, 1 t t ). Here P,(C) des&nates the closed e-neighborhood of the 
set C. 
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Proof. By continuity of C(x, t) in the compact set G, given E > 0 there 
is 6, > 0 such that // (x, t) - (x0 , to) 11 < 6, implies p(C(x, t), C(x, , to)) < E 
uniformly in G, or 
C(x, t) c ~~(C(XO > to)). (6.1) 
By Lemma 6.2, there is 6 > 0 such that 
It--t,1 <s implies II b(t), t> - c?+o)9 to) II < 61 (6.2) 
for every trajectory p)(t) in G. 
Given any trajectory q(t), by Remark 3.1 it is absolutely continuous and, 
by (6.2) and (6.1), 
almost everywhere in the interval 1 t - 1 < 6. to 
Therefore, if 1 t, - to 1 < 6, Lemma 6.1 may be applied and 
v(h) - dto) 
t1 - to 
E Kwo 1 to))* (6.3) 
Now, if x1 EF(x~ , to , tl), there is a trajectory p)(t) such that p(t,) = x0 , 
q(tl) = x1 . Applying (6.3), the lemma is proved. 
An immediate result is the following. 
THEOREM 6.1. Given a g.d.s. F, if D*F(xo , to, t) = C(x, , to) is compact, 
convex, and continuous, then D’F = D*F. 
Indeed, any possible limit of 
Xl - x0 
___ (Xl EF(Xo 7 to 1 t1>) 
t1 - to 
belongs to rS(C(x o , to)) for every E > 0; therefore LYF C C = D*F. 
LEMMA 6.4. If the g.d.s. F satisfies the contingent equation 
D*F = C(x, t), (6.4) 
where C(x, t) is compact, convex, and continuous, and if for the constants 
(x0 3 0 t ) E X x R, yo E X, ~1 > 0, r, > 0, E > 0,s > 0, II yo II + E + 6 < Q/Y, 
and all (x, t) belonging to the set 
s = (6% t); II x - x0 II < Yl , I t - to I < y22), 
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the relation 
P(Y0 9 C(x9 t>) < E 
holds, then for every t such that 1 t,, - t 1 < r2, 
P Yo, 
Qo ! to 3 t) - x0 
( I t - to I) 
< E. 
Proof. Assume to < t* < to + r,; it will be proved that for any v > 0, 
there is a x* E.F(x~ , to , t*) such that 
/I 
x* - x0 
-----Yo <c+rl. t* - to II (6.5) 
This will prove the lemma for t* > t; for t* < to the same proof applies, 
making some obvious changes. 
BY bwfiesk ptio , C(x, , toI) -c E, so that there is some yi E C(x, , to) 
such that II y1 - y. II < E. As yr E D*F(xo , to , t), there is (x1 , tl) such that 
to < t, < t*, x1 eF(xo , to , ti) and 
I/ Xl - x0 ~ -Y1 < 77. t1 - to II 
Therefore 
I/ x1- x0 -----Yo <rl+e, t1 - to I/ 
or 
II Xl - x0 - Yoh - to) II < (77 + 4 01 - toI* 
It may be assumed that 7 < 6 and therefore 
II x1 - x0 II < (11~~ II + rl + 4 (h - to) < rl , 
so that (x1 , tl) E S. 
If t, < t*, there is similarly (x2, t2) such that t, < tz < t* and 
II x2 - Xl -Yo(t, - h> II -==c (7 + 4 (tz - td. 
A sequence to < t, < t, < ... < t,, is constructed in this way, and 
II % - x0 - Yohz - to> II 
=IIx* - %-1 + G-1 - *n=z + ... + Xl - x0 - y&n - tn-1 + ..* + to) I 
G II% - G-1 -Yo(tn - Ll) II + *** + II Xl - x0 -Yoh - to> II 
< (7 + 4 (tn - to)* 
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Dividing by (t, - to) > 0, 
II 
% - x0 ---yo <I)+< t?2 - to II 
is obtained. 
If, at any step, t, = t*, relation (6.5) is proved. If t, < t* the sequence 
can be continued, and if tn + t* for n -+ co, then by continuity of (F(x, , to , t) 
in t, the existence of x* satisfying (6.5) is insured. If there is an upper limit 
t, such that the sequence t,, cannot be extended farther than t, , but tn + t, 
for n -+ co, then by continuity again there is a x, satisfying (6.5) and from 
6 o , tm) the sequence can be extended far more, contrary to the assumption; 
therefore t* can be indefinitely approached. This proves the lemma. 
Remark 6.2. If the g.d.s.Fsatisfies Eq. (6.4) with C(x, t) compact, convex 
and continuous, and if y. E C(x, , to), then for any E > 0 there is S > 0 such 
that for 1 t - to ( < 6, 
P Yo, ( I F(xo > to 9 4 - x0 t - to 0 < l 
Indeed, C(x, t) being continuous, there is some neighborhood of (x0 , to) 
of the type of the set S in Lemma 6.4, where the assumptions of that lemma 
are satisfied. 
Remark 6.3. The result of the preceding remark can be formulated: 
for 1 t - to 1 < 6, 
P* wo Y to>, i I 
@oJoJ)-3 < 
t - to 1) 
E. 
This is obvious, except perhaps for the fact that being C(x, , to) bounded, 
the set S can be chosen so that the relation 11 y. 11 < rr/r, of Lemma 6.4 is 
satisfied for all y. E C(x, , to). 
Remark 6.4. Under the assymptions of Lemma 6.4, C(x, t) is uniformly 
continuous and uniformly bounded in every compact set G C X x R, there- 
fore (6.6) holds uniformly in G. 
Combining Lemmas 6.3 and 6.4, the following result is obtained. 
THEOREM 6.2. If C(x, t) is compact, convex, and continuous in the compact 
domain G C X x R, then 
p (C(xo , to), I”‘“’ b’ t, - “1) -+ 0 
t - to 
for t -+ to uniformly in G. 
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7. UNIQUENESS 
Given a contingent equation (4.2) satisfying the conditions of Theorem 5.1, 
it is still possible that the solution is not unique. In other words, given 
C(X, t) it is possible that there exist two essentially different g.d.s., F1 and F2 , 
such that at every point (x0 , to): 
Example 7.2. Let X = R. The curves x = p)(t) = (t + const)s define 
the g.d.s. 
FI(XO > o 9 t t) = ((t + $&-- to)3j (the set of one point) 
(see Fig. 2). Obviously it satisfies all axioms of a g.d.s. 
FIG. 2 
All solution curves of the differential equation 
dx = 3.&a/3 
at 
also defines a g.d.s. F, , which is different from Fl 
t >o, 
F,(O, 0, t) = [O, t31 
(7.1) 
because, for example, for 
is the set of all x, 0 < x < t3 (Fig. 3). 
On the other hand, Fl satisfies the same differential equation (7.1) which is 
a special case of a contingent equation. 
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DEFINITION 7.1. Given the contingent equation D*F = C(x, t) satisfying 
the conditions of Theorem 5.1, the g.d.s. F defined by the trajectories v(t) of the 
associated equation D”p, C C(v, t) as: 
I 
x E F(x,, , to , t) ;f and only if there is a trajectory 
p)(t) such that y(t,,) = x,, , q(tI) = x,; 
will be called maximal solution of the contingent equation, Fmax . 
X 
t 
FIG. 3 
This denomination is justified, because if F,(x, , to , t) satisfies 
D*F, = C(x, t), and xl l Fl(xo 9 to , td, 
there is a trajectory of this g.d.s. p)(t), going from p(t,) = x0 to v(tI) = X, . But 
then D*p, C D*F, = C(x, t), so that v  satisfies the associated equation and 
xl ~&K&, , to , t). Therefore FI C Fmax . 
THEOREM 7.1. If the variable set C(x, t), defined in X x R, is compact, 
convex, continuous, satisjies condition f.e.t. (3.3) and satisjes also the following 
condition1 :
P(C(X2 9 0, C(Xl 3 0) < 4ll~2 - Xlll, t> (7.3) 
where w(z, t) is defined for z > 0 and is nonnegative, continuuus, bounded and 
increasing with z and such that 
dz 
Jj = 46 4; z(0) = 0 (7.4) 
1 A similar condition was used by Turowicz in [7j and [S]. 
DYNAMICAL SYSTEMS AND CONTINGENT EQUATIONS 203 
has the unique solution z(t) = 0, then the solution of the contingent equation 
D*F = C(x, , to) (7.5) 
exists and is unique. 
Proof. The existence has already been proved in Theorem 5.1. To 
prove uniqueness assume that two different g.d.s. F&x,, , to, t) andF& , to , t) 
satisfy (7.4). It will be shown that for every t > to , 
p*(Fdxo , to , t),F&o , to , t>> = 0. (7.5) 
Interchanging Fl and F, , p(F, , F,) = 0 follows, and being closed sets, 
Fl = F, . Changing the sign of t, the proof is still valid and the general result 
follows. 
In order to prove (7.5), it may be assumed that (x0 , to) is fixed and all 
points (x, t) considered lie in some compact region G C X x R; the arbi- 
trariness of (x0 , to) and G makes the result general. 
Designating 
4t) = ~*(J’dxo > to > t), F&o , to , Oh 
z(t) is lipschitzian by Lemmas 6.2 or 6.3, and therefore absolutely continuous. 
Also z(O) = 0. 
To obtain a bound for the derivative x’ = dz/dt at some instant t, , the 
following construction will be made (see Fig. 4). 
FIG. 4 
Assuming 
x(tJ = 21 > 0, 
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there is x1 E F,(x, , t, , tr), yr = F,(x, , to , tr) such that 
Now, assume E > 0 given arbitrarily and take S > 0 such that for 
I t, - t, I -c 6, 
P Wl 9 a ( 
F(x,, t,, $2) - Xl 
t2 - t1 1 
<E (7.6) 
uniformly in G (Theorem 6.2), for both g.d.s. Fl and F, . Then, for any t2 
such that 1 t, - t, 1 < S, za = z(t2) > 0 may also be assumed by continuity, 
and there are points 
such that 
~2 ~Wxo, to, te), ~2 ~Fz(xo 3 to 9 ta) 
~2 = ~*(Fdxn > to 9 tz)>F2(xo, to 3 tz)) 
= &2 >F,(xo 3 to t tz)) = 11x2 - ~211 . 
Take any trajectory yl(t) of Fl through g+(t,) = x0 and pl(t2) = x2 . 
Calling g+(t,) = xl’, obviously xl’ E F&x0 , to , tJ. 
There is a point yl’ E F2(xo , to , tJ such that 
P(xI',F,@, 3 to 3 tl)) = II XI' --I’ IL 
Choose a trajectory v2(t) of F, through v2(tl) = yr’ such that, calling 
cp2(t2> = y2’, Y; @2(xo 9 to , t2) and 
II Yzl -Y1 x2 - x1' - - t2 - t1 t2 - t1 II d 4 Xl' - Yl’ II , t1> + 2. 
This can be done because, by assumption (7.3) 
P(C(Xl', t1), ctY11, t1)) G 4ll x11 - Yi II 9 td 
and by Lemma 6.3 and condition (7.6) 
and 
‘,“’ 1 r’ E Vc(C(yl’, tl)). 
2 1 
Now, 
Therefore 
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~1=II~1-Y1IIzII~1’-Yl’II~ 
22 = II x2 - Ya II < II x2 - Y2’ II . 
~,--1~II~,-Yy,‘II-ll~1’-YY,‘II 
G 11x2 -YYa’ - Xl’ + Yl’ II 
= II 672 - xl? - tY; -Y1’) II * 
Dividing by t, - t, , 
z2 - Zl -< ~- 
I/ 
x2 - Xl’ Yi - Yl’ 
t2 - t1 t2 - t1 t2 - t1 II 
< $11 x1 - Yl’ I !  3 t1) + 2E G 41 Xl - Yl II , t1) + 2E 
= 4% , tJ + 2E 
is obtained. Making now t, -+ t, , E being arbitrary 
dz 
3 < w(&), t1). 
t-t, 
Therefore z(t) is majorized by the solution of (7.4), so that z(t) = 0 and the 
theorem is proved. 
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