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EXAMPLES OF MODERATE DEVIATION PRINCIPLE FOR
DIFFUSION PROCESSES
A. GUILLIN AND R. LIPTSER
Abstract. Taking into account some likeness of moderate deviations (MD)
and central limit theorems (CLT), we develop an approach, which made a good
showing in CLT, for MD analysis of a family
Sκ
t
=
1
tκ
∫
t
0
H(Xs)ds, t → ∞
for an ergodic diffusion process Xt under 0.5 < κ < 1 and appropriate H. We
mean a decomposition with “corrector”:
1
tκ
∫
t
0
H(Xs)ds = corrector +
1
tκ
Mt︸︷︷︸
martingale
.
and show that, as in the CLT analysis, the corrector is negligible but in the MD
scale, and the main contribution in the MD brings the family “ 1
tκ
Mt, t → ∞.”
Starting from Bayer and Freidlin, [2], and finishing by Wu’s papers [29]-[33],
in the MD study Laplace’s transform dominates. In the paper, we replace
the Laplace technique by one, admitting to give the conditions, providing the
MD, in terms of “drift-diffusion” parameters and H. However, a verification
of these conditions heavily depends on a specificity of a diffusion model. That
is why the paper is named “Examples ...”.
1. Introduction
In this paper, we study the moderate deviation principle (in short: MDP) for a
family (Sκt )t→∞, κ ∈
(
1
2 , 1
)
:
Sκt =
1
tκ
∫ t
0
H(Xs)ds,
whereX = (Xt)t≥0 is an ergodic diffusion process (Xt ∈ Rd, d ≥ 1) (with the unique
invariant measure µ(dz), obeying the density p(z) relative to Lebesgue measure over
R
d.
The function H : Rd → Rq is assumed to be integrable relative to µ(dz) and has
zero barycenter ∫
Rd
H(z)p(z)dz = 0. (1.1)
We restrict ourselves by consideration of the strong (unique) solution of Itoˆ’s equa-
tion
dXt = b(Xt)dt+ σ(Xt)dWt (1.2)
generated by a standard vector-valued Wiener process W = (Wt)t≥0 and subject
to a fixed initial point, X0 = x. We also include into the consideration a linear
version of (1.2) (here A,B are matrices):
dXt = AXtdt+BdWt (1.3)
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being popular in engineering.
In a nonlinear case, we use Veretennikov - Khasminskii’s condition (see, [14] and
[28]): for some positive numbers r, C and α, (here 〈〈·〉〉 denotes the inner product)
〈〈z, b(z)〉〉 ≤ −r‖z‖1+α, ‖z‖ > C
and assume that the diffusion matrix a(x) = σσ∗(x) is nonsingular and bounded.
In a linear case, proper assumptions are given in terms of the pair (A,B):
1) eigenvalues of A have negative real parts;
2) (A,B) satisfies Kalman’s controllability condition from [12],
i.e. a singularity of a(x) ≡ BB∗ is permissible.
For the MDP analysis, we apply well known method employed for the central limit
theorem (in short CLT) proof of a family( 1√
t
∫ t
0
H(Xs)ds
)
t→∞
(see, e.g. Papanicolaou, Stroock and Varadhan [20], Ethier and Kurtz [7], Bhat-
tacharya [3], Pardoux and Veretennikov [21], [22] and citations therein, see also Ch.
9, §3 in [16]) based on a decomposition with corrector:
1√
t
∫ t
0
H(Xs)ds =
1√
t
[U(x)− U(Xt)]︸ ︷︷ ︸
corrector
+
1√
t
Mt︸︷︷︸
martingale
,
where
U(x) =
∫ ∞
0
∫
Rd
H(y)P (t)x (dy)dt,
P
(t)
x is the transition probability kernel of X , and Mt is a continuous martingale
with the variation process 〈M〉t. In the above mentioned papers, the corrector is
negligible in a sense
1√
t
[U(x)− U(Xt)] prob.−−−→
t→∞
0
and the main contribution to a limit distribution brings 1√
t
Mt. It is well known
(see, e.g. Ch. 5 in [16]) the following implication: with nonnegative definite matrix
1
t
〈M〉t prob.−−−→
t→∞ Q⇒ Ee
〈〈λ, 1√
t
Mt〉〉 −−−→
t→∞ e
− 12 〈〈λ,Qλ〉〉, ∀ λ ∈ Rq,
where
Q =
∫ ∞
0
∫
Rd
[
(P (t)z H)H
∗(z) + (P (t)z H)
∗H(z)
]
p(z)dzdt,
Summarizing these remarks, we may claim that the CLT holds provided that
U(x) and Q exist and for any ε > 0
lim
t→∞
P
(|U(x)− U(Xt)| > √tε) = 0
lim
t→∞
P
(|〈M〉t − tQ| > tε) = 0.
We develop the same method for MDP analysis. Replacing 1√
t
by 1tκ , we keep
the CLT framework with the same U(x), Mt and Q, i.e.,
1
tκ
∫ t
0
H(Xs)ds =
1
tκ
[U(x)− U(Xt)]︸ ︷︷ ︸
corrector
+
1
tκ
Mt︸︷︷︸
martingale
and claim that (Theorem 2.1) the MDP holds, with the rate of speed
̺(t) =
1
t2κ−1
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provided that U(x) and Q exist and for any ε > 0
lim
t→∞ ̺(t) logP
(|U(x)− U(Xt)| > tκε) = −∞
lim
t→∞ ̺(t) logP
(|〈M〉t − tQ| > tε) = −∞. (1.4)
A choice of ̺(t) is imposed by 1tκ . As in the CLT proof, the corrector negligibility is
required but exponentially fast with the rate of speed ̺(t). The main contribution
in the MDP brings the family
(
1
tκMt
)
t→∞.
Most probably, Dembo, [5], was one of the first who introduced a condition of
(1.4) (second) type. We found in Puhalskii, [25] (Theorem 2.3) and [24], [26] that,
in our setting with nonsingular (!) matrix Q, (1.4) provides MDP for the family(
1
tκMt
)
t→∞ with the rate of speed ̺(t) and the rate function
J(Y ) =
1
2
‖Y ‖2Q−1 , Y ∈ Rq.
We prove in Theorem 2.1 that the same statement remains valid for a singular Q
too with the rate function
J(Y ) =
{
1
2‖Y ‖2Q⊕ , Y = QQ⊕Y,
∞, otherwise,
where Q⊕ is the Moore-Penrose pseudoinverse matrix (see, Albert, [1]).
It would be noted that seeming simplicity of (1.4) is delusive with the exception
of the eigenvalue gap case (in short EG, see Gong and Wu, [8]) for P
(t)
x (a corre-
sponding scenario can be found in [4]). Unfortunately, the EG fails for diffusion
processes. For instance, under P
(t)
x associated with Ornstein-Uhlenbeck’s process
dXt = −Xtdt+ dWt
having
(
0, 12
)
-Gaussian invariant measure µ, if EG were valid, then for bounded
centered H
|P (t)x H | ≤ cons.e−λt, ∀ t ≥ 0, ∃ λ > 0.
However, direct computations show that for H(x) = sign(x) and sufficiently large
|x|, we have |P (t)x H |dt ≤ υ(x)e−λt where υ(x) is a positive function, υ(x) <∞ over
R
d and υ(x)→∞ with |x| → ∞. The condition of this type: for any bounded and
measurable H
|P (t)x H − µH | ≤ υ(x)e−λt
describes the geometric ergodicity (see, Down, Meyn and Tweedie, [6] and citations
therein). The geometric ergodicity is a helpful tool for the verification of U(x) and
Q existence and even for the first part of (1.4) verification, although, a crude choice
of υ(x), say υ(x) ≍ |x|m,m > 2, may to render this verification impossible (CLT
analysis is not so sensitive to a choice of υ). The second part of (1.4) verification is
very sensitive to properties of U , owing to 〈M〉t =
∫ t
0
∇∗U(Xs)(a(Xs)∇U(Xs)ds,
so that, the geometric ergodicity framework is not a “foreground” tool. Following
Pardoux and Veretennikov, [21], we combine a property of H with a polynomial
ergodicity |P (t)x H−µH | ≤ υ(x)(1+t)γ , γ > 1 with H-depending υ admitting an effective
verification of (1.4). In this connection, we mention here some result (see, Theorem
A.1), in Appendix, interesting by itself, which is helpful in (1.4) verification. Let X
be a diffusion process with the generator L and V (x) is Lyapunov’s function be-
longing to the range of definition of L . Then, Nt = V (Xt)−V (x0)−
∫ t
0 L V (Xs)ds
is a continuous martingale and denote by 〈N〉t its variation process. Assume:
L V ≤ −cV ℓ + c, ∃ q > 0 and 〈N〉t ≤
∫ t
0
c
(
1 + V r(Xs)
)
ds, ∃ r ≤ ℓ.
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Then, for any ε > 0 and sufficiently large number n
lim
t→∞
̺(t) logP
(
V (Xt) > t
2κε
)
= −∞,
lim
t→∞
̺(t) logP
(∫ t
0
V ℓ(Xs)ds > tn
)
= −∞.
Our method of the MDP analysis differs from Wu [29] - [33] where the Laplace
transform technique dominates, or Guillin [9], [10] based on discrete time approx-
imation and Markov chains. In our approach, we deal with the above-mentioned
Puhalskii’s results obtained with the help of, so called, stochastic exponential as
an alternative to Laplace’s transform technique (see, e.g. [4] for more detailed
explanation in the discrete time case).
The paper is organized as follows. In Section 2, all notations are given and Theo-
rem 2.1, generalized Puhalskii’s for singularQ, is formulated and proved. In Section
3, all results and examples are presented focusing on the existence and properties of
the corrector and martingale variation process. The proofs are gathered in Section
4. A simple example showing how the MDP may help in a statistical inference
(for more information on statistical applications see, Inglot and Kallenberg, [11]) is
given in Section 5. The technical tools are gathered in Appendix A.
2. Preliminaries
We fix the following notations and assumptions which are in force through the
paper. The random process X = (Xt)t≥0 is defined on some stochastic basis
(Ω,F ,F = (Ft)t≥, P ) satisfying the usual conditions.
- ‖ · ‖, | · |, and 〈〈·, ·〉〉 are Euclidean’s and L norms respectively in Rd and the
inner product.
- ∗ is transposition symbol.
- a(z) := σσ∗(z).
- c, c, c ∈ R+, . . . , are generic constants.
- P
(t)
x (dy) is the transition probability kernel of X .
- Ex denotes the expectation relative to P
(t)
x (dy).
- µ(dz) is the invariant measure.
- L = 12
∑d
i,j=1 aij(z)
∂2
∂zi∂zj
+
∑d
i=1 bi(z)
∂
∂zi
is the generator of X .
- (FXt )t≥0 is the filtration, with the general conditions, generated by (Xt).
- 〈L〉t - is the variation process of a continuous martingale (Lt)t≥0.
- ∇f(x) is the gradient of f(x) (row vector).
- ρ is Euclidean’s metric in Rd.
- ̺(t) = 1t2κ−1 .
- I denotes the identical matrix of an appropriate size.
- “>”, “≥” denote also the standard inequalities for nonnegative definite matri-
ces.
As was mentioned in Introduction, the existence of
Q =
∫ ∞
0
∫
Rd
[
(P (t)z H)H
∗(z) + (P (t)z H)
∗H(z)
]
dtp(z)dz, (2.1)
U(x) =
∫ ∞
0
∫
Rd
H(y)P (t)x (dy)dt (2.2)
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is required. We emphasize that
Mt = U(Xt)− U(x) +
∫ t
0
H(Xs)ds
is the martingale relative to (FXt )t≥0.
The theorem below is a “master-key” for MDP analysis.
Theorem 2.1. For any x ∈ Rd and any ε > 0, assume
(i) lim
t→∞
̺(t) logP
(|U(x) − U(Xt)| > tκε) = −∞
(ii) lim
t→∞
̺(t) logP
(|〈M〉t − tQ| > tε) = −∞
Then, the family (Sκt )t→∞ obeys the MDP in (R
q, ρ) with the rate of speed ̺(t) and
the rate function
J(Y ) =
{
1
2‖Y ‖2Q⊕ , Y = QQ⊕Y,
∞, otherwise, (2.3)
where Q⊕ is the Moore-Penrose pseudoinverse matrix (see, Albert, [1]).
Proof. From the definition of Mt, it follows that
Sκt =
1
tκ
[U(x)− U(Xt)] + 1
tκ
Mt.
(i) provides the negligibility of
(
1
tκ [U(x)− U(Xt)]
)
t→∞ in ̺-MDP scale.
(ii) provides ̺-MDP, , under positive definite matrix, with the rate function
J(Y ) =
1
2
‖Y ‖2Q−1
for the family
(
1
tκMt
)
t→∞ (due to result similar to Puhalskii, [25] (Theorem 2.3)
and [26]).
If Q is nonnegative definite only, the above result is no longer valid. This remark
necessitates to turn to the general approach in large deviation analysis adapted to
our setting. The family
(
1
tκMt
)
t→∞ is said to obey the large deviation principle (in
our terminology: MDP) with the rate of speed ̺(t) and some (good) rate function
J(Y ), Y ∈ Rq, provided that this family is ̺-exponentially tight in (Rq, ρ):
lim
K→∞
lim
t→∞
̺(t) logP
(∣∣∣ 1
tκ
Mt
∣∣∣ > K) = −∞ (2.4)
and obeys (̺, J)-local large deviation principle with the rate function J(Y ): for
any Y ∈ Rq
lim
δ→0
lim
t→∞
̺(t) logP
(∣∣∣ 1
tκ
Mt − Y
∣∣∣ ≤ δ) ≤ −J(Y )
lim
δ→0
lim
t→∞
̺(t) logP
(∣∣∣ 1
tκ
Mt − Y
∣∣∣ ≤ δ) ≥ −J(Y ). (2.5)
A direct verification of (2.4) and (2.5) would be difficult. So, it is reasonable to
verify (2.4) by applying the following regularization procedure. We introduce a new
family
(
1
tκM
γ
t
)
t→∞ with
M
γ
t = Mt +
√
γdW ′t ,
where γ is a positive number and W ′t (∈ Rq) is a standard Wiener process indepen-
dent of Mt. The random process M
γ
t is continuous martingale with
〈Mγ〉t = 〈M〉t + γIt,
where I = Iq×q. For the family
(
1
tκM
γ
t
)
t→∞, (ii) reads as:
lim
t→∞
̺(t) logP
(∣∣∣1
t
〈M δ〉t −Qγ
∣∣∣ > ε) = −∞,
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where Qγ = Q + γI. Since Qγ is the nonsingular matrix, the family
(
1
tκM
γ
t
)
t→∞
obeys (̺, Jγ)-MDP, where Jγ(Y ) =
1
2‖Y ‖2Q−1γ .
Now, we apply the basic Puhalskii theorem from [23] which, being adapted to
our case, states that the family
(
1
tκM
γ
t
)
t→∞ is ̺(t)-exponentially tight, in (R
q, ρ):
lim
K→∞
lim
t→∞
̺(t) logP
(∣∣∣ 1
tκ
M
γ
t
∣∣∣ > K) = −∞, (2.6)
and obeys (̺, Jγ)-local deviation principle:
lim
δ→0
lim
t→∞
̺(t) logP
(∣∣∣ 1
tκ
M
γ
t − Y
∣∣∣ ≤ δ) ≤ −Jγ(Y )
lim
δ→0
lim
t→∞
̺(t) logP
(∣∣∣ 1
tκ
M
γ
t − Y
∣∣∣ ≤ δ) ≥ −Jγ(Y ). (2.7)
Obviously, (2.6) and (2.7) imply (2.4) and (2.5) provided that
lim
δ→0
lim
t→∞ ̺(t)P
(∣∣∣√γ
tκ
W ′t
∣∣∣ ≥ η) = −∞, ∀ η > 0 (2.8)
and
lim
γ→0
Jγ(V ) =
{
1
2‖Y ‖2Q⊕ , Q⊕QY = Y
∞, otherwise. (2.9)
(2.8) holds true, since the family
√
γ
tκ W
′
t obeys the ̺-MDP with the rate function
1
2γ ‖Y ‖2, so that,
lim
t→∞
1
t2κ−1
P
(∥∥∥√γ
tκ
W ′t
∥∥∥ ≥ η) ≤ − inf
{Y :‖Y ‖≥ η√γ }
1
2
‖Y ‖2 = − η
2
2γ
−−−→
γ→0
−∞.
(2.9) is verified with an utilization of the pseudoinverse matrix properties. Let
T be an orthogonal matrix transforming Q to the diagonal form: diag(Q) = T ∗QT.
Due to
2Jγ(Y ) = Y
∗[γI +Q]−1Y = Y ∗T [γI + diag(Q)]−1T ∗Y,
for Y = Q⊕QY we have (recall that Q⊕QQ⊕ = Q⊕, see [1])
2Jγ(Y ) = Y
∗Q⊕QT
[
γI + diag(Q)
]−1
T ∗Y
= Y ∗Q⊕TT ∗QT
[
γI + diag(Q)
]−1
T ∗Y
= Y ∗Q⊕T diag(Q)
[
γI + diag(Q))−1T ∗Y
−−−→
γ→0
Y ∗Q⊕T diag(Q) diag⊕(Q)T ∗Y
= Y ∗Q⊕T diag(Q)T ∗T diag⊕(Q)T ∗Y
= Y ∗Q⊕QQ⊕Y = Y ∗Q⊕Y = ‖Y ‖2Q⊕ = 2J(Y ).
For Y 6= Q⊕QY , limγ→0 Jγ(Y ) =∞. 
3. Main results
3.1. Nonlinear model, I. Xt solves (1.2) subject to X0 = x.
(Ab) b is locally Lipschitz continuous; for some α ≥ 1 and C > 0 there
exists r > 0, depending on α,C, such that
〈〈z, b(z)〉〉 ≤ −r‖z‖1+α, ‖z‖ > C.
(Aσ,a) σ is Lipschitz continuous; for some Λ > λ > 0
λI ≤ a(z) ≤ ΛI.
EXAMPLES OF MODERATE DEVIATION PRINCIPLE 7
From Pardoux and Veretennikov [21], it follows that, under (Ab) and (Aσ,a), the
diffusion process X is ergodic with the unique invariant measure µ(dz) possessing
a density p(z) relative to dz. Moreover, for α > 1 and any β < 0∫
Rd
(1 + ‖z‖)α−1+βp(z)dz <∞.
(AH) H is measurable function,
∫
Rd
H(z)p(z)dz ≡ 0; for α ≥ 1, sufficiently small
δ > 0 and any β < 0 ∧ 12 (3− α− δ),
‖H(x)‖ ≤ c(1 + ‖x‖)α−1+β .
Remark 1. Under (Ab), (Aσ,a) and (AH)), from Pardoux and Veretennikov, [21]
Theorem 2, it follows that U(x), given in (2.2), is bounded and solves the Poisson
equation
LU = −H
in the class of functions with Sobolev’s partial second derivatives locally integrable
in any power and a polynomial growth. With all this going on,
|∇U(x)| ≤ c(1 + ‖x‖)(β+α−1)+ (3.1)
and, by embedding theorems [15], all entries of ∇U are continuous functions. So,
the Krylov generalization of Itoˆ’s formula (see [13]) is applicable to U(Xt):
U(Xt) = U(x) −
∫ t
0
H(Xs)ds+
∫ t
0
∇U(Xs)σ(Xs)dWs. (3.2)
Theorem 3.1. Under (Ab), (Aσ,a) and (AH), the family (S
κ
t )t≥0 obeys the MDP
in (Rq, ρ) with the rate of speed ̺(t) and the rate function given in (2.3) with Q
defined in (2.1).
3.2. Nonlinear model, II. Though Theorem 3.1 serves a wide class of bounded
and unbounded functions H , it is far from to be universal especially for α = 1.
So, we fix the next set of stronger assumptions.
(A′
b,σ) b(x) and σ(x) are Lipschitz continuous; for any x
′, x′′ ∈ Rd there
exists a positive number ν such that
2〈〈(x′ − x′′, b(x′)− b(x′′)〉〉+ trace[σ(x′)− σ(x′′)][σ(x′)− σ(x′′)]∗
≤ −ν‖x′ − x′′‖2.
(A′
a
) λI ≤ a(z) ≤ ΛI, for some Λ > λ > 0.
(A′
H
) H(x) is Lipschitz continuous function.
Theorem 3.2. Under (A′
b,σ), (A
′
a
) and (A′
H
), the statement of Theorem 3.1 re-
mains valid.
3.3. Linear model. The diffusion process Xt solves (1.3), A = Ad×d, B = Bd×d
and (Wt)t≥0 is a standard vector-valued Wiener process of the corresponding size.
For this setting, (Ab) or (A
′
b,σ), and (Aa) are too restrictive. We replace them
by the following assumptions.
(A) Eigenvalues of A have negative real parts.
(AB) D := BB
∗ +A∗BB∗A+ . . .+ (A∗)d−1BB∗Ad−1 is nonsingular ma-
trix.
(A′′
H
) Suppose either
1) H possesses continuous and bounded partial derivatives,
2) H is bounded, BB∗ > 0.
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Theorem 3.3. Under (A), (AB) and (A
′′
H
), the family (Sκt )t→∞ obeys the MDP
in (Rd, ρ) with rate of speed ̺(t) and the rate function given in (2.3) with Q defined
in (2.1).
The next result deals with quadratic function H . Under (A) and (AB), the
invariant measure µ is zero mean Gaussian with nonsingular covariance matrix P
solving the Lyapunov equation
A∗P + PA+BB∗ = 0. (3.3)
We introduce also a positive definite matrix Γ = Γq×q and a matrix Υ = Υq×q
solving the Lyapunov equation
A∗Υ+AΥ+ Γ = 0.
Theorem 3.4. Assume (A) and BB∗ > 0 and
H(x) = 〈〈x,Γx〉〉 − trace(Γ1/2PΓ1/2).
Then, the family (Sκt )t→∞ obeys the MDP in (R
d, ρ) with rate of speed ̺(t) and
the rate function given in (2.3) with
Q = 4 trace(ΥBPB∗Υ) > 0.
3.4. More examples. In this section, we give examples which are not explicitly
compatible with Theorems 3.1 - 3.4.
Example 3.1. Let d = 1, H(x) = x3 and
dXt = −X3t dt+ dWt. (3.4)
Though (Ab) holds with α = 3, Theorem 3.1 is not applicable since by (AH) only
H with property ‖H(x)‖ ≤ c(1 + ‖x‖)γ , γ < 2 is admissible.
Nevertheless, the MDP holds and is trivially verified. Indeed, (3.4) is nothing
but (3.2) with U(x) ≡ x. Hence, ∇U(x) = 1 and Q = 1.
Consequently, (ii) from Theorem 2.1 automatically holds.
(i) is reduced to limt→∞ ̺(t) logP
(
X2t ≥ t2κε
)
= −∞ and is verified with the
help of Theorem A.1 with V (x) ≡ x2. Actually, by Itoˆ’s formula we find that
dV (Xt) = [−2V 2(Xt) + 1]dt+ dNt, where Nt =
∫ t
0
2XsdWs. Hence,
L V (x) ≤ −V 2(x) + 1 and 〈N〉t =
∫ t
0
4V (Xs)ds.
Example 3.2. Let d = 1 and
dXt = b(xt)dt+ dWt,
where b(x) is Lipschitz continuous and symmetric, b(x) = −b(−x), function (obvi-
ously b(0) = 0). Under (A′
b,σ), providing (Ab), Xt is an ergodic diffusion process
with the symmetric invariant density, p(z) = p(−z). So, any bounded H(x), with
H(x) = −H(−x), possesses (1.1). We choose
H(x) = sign(x), letting sign(0) = 0.
However, neither Theorem 3.3 nor Theorem 3.1 are compatible with the setting
owing to H(x) does not satisfy neither (A′
H
) nor (AH). Nevertheless, we show that
the standard MDP holds. A computational trick proposes to use a decomposition
H = H ′ +H ′′ for
H ′(x) =

e−x, x > 0
0, x = 0
−ex, x < 0
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since H ′ satisfies (AH) and
H ′′(x) =
{
1− e−x, x ≥ 0
−1 + ex, x < 0
satisfies (A′
H
). Then, U ′(x) and ∇U ′(x) are well defined and both are bounded; at
the same time U ′′(x) and ∇U ′′(x) are also well defined and ∇U ′′(x) is bounded,
i.e. |U ′′(x)| ≤ c(1 + |x|).
Taking U(x) = U ′(x) + U ′′(x) we get bounded ∇U(x) = ∇U ′(x) +∇U ′′(x) and
U(x) satisfying the linear growth condition. Moreover, due to Mt = M
′
t +M
′′
t , we
have
Mt =
∫ t
0
∇U ′(Xs)dWs +
∫ t
0
∇U ′′(Xs)dWs =
∫ t
0
∇U(Xs)dWs,
providing 〈M〉t =
∫ t
0
(∇U(Xs))2ds with bounded (∇U(x))2.
Now, (i) and (ii) from Theorem 2.1 are verified in a standard way with the help
of Theorems A.1, A.2.
Example 3.3. (Linear version of Langevin model.) A nonlinear Langevin’s model,
including our linear one, is studied in Wu, [33]. The result from [33] seems not to
be accomplished. At least, we could not adapt assumptions from there to verify
the MDP for the following setting.
Let Xt =
(
qt
pt
)
∈ R2d with (qt, pt ∈ Rd) and
dqt = ptdt
dpt = −Γptdt−∇F(qt)dt+ σdWt, (3.5)
where ∇F(q) = Λq and matrices Λ, Γ and σσ∗ are positive definite. We verify the
MDP with the help of Theorem 3.3.
It is expedient to write (3.5) to the form (1.3) with matrices (in a block form)
A =
(
0 I
−Λ −Γ
)
and B =
(
0 0
0 σ
)
.
In accordance with Theorem 3.3, we have to verify only two conditions:
1) eigenvalues of A have negative real parts,
2) the matrix D (see (AB)) is nonsingular.
1) fulfils since free of noise (3.5):
q˙t = pt
p˙t = −Γpt −∇F(qt)
is asymptotically stable. Traditionally for the Langevin equation, this result is
easily verified with the help of Lyapunov’s function Vt =
1
2‖pt‖2 + F (qt) and is
omitted here.
2) holds since D′ := BB∗ +A∗BB∗A(≤ D) is nonsingular. Indeed,
D′ =
(
Λσ∗σΛ Λσ∗σΓ
Γσ∗σΛ Γσ∗σΓ + σ∗σ
)
,
that is, with a vector v =
(
v1
v2
)
6= 0, we have
〈〈v,D∗Dv〉〉 = 〈〈v1,Λσ∗σΛv1〉〉+ 〈〈v2,Γσ∗σΓv2〉〉 + 2〈〈v1,Λσ∗σΓv2〉〉
+ 〈〈v2, σ∗σv2〉〉.
By virtue of the well known inequality
2〈〈z1, z2〉〉 ≥ −〈〈z1, z1〉〉 − 〈〈z2, z2〉〉, (3.6)
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we get 〈〈v1,Λσ∗σΛv1〉〉+〈〈v2,Γσ∗σΓv2〉〉+2〈〈v1,Λσ∗σΓv2〉〉 ≥ 0. Consequently, under
v2 6= 0, we have 〈〈v, (D′)∗D′v〉〉 ≥ 〈〈v2, σ∗σv2〉〉 > 0. Even though v2 = 0, and so
v1 6= 0, we also have 〈〈v, (D′)∗D′v〉〉 = 〈〈v1,Λσ∗σv1Λ〉〉 > 0.
Thus, under (A′′
H
), the MDP holds.
Example 3.4. (MDP for a smooth component of diffusion process.) Let X
(1)
t be the
first component of a diffusion process Xt with entries X
(i)
t , i = 1, . . . , d:
X˙
(1)
t = X
(2)
t
X˙
(i)
t = X
(i+1)
t , i = 2, . . . , d− 1
dX
(d)
t = −
d∑
i=1
aiX
(d−i)
t dt+ bdWt,
(3.7)
where a1, a2, . . . , ad and b are positive numbers and Wt is a Wiener process.
As in the previous example, we rewrite (3.7) to the form of (1.3) with
A =
(
A11 A12
A21 A22
)
and B =
(
B11 B12
B21 B22
)
,
where
A11 =

0 1 0 . . . 0 0
0 0 1 0 . . . 0
. . . . . . . . . . . . . . . . . .
0 0 0 0 0 1

(d−1)×(d−1)
,
A12 = 0, A22 = −ad, A21 =
(−a1 −a2 . . . −ad−1)1×(d−1) and, analogously,
B11 = 0(d−1)×(d−1), B12 = 0, B22 = b, B21 = 01×(d−1).
We verify the MDP with the help of Theorem 3.3. In order to guarantee (AH),
suffice it to assume that roots of the polynomial
φ(z) = zd + a1z
d−1 + . . .+ ad−1z + ad
have negative real parts owing to the noise free version of (3.7) is nothing but the
differential equation x
(d)
t +
∑d−1
i=1 aix
(d−i)
t + adxt = 0.
Notice that (AB) is fulfilled too since D
′ = BB∗ + A∗BB∗A(≤ D) is a nonsin-
gular matrix. Actually, D′ = b2
(
A∗21A21 A
∗
21A22
A21A22 A
2
22 + 1
)
and so, we have
〈〈v,D∗Dv〉〉 = b2
[
v21‖A21‖2 + (A222 + 1)‖v2‖2 + 2v1A22〈〈v2, A21〉〉
]
.
Taking v =
(
v1
v2
)
6= 0, where v1 is a number and v2 is a vector of the size d− 1, for
v2 = 0, and then v1 6= 0, we have 〈〈v,D∗Dv〉〉 > 0. Even though v2 6= 0, the use of
(3.6) provides 〈〈v,D∗Dv〉〉 ≥ b2A222‖v2‖2 > 0.
In order to establish the MDP for the family
(
1
tκ
∫ t
0 H(X
(1)
s )ds
)
t→∞, we redefine
the function H as: H(x(1)) ≡ H(x(1), x(2), . . . , x(d)) and assume H satisfies (A′′
H
).
Then, the family
(
1
tκ
∫ t
0
H(Xs)ds
)
t→∞ obeys the MDP with the rate of speed ̺(t)
and the rate function J(Y ) = J(Y (1), . . . , Y (d)) of the standard form (2.3).
Now, the desired MDP holds by Varadhan’s contraction principle, [27], with the
same rate of speed and the rate function
j(y) = inf
{Y (2),...,Y (d)}∈Rd−1
J(y, Y (2), . . . , Y (d)).
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Example 3.5. Let Xt (∈ R) be Gaussian diffusion with
dXt = −Xtdt+ dWt
and H(x) = x2 sign(x). This function satisfies (1.1) and, at the same time, is not
compatible with Theorems 3.1 - 3.4. So, we suppose to embed this setting to a new
one with a vector function H(x) with entries:
H1(x) =
1
2
sign(x) and H2(x) = x
2 sign(x)− 1
2
sign(x),
which is MDP verifiable. Applying arguments from the proof of the Theorem 3.3,
one can show the existence of U1(x) with bounded ∇U1(x) such that
U1(Xt) = U1(x) −
∫ t
0
H1(Xs)ds+M
(1)
t
〈M (1)〉t =
∫ t
0
(∇U1(Xs))2ds.
Now, we establish similar property of H2(x). By the Krylov-Itoˆ formula (see [13]),
we find that
dH(Xt) = −H2(Xt)dt+ |Xt|dWt.
Consequently, U2(x) ≡ H(x) and 〈M (2)〉t =
∫ 2
0 X
2
sds.
Now, we may verify (i), (ii) from Theorem 2.1.
(i): Since ∇U1 is bounded, U1 satisfies the linear growth condition. Thus,
|U1| ≤ c(1 + |U2|) = c(1 + |H(x)|) ≤ c(1 + x2).
Hence, (i) is reduced to limt→∞ ̺(t) logP
(
X2t ≥ tκε
)
= −∞. The latter holds owing
to X2t possesses an exponential moment: Ee
λX2t < ∞ uniformly in t over R+ and
sufficiently small λ and, therefore, the Chernoff inequality is effective. Write
1
t2κ−1
logP
(
X2t > t
κε
) ≤ 1
t2κ−1
log
(
e−λt
κε+logEeλX
2
t
)
≤ −λt1−κε+ logEe
λX2t
t2κ−1
−−−→
t→∞
−∞.
Notice that |U2(x)| = x2, so that, the (i) verification is the same as for U1.
(ii): The martingaleMt is vector-valued process with two entriesM
(1)
t andM
(2)
t .
Hence, its variation process is a matrix
〈M〉t =
( 〈M (1)〉t 〈M (1),M (2)〉t
〈M (1),M (2)〉t 〈M (2)〉t,
)
so that, the entries of Q are defined in the following way:
Q11 =
∫
R
(∇U1(z))2p(z)dz,
Q22 =
∫
R
z2p(z)dz,
Q12 =
∫
R
∇U1(z)|z|p(z)dz.
Thus, (ii) is reduced to
lim
t→∞
̺(t) logP
(∣∣∣ ∫ t
0
h(Xs)ds
∣∣∣ ≥ tε) = −∞, (3.8)
where h(x) is continuous function satisfying (1.1) and either
1) |h(x)| ≤ c|x|,
2) h(x) = x2 − 12 .
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In 1), we apply h(x) = h′l(x) + h
′′
l (x), borrowed from (4.1), and verify versions of
(3.8) with h′l and h
′′
l separately.
h′l-version holds owing to by Theorem 3.1 (α = 1)
(
1
tκ
∫ t
0 h
′
l(Xs)ds
)
t→∞
obeys
̺-MDP with a nondegenerate rate function and κ < 1.
h′′l -version holds owing to |h′′l (x)| ≤ I(|x| > l)|x| ≤ x
2
l and for sufficiently large
l, limt→∞ ̺(t) logP
( ∫ t
0
X2sds > tlε
)
= −∞ verified with the help of Theorem A.1
for V (x) = x2.
In 2), by Theorem 3.4,
(
1
tκ
∫ t
0
[
X2s − 12
]
ds
)
t→∞ obeys ̺-MDP with a nondegen-
erate rate function. So, it remains to recall that κ < 1.
Thus, ̺-MDP for new family holds true with the rate function J(Y ), Y ∈ R2,
defined in (2.3). Hence, the original family possesses the MDP with the quadratic
rate function
j(y) = inf
{Y1,Y2:Y1+Y2=y}
J(Y ).
4. Proof of Theorems from Section 3
4.1. The proof of Theorem 3.1. Denote by Mt =
∫ t
0 ∇U(Xs)σ(Xs)dWs the
martingale from (3.2) having 〈M〉t =
∫ t
0 ∇U(Xs)a(Xs)∇∗U(Xs)ds.
We shall verify (i) and (ii) from Theorem 2.1.
(i) holds since, by Remark 1, U is bounded.
(ii) is verified in a few steps.
Step 1: Q identification. We show that
∫
Rd
∇U(z)a(z)∇∗U(z)p(z)dz = Q. This
fact is well known and is given here for a reader convenience only. Notice that, by
(2.2),
Q = E
[
H(Xµ0 )U
∗(Xµ0 ) + U(X
µ
0 )H
∗(Xµ0 )
]
,
where Xµt the stationary version of Xt, that is, the version solving (1.2) subject to
X
µ
0 the random vector, independent of Wt, with the distribution provided by the
invariant measure µ. Hence, suffice it to show that
E
[∇U(Xµ0 )a(Xµ0 )∇∗U(X)µ0] = E[H(Xµ0 )U∗(Xµ0 ) + U(Xµ0 )H∗(Xµ0 )]. (4.1)
We verify (4.1) with the help of Itoˆ’s formula
U(Xµt )U
∗(Xµt ) = U(X
µ
0 )U
∗(Xµ0 )−
∫ t
0
[
H(Xµs )U
∗(Xµs ) + U(X
µ
s )H
∗(Xµ0 )
]
ds
+
∫ t
0
[
U(Xµs )dM
∗
s + dMsU
∗(Xµ0 )
]
+
∫ t
0
∇(Xµs )a(Xνs )∇∗(Xµs )ds
by taking the expectation.
Step 2. Preliminaries. Set H(x) = ∇U(x)a(x)∇∗(x) − Q and let h(x) denotes
any entry of H(x). For (ii) to be valid suffice it to show that
lim
t→∞
̺(t) logP
(∣∣∣ ∫ t
0
h(Xs)ds
∣∣∣ > tε) = −∞. (4.2)
Recall
∫
Rd
h(z)p(z)dz = 0. By (3.1),
|h(x)| ≤ c(1 + ‖x‖)2(β+α−1)+ .
We consider separately two cases provided by a special choice of
β < 0 ∧ 1
2
(3 − α− δ) for sufficiently small δ > 0.
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(see, (AH)):
- (α = 1) : |h(x)| is bounded;
- (α > 1) : |h(x)| ≤ c(1 + ‖x‖)1+α−δ, 1 + α− δ ≥ 2.
Step 3. α = 1 For sufficiently large number l, set
h′l(x) =

h(x) ‖x‖ ≤ l,
vl(x) l < ‖x‖ ≤ l + 1
0 ‖x‖ > l + 1,
where vl(x) is bounded continuous function such that h
′
l(x) is continuous function
with
∫
Rd
h′l(z)p(z)dz = 0. In contrast to h, the function h
′
l decreases fast to zero
with ‖x‖ → ∞, so that, a negative constant β′ can be chosen such that
|h′l(x)| ≤ c(1 + |x|)β
′+α−1 ≡ c(1 + |x|)β′ .
In accordance with this property, u(x) = − ∫∞0 Exh′(Xt)dt solves the Poisson equa-
tion L u = −h′l and is bounded jointly with ∇u(x) (see, Remark 1). Hence,
u(Xt) = u(x) −
∫ t
0
h′(Xs)ds +mt with the martingale mt =
∫ t
0
∇u(Xs)σ(Xs)dWs
having 〈m〉t =
∫ t
0 ∇u(Xs)a(Xs)∇∗u(Xs)ds. The negligibility of u(x)−u(Xt)t in ̺-
MDP scale is provided by the boundedness of u(x). The same type negligibility of
1
tmt is provided by the boundedness of ∇u∗(x)a(x)∇u(x), due to Theorem A.2.
Consequently, a version of (4.2) with h′l holds true.
Set h′′l = h − h′l. Since h is bounded, |h′′l (x)| ≤ cI(‖x‖ > l) ≤ cl2 ‖x‖2. Conse-
quently a version of (4.2) with h′′l is reduced to
lim
t→∞ ̺(t) logP
(∫ t
0
‖Xs‖2ds > t(l2ε)
)
= −∞
and is verified with the help of Theorem A.2 for V (x) = ‖x‖2 owing to
L V (x) ≤ −cV (x) + c, and 〈Nt〉 ≤
∫ t
0
c
(
1 + V (Xs)
)
ds
are fulfilled under (Ab) and (Aσ,a) (a verification of these facts is accomplished
with the help of Itoˆ’s formula).
Step 4. α > 1 We apply again the decomposition h = h′l + h
′′
l . With chosen l,
|h′l| is decreasing fast to zero, with ‖x‖ → ∞, and is bounded by c(1+ l)1+α−δ. So,
the version of (4.2) with h′l is verified as in the case “α = 1”.
Notice that
|h′′l (x)| ≤ c(1 + ‖x‖)1+α−δ)I(‖x‖ > l) ≤
c
lδ
(1 + ‖x‖)1+α ≤ c
lδ
(
1 + V (x)
)
,
where V (x) = ‖x‖
4+2α
1+‖x‖3+α . Hence, the version of (4.2) with h
′′
l is reduced to
lim
t→∞
̺(t) logP
(∫ t
0
V (Xs)ds > tl
δ
)
= −∞.
To this end, we apply Theorem A.1.
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First, taking into account that ‖x‖3+α = (‖x‖2) 3+α2 , ‖x‖4+2α = (‖x‖2)2+α and
3+α
2 > 2, by the Itoˆ formula we find that
d‖Xt‖2 =
[
2〈〈Xt, b(Xt〉〉+ trace
(
a(Xt)
)]
dt+ 2〈〈Xt, σ(Xt)dWt〉〉,
d‖Xt‖3+α =
(3 + α
2
− 1
)(‖Xt‖2) 3+α2 −1{2〈〈Xt, b(Xt)〉〉+ trace (a(Xt))}
+ 2
[3 + α
2
− 1
][3 + α
2
− 2
](‖Xt‖2) 3+α2 −2〈〈Xt, a(Xt)Xt〉〉]dt
+
(3 + α
2
− 1
)(‖Xt‖2) 3+α2 −12〈〈Xt, σ(Xt)dWt〉〉,
d‖Xt‖4+2α =
(
1 + α
)(‖Xt‖2)1+α{2〈〈Xt, b(Xt)〉〉 + trace (a(Xt))}
+ 2
[
1 + α
]
α
(‖Xt‖2)α〈〈Xt, a(Xt)Xt〉〉]dt
+
(
1 + α
)(‖Xt‖2)1+α2〈〈Xt, σ(Xt)dWt〉〉,
d
1
1 + ‖Xt‖3+α = −
d‖Xt‖3+α
(1 + ‖Xt‖3+α)2
+
2(1 + α)‖Xt‖1+α
(1 + ‖Xt‖3+α)3 〈〈Xt, a(Xt)Xt〉〉dt,
dV (Xt) =
d‖Xt‖4+2α
1 + ‖Xt‖3+α + ‖Xt‖
4+2αd
1
1 + ‖Xt‖3+α
+
2
(
1 + α
)2‖Xt‖3(1+α)〈〈Xt, a(Xt)Xt〉〉
(1 + ‖Xt‖3+α)2 dt.
Thus, we have dV (Xt) = L V (Xt)dt+ dNt, where
L V (x) =
1
1 + ‖x‖3+α
[
(1 + α)‖x‖2(1+α){2〈〈x, b(x)x〉〉 + trace(a(x))}
+ 2α
(
1 + α)‖x‖2α〈〈x, a(x)x〉〉
]
− ‖x‖
4+2α
(1 + ‖Xt‖3+α)2
[1
2
(1 + α)‖x‖1+α{2〈〈x, b(x)x〉〉 + trace(a(x))}
+
1
2
(1 + α)(α − 1)‖x‖α−1〈〈x, a(x)x〉〉
]
+
‖x‖4+2α
(1 + ‖Xt‖3+α)3 2(1 + α)‖x‖
1+α〈〈x, a(x)x〉〉
≤ (1 + α)〈〈x, b(x)x〉〉
[ 2‖x‖2(1+α)
1 + ‖x‖3+α −
‖x‖4+2α
(1 + ‖x‖3+α)2
]
+ o(‖x‖2α)
= (1 + α)〈〈x, b(x)x〉〉2‖x‖
2(1+α) + 2‖x‖5+3α − ‖x‖4+2α
(1 + ‖x‖3+α)2 + o(‖x‖
2α)
≤ −c‖x‖2α + c ≤ −cV 2α1+α (x) + c
and Nt =
∫ t
0
〈〈Xs, σ(Xs)dWs〉〉
[
2(1+α)‖Xs‖2(1+α)
1+‖Xs‖3+α −
(1+α)‖Xs‖5+3α
(1+‖Xs‖3+α)2
]
, that is,
〈N〉t ≤
∫ t
0
(
c‖Xs‖2α + c
)
ds ≤
∫ t
0
(
cV
2α
1+α (Xs) + c
)
ds.
Thus, the assumptions of Theorem A.1 are fulfilled and, thereby, for sufficiently
large l, we have limt→∞ ̺(t) logP
( ∫ t
0
V
2α
1+α (Xs)ds > tl
δ
)
= −∞ and, it is left to
notice that 2α1+α > 1 for α > 1. 
EXAMPLES OF MODERATE DEVIATION PRINCIPLE 15
4.2. The proof of Theorem 3.2. By (A′
b,σ),
〈〈x, b(x)〉〉 = 〈〈x, (b(x) − b(0)〉〉+ 〈〈x, b(0)〉〉
≤ −〈〈x,B0x〉〉 + ‖b(0)‖‖x‖
≤ −ν‖x‖2 + ‖b(0)‖‖x‖
that is, there exists r > 0 such that 〈〈x, b(x)〉〉 ≤ −r‖x‖2.
Hence, (A′
b,σ)⇒ (Ab)(α = 1). However since, by (A′H), ‖H(z)‖ ≤ c(1+ ‖z‖) is
admissible, Theorem 2 from Pardoux and Veretennikov, [21], is no longer applicable.
At the same time, Theorem 1 from [21] states that U from (2.2) solves the Poisson
equation LU(z) = −H(z) and satisfies the following properties: for some m > 2,
‖U(x)‖ ≤ c(1 + ‖x‖m) and ‖∇U(x)‖ ≤ c(1 + ‖x‖m).
Nevertheless, regardless of that, (A′
H
) provides
‖U(x)‖ ≤ c(1 + ‖x‖) and ‖∇U(x)‖ ≤ c. (4.3)
Actually, let Xxt denotes the solution of (1.2) subject to X0 = x. Since for any x
′
and x′′, we have U(x′) − U(x′′) = ∫∞0 E[H(Xx′t )−H(Xx′′t )]dt, by (A′H), we have
(L is the Lipschitz constant for H)
|U(x′)− U(x′′)| ≤ L
∫ ∞
0
∣∣E[Xx′t −Xx′′t ]∣∣dt
≤ L
∫ ∞
0
(
E‖Xx′t −Xx
′′
t ‖2
)1/2
dt,
where d[Xx
′
t −Xx
′′
t ] = [b(X
x′
t )− b(Xx
′′
t )]dt+ [σ(X
x′
t )−σ(Xx
′′
t )]dWt. With the help
of Itoˆ’s formula, we find that
d‖Xx′t −Xx
′′
t ‖2t = 2〈〈(X
′
t −Xx
′′
t ), [b(X
x′
t )− b(Xx
′′
t )]〉〉dt
+ 2〈〈(X ′t −Xx
′′
t ), [σ(X
x′
t )− σ(Xx
′′
t )]dWt〉〉
+ trace[σ(Xx
′
t )− σ(Xx
′′
t )][σ(X
x′
t )− σ(Xx
′′
t )]
∗.
Hence, vt = E‖Xx′t −Xx
′′
t ‖2 is differentiable relative to dt and
v˙t = 2E
[
〈〈[Xx′t −Xx
′′
t ], [b(X
x′
t − b(Xx
′′
t )]〉〉
+ trace[σ(Xx
′
t )− σ(Xx
′′
t )][σ(X
x′
t )− σ(Xx
′′
t )]
∗
]
.
Then, by (A′
b,σ), we have v˙t ≤ −νvt, i.e., vt ≤ ‖x′ − x′′‖2e−tν . The latter implies
the Lipschitz continuity of U and, in turn, (4.3).
We proceed the proof with the verification of (i) and (ii) from Theorem 2.1.
(i): Due to (4.3), suffice it show that limt→∞ ̺(t) logP
(‖Xt‖2 > εt2κ) = −∞
what is verified with the help of Theorem A.1 for V (x) = ‖x‖2. With the help of
Itoˆ’s formula, one can find that
L V (x) = 2〈〈x, b(x)〉〉 + tracea(x) and Nt =
∫ t
0
2〈〈Xs, σ(Xs)dWs〉〉
and next that L V (x) ≤ −cV (x) + c, 〈N〉t ≤
∫ t
0
cV (Xs)ds.
(ii): It is verified similarly to (4.2) for α = 1.

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4.3. The proof of Theorem 3.3. Under (A), (AB), the Pardoux-Veretennikov
concept is no longer valid. Nevertheless, (A) and (AB) provide the ergodicity of
X = (Xt)t≥0 with the unique zero mean Gaussian invariant measure characterized
by a nonsingular covariance matrix P solving Lyapunov’s equation, see (3.3).
We prove the theorem in a few steps.
Step 1. Invariant and transition densities. For X0 = x, the diffusion process Xt
is Gaussian with the expectation EXt = e
Atx and the covariance matrix
cov(Xt, Xt) =
∫ t
0
e(t−s)A
∗
BB∗e(t−s)Ads =: Pt
solving the differential equation
P˙t = A
∗Pt + PtA+BB∗ (4.4)
subject to P0 = 0. It is well known, and is readily verified that, under (A) and
(AB), we have Pt > 0 over t > 0 and limt→∞ Pt = P (> 0). If in addition BB∗ > 0,
then, for t in a vicinity of zero,
|P−1/2t | ≤
c√
t
. (4.5)
Since P, Pt > 0, the invariant density p(y) and the density of P
(t)
x (dy) relative to
dy are defined as:
p(y) =
1
(2π detP )d/2
e−
1
2 ‖y‖2P−1
p(x, t, y) =
1
(2π detPt)d/2
exp
(
− 1
2
∥∥y − etAx∥∥2
P−1t
)
Step 2. U existence. We prove that U(x) from (2.2) is well defined over Rd by
showing ∫ ∞
0
|ExH(Xt)|dt <∞. (4.6)
Assume (A′′
H
)1). Let X
µ
t , X
x
t denote the stationary version of Xt and Xt with
X0 = x respectively. By (1.1) and the Lipschitz property of H (with the Lipschitz
constant L), it holds |Ex(Xt)| = |E[H(Xxt ) −H(Xµt )| ≤ LE|Xxt −Xµt |, where, by
(1.2), ddt [X
x
t −Xµt ] = A[Xxt −Xµt ], i.e., [Xxt −Xµt ] = etA[x−Xµ0 ]. Hence and by (A),
there exists a positive constant λ such that |Xxt −Xµt | ≤ e−tλc(1 + ‖x‖ + ‖Xµ0 ‖).
The random vector Xµ0 is Gaussian, so that, E‖Xµ0 ‖ = c.
Thus, |Ex(Xt)| ≤ e−tλc(1 + ‖x‖) and (4.6) holds true.
Assume (A′′
H
)2). We may adapt the results of Meyn and Tweedie, [19] (see also
Mattingly and Stuart, [17] and Mattingly Stuart and Higham, [18]) for getting
(4.6). However, taking into account the explicit formulae for p(y) and p(x, t, y), the
direct proof of (4.6) is given.
For a definiteness, let |H | ≤ K. We apply an obvious inequality
|ExH(Xt)| ≤ K
∫
Rd
∣∣p(x, t, y)− p(y)∣∣dy (≤ 2K).
A changing of variables: z = (y − etAz)P−1/2t and the identity
p(P
1/2
t z + e
tAx)
p(x, t, P
1/2
t z + e
tAx)
=
√
detPt
detP
× exp
(
− 1
2
[
〈〈z, (PtP−1 − I)z〉〉+ 2〈〈P−1/2z, etAx〉〉+ ‖etAx‖2P−1t
])
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provide ∫
Rd
∣∣p(x, t, y)− p(y)∣∣dy = ∫
Rd
∣∣∣1− p(y)
p(x, t, y)
∣∣∣p(x, t, y)dy
=
∫
Rd
∣∣∣∣∣1− p(P 1/2t z + etAx)p(x, t, P 1/2t z + etAx)
∣∣∣∣∣p(z)dz
≤
∣∣∣∣∣
√
detPt
detP
− 1
∣∣∣∣∣+
√
detPt
detP
∫
Rd
∣∣∣ exp(− 1
2
[
〈〈z, (PtP−1 − I)z〉〉
+ 2〈〈P−1/2z, etAx〉〉 + ‖etAx‖2
P−1t
])
− 1
∣∣∣p(z)dz.
Due to (A), etAx converges to zero in t → ∞ exponentially fast in a sense that
|etAx| ≤ ce−tλ‖x‖ for some generic λ > 0. Moreover, |PtP−1− I| ≤ ce−tλ, owing to
P − Pt solves the differential equation △˙t = A∗△t +△tA subject to △0 = P (see,
(3.3) and (4.4)) . The above-mentioned convergence implies also∣∣∣(detPt
detP
)1/2
− 1
∣∣∣ ≤ ce−tλ.
Thus, there exists an appropriate positive continuous function υ(x) (<∞) over
R
d such that for t ≥ t0 > 0,∫
Rd
∣∣p(x, t, y)− p(y)∣∣dy ≤ ce−tλ[1 + ∫
Rd
{‖z‖2 + ‖x‖2}ece−tλ[‖z‖2+‖x‖2]p(z)dz
]
≤ ce−tλ(1 + υ(‖x‖))
and, in turn, (4.6) holds true, owing to∫ ∞
0
|ExH(Xs)|ds ≤ 2Kt0 +
∫ ∞
t0
|ExH(Xs)|ds ≤ 2K + Kc
λ
c(1 + υ(‖x‖)).
Step 3. ∇U existence. Assume (A′′
H
)1) and notice that∫ ∞
0
∣∣∣ ∫
Rd
∇xH(Ptz + etAx) 1
(2π)d/2
e−
1
2‖z‖2dz
∣∣∣dt ≤ const. (4.7)
Since U(x) = − ∫∞
0
∫
Rd
H(Ptz + e
tAx) 1
(2π)d/2
e−
1
2‖z‖2dzdt, by virtue of of (4.7) we
have
∇U(x) = −
∫ ∞
0
∫
Rd
∇xH(Ptz + etAx) 1
(2π)d/2
e−
1
2‖z‖2dzdt.
In particular, ∇U is bounded.
Assume (A′′
H
)2). Now, we prove that∫ ∞
0
∣∣∣ ∫
Rd
H(y)∇xp(x, t, y)dy
∣∣∣dt ≤ const. (4.8)
The use of ∇xp(x, t, y) = −p(x, t, y)
(
y − etAx)∗P−1t etA, t > 0, provides∫
Rd
H(y)∇xp(x, t, y)dy = −EH(Xxt )(Xxt − EXxt )∗P−1t etA.
= E[H(Xxt )− EH(Xxt )][Xxt − EXxt ]∗P−1t etA.
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Consequently, taking into account the boundedness of H and (4.5), by Cauchy-
Schwarz’s inequality we get (with a generic positive constant λ):∣∣∣ ∫
Rd
H(y)∇xp(x, t, y)dy
∣∣∣ ≤ c(E‖Xxt − EXxt ‖2)1/2|P−1t ||etA|
≤ ce−tλ( trace(Pt))1/2|P−1t | ≤ ce−tλ√
t
Then, (4.8) holds and ∇U is bounded.
Step 4. Mt existence. Since an applicability of Itoˆ’s (Krylov-Itoˆ’s) formula to
U(Xt) is questionable, we show that (Mt,F
X
t )t≥0, with
Mt = U(Xt)− U(x) +
∫ t
0
H(Xs)ds,
is the continuous martingale,
〈M〉t =
∫ t
0
∇∗U(Xs)BB∗∇U(Xs)ds (4.9)
and E‖Mt‖2 <∞ over t ∈ R+; the latter is provided by the boundedness of ∇U .
The use of a homogeneity in t of the Markov process Xt enables to claim that
U(Xt) admits the following presentation a.s.,
U(Xt) =
∫ ∞
t
EXtU(Xs)ds =
∫ ∞
t
E
(
H(Xs)|FXt
)
ds.
Then for any t′ < t, we have
Mt −Mt′ =
∫ ∞
t′
E
(
H(Xs)|FXt
)
ds−
∫ ∞
t′
E
(
H(Xs)|FXt′
)
ds
+
∫ t
t′
E
(
H(Xs)|FXt
)
ds−
∫ t
t′
H(Xs)ds a.s.
and the martingale property, E(Mt|FXt′ ) =Mt′ a.s., becomes obvious.
Now, we establish (4.9) with the help of well known fact: for any t > 0, 〈M〉t
coincides with the limit, in probability, in k →∞ of∑
1≤j≤k
(
Mtkj
−Mtkj−1
)(
Mtkj
−Mtkj−1
)∗
,
where 0 ≡ tk0 < tk1 < . . . < tktk ≡ t is a condensing sequence of time values. We
recall only that Mtkj −Mtkj−1 = U(Xtkj )− U(Xtkj−1) +O(tkj − tkj−1) and
U(Xtkj )− U(Xtkj−1 ) = ∇
∗U(Xtkj−1)B
[
Wtkj
−Wtkj−1
]
+O(tkj − tkj−1).
Step 5. (i) verification. Due to the linear growth condition of ‖U(x)‖, suffice it
to show that
lim
t→∞
̺(t) logP
(
V (Xt) > t
2ε
)
= −∞. (4.10)
for V (x) = 〈〈x,Γx〉〉 with an appropriate positive definite matrix Γ. In view of (A),
it is convenient to choose Γ solving the Lyapunov equation A∗Γ+ΓA+ I = 0. The
function V (x) belongs to the range of definition for L with
L V (x) = 〈〈x, (A∗Γ + ΓA)x〉〉 + trace(BΓB∗)
= −‖x‖2 + trace(BΓB∗) ≤ −cV (x) + c
while V (Xt) − V (x) −
∫ t
0 L V (Xs)ds =
∫ t
0 2〈〈Xs,ΓBdWs〉〉 =: Nt is the martingale
(relative to (FXt )) with 〈N〉t =
∫ t
0 4〈〈Xs,Γ2Xs〉〉dt ≤
∫ t
0 cV (Xs)ds.
Now, (4.10) is provided by Corollary 1 to Theorem A.1.
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Step 6. (ii) verification. Since ∇U is bounded and continuous, (ii) holds true if
lim
t→∞
̺(t) logP
(∣∣∣ ∫ t
0
h(Xs)ds
∣∣∣ > tε) = −∞
for any bounded and continuous h : Rd ⇒ R with ∫
Rd
h(z)p(z) = 0.
Assume for a moment that h satisfy (A′′
H
)1) from Theorem 3.3. Then, the
function u(x) = − ∫∞0 Eh(Xt)dt is well defined and (u(Xt),FXt )t≥0 is the semi-
martingale: u(Xt) = u(x)−
∫ t
0 h(Xs)ds+mt, where (mt,F
X
t )t≥0 is the continuous
martingale with 〈m〉t =
∫ t
0 ∇∗u(Xs)BB∗∇U(Xs)ds and ∇u(x) is bounded and
continuous.
Hence, suffice it to verify (4.11) with
∫ t
0
h(Xs)ds replaced by u(Xt) and mt
separately.
First of all notice that the version of (4.11) with mt is valid due to Theorem
A.2 owing to 〈m〉t ≤ Kt, where K ≥ ∇∗u(Xt)BB∗∇u(Xt) in t over R+. Further,
because of ∇u is bounded and, then, u satisfies the linear growth condition, the
version of (4.11) with u(Xt) is reduced to (4.10).
If h does not satisfy (A′′
H
)1), we apply the decomposition h = h
′ + h′′ borrowed
from the proof of Theorem 3.1, α = 1. Then, the version of (4.11) with h′′ is
reduced to: for sufficiently large l,
lim
t→∞ ̺(t) logP
( ∫ t
0
〈〈Xs,ΓXs〉〉ds > t(l2ε)
)
= −∞,
and is verified with the help of Theorem A.1 for V (x) = 〈〈x,Γx〉〉.
The verification of (4.11) with h′ differs from the corresponding part of proof for
Theorem 3.1, α = 1. Let l, involved in the definition of h′, and ε > 0 be chosen.
Since h′ is compactly supported, there exists a polynomial hε such that
cε := sup
x
|h′(x) − hε(x)| = o(ε)
dε :=
∫
Rd
hε(z)p(z)dz = o(ε).
Because of ĥε = hε − dε satisfies (1.1) and (A′′H)1), the validity of (4.11) with ĥε is
obvious. So, it is left to recall only that supx |h′(x)− ĥε(x)| = o(ε). 
4.4. The proof of Theorem 3.4. Obviously, H(x) satisfies (1.1).
We shall verify (i), (ii) from Theorem 2.1. By virtue of (2.2), the quadratic form
of H is inherited by U . We examine the following U(x) = 〈〈x,Υx〉〉 − υ with a
positive definite matrix Υ and positive number υ. By Itoˆ’s formula we find that
dU(Xt) =
[〈〈Xt, [ΥA+A∗Υ]Xt〉〉+ trace(B∗ΥB)]︸ ︷︷ ︸
candidate to be −H(Xt)
dt+ 2〈〈Xt,ΥBdWt〉〉︸ ︷︷ ︸
=Mt
.
The realization of this project requires for Υ to be a solution of Lyapunov’s equation
ΥA+A∗Υ+Γ = 0 what, in particular, provides trace(B∗ΥB) = trace(Γ1/2PΓ1/2),
where P is the covariance of the invariant measure. With chosen Υ, set D =
ΥBPB∗Υ and notice that 〈M〉t =
∫ t
0 4〈〈Xs,DXs〉〉ds
(i) is reduced to
lim
t→∞
̺(t) logP
(
〈〈Xt,ΓXt〉〉 > tκε
)
= −∞
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which holds since for positive and sufficiently small λ the moment generating func-
tion logEeλ〈〈Xt,ΥXt〉〉 is bounded over t ∈ R+ and, then, Chernoff’s inequality pro-
vides
1
t2κ−1
logP
(〈〈Xt,ΥXt〉〉 > tκε) ≤ −λt1−κε+ logEeλ〈〈Xt,ΥXt〉〉
t2κ−1
−−−→
t→∞
−∞.
(ii) is valid if
lim
t→∞
̺(t) logP
(∣∣∣ ∫ t
0
[
〈〈Xs,ΥBB∗ΥXs〉〉 − trace(D)
]
ds
∣∣∣ > tε) = −∞. (4.11)
Let us denote γ = ΥBB∗Υ and h(x) = 〈〈x, γx〉〉 − trace(D). We repeat the previous
arguments to find u(x) = 〈〈x, rx〉〉 − r with a positive definite matrix r and positive
number r such that mt = u(Xt)−u(x)+
∫ t
0 h(Xs)ds is a continuous martingale with
〈m〉t =
∫ t
0 〈〈Xs, qXs〉〉ds, where q is a positive definite matrix. Now, we may replace
(4.11) by
(1) lim
t→∞
̺(t) logP
(〈〈Xt, γXt〉〉 > tε) = −∞
(2) lim
t→∞
̺(t) logP
(∣∣mt∣∣ > tε) = −∞.
(1) is verified similarly to (i). (2) is verified with the help of Theorem A.2 by
showing limt→∞ ̺(t) logP
(〈m〉t > tn) = −∞ for sufficiently large n what is nothing
but
lim
t→∞
̺(t) logP
( ∫ t
0
〈〈Xs, qXs〉〉ds > tn
)
= −∞. (4.12)
A version of (4.12) with q replaced by any positive definite matrix G provides
(4.12) too. For computational convenience, we take G solving Lyapunov’s equation
A∗G+GA+I = 0. The function V (x) = 〈〈x,Gx〉〉 belongs to the range of definition
of L with L V (x) = −2‖x‖2 + trace(BPB∗) ≤ −cV (x) + c and
Nt = V (Xt)− V (x)−
∫ t
0
L V (Xs)ds =
∫ t
0
2〈〈Xs, BdWs〉〉,
so that, 〈N〉t ≤
∫ t
0 cV (Xs)ds.
Thus, the proof is completed by applying Theorem A.1. 
5. Example of statistical application
Let Xt (∈ R) be a diffusion process: dXt = −θXtdt + dWt, subject to a fixed
X0. The parameter θ ∈ (0,∞) is unknown and is evaluated with help of well known
estimate
θ̂t =
∫ t
0 XsdXs∫ t
0 X
2
sds
, t > 0.
It is well known that the CLT holds for the family
(√
t(θ − θ̂t)
)
t→∞ with a limit:
zero mean Gaussian random variable with the variance 2θ.
In this section, we show that θ − θ̂t possesses an asymptotic (in t → ∞) in the
MDP scale, 12 < κ < 1, that is, the family
(
t1−κ(θ − θ̂t)
)
t→∞ obeys (̺, J)-MDP
with J(Y ) = Y
2
4θ . The use of some details from the proof of Theorem 3.4 enables
to claim that
(
1
t
∫ t
0 [X
2
s − 12θ ]ds)t→∞ is negligible in ̺-MDP scale. Therefore, the
family
(
t1−κ(θ− θ̂t)
)
t→∞ shares the MDP with
(
1
tκ
∫ t
0 2θXsdWs
)
t→∞. Further, the
announced MDP hold if (ii) from Theorem 2.1 is valid:
lim
t→∞
log ̺(t)P
(∣∣∣ ∫ t
0
[4θ2X2s −Q]ds
∣∣∣ > tε) = −∞. (5.1)
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Obviously, Q = 2θ and the validity of (5.1) is verified with the help of arguments
used in the proof of Theorem 3.4.
In particular, this MDP and the contraction Varadhan’s principle, for sufficiently
large t provide
1
t2κ−1
logP
(
t1−κ|θ − θ̂t| > δ
) ≍ − δ2
4θ
.
Appendix A. Exponential negligibility of functionals and
martingales
Let Xt be a diffusion process defined in (1.2) with X0 = x.
Assume V (x) : Rd → R+, with lim‖x‖→∞ V (x) = ∞, belongs to the range of
definition of L . Introduce a martingale relative to (F )t≥0:
Nt = V (Xt)− V (x) −
∫ t
0
L V (Xs)ds. (A.1)
Theorem A.1. Assume
1) L V ≤ −cV ℓ + c, ∃ ℓ > 0
2) 〈N〉t ≤
∫ t
0
c
(
1 + V r(Xs)
)
ds, ∃ r ≤ ℓ.
Then, for any ε > 0 and sufficiently large number n
lim
t→∞ ̺(t) logP
(
V (Xt) > t
2κε
)
= −∞,
lim
t→∞
̺(t) logP
( ∫ t
0
V ℓ(Xs)ds > tn
)
= −∞.
over x ∈ Rd.
Corollary 1. lim
t→∞
̺(t) logP
(
V (Xt) > t
2ε
)
= −∞, since t2 > t2κ, t > 1.
Remark 2. The statements of Theorem A.1 remain valid if constants c, c, c, in-
volved in 1) and 2) depend on ε.
Theorem A.2. Let Mt(∈ R,M0 = 0) be a continuous martingale.
Then, for any ε > 0,
lim
t→∞
̺(t) logP
(|Mt| > tε) = −∞
provided that, under sufficiently large number n depending on ε,
lim
t→∞
̺(t) logP
(〈M〉t > tn) = −∞.
The proof of Theorem A.1. With λ ∈ R, and the (continuous) martingale Nt from
(A.1), we introduce a positive random process zt(λ) = e
λNt−0.5λ2〈N〉t . It is well
known and easily verified with the help of Itoˆ’s formula that (zt(λ),F
X
t )t≥0 is a
positive local martingale. Moreover, by Problem 1.4.4, [16], it is a supermartingale
too. We shall use the supermartingale property: Ezt(λ) ≤ Ez0(λ) ≡ 1 over t ∈ R+.
Denote by
A1 = {V (Xt) > t2κε} and A2 =
{∫ t
0
V r(Xs)ds > tn
}
.
The use of Ezt(λ) ≤ 1 provides
1 ≥ EIAizt(λ), i = 1, 2 (A.2)
Notice that (A.2) remains valid with zt(λ) replaced by its lower bound on Ai. We
proceed the proof by finding appropriate deterministic (!) lower bounds. Write
λNt − 0.5λ2〈N〉t = λ
(
V (Xt)− V (x) −
∫ t
0
L V (Xs)ds
)
− 0.5λ2〈N〉t.
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Thence, in view of 1) and 2), with λ > 0 we get
λNt − 0.5λ2〈N〉t ≥ λ
(
V (Xt)− V (x) +
∫ t
0
[cV ℓ(Xs)− c]ds
)
− 0.5λ2
∫ t
0
c(1 + V r(Xs))ds.
Taking into account 1 + V r(Xs) ≤ 2 + V ℓ(Xs), provided by r ≤ ℓ, and choosing
λ◦ = argmaxλ>0
[
cλ− 0.5cλ2] = c
c
, we get
λ◦Nt − 0.5(λ◦)2〈N〉t ≥ c
c
[
V (Xt)− V (x)
] − t c
c
[
c+ c] +
c2
2c
∫ t
0
V ℓ(Xs)ds
≥
{
c
c
[
t2κε− V (x)] − t c
c
[
c+ c], over A1,
− c
c
V (x)− t c
c
[
c+ c] + c
2
2c tn, over A2.
These lower bounds jointly with (A.2) provide
̺(t) logP
(
A1
) ≤ − c
c
[
tε− V (x)t2κ−1
]
+ t2(1−κ) c
c
[
c+ c], over A1
̺(t) logP
(
A2
) ≤ c
c
V (x)
t2κ−1 + t
2(1−κ) c
c
[
c+ c]− t2(1−κ) c22cn, over A2
}
−−−→
t→∞
−∞.

The proof of Theorem A.2. Notice that only
lim
t→∞
̺(t) logP
(|Mt| > tε, 〈M〉t ≤ tn) = −∞ (A.3)
is required to be proved. Moreover, it suffices to prove only
lim
t→∞
̺(t) logP
(
Mt > tε, 〈M〉t ≤ tn
)
= −∞ (A.4)
owing to a version with −Mt is verified similarly and both “±Mt” provide (A.3).
For (A.4) verification, we use the inequality from (A.2) with λ > 0 and Nt, 〈N〉t
replaced by Mt, 〈M〉t respectively and Ai replaced by
A = {Mt > tε, 〈M〉t ≤ tn}
and notice that
log zt(λ) = λMt − 0.5λ2〈M〉t ≥︸︷︷︸
over A
λtε− 0.5λ2tn ≥ min
λ>0
(λtε− 0.5λ2tn) = t ε
2
2n
.
Then, owing to 1 ≥ et ε22nEIA, we get ̺(t) logP
(
A
) ≤ −t2(1−κ) ε22n → −∞. 
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