For autonomous Lotka-Volterra systems of differential equations modelling the dynamics of n competing species, new criteria are established for the existence of a single point global attractor. Under the conditions of these criteria, some of the species will survive and stabilise at a steady state whereas the others, if any, will die out.
Introduction
In this paper, we are concerned with the asymptotic behaviour of solutions of the autonomous Lotka-Volterra system
where x ′ i = dx i /dt, b i > 0, I m = {1, 2, . . . , m} for any positive integer m, α i = (a i1 , a i2 , . . . , a in ) with a ii > 0 and a ij ≥ 0, and x = (x 1 , x 2 , . . . , x n ) T ∈ R n . Since the behaviour of (1.1) is clear when n = 2, we assume n > 2 though some of our results given later are applicable to twodimensional systems. Let R n + = {x ∈ R n : x ≥ 0}, where by y ≥ x in R n we mean y i ≥ x i for all i ∈ I n . We also write y > x if y ≥ x but y = x. We shall restrict the solutions of (1.1) to R n + in view of (1.1) modelling the dynamics of n competitive species, x i (t) denoting the population size of the ith species at time t. We say that an equilibrium x * ∈ R n + of (1.1) is a global attractor if every solution of (1.1) in intR n + = {x ∈ R n : x i > 0, i ∈ I n }, i.e. with x(0) ∈ intR n + , satisfies lim t→∞ x(t) = x * .
Since the independent introduction of (1.1) as a population model by Lotka and Volterra in the 1920s, a large number of researchers have been attracted to the theoretical investigation of (1.1) and its variations (see, for example, [13] and the references therein for a brief account of the development). One of the problems arising from (1.1) as a model is to find suitable conditions under which some particular (or all) species in the competitive community will survive and stabilise at a steady state whereas the rest, if any, will die out eventually. Mathematically, we need suitable conditions which ensure the existence of an equilibrium x * ∈ R n + that is a global attractor. It is known that (1.1) has an equilibrium x * ∈ intR n + that is a global attractor if a i1 a 11 + a i2 a 22 + · · · + a in a nn < 2 (1.2)
holds for all i ∈ I n (see [10] , [6] or [5, p. 294-297] ). For (1.1) to have the same property as above, Hou [7] finds a more general condition max 0,
a ik a kk (1.3)
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for all i, j ∈ I n with i = j, which incorporates (1.2) for all i ∈ I n as a special case. For (1.1) to have an equilibrium x * ∈ ∂R n + = R n + \ intR n + that is a global attractor, Zeeman [14] shows that (i − j)(a ij − a jj ) > 0 (1. 4) for i, j ∈ I n with i = j guarantees the survival of only the first species, and Ahmad and Lazer [1] obtain a criterion for the extinction of only one species. Li, Yu and Zeng [11] extend this criterion to the extinction of possibly more than one species. Combining (1.3) with a condition similar to that of [12] for nonautonomous systems, Hou [7] shows the global attraction of an equilibrium x * ∈ ∂R n + with the survival of some species and the extinction of the others. The main purpose of this paper is to establish new criteria for the existence of a single point global attractor. Using the idea of the "ultimate contracting cells" method, which was summarised by Hou [8] or [9] , rather than using Lyapunov functions, we shall see that the new conditions are geometrically simple and include (1.2), (1.3) and those given in [1] as particular instances.
The presentation of this paper is as follows. The statements of the main results under geometric conditions, together with some examples, will be given in §2. Then in §3 these geometric conditions will be translated into algebraic expressions. In §4 the main results will be restated under equivalent algebraic conditions. Finally, the proofs of the main theorems will be completed in §5.
Main results under geometric conditions
We first explain some terms and notation. For any u, v ∈ R n + with v ≥ u, a cell [u, v] is defined to be the set of x ∈ R n + satisfying v ≥ x ≥ u. For any J ⊂ I n , u J ∈ R n + is defined by u J i = u i if i ∈ J and u J i = 0 otherwise. Thus, with this notation, u In = u, u ∅ = 0, and u In\{k} for any k ∈ I n is the projection of u onto the coordinate plane π k , which is defined by (2.2). If u > 0, the set γ = {x ∈ R n + : u T x = 1} is an (n − 1)-dimensional plane in R n + . A point x ∈ R n + is said to be below (on or above) γ if u T x < 1 (u T x = 1 or u T x > 1). A nonempty set S ⊂ R n + is said to be below (on or above) γ if every point x in S is so. Now for (1.1) we let
2)
and view ∩ i∈∅ π i as R n + . Then, for any J ⊂ I n , ∩ i∈J π i is obviously invariant under (1.1). Thus, as γ i ∩ (∩ j∈In\{i} π j ) = {Y {i} }, Y {i} is an equilibrium of (1.1) on the x i -axis. Let U ∈ [0, Y ] be defined as follows: for each i ∈ I n , if γ i is below γ j for every j ∈ I n \ {i} then U i = 0; if Y {i} is on or above some
ii ; otherwise U i is the maximum value of the ith coordinate components of the intersection points of γ i with any other γ j .
The analytical definition of U , as well as its simplification, and algebraic realisation of condition (C k ) are left to the next section. We shall see in §5 that U is an ultimate upper
bound for every solution x(t) of (1.1) in intR n + , i.e. lim t→∞ x i (t) ≤ U i for all i ∈ I n . Moreover, condition (C k ) will guarantee the existence of some δ > 0 such that every solution of (1.1) in intR n + satisfies lim t→∞ x k (t) ≥ δ. Most importantly, the following theorem holds.
Theorem 2.1 Assume that (C k ) holds for all k ∈ I n . Then (1.1) has a unique equilibrium x * ∈ intR n + that is a global attractor. Moreover, the inequality x * ≤ U holds.
Remark 2.2
It is shown in [7] that (1.2) for all i ∈ I n implies (1.3) for all i, j ∈ I n with i = j. It is also shown that (1.3) for all i, j ∈ I n with i = j is equivalent to that
3) for all i, j ∈ I n with i = j implies condition (C k ) for all k ∈ I n . Therefore, theorem 2.1 incorporates the known results using (1.2) and (1.3) as special instances. The example below satisfies (C k ) for all k ∈ I n but does not satisfy (1.3) for some i, j ∈ I n . Hence, theorem 2.1 applies to a broader class of systems than the known results do. 
Then a ii > a ji holds for i, j ∈ I 3 with i = j so Y {i} is below γ j for all i, j ∈ I 3 with i = j. Since
, by definition we have U = (0.25, 0.25, 0.25) T . Note that α i U I 3 \{i} < 1, so (C i ) holds, for all i ∈ I 3 (see Figure 2 .1). By theorem 2.1, γ 1 ∩γ 2 ∩γ 3 = {x * } with U i ≥ x * i > 0 for i ∈ I 3 and x * is a global attractor. Indeed, x * = ( 
Corollary 2.4
Assume that (C k ) holds for all k ∈ I n . Then, for each nonempty set J ⊂ I n , (∩ j∈J γ j ) ∩ (∩ ℓ∈In\J π ℓ ) = {u J } with U j ≥ (u J ) j > 0 for j ∈ J such that every solution of (1.1) with x j (0) > 0 for j ∈ J and x ℓ (0) = 0 for ℓ ∈ I n \ J satisfies lim t→∞ x(t) = u J . Moreover, (1.1) has 2 n equilibria in R n + .
Proof. When J = {i} for some i ∈ I n , (1.1) on ∩ k∈In\{i} π k is equivalent to
meets the requirement. Note that theorem 2.1 can be applied to (1.1) with n > 1.
Then, if |J| > 1, the conclusion about the required u J follows from the application of theorem 2.1 to the |J|-dimensional system (1.1) on ∩ ℓ∈In\J π ℓ . Clearly, u J is the unique equilibrium of (1.1) in ∩ ℓ∈In\J π ℓ satisfying (u J ) j > 0 for j ∈ J. Since I n has 2 n − 1 nonempty subsets and the origin is also an equilibrium, (1.1) has 2 n equilibria in R n + . We have mentioned earlier that condition (C k ), for any particular k ∈ I n , will secure the survival of the kth species. Bearing this in mind and applying condition (C k ) to some of the indices (not necessarily all), we have the following.
In addition, if x * is on γ k for every k ∈ I n \ J, then x * is a global attractor. Moreover, the conclusion still holds if "x * is on γ k " is replaced by "x * is on or above γ k " when U is replaced by Y . Remark 2.6 Theorem 2.1 is the extreme case of theorem 2.5 when J = I n . When J = I n−1 , Ahmad and Lazer [1] obtained the same conclusion under the assumptions that (i) (1.2) holds for all i ∈ I n−1 , (ii) α n x * > 1 and (iii) det(a ij ) n×n > 0. Later in [2, 3] it was pointed out that the above condition (iii) is redundant. From remark 2.2 we know that, for any i ∈ I n , (1.2) implies (1.3) for all j = i, which ensures condition (C i ) with the replacement of U by Y . Thus, the result in [1] under the assumptions (i) and (ii) is covered by theorem 2.5 as a special case. 
Clearly, Y {i} is below γ j for every j ∈ I 4 \ {i} as a ii > a ji . To calculate U 1 , we find all the possible intersection points of γ 1 with γ j (j = 1) on π 2 ∩ π 3 , π 2 ∩ π 4 and π 3 ∩ π 4 and find the maximum of the x 1 values of these points. On π 3 ∩ π 4 , γ 1 intersects γ j at (
, 0, 0) T . Since α 3 x * = 1 and α 4 x * = 1, by theorem 2.5, x * is a global attractor.
Another extreme case of theorem 2.5 when J = {k} is simplified to the corollary below.
Corollary 2.8 Assume that condition (C k ) and a kk = a jk hold for some k ∈ I n and all j ∈ I n \ {k}. Then Y {k} is a global attractor. The conclusion still holds if U is replaced by Y and a kk = a jk is replaced by a kk ≤ a jk .
Remark 2.9
The conditions of corollary 2.8 with k = 1 and (1.4) for i, j ∈ I n with i = j are mutually exclusive.
If U ℓ = 0 for some ℓ ∈ I n , from the definition of U we make the following observations: (i) For each j ∈ I n \ {ℓ}, Y {ℓ} is below γ j and every y in γ ℓ is on or below γ j . Hence,
(iii) From lemma 5.4 given in §5 we shall see that every solution of (1.1) in intR n + satisfies lim t→∞ x ℓ (t) = 0.
Based on these observations we can redefine U In\{ℓ} by the same definition as before except the substitution of I n \ {ℓ} for I n . Repeat this process until no more new zero components occur. 
Remark 2.11 Suppose the conditions of theorem 2.10 are met. Then, applying theorem 2.10 to (1.1) on ∩ ℓ∈S π ℓ for any subset S ⊂ J, we see that every solution of (1.1) with x k (0) > 0 for k ∈ I n \ J and x j (0) ≥ 0 for j ∈ J satisfies lim t→∞ x(t) = x * . This remark also applies to corollary 2.13.
Example 2.12 Consider system (1.1) with n = 5 and 
Since a 5j ≥ a ij and a 55 > a i5 for all i, j ∈ I 4 , Y {5} is below γ j and each y ∈ γ 5 is on or below γ j for all j ∈ I 4 . Also, a 4j ≥ a ij and a 44 > a i4 for all i, j ∈ I 3 , so Y {4} is below γ j and each y ∈ γ 4 ∩ π 5 is on or below γ j for all j ∈ I 3 . Now with J = {j 1 , j 2 }, j 1 = 5 and j 2 = 4, condition (i) of theorem 2.10 is met. Since the entries a ij for i, j ∈ I 3 are identical with those given in (2.4), from example 2.3 we obtain V = ( When n = m + 1 with I n = J ∪ {k}, V In\{k} = 0 so assumption (ii) is automatically met and theorem 2.10 has the following simplified form.
Corollary 2.13 Assume that, for each ℓ ∈ I n−1 and every j ∈ I n \ I ℓ , Y {ℓ} is below γ j and every
Remark 2.14 The condition of corollary 2.13 is equivalent to
Note that (1.4) and (2.5) are mutually exclusive. Thus, neither of corollary 2.13 and the result given by Zeeman [14] is covered by the other.
Finally, we make a brief remark about the conditions of the main result given in [11] . It is assumed that, for some r < n, (1.2) with the replacement of n by r holds for all i ∈ I r This implies the existence of an equilibrium x * ∈ ∩ j∈In\Ir π j with x * i > 0 for i ∈ I r . It is also assumed that x * is above γ j for every j ∈ I n \ I r . Then, with another condition requiring the existence of n − r constants satisfying an inequality, it is shown that x * is a global attractor. These conditions and those of theorems 2.5 and 2.10 are mutually independent though they have some overlap.
3 Analytical definition of U and algebraic expression of (C k )
The definition of U given in §2 can be formulated as follows. For each i ∈ I n , let
Remark 3.1 If condition (C k ) holds for some k ∈ I n , then every equilibrium of (1.1) on π k is below γ k . Indeed, u = 0 is obviously below γ k . Let u ∈ π k with u = 0 be an equilibrium. Then
for some j ∈ I n \ {k}. In the former case,
ii . By (3.1), u = Y {i} is below γ ℓ for all ℓ ∈ I n \ {i} so u is below γ k . In the latter case, u is below γ k by (C k ).
In some situation, (3.1) has a simpler form. To see this, suppose Y {i} is below γ j for all j ∈ I n \ {i}, i.e.
a ii > a ji , j ∈ I n \ {i}.
For each j ∈ I n \ {i}, suppose also that either
or a jj > a ij and γ i ∩ γ j ∩ (∩ ℓ∈In\{i,j} π ℓ ) = {E (ij) } which is below γ ℓ for all ℓ ∈ I n \ {i, j}. The latter can be written
Then (3.1) can be simplified as
If condition (C k ) holds for all k ∈ I n , then, by remark 3.1, (3.2) and (3.4) hold for all i, j ∈ I n with i = j so U can be defined by
for all i, j ∈ J with i = j.
(ii) Conversely, for a fixed i ∈ I n , (3.7) for all j ∈ I n \ {i} implies condition (C i ). (iii) Condition (C i ) holds for all i ∈ I n if and only if (3.7) holds for all i, j ∈ I n with i = j.
whereas it is below γ j by (C j ), this is impossible. Therefore, we must have
For any i, j ∈ J with i = j, we assume I n \ {i, j} = ∅ as otherwise (3.7) holds obviously. If we can show that
for all j ∈ J \ {i}, then (3.8) and (3.9) result in γ j ∩ [U In\{i,j} , U In\{i} ] = {y} with y In\{j} = U In\{i,j} and y j = a −1
and (3.7) follows from this and (3.8). For any j ∈ J \ {i}, (3.9) is obvious if
jj , then, for any k ∈ I n \ {i, j}, Y {j} is below γ k by the definition of U j . On the other hand, Y {k} is below γ j by (C j ) and remark 3.1. Consequently, γ j ∩γ k ∩(∩ ℓ∈In\{j,k} π ℓ ) = {E (jk) }. Then (3.9) follows from α j E (jk) = 1 and E (jk) ∈ [0, U In\{i} ] by the definition of U .
(ii) If α i U In\{i} < 1 then U In\{i} is below γ i so condition (C i ) holds. Now suppose α i U In\{i} ≥ 1. Then, for each j ∈ I n \ {i}, since α i U In\{i,j} < 1 by (3.7), we have U j > 0 and
Hence, to show that condition (C i ) is met, we need only verify
for each fixed j ∈ I n \ {i} and all m ∈ I n \ {i}. Note that Z (j)
. It then follows from this and (3.7) that
for all j ∈ I n \ {i}. For any m ∈ I n \ {i, j}, if
mm , we have actually verified (3.10) when U m = a −1 mm . So our
Z. HOU
remaining task is to show (3.10) under the assumption U m < a −1 mm , which implies a mm > a km and a mk > 0 for all k ∈ I n \ {m} by the definition of U m .
(A) Suppose I n = {i, j, m}. Then, for k ∈ I n \ {i, j, m}, we have either 0 < a kk ≤ a mk or 0 < a mk < a kk . In the former case, U k = a −1 kk so α m Z (j) > a mk U k ≥ 1. In the latter case, γ m ∩ γ k ∩ (∩ ℓ∈In\{m,k} π ℓ ) = {E (mk) }. Since E (mk) ≤ U {m,k} and α m E (mk) = 1, we have α m Z (j) > α m U {m,k} ≥ α m E (mk) = 1.
(B) Suppose I n = {i, j, m}. Since α j U In\{i} = a jj U j + a jm U m ≥ α j Z (j) > 1 by (3.11) and
By the definition of U we have
, from these we obtain
Therefore, (3.10) holds for all m ∈ I n \ {i}.
(iii) This follows from (i) and (ii).
Restatement of the main results
With the preparation in §3 we are now in a position to restate the theorems and corollaries given in §2.
Theorem 4.1 Assume that (1.1) satisfies (3.2), (3.4) and (3.7) for all i, j ∈ I n with i = j, where U is given by (3.6). Then (1.1) has an equilibrium x * ∈ intR n + with x * ≤ U that is a global attractor.
Corollary 4.2 Under the conditions of theorem 4.1, for each nonempty set
From lemma 3.2 we see that the conditions of theorem 4.3 and corollary 4.4 given below are slightly stronger than those of theorem 2.5 and corollary 2.8 respectively.
Theorem 4.3 Let J ⊂ I n with J = ∅. Assume that (3.7) holds for each i ∈ J and every j ∈ I n \ {i}, where each component U i of U is defined either by (3.1) or, if (3.2) and (3.4) holds for all j ∈ I n \ {i}, by (3.6). Then (1.1) has an equilibrium x * ∈ [0, U J ] with x * j > 0 for j ∈ J. In addition, if α j x * = 1 for all j ∈ I n \ J, then x * is a global attractor. Moreover, "α j x * = 1" can be relaxed to "α j x * ≥ 1" when U is replaced by Y given by (2.1).
Corollary 4.4 Assume that (3.7)
and a ii = a ji hold for some i ∈ I n and all j ∈ I n \ {i}, where U is defined by (3.1) . Then Y {i} is a global attractor of (1.1). Moreover, "a ii = a ji " can be replaced by "a ii ≤ a ji " if U is replaced by Y . Theorem 4.5 Let J = {j 1 , j 2 , . . . , j m } ⊂ I n with 1 ≤ m < n and let U ∈ R n + be defined by U i = 0 for i ∈ J and by (3.1), with I n replaced by I n \ J, for i ∈ I n \ J. Assume that (i) for each ℓ ∈ I m and every j, k ∈ I n \ {j 1 , j 2 , . . . , j ℓ },
Then (1.1) has an equilibrium x * ∈ [0, U In\J ] with x * j > 0 for j ∈ I n \ J that is a global attractor.
Corollary 4.6 Assume that (1.1) satisfies (2.5). Then Y {n} is a global attractor.
Remark 4.7 By remark 3.1 and theorem 2.1, we are tempted to make the following conjecture as an improvement of theorem 2.1:
System (1.1) has an equilibrium x * ∈ intR n + that is a global attractor if, for each i ∈ I n , every equilibrium of (1.1) on π i is below γ i . This is obviously true when n = 2. When n = 3, the condition ensures that each Y {i} is a local repellor and, by lemma 5.1 given in the next section, γ 1 ∩ γ 2 ∩ γ 3 = {x * } ⊂ intR 3 + . Then, by a result given in [4] , x * is a global attractor. Hence, it is fairly reasonable to make the above conjecture for general n-dimensional system (1.1). However, further investigation is needed to clarify it.
The proofs of theorems 2.and 2.10
The method of ultimate contracting cells (see [8, Theorem 2] or [9, Lemma 1]) will be used in the proofs of the theorems though it is not explicitly stated here. Our first lemma establishes the existence of a unique equilibrium x * ∈ intR n + under conditions weaker than (C k ) for all k ∈ I n .
Lemma 5.1 Assume that, for each i ∈ I n , every equilibrium of (1.1) on π i is below γ i . Then there is a unique equilibrium x * ∈ intR n + with x * ≤ Y .
Proof. Denoting the statement of lemma 5.1 by P (n), we show the truth of P (n) by induction. The truth of P (n) is trivial for n = 1 and n = 2. Supposing that P (n) is true for some k ≥ 2 and all n ∈ I k , we now show the truth of P (k + 1).
By the assumption, for each i ∈ I k+1 , every equilibrium of (1.1) on π i is below γ i . In particular, for each i ∈ I k , every equilibrium of (1.1) on π i ∩ π k+1 is below γ i and γ k+1 . Viewing (1.1) on π k+1 as a k-dimensional system on R k + and using the truth of P (k), we have a unique r r r r r r r r r
ii for i ∈ I k . This implies that the solution of the system
can be written u(δ) with u(0) = u * , u k+1 (δ) = δ and u(δ)−u * is linear in δ. Thus, u(δ) ∈ intR k+1 + holds for sufficiently small δ > 0.
As α k+1 u(0) = α k+1 u * < 1 by the assumption, there is a δ 0 ∈ (0, a
for all δ ∈ (0, δ 1 ) but u ℓ (δ 1 ) = 0 for some ℓ ∈ I k . Thus ∩ i∈I k γ i is a line segment joining u * with u(δ 1 ). Again, by the assumption and the truth of P (k − 1) and P (k), (1.1) has a unique equilibrium
ii for i ∈ I k \ {ℓ} and a unique equilibrium w * on π ℓ with 0 < w * j ≤ a −1 jj for j ∈ I k+1 \ {ℓ}. Consequently, the set S = ∩ i∈I k \{ℓ} γ i is a two-dimensional plane and ∩ i∈I k+1 \{ℓ} γ i is a line segment starting from w * on S (see Figure 5 .1). Note that S ∩ π ℓ is a line segment containing v * , w * and u(δ 1 ), and S ∩ π k+1 is a line segment containing v * and u * . Since v * is below both γ ℓ and γ k+1 , u * is below γ k+1 and w * is below γ ℓ , we must have γ ℓ ∩ γ k+1 ∩ S = {x * } ⊂ intR n + with x * the required equilibrium. Therefore, we have shown the truth of P (k + 1) when P (n) is true for all n ∈ I k . By induction, P (n) is true for all n ≥ 1.
The next lemma gives an ultimate upper bound of any solution of (1.1) in terms of a given ultimate lower bound (see [7, Lemma 3.2 
]).
Lemma 5.2 Letx ∈ R n + satisfyx i = 0 if α ix > 1 for any i ∈ I n and letŷ ∈ R n + be given bŷ
If a solution of (1.1) in intR n + satisfies lim t→∞ x(t) ≥x, then it also satisfies lim t→∞ x(t) ≤ŷ.
However, we shall need a refined ultimate upper bound based on (5.1). For the abovex and some j ∈ I n , if we know that x j (t) →x j as t → ∞, then we takeŷ j =x j rather than (5.1). Now forŷ ≥x withŷ j =x j orŷ j given by (5.1) for each j ∈ I n , let J 0 = {i ∈ I n :x i <ŷ i } and defineẑ ∈ [x,ŷ] by (5.2) for each i ∈ I n ,
In\{i} + a jiŷi < 1 and α j y ≤ 1 for all y ∈ γ i ∩ [x,ŷ] and j ∈ J 0 \ {i}; max{u
where H (ij) =x In\{i,j} +ŷ {i,j} .
Lemma 5.3 Assume that a solution
Proof. We only need to show lim t→∞ x i (t) ≤ẑ i ifẑ i <ŷ i for a fixed i ∈ I n . This can be achieved by showing that, for every r 0 ∈ (ẑ i ,ŷ i ], there is an r 1 ∈ [ẑ i , r 0 ) such that
Fromẑ i <ŷ i and (5.2) we know that i ∈ J 0 = {i}, a ij > 0 and α jx In\{i} + a jiŷi < 1, i.e. x In\{i} +ŷ {i} is below γ j , for all j ∈ J 0 \ {i}. By (5.1),x In\{k} +ŷ {k} is on γ k for all k ∈ J 0 . Thus, for each j ∈ J 0 \{i}, H (ij) =x In\{i,j} +ŷ {i,j} is on or above γ j andx In\{i} +ŷ {i} is below γ k for every k ∈ J 0 \{i}. Now suppose (5.3) holds. The line segment L r 0 = {x ∈ [x, H (ij) ] : x i = r 0 } must intersect a plane γ k for some k ∈ J 0 \ {i} at Q (j) (see Figure 5 .
By the definition ofẑ i and r 0 >ẑ i , we see that Q (j) j >x j and Q (j) is above γ i but on or below γ ℓ for every ℓ ∈ J 0 \ {i}. Put γ(ε) = {x ∈ R n + : βx = ε}, where β = (β 1 , β 2 , . . . , β n ) with β j = 0 for j ∈ {i} ∪ (I n \ J 0 ) and
for j ∈ J 0 \ {i}. Then the x i -axis is below and parallel to the plane γ(ε) for each ε > 0, [x,x In\{i} +ŷ {i} ] is below and parallel to γ(1), and Q (j) is on γ(1) for j ∈ J 0 \ {i}. Moreover, for any ε ∈ (βx, 1), the set
is below γ j for every j ∈ J 0 \ {i}. We now show the inequality
by assuming its falsity, i.e. lim t→∞ βx(t) = δ for some δ < 1. Then there is a sequence {t m } satisfying t m → ∞ as m → ∞ and βx(t m ) < (1 + δ)/2 for all m ≥ 1. Since lim t→∞ x ℓ (t) =x ℓ for ℓ ∈ I n \ J 0 , (5.3) holds and A( is below γ j for all j ∈ J 0 \ {i}. Thus, for any t ≥ T , x(t) ∈Ã( 1+δ 2 ) implies βx ′ (t) > 0. Without loss of generality, we may also assume that x(t m ) ∈Ã( 1+δ 2 ), so that βx ′ (t m ) > 0, for all m ≥ 1. Then, for each m ≥ 1, βx(t) is increasing for t ≥ t m as long as x(t) ∈Ã( 1+δ 2 ). This, together with βx(t m ) < (1 + δ)/2 for all m ≥ 1, results in x(t) ∈Ã( 1+δ 2 ) for all t ≥ t 1 . By the closeness ofÃ( 1+δ 2 ) there is an ε ∈ (0, 1) such that α j x ≤ ε for all x ∈Ã( 1+δ 2 ) and j ∈ J 0 \ {i}. Hence, from (1.1),
for t ≥ t 1 and j ∈ J 0 \{i}. This leads to βx(t) → ∞ as t → ∞, a contradiction to lim t→∞ βx(t) = δ. Therefore, we must have (5.6). Note that, for each j ∈ J 0 \ {i}, γ(1) ∩ [x, H (ij) ] is a line segment parallel to [x,x In\{i} +ŷ {i} ] and Q (j) is on it. So we let γ i ∩ γ(1) ∩ [x, H (ij) ] = {P (j) } or, if it is empty, let γ(1) ∩ [x,x In\{j} + y {j} ] = {P (j) }, and let
Then r 1 ∈ [ẑ i , r 0 ) as each Q (j) is above γ i . We observe that the closed set S(η) = {x ∈ [x,ŷ] : x i ≥ η, βx ≥ 1} is above γ i for every η > r 1 . Then, from this observation and (5.6) we see that x(t) satisfies x i (t) < η for each η > r 1 and all sufficiently large t. Thus (5.4) holds.
From lemmas 5.2 and 5.3 we obtain an ultimate upper bound for all solutions of (1.1) in intR n + .
Lemma 5.4 Every solution of (1.1) in intR n + satisfies
for U given by (3.1). If U j 1 = 0 for some j 1 ∈ I n , then there exists J = {j 1 , j 2 , . . . , j m } ⊂ I n with 1 ≤ m < n such that (4.1) holds for each ℓ ∈ I m and every j, k ∈ I n \ {j 1 , j 2 , . . . , j ℓ }.
Moreover, every solution of (1.1) in intR n + satisfies
where
ii ] is given by (3.1) with the replacement of I n by I n \ J for i ∈ I n \ J.
Proof. By lemma 5.2, every solution of (1.1) in intR n + satisfies , we see that every solution of (1.1) in intR n + satisfies (5.7) withẑ given by (5.2). Note that, for each j ∈ I n \ {j 1 },ẑ j coincides with U j given by (3.1) after the replacement of I n by I n \ {j 1 }. Ifẑ j > 0 for all j = j 1 , then the conclusion follows with J = {j 1 } and V =ẑ. Otherwise, ifẑ j 2 = U j 2 = 0 for some j 2 ∈ I n \ {j 1 }, the conclusion follows from repeating the above process a number of times.
The next lemma gives a refined ultimate lower bound based on the given ultimate lower and upper bounds. In particular, it confirms that condition (C k ) guarantees the survival of the kth species.
Lemma 5.5 Assume that every solution of (1.1) in intR n + satisfieŝ
Proof. Under (A) and (5.8) we show that
meets the requirement of (5.9). In fact, δ 0 > 0 sincex {i} +û In\{i} is below γ i . Moreover, for arbitrary δ ∈ (0, δ 0 ), we have α iû In\{i} + a ii (δ 0 +x i ) = 1 and α iû In\{i} + a ii (δ +x i ) < 1. For each solution of (1.1) in intR n + , since lim t→∞ x(t) In\{i} ≤û In\{i} by (5.8), there is a t 0 > 0 and
This is impossible. Since x i (t) ≤x i + δ for anyt ≥ t 0 implies the increase of x i for t at the vicinity oft, there must be a t 1 > t 0 such that x i (t) >x i + δ for all t ≥ t 1 . Thus, lim t→∞ x i (t) ≥x i + δ. Then (5.9) follows from this and the arbitrariness of δ ∈ (0, δ 0 ). Under (5.8) and (B), the proof of [7, Lemma 3.3] can be copied to here almost verbatim after the replacement of [x,ŷ] by [x,û] .
With the above preparation we are now able to embark on the proofs of the theorems.
Proof of theorem 2.5. For k ∈ J, since condition (C k ) holds, by remark 3.1 every equilibrium of (1.1) on π k ∩ (∩ j∈In\J π j ) is below γ k . Restricting (1.1) to ∩ j∈In\J π j and applying lemma 5.1 to it, we obtain a unique equilibrium x * on ∩ j∈In\J π j satisfying 0 < x * k ≤ a −1 kk for k ∈ J. By lemma 5.4, every solution of (1.1) in intR n + satisfies
Since condition (C k ) holds for all k ∈ J, by lemma 5.5 there is a δ ∈ (0, 1] such that every solution of (1.1) in intR n + satisfies lim t→∞ x(t) ≥ δx * . Let δ 0 be the supremum of such δ. Then, by lemma 5.2, every solution of (1.1) in intR n + satisfies
whereŷ is given by (5.1). By the assumption, x * is on γ j for every j ∈ I n . Hence,x = x * =ŷ, so x * is a global attractor, if δ 0 = 1. Now suppose δ 0 < 1. By lemma 5.3, every solution of (1.1) in intR n + satisfieŝ
whereẑ is given by (5.2). For each k ∈ J, since α kx = δ 0 α k x * = δ 0 < 1, if we can show that
whenever y ∈ [x,x {k} +ẑ In\{k} ] ∩ γ k = ∅, by lemma 5.5 again we have lim t→∞ x(t) ≥ δx * for some δ ∈ (δ 0 , 1], which contradicts the definition of δ 0 . This contradiction shows that δ 0 = 1. To prove (5.11) we introduce an affine mapping f : ii then, by (3.1), a ij = 0 or Y {i} is not below γ j , so f (Y {i} ) =x + (1 − δ 0 )Y {i} =x In\{i} +ŷ {i} is not below γ j , for some j ∈ I n \ {i}. By (5.2) we haveẑ i =ŷ i . Therefore, f i (U ) = f i (Y {i} ) =ŷ i =ẑ i . If U i = 0, then Y {i} is below γ j and every y ∈ γ i is on or below γ j for all j ∈ I n \ {i}. Sox In\{i} +ŷ {i} , which is on γ i , is below γ j and every y ∈ γ i ∩ [x,ŷ] is on or below γ j for all j ∈ I n \ {i}. By (5.2) again,ẑ i =x i . Hence, f i (U ) = f i (0) =x i =ẑ i . Now suppose 0 < U i < a −1
ii . From (3.1) we have a ii > a ki and a ij < a kj for some k, j ∈ I n \ {i}. Then γ i ∩ γ k ∩ [0, Y {i,j} ] consists of a single point having a kj − a ij a ii a kj − a ij a ki as its ith coordinate. Since x ∈ γ i ∩ γ k ∩ [0, Y {i,j} ] if and only if f (x) = y ∈ γ i ∩ γ k ∩ [x,x In\{i,j} + y {i,j} ] and α ix = δ 0 = α kx , by a routine check we see that γ i ∩ γ k ∩ [x,x In\{i,j} +ŷ {i,j} ] also consists of a single point u (ijk) with u (ijk) i =x i + (1 − δ 0 ) a kj − a ij a ii a kj − a ij a ki .
From (3.1) and (5.2) we obtain f i (U ) =x i + (1 − δ 0 ) max a kj − a ij a ii a kj − a ij a ki : k, j ∈ I n \ {i}, a kj > a ij = max{u
: k, j ∈ I n \ {i}, a kj > a ij } =ẑ i .
Therefore, f (U ) =ẑ. Now that (5.12) is derived from f (U ) =ẑ, we must have
Then, for y ∈ [x,x {k} +ẑ In\{k} ] ∩ γ k = ∅, there is a unique x ∈ [0, U In\{k} ] ∩ γ k such that f (x) = y. By condition (C k ) for k ∈ J, x is above γ j for all j ∈ I n \ {k}. Thus y is above γ j for all j ∈ I n \ {k}, i.e. y satisfies (5.11). If Y replaces U in the conditions and α j x * ≥ 1 is assumed for all j ∈ I n \ J, then f (Y ) ≥ŷ so f ([0, Y ]) ⊃ [x,ŷ]. The above argument is still valid after minor modifications.
Finally, that x * ≤ U follows from (5.10) and lim t→∞ x(t) = x * for every solution of (1.1) in intR n + . Proof of theorem 2.10. When n ≥ m + 2, by assumption (ii) and theorem 2.1 with the replacement of I n by I n \ J we know that (1.1) has a unique equilibrium x * ∈ ∩ j∈J π j with 0 < x * i ≤ V i for i ∈ I n \ J. This is also true with x * = Y {k} when I n = J ∪ {k} (i.e. n = m + 1). We next show that x * is a global attractor. From lemma 5.4 we know that every solution of (1.1) in intR n + satisfies 0 =x ≤ lim t→∞ x(t) ≤ lim t→∞ x(t) ≤ẑ withẑ = V . Then, by (i) and (ii), for each k ∈ I n \J, either V In\{k} is below γ k or γ k ∩[0, V In\{k} ] is above γ j for every j ∈ I n \ {k}. Applying lemma 5.5 to (1.1) we obtain lim t→∞ x(t) J = 0, lim t→∞ x j (t) ≥ δ, j ∈ I n \ J for some δ > 0 and all solutions of (1.1) in intR n + . Since {x * } is the largest invariant set of (1.1) in {y ∈ R n + : y J = 0, y j ≥ δ, j ∈ I n \ J}, x * must be a global attractor.
