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Аннотация. В задачах машинного обучения исходные данные часто заданы в разных единицах измере-
ния и типах шкал. Такие данные следует преобразовывать в единое представление путем их нормализа-
ции или стандартизации. В работе показана разница между этими операциями. Систематизированы ос-
новные типы шкал, операции над данными, представленными в этих шкалах, и основные варианты 
нормализации функций. Предложена новая шкала частей и приведены примеры использования нормали-
зации данных для их более корректного анализа. 
На сегодняшний день универсального метода нормализации данных, превосходящего другие методы, не 
существует, но нормализация исходных данных позволяет повысить точность их классификации. Кла-
стеризацию данных методами, использующими функции расстояния, лучше выполнять после преобразо-
вания всех признаков в единую шкалу. 
Результаты классификации и кластеризации разными методами можно сравнивать различными оценоч-
ными функциями, которые зачастую имеют разные диапазоны значений. Для выбора наиболее точной 
функции можно выполнить нормализацию нескольких из них и сравнить оценки в единой шкале. 
Правила разделения признаков древовидных классификаторов инвариантны к шкалам количественных 
признаков. Они используют только операцию сравнения. Возможно, благодаря этому свойству класси-
фикатор типа «случайный лес» в результате многочисленных экспериментов признан одним из лучших 
при анализе данных разной природы. 
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Abstract. In machine learning, the input data is often given in different dimensions. As a result of the scientific 
papers review, it is shown that the initial data described in different types of scales and units of measurement 
should be converted into a single representation by normalization or standardization. The difference between 
these operations is shown. The paper systematizes the basic operations presented in these scales, as well as the 
main variants of the function normalization. A new scale of parts is suggested and examples of the data                   
normalization for correct analysis are given. Analysis of publications has shown that there is no universal               
method of data normalization, but normalization of the initial data makes it possible to increase the accuracy of 
their classification. It is better to perform data clustering by methods using distance functions after converting all 
features into a single scale. The results of classification and clustering by different methods can be compared 
with different scoring functions, which often have different ranges of values. To select the most accurate                 
function, it is reasonable to normalize several functions and to compare their estimates on a single scale. 
The rules for separating features of tree-like classifiers are invariant to scales of quantitative features. Only    
comparison operation is used. Perhaps due to this property, the random forest classifier, as a result of numerous 
experiments, is recognized as one of the best classifiers in the analysis of data of different nature. 
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Введение. Нормализация данных в машинном обучении – это метод предварительной обра-
ботки, при котором данные преобразуются, чтобы обеспечить равный вклад каждого показате-
ля [1, 2]. Успех алгоритмов машинного обучения зависит от точности описания данных для по-
лучения обобщенной прогнозной модели проблемы классификации [3]. Важность нормали-
зации данных для улучшения описания и повышения точности алгоритмов машинного обуче-
ния была отмечена многими исследователями [4]. Для применения алгоритмов, использующих 
некую метрику или сравнение данных разных типов, предварительно требуется представление 
данных в одной шкале измерения.  
В литературе часто путают понятия нормализации и стандартизации данных (см., напри-
мер, [1–4]). Цель настоящей публикации – уточнить эти понятия, показать разницу между ними 
и продемонстрировать, как их следует применять в области машинного обучения. 
Шкалы описания данных. В машинном обучении данные представляют собой признаки, 
описывающие некоторые объекты, понятия или события. Признаки могут быть записаны 
в разных шкалах: категориальных (неметрических) и количественных (численных). Такая 
классификация шкал была предложена Стивенсом [5]. Она представлена первыми четырьмя 
типами шкал в табл. 1 и подвергалась множественной критике [6]. Общепризнанной класси-
фикации шкал данных не существует, предлагаются и другие варианты этой классифика-
ции [7]. Основная идея любой классификации шкал заключается в группировании однотипно 
описываемых данных и определении допустимых для каждой группы операций над данными 
одного типа. 
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Таблица 1. Дополненная классификация шкал Стивенса 














































Частей Часть от целого 
Числа в диапазоне 
[0; 1] 
–//– Сравнение Нет 
 
Все шкалы делятся на категориальные и количественные, категориальные шкалы – на номи-
нальные и порядковые (табл. 1). Чаще всего данные, представленные в категориальных шкалах, 
носят субъективный характер. Данные в шкалах наименований, например названия улиц, номе-
ра телефонов, могут быть представлены символами. Данные такого типа можно только сравни-
вать: равны они или нет. Данные в порядковых шкалах могут содержать оценки в виде чисел, 
позволяющих задать порядок и сравнить описания разных объектов. Например, ранжировать 
людей по росту не в сантиметрах, а выше или ниже, первый, второй или десятый. Школьные 
оценки описываются так же. Их можно сравнивать (больше или меньше, лучше или хуже), ис-
пользуя операции больше, меньше, равно. Вместе с тем описание данных в этих шкалах               
субъективно и применение к ним арифметических операций является некорректным. Напри-
мер, нельзя утверждать, что ученик, получивший оценку 10, знает в два раза больше ученика, 
получившего оценку 5. 
Данные в количественных шкалах представлены числами. Числа принимают значения из 
определенных шкал, которые можно разделить на три группы: интервальные, отношений и ча-
стей. Третья группа предлагается авторами настоящей статьи. Интервальные шкалы разбиты на 
равные интервалы, но не имеют строго определенного начала (нуля). В частности, время можно 
измерять в часах или годах, но начало исчисления условно. Такие данные можно складывать 
и вычитать, но их нельзя множить и делить, так как меняется цена интервала измерения. Шка-
лы отношений также разделены на равные интервалы, но они имеют строго определенный 
ноль, с которого начинается отсчет. Данные, представленные в таких шкалах, не могут быть 
отрицательными. К ним можно применять дополнительно операции умножения и деления, ста-
тистические операции. Например, двадцатилетний человек в два раза моложе сорокалетнего 
(данные представлены в шкале отношений), но родившийся в 2000 г. не будет в два раза млад-
ше родившегося в 1980 г. (данные представлены в шкале интервалов). 
Классификацию Стивенса можно дополнить пятой группой – шкалами частей от целого 
(например, процентов в долях, КПД, частей угла, вероятности и т. п.). Такие шкалы начинаются 
с нуля и заканчиваются единицей, в них описываются безразмерные нормализованные данные. 
Признаки одного и того же объекта могут описываться в разных шкалах. Например, ученик 
Иванов (по шкале наименований), ему 10 лет (по шкале отношений), он родился в 2011 г. 
(по шкале интервалов), он отличник (по шкале порядка), решил все задачи контрольной работы 
(единица по шкале частей), у него черные волосы (по шкале наименований).  
В задачах классификации и кластеризации исходные данные должны быть описаны в число-
вом представлении и, желательно, преобразованы в единую шкалу измерений. Рассмотрим спо-
собы преобразования данных. 
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Нормализация и стандартизация данных. Данные, описанные в категориальной шкале, 
нормализовать невозможно.  
Определение 1.  Преобразование численных данных в диапазон с крайними значения-
ми [0; +1] будем называть нормализацией данных.  
Следует отличать понятия нормализации и нормировки данных. Нормировка – это преобра-
зование данных, измеренных в разных единицах (например, когда длины объектов описаны 
в сантиметрах и дюймах), в единую шкалу.  
Чаще всего нормализованные данные имеют значения в диапазоне [0; +1], реже – в диапа-
зоне [−1; +1], но данные, представленные в этих диапазонах, легко трансформируются из одно-
го диапазона в другой. Если количественные данные описаны в одной шкале с разными интер-
валами, после нормализации их можно сравнивать и оценивать математически. Фактически 
нормализация данных – это их преобразование в шкалу частей. 
Линейная нормализация набора произвольных данных x выполняется по формуле 
 
y = (x − min(x)) / (max(x) − min(x)), 
 
(1) 
где x – исходное множество данных, y – преобразованное множество данных, min и max – 
операции вычисления минимального и максимального значений. 
Десятичное масштабирование является нелинейным методом нормализации данных в диа-
пазон [0; +1]: 
 
y = (x − min(x)) / 10
j
,   j = log10 |max(x) − min(x)|. (2) 
 
Еще одним способом нормализации данных можно считать метод вычисления интервала 
значений, который используется при построении блочной диаграммы распределения данных, 
называемой ящиком с усами и предложенной в работе [8]. Если дано множество одномерных 
величин Xn = {x1, x2, …, xn}, «ящик с усами» строится следующим образом. Вычисляются зна-
чения квартилей массива Xn  Q1, Q2, Q3, Q4; межквартильный размах IQR = Q3 − Q1; границы 
диапазона основных значений ящика L = Q1 – 1,5IQR и R = Q3 + 1,5IQR (рис. 1). Диапазон ос-
новных значений данных будет равен [L; R]. Все точки вне этого диапазона классифицируются 
как выбросы. Для данных, имеющих нормальное распределение, всего около 0,7 % значений 
будут лежать за пределами вычисленного межквартильного интервала [9], а его легко преобра-




Рис. 1. Идея стандартного вычисления межквартильного интервала 
Fig. 1. The idea of standard calculation of interquartile range 
 
Для данных, не соответствующих нормальному распределению, в работе [10] скорректиро-
вали границы межквартильного интервала в сторону искажения данных, используя нижний 
и верхний полуквартильный диапазоны A = Q2 – Q1 и B = Q3 – Q2, которые определяют грани-
Минимум Максимум 
(IQR) 
Q3 Q1 (Q1 – 1,5IQR) (Q3 + 1,5IQR) 
Межквартильный интервал 
Выбросы  Выбросы 
(25-й перцентиль)   (75-й перцентиль) 
Медиана 
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цы интервала как [Q1 – 3A; Q3 + 3B]. В статье [11] значения квартилей Q1 и Q3 заменены меди-
анным значением второго квартиля Q2, а константа 1,5 заменена формулой, зависящей от раз-
мера диапазона. Такой подход увеличивает число вычислительных операций, поскольку при-
меняется дополнительная сортировка, но, как правило, он незначительно уточняет границы 
искомого интервала. 
В работе [12] для данных, соответствующих непрерывному унимодальному распределению, 
предложено вычислять отклонения от Q1 и Q3 в виде определенных функций. Однако для их 
построения требуется найти значение медианы попарных отклонений MC (medcouple), предло-
женной в статье [13] и вычисляемой от медианного значения исходного множества данных. 
Этот подход также требует дополнительных вычислений, поскольку сложность вычисления 
MC равна O (n log n) для n величин. 
Обобщая описанные подходы, можно сделать вывод, что если множество данных Xn имеет 
ограниченный диапазон значений [x0; xk], где x0 < xk, то его можно нормализовать, преобразовав 
в другое множество Xn –> Yn с фиксированным диапазоном значений [0; +1] или [–1; +1] либо 
с заданными свойствами. Например, преобразовав медианное значение множества, получим 
ymed (xmed) = 0,5 при y (Q1) = y1,  y (Q3) = y3,  y (L) = 0,  y(B) = 1. Очевидно, что можно назначить 
и другие значения y для указанных значений x, например y (xmin) = 0, y (xmax) = 1. 
Если данные имеют нормальное или примерно нормальное распределение, можно выпол-
нить процедуру их стандартизации.  
Определение 2.  Преобразование данных в набор, имеющий определенные статистические 
характеристики, но неопределенные минимальные и максимальные значения, будем называть 
стандартизацией данных. 
Наиболее распространенные методы стандартизации данных [2] приведены в табл. 2. 
Например, Z-преобразование меняет значения набора данных так, что он будет иметь нулевое 
среднее и единичную дисперсию. 
 
Таблица 2. Методы стандартизации набора данных x 





Z-преобразование y = (x − µ) / σ, µ – среднее, σ
2 – дисперсия 
Преобразование Парето y = (x − µ) / √    
Масштабирование стабильности  
переменной (Variable Stability Scaling) 
y = µ (x − µ) / σ
2 
Степенное преобразование y = p − µ 
p, p = √  –        
Med-MAD-преобразование y = (x – med(x)) / MAD, MAD = med(|x − med |) 
 
Стандартизованные данные можно нормализовать, убрав выбросы и преобразовав значения 
в диапазон [0; +1]. Если данные не имеют нормального распределения, указанные выше методы 
просто приведут их к другому масштабу, но не преобразуют в шкалу с диапазоном [0; +1]. Это 
методы стандартизации, а не нормализации данных.  
Нормализация функций. Не всегда известно полное множество данных, однако может 
быть известна функция, описывающая их природу или позволяющая оценить границы диапазо-
на значений. 
Определение 3.  Под нормализацией функции будем понимать преобразование, нормали-
зующее область ее значений в диапазон [0; +1] или [–1; +1]. 
Основные варианты нормализации функций приведены в табл. 3. Основное отличие норма-
лизации данных от нормализации функций состоит в том, что набор данных всегда конечен 
и можно вычислить его минимальное и максимальное, среднее и медианное значения, средне-
квадратическое отклонение и другие статистические характеристики, которые используются 
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для нормализации и стандартизации данных. При нормализации функций известно только 
уравнение функции. По нему можно определить предельные значения, а также значения функ-
ции в некоторых точках. 
 
Таблица 3. Основные варианты нормализации функций [14] 




















+ a), a > 0 n = 2, a = 1 [0; +1] 
Обобщенный вариант  
сигмоиды 




, a,b >0 a = b = 1 [0; +1] 
Арктангенс f(x) = arctan(x/a), a > 0 a = 1 [–1; +1] 








), a > 0 a = 1 [–1; +1] 
На базе гиперболического 
тангенса 
f(x) = 0,5∙x[tanh (0,01(x/a − µ) / σ) + 1],  a > 0 a = 1 [0; +1] 
Функция Гудермана f(x) = gd(x) = 4∙arctan(tanh(x/a) / π, a > 0 a = 2 [−1; +1] 
 
Если область значений функции ограничена, к функции можно применить те же преобразо-
вания, которые применяют для нормализации данных. Например, если некоторые данные опи-
сываются функцией y = sin(x) + cos(x), то она нормализуется в диапазон [0; +1] следующим об-
разом: 
 
f(y) = (y + √ ) / (2 ∙ √  .   
 
Под нормализацией функции a ≤ y(x) < +∞ понимается такое ее преобразование ƒ(y), что 
0 ≤ ƒ(y) ≤ 1 и ƒ(a) = 0, ƒ(∞) = 1. Если функция монотонна, то из x1 < x2 следует f(y1) ≤ f(y2). Здесь x 
является переменной.  
Функция с бесконечным диапазоном значений −∞ < y(x) < +∞ обычно нормализуется в диа-
пазон значений [−1; +1], где ƒ(−∞) = −1 и ƒ(∞) = 1. Значения функции f можно преобразовать 
в диапазон [0; +1] посредством дополнительного преобразования g(f) = (f + 1) / 2. Поэтому бу-
дем считать, что нормализованная функция вычисляет некоторую величину в диапазоне [0; +1], 
где крайние значения соответствуют минимальному и максимальному значениям функции ƒ.  
Если количественный признак описывает объекты двух классов со средними значениями 




а данные в каждом классе имеют нормальное распределение 
с одинаковой дисперсией, то нормализованное значение признака дает логистическая функция 
(сигмоида) [15]. 
В работе [16] описаны свойства преобразования Box-Cox (3), предложенного для «исправле-
ния» данных, не имеющих нормального распределения, и показано, что применение этого пре-
образования улучшает результаты классификации. Экспериментальные исследования показали, 
что если данные плохо описываются нормальным распределением, то требуется многократное 
применение этого преобразования и оптимизация оценки максимального правдоподобия отно-
сительно нормального распределения для каждого варианта. На рис. 2 слева изображена гисто-
грамма множества данных, представленных в диапазоне [3,944∙10
–05
; 3,372] и имеющих распре-
деление Вейбулла, а справа – результат их преобразования в новое представление в диапазо-
не [–4,342; 1,376], имеющее нормальное распределение с уровнем значимости p = 0,90. Ап-
проксимация обоих наборов данных функцией нормального распределения показана кривыми 
красного цвета. Результат стандартизации данных получен посредством применения преобра-
зования Box-Cox к набору данных x с параметром λ = 0,2. Далее при необходимости можно 
нормализовать эти данные методами (1) или (2): 
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Рис. 2. Пример стандартизации данных, имеющих распределение Вейбулла с параметрами (0,5; 1,3),  
в нормально распределенное представление с параметрами (–0,946; 0,735) 
Fig. 2. An example of standardization of data with Weibull distribution with parameters (0,5; 1,3)  
into a normally distributed representation with parameters (–0,946; 0,735) 
 
Недостатком метода линейной нормализации (1) является наличие аномальных значений 
данных (выбросов), которые «увеличивают» диапазон. Это приводит к тому, что нормализо-
ванные значения концентрируются в узком диапазоне вблизи нуля. Чтобы избежать этого, сле-
дует определять диапазон с помощью не максимальных и минимальных значений, а среднего 
значения и дисперсии.  
Дополнительно данным можно придать определенные свойства, например убрать выбросы, 
отцентрировать данные в середину диапазона. 
Применение описанных функций. Рассмотрим примеры описания температуры воды 
в разных шкалах (табл. 4). 
 
Таблица 4. Температура воды в единицах измерения разных шкал 

















Замерзание 273,15 0 32 0 0 
Кипение 373,15 100 212 33 80 
 
Шкала Кельвина относится к шкалам отношений, поскольку в ней есть абсолютный ноль, 
а остальные шкалы – к интервальным. Все шкалы в табл. 4 связаны линейными зависимостями. 
Теоретический верхний предел температуры равен примерно 10
32 
К, т. е. можно считать, что 
диапазоны температурных шкал не ограничены справа. Самая низкая температура воздуха, за-






К), а самая высокая +56,7
 о
С. Учитывая эти экс-
тремальные значения, температуру воздуха, описанную в любой шкале, можно перевести 
в нормализованный вид в шкале частей со значениями от 0 до +1. Если нормализовать темпера-
туры, указанные в табл. 1, в шкале Кельвина по формуле y = x / (x + 1), то для 0
 о
С получим 
число 0,996 352, а для 100
 о
С – число 0,997 327. Новые значения различаются только тысяч-
ными долями. Если температура воздуха нормализована линейно в указанном интервале                     
[min; max], то значение 0
 о
С будет преобразовано в число 0,616 63. 
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В зависимости от решаемой задачи нормализовать такой параметр, как значение температу-
ры, можно разными способами. Пользуясь функциями принадлежности нечеткому множеству 
(например, функцией Гаусса), на базе показаний температуры можно также сформировать но-
вый параметр, например степень комфортности температуры на улице или в помещении с диа-
пазоном значений [0; +1] и пиком, равным единице и соответствующим 22
 о
С. 
Формирование новых признаков на базе исходных данных. Один из самых известных 
алгебраических методов конструирования признаков называется методом главных компонент 
(principal component analysis, PCA). Главные компоненты – это новые признаки, сконструи-
рованные в виде линейных комбинаций исходных признаков [15]. 
Авторы работы [17] предложили применять PCA к численным признакам и нормализовать 
значение каждого признака, разделив на большее собственное число и умножив на собственное 
число, соответствующее этому признаку. На четырех наборах данных разных типов было про-
демонстрировано повышение точности классификации с помощью искусственных нейронных 
сетей (ИНС). 
Функции принадлежности нечеткому множеству определяют степень принадлежности ко-
личественных величин определенному нечеткому множеству [18]. Диапазон их значений ра-
вен [0; +1]. Четыре основных типа функций определяются формой кривой функции принад-
лежности, типичными их представителями являются треугольная и трапециевидная функции, 
а также сигмоида и функция Гаусса (рис. 3). Следует отметить следующие особенности этих 
функций: не всегда максимальное значение функции соответствует крайним значениям диапа-
зона области определения функции, одно и то же значение функции может соответствовать 
разным величинам диапазона области определения.  
 
 
Рис. 3. Графики четырех основных типов функций нечеткой принадлежности 
Fig. 3. Plots of four main types of fuzzy membership functions 
 
В рамках настоящей статьи функции нечеткой принадлежности можно рассматривать как 
функции нормализации, которые преобразуют количественное описание данных в качествен-
ную шкалу значений, т. е. формируют другое представление этих данных. Например, рост че-
ловека, измеренный в сантиметрах или дюймах, можно качественно описать как низкий, сред-
ний и высокий. Рост двух и более человек можно сравнить как в количественной шкале, так 
и качественной.  
Применение при кластеризации и классификации. Методы кластерного анализа и многие 
классификаторы рассчитывают расстояние между двумя точками в признаковом пространстве, 
используя евклидову метрику. Если один из признаков имеет более широкий диапазон значе-
ний, расстояние будет определяться этим доминирующим признаком. Диапазон всех признаков 
при классификации должен быть нормализован так, чтобы каждый вносил приблизительно 
пропорциональный вклад [19]. Еще одна причина, по которой применяется масштабирование 
значений признаков, заключается в том, что градиентный спуск сходится примерно в 14 раз 
Gaussian Sigmoid 
Triangular Trapezoidal 
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быстрее на нормализованных данных [20]. Авторы статьи [20] тестировали преобразование Па-
рето на базе данных ImageNet. Для этой цели также применяют Z-преобразование [3]. Алго-
ритм логистической калибровки признака (z-оценки) описан в работе [15]. 
Сигмоида часто используется в ИНС в качестве функции активации, которая позволяет 
усиливать слабые сигналы и не усиливать сильные.
. 
Производная сигмоиды может быть легко 
выражена через саму функцию: 
 
S'(x) = S(x) × (1 – S(x)),  
 
что позволяет сократить вычислительную сложность методов обучения ИНС. Вместо сигмоиды 
можно использовать гиперболический тангенс. Его производная также вычисляется через ис-
ходную функцию: 
 




Отметим, что максимальное значение производной сигмоиды равно 0,25, а максимальное 
значение производной тангенса – единице. Поэтому обучение ИНС с использованием гипербо-
лического тангенса вместо сигмоиды происходит быстрее.  
Если количественный признак описывает объекты двух классов со средними значениями 
классов μ1, μ2 и дисперсией 
2
, а в каждом классе данные имеют нормальное распределение 
с одинаковой дисперсией, то лучшее нормализованное значение признака дает сигмоида [15]. 
В статье [2] рассматривалось применение 14 методов нормализации и стандартизации дан-
ных и их влияние на производительность классификации с учетом полного набора функций, 
выбора функций и их взвешивания. Эксперименты были выполнены на 21 общедоступной базе 
реальных и синтезированных данных [2]. Было отмечено, что ни один метод не превосходит 
другие во всех экспериментах. Поэтому авторы отметили наборы лучших методов. Лучшими 
вариантами нормализации (точнее, стандартизации) были признаны Z-преобразование и преоб-
разование Парето, а также гиперболический тангенс. 
Преимущество древовидных классификаторов. Древовидные классификаторы используют 
деление признакового пространства по правилу сравнения значений одного признака с некото-
рой пороговой величиной, т. е. основой является операция сравнения. Если изменяется диапа-
зон значений признаков, пороговые значения в правилах древовидного классификатора можно 
легко изменить, но сами правила не меняются. Древовидные модели нечувствительны к шкале 
количественного признака. Например, для обученного дерева не важно, измерена температура 
по шкале Цельсия или Фаренгейта. Несущественен и переход от линейной шкалы к лога-
рифмической, т. е. порог разделения просто будет равен log (v), а не v [15]. Древовидные 
модели нечувствительны к монотонным преобразованиям шкалы признака – преобразованиям, 
не изменяющимся относительного порядка его значений. Таким образом, древовидные модели 
не используют шкалу количественных признаков, а трактуют признаки как порядковые. То же 
самое справедливо для моделей на основе правил. Возможно, это является причиной того, что 
классификатор типа «случайный лес» в результате многочисленных экспериментов оказался 
лучшим среди 179 вариантов классификаторов 17 классов, протестированных на 121 множестве 
данных в статье [21]. В работе [22] показано, что классификатор «случайный лес» продемон-
стрировал более точную классификацию рака груди на два класса по 31 признаку по сравнению 
с байесовским классификатором. 
Сравнение оценочных функций с разными диапазонами значений. На рис. 4 видно, что 
графики сигмоиды, гиперболического тангенса и функции Гудермана очень близки, графики 
арктангенса и алгебраической функции имеют несколько отличную форму, а последняя функ-
ция – наиболее плавную форму. При большом диапазоне нормализуемых значений лучше ис-
пользовать арктангенс и алгебраическую функцию, задавая определенные значения функции 
нормализации y = f(x) посредством выбора ее параметров. Например, можно получить y = 0,5 
для исходного значения x = 8, применяя любую функцию нормализации. При этом диапазон 
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исходных значений [0; 8] будет преобразован в диапазон [0; 0,5], а оставшийся диапазон [8; +∞) – 
в диапазон [0,5; +1]. Разные функции нормализации по-разному преобразуют эти два поддиа-
пазона. 
В работе [23] сравнивались результаты бинарной классификации данных разной природы. 
Результаты оценивались по матрице ошибок размером 2×2. Целью исследования было сравне-
ние точности оценок двух функций: коэффициента корреляции Мэтьюса (MCC) с диапазоном 
значений [–1; +1] и популярного в медицинских исследованиях диагностического отношения 
шансов (DOR) с диапазоном значений [0; +∞). Обе функции были нормализованы в диапазон 
значений [0; +1]: первая – линейно, вторая – с помощью алгебраической функции y = x/(x + 1). 
Было показано, что функция DOR инварианта к дисбалансу классов, но функция MCC является 
более информативной. При числе анализируемых объектов более 53 коэффициент корреляции 
Пирсона между значениями нормализованных функций в среднем был более 0,95 для четырех 
миллионов искусственно сгенерированных матриц ошибок. 
 
  
а)                                                                                           b) 
Рис. 4. Графики функций нормализации со стандартными параметрами (а) и измененными (b) 
Fig. 4. Plots of normalization functions with the standard parameters (a) and modified (b) 
 
Аналогично можно сравнить точность оценок, получаемых другими функциями с разными 
диапазонами значений, например коэффициентом корреляции Пирсона (диапазон [0; +1]) 
и среднеквадратическим отклонением (диапазон [0; +∞)), нормализуя их значения. 
Следует отметить: если данные двух типов преобразованы в одну шкалу, то из выражения  
y1 = f1(x) > y2 = f2 (x) не следует, что первое значение или признак лучше второго. Примером 
смогут служить коэффициенты корреляции Пирсона, Спирмена и Кендалла. Их значения обыч-
но находятся в отношениях Пирсон > Спирмен > Кендалл. Следует оценивать динамику изме-
нений этих функций на равных диапазонах из области их определения. 
Проблема адекватности применения математических операций к данным, представ-
ленным в разных шкалах. Известно, что к данным рангового типа нельзя применять арифме-
тические операции [24], однако это происходит повсеместно. Например, после защиты диссер-
тации каждый член совета по защите выставляет оценку диссертации, затем вычисляется сред-
ний балл. Изначально выставляются оценки «отлично» (5), «хорошо» (4), «удовлетворитель-
но» (3) и «неудовлетворительно» (2). В данном случае цифры – это символы, означающие 
только порядковые эквиваленты оценок. Пусть две трети совета поставила оценку «хорошо» 
и одна треть – «отлично». Сложить оценки «хорошо» и «отлично» нельзя, но их заменяют чис-
лами и тогда средний балл считается равным 4,3. Что это означает в данной шкале оценок? 
Оценка диссертации на 30 % выше оценки «хорошо»? Но такой оценки нет в применяемой 
шкале, по ней можно вычислить только медианное значение оценки, т. е. «хорошо».  
Если те же оценки представить в виде чисел и перейти в шкалу частей, то можно вычислить, 
какую долю от максимально возможной суммы получила диссертация. Оценка будет равна 0,86. 
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Аналог такого подхода имеет место при вычислении оценок централизованного тестирования, 
если их разделить на максимальное число 100.  
Нормализация данных в цифровой обработке изображений. В области классификации 
и кластеризации данных цифровые изображения часто используются как исходные данные. 
При линейном растяжении контраста или гамма-коррекции изображений они сначала подвер-
гаются процедуре нормализации, т. е. преобразования в диапазон значений [0; 1] по форму-
ле (1). Насколько корректно такое преобразование? Напомним, что значения яркостей цифро-
вого изображения являются безразмерными величинами и обозначают номер диапазона, 
в который попадает значение сигнала в результате его квантования при выполнении аналого-
цифрового преобразования. Таким образом, значение яркости одного и того же сигнала может 
быть нулем или другим числом в зависимости от выбранного числа диапазонов при квантова-
нии (два или более). Фактически яркость описывается в порядковой шкале с фиксированным 
числом значений, обычно кратным степени двойки. К таким данным нельзя применять арифме-
тические операции, поэтому при обработке изображений значения яркости сначала преобразу-
ют в другую шкалу (численную), а затем обратно в порядковую шкалу. 
А. Чеддад в статье [25] предложил интересный метод нормализации цифровых изображений 
методом Box-Cox, утверждая, что он повышает качество преобразованных изображений по 
сравнению с другими подходами. Авторы настоящей статьи проверили, действительно ли воз-
можна нормализации исходных данных, представленных в виде изображений. На рис. 5 приве-
дены примеры преобразования изображения методом, предложенным Чеддадом, с разными 
значениями параметра λ. На рис. 6 показаны гистограммы двух вариантов преобразования 
изображений методом Box-Cox. При λ < 1 значения яркости нелинейно увеличиваются,                 
при λ > 1 – нелинейно уменьшаются. Оказалось, что, как правило, яркости цифровых изобра-
жений имеют распределения, существенно отличные от нормального, и методом Box-Cox их 
невозможно привести к нормальному распределению. В данном примере результатом является 
степенное преобразование значений яркости из исходного диапазона [14; 248] в новые диапа-
зоны [3,3322; 5,5683], [5,2013; 12,0929], [10,6401; 45,4126], [34,6116; 414,7514] c последующим 
преобразованием по формуле (1) в диапазон [0; 255]. 
 
Рис. 5. Слева – оригинальное изображение, далее – изображения,  
преобразованные по формуле (3) с параметром λ, равным 0; 0,25; 0,6; 1,1 
Fig. 5. First left is the original image, then the images are transformed  
according to the formula (3) with the parameter λ equal to 0; 0,25; 0,6; 1,1 
 
Рис. 6. Гистограммы изображений после преобразований с параметром λ, равным 0 и 1,1 
Fig. 6. Histograms of the images after transformations with parameters λ as 0 and 1,1 
ИНФОРМАТИКА ▪ INFORMATICS 
94                                                                                                                  ТОМ ▪ VOL. 18     3|2021     С. ▪ P. 83–96 
 
 
Заключение. Задачи классификации и кластеризации относятся к области машинного обу-
чения. Данные в них часто представлены в разных шкалах. Больше информации и воз-
можностей для анализа несут данные, представленные в количественных шкалах. Данные, 
представленные во всех шкалах, кроме номинальной, можно сравнивать, используя операции 
больше, меньше либо равно.  
В статье описаны основные классы шкал представления данных разных типов. Приведены 
основные подходы к нормализации и стандартизации данных, а также нормализации функций 
с конечным и бесконечным диапазонами значений. 
Многие экспериментальные исследования показывают, что универсального метода норма-
лизации данных, превосходящего другие методы, не существует, но нормализация исходных 
данных позволяет повысить точность их классификации [4, 19, 20, 26, 27]. Следовательно, кла-
стеризацию данных (особенно методами, использующими функции расстояния) лучше выпол-
нять после преобразования всех признаков в единую шкалу. 
Результаты классификации и кластеризации разными методами можно сравнивать различ-
ными оценочными функциями. Они имеют разные диапазоны значений. Для выбора наиболее 
подходящей функции можно выполнить нормализацию всех сравниваемых функций, тогда 
сравниваемые оценки будут в одной шкале – шкале частей. Байесовский классификатор ис-
пользует понятие вероятности наступления некоторого события, а вероятность также можно 
считать описанием данных в шкале частей. 
Древовидные модели классификации инвариантны к шкалам количественных признаков. 
При изменении шкал просто пересчитываются пороговые значения, но не меняются правила 
в древовидных моделях классификации. Возможно, благодаря этому свойству классификатор 
типа «случайный лес» является одним из лучших при анализе данных разной природы. 
В следующей статье будет показано, как использовать нормализацию признаков и оценки 
классификации при анализе данных различной природы. 
Вклад авторов. В. В. Старовойтов определил план статьи и задачи, которые необходимо 
было решить при проведении исследований, принял участие в интерпретации результатов; 
Ю. И. Голуб описала представления данных разных типов при их анализе, выполнила экспери-
ментальные исследования различных вариантов нормализации и стандартизации данных, 
предложила рекомендации по нормализации и стандартизации входных данных для решения 
задач классификации. Шкала частей для представления данных была разработана совместно. 
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