Abstract. We improve the range for the discrete Fourier restriction to the four and five dimensional spheres. We rely on two new ingredients, incidence theory and Siegel's mass formula.
Introduction
Let n ≥ 2 and λ ≥ 1 be two integers. Define N = [λ 1/2 ] + 1 and F n,λ = {ξ = (ξ 1 , . . . , ξ n ) ∈ Z n : |ξ 1 | 2 + . . . |ξ n | 2 = λ}.
We will use the notation e(z) = e iz . Recall the following conjecture from [3] , about the eigenfunctions of the Laplacian on the torus. This can be thought of as a discrete version of the Thomas-Stein restriction theorem. We refer the reader to [5] and [7] for the necessary background.
Here we make progress when n = 4 and n = 5. (ii) For each a ξ ∈ C, ǫ > 0 and p > 14 3 we have
This improves the result in [7] where the conjecture was verified for p > 8 when n = 4 and for p > 5 when n = 5. The result from [7] relied essentially on two ingredients. One is the sharp supercritical estimate (p >
2(n+1)
n−3
) from [3] proved by combining the circle method with the Thomas-Stein argument. See Proposition 6.1 below. The second one is the sharp subcritical estimate (p = 2n n−1 index p = 4 is critical when n = 4 and supercritical when n ≥ 5. Thus, when n = 4, L 4 is precisely the right space to consider; getting the sharp L 4 estimate would completely solve Conjecture 1.1. On the other hand, the L 4 approach we develop is only useful for n = 4, 5 since the result in [7] already proved the sharp L 4 bound in dimensions n ≥ 6. To derive the L 4 estimate we rely on two new methods: incidence theory and Siegel's mass formula. Interestingly, the application of both methods is rather sharp, see Remarks 3.2, 3.5, 5.2 and 5. 4 . We mention that the use of incidence theory, while new in the context of Conjecture 1.1, has been in the last twenty years or so one of the important tools in various other problems with restriction theory flavor. It suffices to mention [16] and the more recent [13] , [2] .
We describe the incidence theory approach in sections 2 and 3 while the number theoretical approach appears in sections 4 and 5. These tools are then combined in section 6 to prove our main theorem. In the last section we speculate on possible ways to further improve our result.
The first author would like to thank Peter Sarnak for clarifying discussions around the Siegel mass formula.
Some background from incidence theory
Let P be a collection of points in R n and let H be a collection of sets in R n . We will not assume at this point that H consists of hyperplanes. Consider the standard incidence bipartite graph G(P, H) with vertex sets P and H, where we have an edge between P ∈ P and H ∈ H whenever we have the incidence P ∈ H. So the number of edges E in G(P, H) is the same as the number of incidences I(P, H) between P and H.
Our approach in this section is an adaptation of Theorem 8 from [9] to our needs. The next two lemmas prove some weaker bounds that are then amplified to optimal bounds in Proposition 2.3. The first one is tailored for applications to four dimensions, while the second one for five dimensions.
Lemma 2.1. Fix γ > 4. Assume |H ∩ H ′ ∩ P| ≤ γ for each H = H ′ ∈ H. Then
I(P, H) ≤ γ( |P| + |H| |P| )
Proof The argument is a standard double counting. Let P H be the points in P ∩ H and let H P be the sets in H that contain the point P . We estimate H∈H I(P H , H) from above by ≤ H∈H (γ|H| + |P H |) = γ|H| 2 + |E| and also from below by
Thus
Then either E ≤ 2|P| or, if not, the above implies E 2 ≤ 2|P|γ|H| 2 . In either case we are fine.
Proof We will apply twice the double counting argument from the proof of Lemma 2.1. Let as before P H be the points in P ∩ H and let H P be the sets in H that contain the point P . Set E 1 = I(P, H). Let us assume for a moment that we have the following inequality for each H ∈ H
We can then estimate H∈H I(P H , H) from above using Cauchy-Schwartz by
and also from below by
|P| .
Then either E 1 ≤ 4γ|P| or, if not, the above implies E 3/2 1 ≤ 4γ|P||H| 3/2 . In either case we are fine.
It remains to prove (1) . Fix H ∈ H and define for simplicity 
Then either E ≤ 2|P ′ | or, if not, the above implies
In either case we are fine.
From this point on we assume H consists of hyperplanes. Proposition 2.3. Let H of finite collection of hyperplanes in R n and let P be a finite collection of points in R n . Assume the following hold for a given γ ≥ 1
n−2 ) for each P ′ ⊂ P, H ′ ⊂ H (b) Any γ hyperplanes in H share fewer than γ points in P Then the number of incidences satisfies for each ǫ > 0
where α = n(n−3) n 2 −2n−1 , β = (n−1)(n−2) n 2 −2n−1 + ǫ and C ǫ depends only on ǫ and n.
Recall the following Cutting Lemma (see Theorem 6.5.3 in [14] ). This will enable a proof of the Proposition via induction.
Lemma 2.4. Given s hyperplanes in R n and a positive integer r < s, there exists a partition of R n into fewer than r n parts, such that for each part there are at most Bs/r hyperplanes which cut it (this means intersect it without containing it). B will be a large number depending on n, but independent of s, r.
We now begin the proof of the Proposition 2.3, following [9] . By performing a translation, we can assume that neither of the hyperplanes in H contains the origin 0, and also that 0 / ∈ P. Choose r large enough so that B
Here B is the constant from Lemma 2.4. Note that α > n(1 − β) and also that r will only depend on n, ǫ. Let s = |P| and t = |H|. We prove (2) via induction on s. The case s = 1 holds trivially true. Assume now it holds for 1, . . . , s − 1. We split the analysis in three cases. Case1: If s ≤ r then we trivially have I(s, t) ≤ st ≤ sr, so it suffices to choose C ǫ > r Case 2: If r n 1−α s ≥ t n−2 then hypothesis (a) implies that
so it suffices to choose C ǫ > 1 + r n (1−α)(n−2) . Case 3: We now focus on the case when r < s and r n 1−α s < t n−2 . By raising both terms in the second inequality to the power 1 − α we get
Next, we dualize. That is, we identify each point P ∈ P with the hyperplane
(call the resulting collection H ′ ) and each hyperplane H ∈ H with the point P ∈ R n \ {0} such that H P = H (call the resulting collection P ′ ). It is easy to see that incidences are preserved, that is P ∈ H P ′ if and only if P ′ ∈ H P . Apply the cutting lemma to the collections H ′ , P ′ and r. Note that we operate under the assumption r < s, which makes the lemma applicable. Assign each point in P ′ to the part that contains it, and to each part we assign all hyperplanes in H ′ which cut it . So a hyperplane can be assigned to more than one part, and there may be parts that are not assigned any hyperplanes. Call s i and t i the hyperplanes and points assigned to the i th of the M parts. We have
Each part contributes with two types of incidences. First, with the hyperplanes that cut it. Second, with those that contain it. The first contribution is bounded using the induction hypothesis (after undualizing) by
. The second contribution is bounded by γ(s + t). Indeed, if the part contains fewer than γ points then there are at most γs incidences. If there are at least γ points in the part, there can be at most γ hyperplanes in H ′ containing the part (undualize and use hypothesis (b)). Thus, there are fewer than γt incidences. We conclude that
Using (3) we can further bound this by
Since the second term does not fit well (Br n−1 is greater than 1), we need to replace it using (4). We further bound the above by
It now suffices to choose C ǫ > r n . This ends the proof of the Proposition.
The incidence theory approach
For Λ ⊂ R n define its additive energy
We now show how to use the incidence theory developed so far to estimate the additive energy of subsets of the sphere. We will rely on the well known estimates, see [12] |F n,λ | ǫ N n−2+ǫ , n = 2, 3, 4 (5)
For v ∈ Z n with |v| < 2λ 1/2 let H v be the unique hyperplane in R n containing the n − 2 dimensional sphere
Theorem 3.1. Let Λ be an arbitrary subset of F 4,λ . Then its energy satisfies for each ǫ > 0
Proof Note that given ξ, η ∈ λ 1/2 S 3 , we have that ξ + η = v if and only if ξ, η ∈ S v and ξ, η are diametrically opposite on S v . For 0 ≤ k ≤ [log 2 Λ] let M k denote the number of hyperplanes H v containing between 2 k and 2
2k+2 M k and |Λ| N 2 , it suffices to prove that for each k
We will find two upper bounds for M k . First, note the trivial bound
Next, note that M k is smaller that the number N k of hyperplanes
Recall that any circle on λ 1/2 S 3 contains O(N ǫ ) points in Z 4 , see [1] . Thus H satisfies the requirement in Lemma 2.1, for γ large enough but satisfying γ ǫ N ǫ for each ǫ > 0. Note that there are at least 2 k N k incidences between H and Λ. Apply now Proposition 2.3 with P = Λ and n = 4 to get
Combining this with (9) and M
Remark 3.2. Note that the expected result is
To prove (7) we have relied on the incidence bound (10). This bound holds for any collection of hyperplanes in R 4 subject to the only requirement that any two of them share at most O(N ǫ ) points in Λ. We now show that (10) can not in general be improved unless this requirement is strengthened in some way.
On the one hand, note that the argument in the proof of Theorem 3.1 can be applied with no essential modifications to the paraboloid
and thus ξ, η belong to the hyperplane
′ the projection onto the first three components of
is a subset of C ∩ Z 3 , where C is a certain circle of radius O(N). Thus
On the other hand, the estimate (7) is sharp for Λ = P
Since |ξ · x| ≪ 1 for
We will now obtain a similar result in five dimensions. The new observation that we need in this case is
Proof This will follow from a few easy observations. Call V the collection of all such v and fix η ∈ W . First, it is easy to see that v is orthogonal to
Combining this with the first observation further implies that v/2, η − v/2 = 0. Thus v/2 belongs to the sphere centered at η/2 of radius |η|/2. Since v/2 is orthogonal to W , it is confined to a two dimensional subspace. As a result, all v ∈ V will belong to a fixed circle of radius O(λ 1/2 ). It now suffices to invoke again the result in [1] . Theorem 3.4. Let Λ be an arbitrary subset of F 5,λ . Then its energy satisfies for each ǫ > 0
Proof The analysis is very similar with that in the proof of Theorem 3.1, we will use the notation M k , N k , H from there. The crucial difference is that the new collection H does not satisfy the requirement in Lemma 2.1, since two hyperplanes intersect λ 1/2 S 4 along a three dimensional sphere that may contain as many as N points in Λ. However, Lemma 3.3 shows that Lemma 2.2 is applicable in our situation. We will choose as before a γ large enough but satisfying
′′ is a three dimensional linear subspace W . This is because any lower dimensional subspace contains fewer that γ points, if γ is chosen large enough. But then W = H ∩ H ′ and thus H ′′ contains W . Lemma 3.3 produces the desired upper bound.
Apply Proposition 2.3 to H, P = Λ and n = 5 to get
The argument then follows closely the lines of that in the proof of Theorem 3.1. 
Counting solutions to systems of quadratic equations
In this section we develop the necessary number theoretical machinery that will enable us to prove a different type of estimate for the energy of the lattice points on the sphere. The main theorem is as follows.
Theorem 4.1. (a) Let N a,b,λ be the number of solutions (x, y, z) ∈ (Z 4 ) 3 of the system of equations
4 with x = y of the system of equations
Note that for part (b) we have to exclude solutions with x = y. The computations from Section 5 show that the sum over |a|, |b|, |c|, |d| λ of this type of solutions is roughly
Our main tool will be Siegel's mass formula which we recall below. In a nutshell, this formula relates the number of integral solutions to a system of quadratic equations with the number of solutions of the same system in Z p r , with p prime and r → ∞. The necessary background and the proof of Siegel's mass formula are in [15] . More precisely, we will use the formula on page 10, case (i) from Lecture No. 2, which is proved in Lecture No. 6 .
Let m ≥ n + 1 and let γ ∈ M m,m (Z) and Λ ∈ M n,n (Z) be two positive definite matrices with integer entries. Denote by A(γ, Λ) the number of solutions L ∈ M m,n (Z) for
Then Siegel's mass formula asserts that
Here h is the number of classes in the genus of γ and γ i is a (any) representative for its class. On pages 9 and 10 of [15] it is stated that
while the computations on page 41 in [15] show that
As A(γ, Λ) = A(γ i , Λ) for some 1 ≤ i ≤ h, we immediately get
In our forthcoming applications m = n + 1, γ will always be the identity matrix I n+1 and m is the dimension of the ambient space where the lattice points live.
Fix Λ ∈ M n,n (Z), a nonsingular positive definite matrix, in particular det(Λ) = 0. In evaluating ν p (I n+1 , Λ) we distinguish two separate cases: p ∤ det(Λ) and p|det(Λ). We start with the first case.
Proposition 4.2. Assume p is not a factor of det(Λ). Then
where C is independent of p, Λ.
To prove the proposition we first analyze the case r = 1. Using the same invariance considerations as in the evaluation of the term A 0 in [15] Lecture 6, we get that
only depends on the Legendre symbol (
). Thus we can replace Λ with the diagonal matrix
where (
). We will rely on the following elementary fact, see Exercise 13 on page 31 in [8] 
where ( a p
) is the Legendre symbol.
It is easy to see that if η ∈ F * p then N ξ (d, l) only depends on the class of η in the two element group F * p /(F * p )
2 . Thus
2 , and we conclude that
We now evaluate
for n ≥ 2. We need to count pairwise orthogonal vectors x 1 , . . . ,
such that
We have N ξ (1, n + 1) choices for x 1 . Once we have chosen x 1 , there will be N 1 (1, n) possibilities for x 2 , since x 2 ∈ (x 1 ) ⊥ . By repeating this reasoning and then using (19), (20), we bound the term (21) by
To get the proof of Proposition 4.2 we need to recall Hensel's lemma (see for example [11] , Chapter 5 and [17]) Lemma 4.4. Let r ≥ 1. Let f 1 , . . . , f k ∈ Z[X 1 , . . . , X k ] for 1 ≤ j ≤ k be a collection of polynomials, and set
Recall that we need to count the number of solutions for ). Hensel's lemma with k = n(n+1) 2
shows that each solution for
gives rise to exactly p Next we analyze the case of those primes p which divide det(Λ). Since there are
such primes, we will content ourselves with obtaining cruder bounds for the densities ν p , which are only sharp up to a multiplicative constant. We will denote by o p (T ) the largest α such that p α | T . One of our main tools here is the following result in [17] Lemma 4.5. Let f 1 , . . . , f d ∈ Z[X 1 , . . . , X d ] be polynomials of degrees k 1 , . . . , k d and set
Then the number of solutions
For an n × n matrix Λ and for A, B ⊂ {1, . . . , n} with |A| = |B| we define
Proposition 4.6. Let Λ ∈ M n,n (Z) be a positive definite matrix and let p|det(Λ). Then
,
Proof We first show how to count the non-degenerate solutions for
by which we mean the solutions (x 1 , . . . , x n ) such that x j are linearly independent in the vector space Z n+1 p r over the field Z p . Recall that this implies that the
. Pick We next use a sequence of reductions that will allow us to relate the number of degenerate solutions to the number of non-degenerate ones. The analysis will be split into n stages.
In the first stage, let us count the solutions for (25) satisfying o p (x 1 ) = l 1 for some fixed l 1 ≥ 0. By that we mean that l 1 is the largest integer such that p l 1 |x 1 i for each 1 ≤ i ≤ n + 1. We can work with r large enough so that r ≥ 2l 1 + 1. Write x 1 = p l 1x 1 wherex 1 ≡ 0 mod p. Note that the entry Λ 1,1 must be divisible by p 2l 1 since it equals x 1 · x 1 mod p r . Similarly, Λ 1,j must be divisible by p l 1 for j ≥ 2. Setting
we derive the new system of congruences with (
Note that we also require o p (x 1 ) = 0.
We argue that the number of solutions to the above system can be bounded by the maximum over all 0 ≤ Λ
of the number of solutions of the system
Here Λ ′ is the symmetric matrix whose entries Λ (27) and count the number of solutions for (28). It suffices to focus attention on those particular solutions for which o p (x 1 ∧ x 2 ) = l 2 for fixed l 2 ≥ 0. By that we mean that l 2 is the largest integer such that p l 2 divides the determinant of all the 2 × 2 minors of the (n + 1)
Of course, to get this one relies crucially on the fact that o p (x 1 ) = 0. Also, we allow for l 2 to be 0, in which case we can take t 2,1 = 0,x 2 = x 2 . It suffices again to only consider r ≥ 2l 2 + 1. Fix 0 ≤ t 2,1 ≤ p l 2 −1. We reformulate the system (28) using the variables (
Reasoning as we did in the previous stage, the number of solutions of the system (a
Here Λ ′′ is the symmetric matrix whose entries Λ Before we go to the next stage, we bound the number of possible values for t 2,1 . First, we have the trivial bound p l 2 . Also, since 
We now begin the third stage of the reduction, which we hope will completely clarify the process. We will as before look for solutions for (32) which in addition satisfy o p (x 1 ∧ x 2 ∧ x 3 ) = l 3 for fixed l 3 ≥ 0. We can write
where o p (x 1 ∧ x 2 ∧x 3 ) = 0 and 0 ≤ t 3,1 , t 3,2 ≤ p l 3 − 1. For such a solution to exist it must be that det(Λ ′′ ) ≡ 0 mod p l 3 . Using (26), (27), (30) and (31) we easily get that
Using (33) we get for each 1 ≤ i ≤ n
We now show how to bound the number of admissible pairs (t 3,1 , t 3,2 ). First, there is the trivial bound p 2l 3 . Fix 1 ≤ i = j ≤ n. We prove that the two equations (35) for i and j determine the pair (t 3,1 , t 3,2 ) ∈ Z p l 3 × Z p l 3 up to at most p α choices, where p α is the largest power of p
. We can assume this determinant to be nonzero, otherwise there is nothing to prove. Thus (Λ We can now write as before
for some w and v = (v 1 , v 2 ) with u 1 u 2 v 1 v 2 nonsingular mod p. Note that w must be divisible by p o . We thus get that
is nonsingular mod p, the pair (t 3,1 , t 3,2 ) will be uniquely determined in
Note that this can be lifted in exactly p α ways to a Z p l 3 × Z p l 3 pair, which proves the claim. It is easy to see as before that
Finally, by fixing 0 ≤ t 3,2 ≤ p l 3 − 1, (35) for a fixed i will determine the value of t 3,1 within p op(Λ i,1 )−l 1 possibilities. Combining all three bounds derived above we get the upper bound p β 3 for the number of pairs (t 3,1 , t 3,2 ) , where
It is now clear how to complete the remaining stages of the reduction. In the end we are left with counting non-degenerate solutions corresponding to fixed values of l i , t i,j . As shown in the beginning of the proof, we have the bound O(p n(n+1) 2 r ) for the number of these solutions. Also, the computations behind (34) easily extend to prove
The bound for the number of admissible tuples (t i,1 , . . . , t i,i−1 ) will follow as indicated before. This ends the proof of the proposition.
4.1.
The four dimensional case. We start by proving part (a) of Theorem 4.1. Part (b) will be discussed in the next subsection.
Note that now m = 4, n = 3, γ = I 4 ,
We will spend the rest of this subsection mainly evaluating ν p . We will be interested only in values of a, b for which the equation L * L = Λ a,b has at least one solution L. In this case, it will be immediate that Λ a,b is positive semi-definite, and in fact positive definite if its determinant 2(b − λ)(a + λ)(a − b) is not zero. But then (15) will imply that
We first note the easy estimate which takes care of the singular case |a|,|b|≤λ:
Let us see the a = b case, the other two cases are very similar. Note that if L = (x, y, z) satisfies L * L = Λ a,a for some a then
which immediately implies that x, y, z are linearly dependent. If x and y are fixed, then z is hence constrained to a circle on F 4,λ and can only take O(λ ǫ ) values. Note also that since x, y ∈ F 4,λ , there are O(λ 2+ǫ ) such pairs (x, y).
We next focus on the nonsingular case. An immediate consequence of Proposition 4.6 is Proposition 4.7. Assume λ ∈ {−a, b} and a = b.
Proof First use the bounds
Then repeat the argument with indices 1, 2 replaced by 2, 3.
We can now prove Proof Using (36), (24), Proposition 4.2 and Proposition 4.7 we get that
Fix 1 ≤ d ≤ λ. We rely on the fact that the number of divisors of an integer l is O(l ǫ ). Then
We now conclude that
Note that Corollary 4.8 combined with (37) proves part (a) of Theorem 4.1.
4.2.
The five dimensional case. We now discuss the proof of and
We first analyze solutions corresponding to the degenerate cases, by which we mean a ∈ {0, 4λ} or b ∈ {0, 4λ} or a 
To count the solutions with rank[u, v, x, y] = 3, note first that since x, y are linearly independent, we must have rank[u, x, y] = 3 or rank[v, x, y] = 3. By symmetry we focus on the first case. Reasoning as before, the sum over a, b, c, d of the number of all such solutions is bounded by
Next, we count the solutions corresponding to the remaining degenerate cases, under the additional assumption that now det(Λ a,b,c,d ) = 0. If a = 0 then u = 0, so this corresponds to a zero determinant. If a = 4λ then |u| = 2 √ λ. Note that in addition u ∈ x + F 5,λ ⊂ F 5,λ + F 5,λ and these force x = u. Such a solution is again excluded, since it corresponds to a singular Λ a,b,c,d .
To close the analysis of the degenerate cases, we count the contribution from the a = b case. Note that we must have |u| = |v| and x·(u−v) = y·(u−v) = 0. The corresponding contribution is bounded by
where for the last inequality we used (53).
We begin the analysis of the non-degenerate case by recording the following consequence of Proposition 4.2 Proposition 4.9. Assume p is not a factor of det(Λ a,b,c,d ) = 0. Then
where C is independent of p, a, b, c, d, λ.
Note as before that the product of these ν p is O(1).
Also, by using the bounds β 2 ≤ l 2
in Proposition 4.6, and by permuting indices we get 
Since two of the rows of Λ contain (divisors of) both a and λ, we conclude
. By using various choices for A, B, then invoking Propositions 4.9, 4.10 and equations (24), (15) we conclude that whenever det(Λ a,b,c,d ) = 0
where
with
Note that this decomposition is unique, since
, and note that due to (43), (49), (50) we have
Note that this means that k 2 and k 2,1,a,b , k
and k ′′ 2,2,a,b are also determined. Fix also k ′′′ 1 . We claim that given these, c will be determined mod 
) admissible values for c in our summation.
Similarly, (44) and (45) show that for each k
) admissible values for d. We thus can update the bound on the sum (47) to
where we have used that gcd(ab − c 2 , a(b − c), b(a − c))|ab(a − b) and the various decompositions for k 1 , k 2 .
Since gcd(λ, k 2 ) = 1, we can choose a large enough integer M with gcd(M, λ) = 1 such that gcd(a, b, k ′′ 2,2,a,b ) ≤ gcd(a, b, M) for all admissible a, b, k ′′ 2,2,a,b . We can now bound the sum above by
gcd(a, b, M) λ 4+ǫ .
Energy estimates using Siegel's mass formula
In this section we show how Theorem 4.1 produces a different type of upper bound for the additive energy. When n = 4 this method seems to only work for the whole F 4,λ . Let us now switch attention to five dimensions. Note that the proof of (52) combined with the case m = 5, n = 3 in Siegel's mass formula proves
Alternatively, one could count the number of solutions of {(x, y, z, w) ∈ F 
The result follows by invoking part (b) of Theorem 4.1. In the next section we will combine the estimates for the energy obtained here with the different type of estimates we have derived using incidence theory.
Proof of Theorem 1.2
Fix a ξ 2 = 1 and define F (x) = ξ∈F n,λ a ξ e(x · ξ).
We start by recalling the following estimate (24) from [7] . 
We now work the details for Theorem 1.2 in the case n = 4 and then briefly explain how to modify the argument when n = 5. First note that (7) and (52) 
