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Abstract—This paper summarizes the design, experiments
and results of our solution to the Road Damage Detection
and Classification Challenge held as part of the 2018 IEEE
International Conference On Big Data Cup. Automatic detection
and classification of damage in roads is an essential problem for
multiple applications like maintenance and autonomous driving.
We demonstrate that convolutional neural net based instance
detection and classfication approaches can be used to solve
this problem. In particular we show that Mask-RCNN, one of
the state-of-the-art algorithms for object detection, localization
and instance segmentation of natural images, can be used to
perform this task in a fast manner with effective results. We
achieve a mean F1 score of 0.528 at an IoU of 50% on
the task of detection and classification of different types of
damages in real-world road images acquired using a smart-
phone camera and our average inference time for each image
is 0.105 seconds on an NVIDIA GeForce 1080Ti graphic card.
The code and saved models for our approach can be found here
: https://github.com/sshkhr/BigDataCup18 Submission
Index Terms—road damage, image classification, object detec-
tion, convolution neural net, mask r-cnn
I. INTRODUCTION
Automatic detection and classification of damage from road
images has emerged as an important goal because road images
provide basic information for several natural image based
applications like autonomous driving. The task is challenging
in two aspects. First, a robust damage detection and classifica-
tion algorithm is required to localize individual damages over
time under varying weather or lighting conditions. Second, the
algorithm should be able to distinguish between overlapping
damages of different types which is a very commonly observed
phenomena in these damages.
Since the success of AlexNet [1] in the ImageNet Large
Scale Visual Recognition Challenge [2] algorithms based
on Convolutional Neural Nets (CNNs) have become the de
facto approach to computer vision problems and have led to
significant advances in the state of the art for fundamental
problems like image classification [3] [4], object detection [5]
[6] and semantic segmentation [7] among others.
We have used Mask R-CNN [8] which is an object instance
segmentation model alongside object detection and classifica-
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tion for the problem of road damage detection and classifica-
tion. The rest of the paper is organised as follows : Section II
describes the dataset used and evaluation protocol of the IEEE
BigData 2018 Cup Challenge, Section III summarizes related
work in the area and the Mask R-CNN architecture, Section
IV discusses our implemetation, experiments and training
approaches, Section V reports our results in terms of both
classification and detection accuracy as well as inference time
and finally Section VI draws conclusions from our work.
II. DATASET AND EVALUATION STRATEGY
The dataset for our experiments was taken from [9] and
consists of 9,053 labeled road damage images acquired from
a smartphone camera. There are a total of 15,435 bounding
boxes of damage annotated for the dataset which belong to 8
different classes. Each image in the dataset has a resolution
of 600× 600 pixels.
During evaluation first a match is defined as:
• The predicted bounding box has the same class label as
the ground truth bounding box.
• The predicted bounding box has over 50% Intersection
over Union (IoU) in area with the ground truth bounding
box.
Then the evaluation of the match is done using the Mean F1
Score metric. The F1 score, commonly used in information
retrieval, measures accuracy using the statistics of precision p
and recall r. Precision is the ratio of true positives (tp) to all
predicted positives (tp + fp) while recall is the ratio of true
positives to all actual positives (tp + fn). The F1 score is given
by:
F1 = 2× p× rp + r where p =
tp
tp + fp
and r =
tp
tp + fn
III. RELATED WORK
Road damage detection and classification has been an
active area of research for the vision and civil engineering
community. Although there had been a lot of work [10] [11]
on applying image processing approaches for the problem [12]
were the first to apply CNNs to road damage detection. Since
then other works [13] [14] [15] have focused on using deep
learning for crack detection in road images.
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Fig. 1: Mask R-CNN architecture
However other than [9] most of these works have been
limited to detection of one particular type of damage or
classifying images based on damage type. We now discuss
Mask R-CNN which can be use to simultaneously detect and
classify different types of road damage.
A. Mask R-CNN
Mask R-CNN is an extension of the Faster R-CNN model
for object detection, localization and instance segmentation
in natural images. This section summarizes the different
components of Mask R-CNN and their use in the detection
pipeline (see Fig. 1 for details of the architecture).
1) Backbone Network: The backbone network for the Mask
R-CNN is a standard CNN which is used to extract high level
visual features from the entire image. ResNet networks of
depth 50 and 101 are evaluated for the backbone network and
shown to work well.
The Feature Pyramid Network (FPN) [5] was introduced
as a top-down pyramid architecture with takes high level
features from first pyramid and passes to lower layers using
lateral connections. This allows every level to have access to
both low and high level visual features. It was demonstrated
that using a ResNet-FPN as the backbone network for feature
extraction with Mask R-CNN gives excellent gains in both
accuracy and speed compared to simply using ReNet as
backbone network.
2) Region Proposal Network: The Region Proposal Net-
work (RPN) first introduced in Faster R-CNN is a fully
convolutional network which takes in image features from the
backbone network and proposes candidate object bounding
boxes with their objectness score. This network replaced
slower mechanisms for generating candidate bounding boxes
like selective search [16] by simultaneously predicting K
proposals from each sliding window location in the feature
map generated by backbone network. These K proposals are
parameterized relative to K anchor boxes which are centred
at the sliding window in question and associated with a scale
and an aspect ratio.
The RPN generates an anchor class (foreground or
background) and a bounding box refinement for each
proposal. Top N refined bounding boxes which have the
highest probability of being from foreground class are chosen.
Since RPN proposals highly overlap with each other, the
authors adopted Non-Maximum Suppression (NMS) on the
proposal regions based on their class scores in order to reduce
redundancy. The IoU threshold for NMS was fixed at 0.7,
which leaves about 2000 proposal regions per image.
3) RoIAlign: In order to predict pixel masks accurately
Mask R-CNN requires the RoI features (which are small
feature maps) to be well aligned to accurately preserve
the per-pixel spatial correspondence. For this purpose
Mask R-CNN replaced the RoIPool layer in Faster R-CNN
with an RoIAlign layer. The RoIAlign layer uses bi-linear
interpolation to compute the exact values of the input features
at four regularly sampled locations in each RoI bin, and then
performs max or average pooling on the features. Since it
doesn’t use any quantization of features unlike RoIPool it
manages to perform pixel-to-pixel alignment between network
inputs and outputs.
4) Network Head (Bounding Box Regression, Classification
and Mask Prediction): Finally the RoIAligned features are
passed to the network head which performs three parallel
tasks of bounding box regression, classification and mask
prediction. The classifier and regressor output the class labels
and bounding box offsets collapsing the RoIAligned features
into short output vectors by fully-connected (fc) layers. The
mask branch predicts an m ×m mask from each RoI using
a Fully Convolutional Network (FCN) [17]. This allows each
layer in the mask branch to maintain the explicit m×m object
spatial layout without collapsing it into a vector representation
that lacks spatial dimensions.
IV. METHODOLOGY
A. Implementation Details
For our work we modified Abdulla et al’s [18] excellent
implementation of Mask R-CNN to perform our experiments.
The implementation is done using Tensorflow [19] and uses
RPN + ResNet101 as the backbone network. Due to the
relatively small size of the dataset we use a Mask R-CNN
model pre-trained on the MS-COCO dataset [20] as our
starting off point.
B. Experiments
Before training we initially resize the images to 512×512
pixels. In order to alleviate the requirement of Mask R-
CNN (and deep CNNs in general) for larger training data
we performed data augmentation using horizontal flipping the
images during training time.
We experimented with the learning rate of the model in
[0.00001, 0.0001, 0.001, 0.01]. While training the network we
started training the initial layers in first two epochs and then
trained the whole Mask R-CNN end to end along with learning
rate annealing. After testing several groups of parameter
combinations empirically, we get the best result using learning
rate annealing by starting with 0.001 and decreasing it by a
factor of 10 every 2 epochs.
Finally we perform post processing by removing detection
results of the same class with more than 0.85 Intersection-
Over-Union among bounding boxes. In these cases the bound-
ing box with the larger area was retained while the smaller
bounding box discarded from our detection results.
We also tried a two-stage approach of first performing road
segmentation using DeepLabV3 [21] and U-Net [7] trained
using the CamVid dataset [22] and then running our end-to-
end detector and classifier on the segmented road images. Our
idea behind this approach was to remove spurious information
in the data which will be fed to the second stage to allow the
Mask R-CNN to focus only the road. However due to the
large domain shift between CamVid and the target dataset this
approach wasn’t able to improve on our single-stage results.
C. Training And Inference
The training batch size was set to 4. All of our experiments
were done on a NVIDIA GeForce GTX 1080Ti graphics card
machine which has 11 GB DDR5X memory.
(a) Ichihara (b) Numazu
(c) Muroran (d) Nagakute
Fig. 2: Detection Results from trained Mask R-CNN model
for different areas under varying lighting conditions and view-
points in the road damage dataset. The green bounding boxes
reflect the ground truth and the red bounding boxes reflect the
predictions of our model.
While running our model for inference we kept the batch
size of one image per batch in order to perform a fairer
comparison across hardware devices. For comparison we have
also run inference on NVIDIA GeForce GTX 1050Ti which
has a smaller memory size of 4 GB DDR5 memory. The next
section summarizes results of our experiments.
V. RESULTS
a) Detection And Classification: The evaluation was
done using the platform provided by the organisers of the
challenge. As described in Section II earlier first those bound-
ing boxes were selected whose class label matched with
the ground truth and then those with a greater than 50%
Intersection-Over-Union were picked. Finally the Mean F1
Score for these boxes was calculated which is summarised
in Table I
TABLE I: Detection Results
Mean F-1 Dataset
Score Public Leaderboard Final Leaderboard
At 50 % IoU a 0.528 TBA
a Only correctly classified boxes were considered from all predictions
b) Inference Speed: We calculated the average speed of
inference for all 1813 test images for both GTX 1080Ti and
GTX 1050Ti graphic cards. Table II shows the time taken on
average to run inference for our model.
TABLE II: Inference Speed
Inference GPU Used
Speed GTX 1080Ti GTX 1050Ti
Avg time per image a 0.105 s 0.285 s
Total time 3 m 11 s 8 m 38 s
a Images used were 512 × 512 pixels
VI. CONCLUSIONS
In this paper, we propose the use of convolution neural
nets particularly Mask R-CNN for road damage detection
and classification problem, which is formulated as an object
detection and classification problem. In our approach, Mask R-
CNN is trained on real-world road images with bounding box
information for the damage and its type. We use bounding box
regression loss and classification loss together for the model
to handle the detection and classification problem end-to-end.
Comprehensive experimental results on the challenging road
damage detection and classification dataset have demonstrated
our approach of using Mask R-CNN for this problem performs
as good as it’s applications on natural images and common
object classes.
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