Abstract-In this paper we present a risk-averse model predictive control (MPC) scheme for the operation of islanded microgrids with very high share of renewable energy sources. The proposed scheme mitigates the effect of errors in the determination of the probability distribution of renewable infeed and load. This allows to use less complex and less accurate forecasting methods and to formulate low-dimensional scenariobased optimisation problems which are suitable for control applications. Additionally, the designer may trade performance for safety by interpolating between the conventional stochastic and worst-case MPC formulations. The presented risk-averse MPC problem is formulated as a mixed-integer quadraticallyconstrained quadratic problem and its favourable characteristics are demonstrated in a case study. This includes a sensitivity analysis that illustrates the robustness to load and renewable power prediction errors.
I. INTRODUCTION
The substitution of conventional power plants by renewable energy sources (RES) is a key element in the fight against climate change. However, it presents major challenges. The structure of power supply is expected to change from a small number of large-scale power plants to a large number of smallscale units. These will be geographically distributed over the entire electric grid. Additionally, the uncertainty in power supply of some RES will complicate the operation of the grid.
One way to tackle these challenges is to partition the electric grid into microgrids (MGs) [1] . These comprise storage, conventional and renewable units connected to each other and to loads by power lines [2] . MGs can be operated connected to the grid or electrically isolated (islanded) [3] . Inspired by conventional power systems, hierarchical approaches have been promoted for the control of MGs, e.g., in [4] . On the lower control layer, typically on a timescale from milliseconds to seconds, primary control aims to provide voltage and frequency stability. Secondary control, typically on a timescale from seconds to minutes, aims at compensating frequency deviations and ensures that the voltages remain close to the desired values. Operation control, also referred to as energy management, usually acts on a timescale of minutes to fractions of hours. It aims at optimising the MG operation by providing power setpoints to the units [5] . For this task, model predictive control (MPC) approaches are considered a good choice as they allow to explicitly include constraints on the units, take into account the system dynamics and can be combined with forecasts of load and renewable infeed to operate the MG in an optimal way.
A. Operation control of MGs
Several approaches for the operation control of MGs have been proposed. One way to categorise them is by the way they handle uncertainties. Prominent control formulations are (i) certainty-equivalent, where a deterministic model of the system is fully trusted, (ii) worst-case robust, where a controller minimizes the worst-case performance, (iii) risk-neutral stochastic, where an underlying probability distribution is trusted, or (iv) risk-averse, where the underlying distributions are not fully trusted.
There is a variety of publications on operation control of MGs where a perfect forecast is assumed. For example, in [6] a certainty equivalence approach for grid-connected MGs is proposed. Similarly, based on the assumption that the forecast generation of RES, load and the energy price are certain, in [7] an MPC is proposed. For islanded MGs, an MPC approach that also assumes perfect forecasts is presented in [8] . Yet another certainty-equivalence approach that includes power flow over the lines is proposed in [9] . The proposed formulation also includes the possibility to limit power provided by RES. However, as shown in [10] , in the operation of islanded MGs with high share of RES, certainty-equivalence approaches can lead to significant constraint violations.
To compensate for this lack of robustness, some authors have proposed worst-case approaches. Assuming bounded uncertain model parameters of conventional units and RES, in [11] an MPC framework for the operation of a gridconnected MG is presented. In the worst-case formulations [10] , [12] , uncertain bounded forecasts of load and RES were considered. The MPC approach for islanded MGs includes power flow over the lines, power sharing of grid-forming units and curtailable RES infeed. These approaches have been found to be overly conservative as they try to minimise the worstcase objective (see, e.g., [10] , [12] ).
Stochastic formulations that employ the probability distribution of the uncertain variables are expected to overcome the conservativeness of worst-case approaches. For grid-connected MG several strategies have been presented. An approach that employs more complex forecast probability distributions of load, RES and the market price for trading energy in a scenario-based fashion was introduced in [13] . In [14] , another scenario-based approach combining an optimal operation scheduling with an MPC and assuming uncertain weather and load was proposed. Furthermore, [7] was extended in [15] to a two-stage stochastic MPC approach, which was formulated using scenario trees. There are also stochastic approaches that are dedicated to the operation control of islanded MGs. In [16] , a scenario-based optimal operation control strategy for droop controlled MGs is presented. There, a heuristic particle swarm optimisation is used to minimise the expected value of costs while accounting for power limitations of the transmission lines. A stochastic continuous-time rollinghorizon control strategy that considers uncertain load is found in [17] . However, this approach disregards the power flow over the transmission lines, possible power sharing among grid forming units and the possibility to limit power provided by RES. There exist other scenario-based approaches, e.g., [18] , that account for power flow. However, [18] does not allow to limit infeed from RES. One approach that includes both power flow and curtailable RES is the scenario-based stochastic MPC presented in [19] .
Although stochastic approaches appear to be well suited for the operation of islanded MGs, they require an adequately accurate representation of the probability distribution of the uncertain values. Otherwise, they may perform poorly. One way to tackle this drawback are risk-averse approaches, which try to hedge against uncertain probability distributions.
B. Motivation for risk-averse formulations
Risk measures stem from the domains of operations research, stochastic finance and actuarial science [20] , [21] . When used in optimisation problems, they allow to mitigate the effects of inexact knowledge of the probability distribution that generates the uncertainty. They bridge the gap between conservative worst-case approaches, which assume no knowledge about the underlying probability distribution, and stochastic approaches, which assume perfect knowledge. Therefore, risk-averse approaches are suitable for practical implementations where probability distributions are not known exactly or can change over time. In the case of operation management of MGs it is likely that the predicted load and renewable infeed are not only uncertain, but the estimated probability distribution is inaccurate as well. As such errors can have a high impact on the controlled system it is important to design controllers that are robust with respect to forecast errors and errors in the determination of their probability distribution.
A popular risk measure is the average value-at-risk (AVaR), also known as expected shortfall. Other risk measures include the mean-upper-semideviation, the entropic value-at-risk and the expectiles (see, e.g., [20] , [22] ). AVaR is well-studied and well-established. Reasons for this are that it is polytopic, which offers great convenience for computational purposes, and that it allows to perform an interpolation between the worstcase (based on the maximum operator) and stochastic (based on the expectation operator) formulations using one single parameter. Furthermore, AVaR is a tight convex approximation of the quantile operator which makes it suitable for chanceconstrained formulations [23] .
Despite the fact that risk-averse problems enjoy favourable properties, their applicability has been limited due to their complexity and computational cost of resulting multistage risk-averse optimal control problems. The reason is that the cost function of risk-averse problems is expressed by a composition of several nonsmooth mappings [20] . Up to now, there have only been numerical optimisation methods that were hard to apply (e.g., stochastic dual dynamic programming) and limited to linear cost functionals [24] - [26] . An alternative solution approach uses multiparametric piecewise quadratic programming [27] , yet its applicability is limited to systems with few states and small prediction horizons [28] . This has been daunting and risk-averse problems involving integer variables were often considered overly computationally complex for real-time applications.
C. Risk-based approaches in power systems
The study of risk-averse optimisation problems is becoming more popular in power systems applications as discussed in [29] . Such problems have been investigated in several application domains such as unit commitment, scheduling and optimal power flow. For unit commitment some two-stage approaches can be found, e.g., in [30] , [31] . In [32] the day-ahead schedule for a hydro chain is determined using AVaR-based constrains. An approach for reserve scheduling considering uncertain wind power is presented in [33] . For day-ahead scheduling of a virtual power plant combining a wind power plant and a cascade hydro system in [34] a minrisk two-stage formation is proposed. For optimal power power flow, risk-averse approaches have been discussed. Considering uncertain RES and load reserve capacity, in [35] a risk-averse formulation that ensures that chance constraints are satisfied is introduced. Moreover, in [36] , a risk-averse optimal power flow approach that uses convex approximations of chance constraints is presented and in [37] a risk-based optimal power flow formulation with probabilistic guarantees is introduced.
Risk-averse formulations have also been used in other applications that are related to power systems. For optimal wind power trading, a nonlinear optimisation problem is presented in [38] . In [39] , using the AVaR, an approach for expansion and operation planing for a hydrothermal system is proposed. A multi-stage formulation for short-term trading with uncertain power from wind turbines and market prices is introduced in [40] . Moreover, considering uncertain wind power, a twostage approach that aims at minimising carbon emissions is presented in [41] . For grid-connected MGs a comparison between a scenario-based risk-averse stochastic and a worstcase optimisation approach is presented in [29] .
Although risk-averse optimisation problems are gaining popularity, most of them ( [30] , [31] , [34] , [38] - [41] ) are based on simple formulations which fail to capture how the risk is generated by the underlying stochastic process. Desired properties in risk-averse MPC result from multi-stage formulations with nested conditional risk mappings; these are discussed in detail in Section VI. Such risk-averse MPC problems lead to intricate optimisation problem formulations where the cost function is expressed as the composition of nonlinear nonsmooth mappings which makes them less suitable for MPC [42] , where fast computations times are required. Nevertheless, in this paper we use a reformulation that decomposes these nested mappings and and allows to solve risk-averse MPC problems efficiently online.
D. Contributions
In brief, the contributions of this work are: (i) we introduce a novel constrained hybrid dynamical model for islanded MGs, (ii) we propose a multi-stage risk-averse MPC problem for the optimal operation of an MG, (iii) we reformulate the risk-averse optimal control problem in a computationally tractable way, and (iv) we demonstrate the properties of the proposed operation control scheme in a simulation case study.
(i) We present the model of an islanded MG with uncertain renewable generation and loads that allows for configurations with very high share of RES. This model, motivated by [10] , [19] , considers a possible limitation of RES infeed while limitations on transmission lines are approximately accounted for using DC power flow calculations. Furthermore, we model storage devices as grid-forming units and consider power sharing with the enabled conventional generators. This way, the fluctuations of load and renewable generation affect the power of all units and the state of charge of the storage devices. This allows operating modes where only RES and storage units are operated and no conventional unit is required.
(ii) We extend [10] , [19] to formulate a risk-averse MPC problem for islanded MGs. Similar to stochastic MPC (see, [19] , [43] ), at every time instant we solve an optimisation problem on a scenario tree to find an optimal control policy. However, scenario formulations often require a very large number of nodes to achieve a decent approximation of the underlying distribution. The presented risk-averse approach allows for fewer nodes in the scenario tree as it mitigates the effect of uncertainty in the estimated probability distribution. This allows for robustness against bad forecast models of load and renewable infeed, time-varying probability distributions, or approximation errors caused by the generation of the scenario tree. Risk-averse formulations allow us to interpolate between worst-case [10] and stochastic [19] MPC. Thereby we can specify the acceptable risk and provide resilience against high-effect low-probability events.
(iii) Motivated by [42] , we use an epigraphical relaxation to reformulate the original risk-averse problem as a mixed-integer quadratically-constrained quadratic problem. This way we decompose the original nested formulation and render the MPC problem formulation suitable for real-time implementations.
(iv) In a comprehensive case study, we demonstrate the use of the proposed risk-averse MPC scheme for a simple MG. We juxtapose the operation of the MG using a stochastic, a robust and a risk-averse formulation to show that the conservativeness of the controller can be tuned. Lastly, the robustness with respect to uncertainties in the probability distribution of load and RES is investigated by means of a sensitivity analysis.
E. Structure of paper
The remainder of this paper is structured as follows. In Section II the model of an islanded MG is introduced. Then, scenario trees are derived from time-series based forecasts in Section III. In Section IV we quantify the operating costs of the MG. Subsequently, risk measures are discussed in Section V. Based on this, a risk-averse MPC approach is derived in Section VI. Finally, in Section VII, the properties of the resulting MPC are illustrated in a numerical case study.
F. Notation
In what follows, real numbers are denoted by R and natural numbers by N. The set of nonnegative integers is denoted by N 0 . The set {x|x ∈ N 0 ∧ a ≤ x ≤ b} is denoted by N [a,b] . Furthermore, the set of nonnegative real numbers is R ≥0 and the set of positive real numbers is R >0 . The set of positive integers is denoted by N >0 . The cardinality of a set V is denoted by |V|. The transpose of a vector a is a . The
Then, diag (a) denotes the diagonal matrix with entries a i , i = 1, . . . , N .
When used with vectors, the ≥, ≤, <, > operators are always understood in the element-wise sense. Equally, the max(a, b) function returns the element-wise maximum of the vectors a and b. However, if the function is used with only one vector input argument, i.e., max(a), a, then it returns the largest element of the vector a. The same holds for the minimum function min(·). Furthermore, we denote by min x∈X f (x) the minimum value of function f over X.
II. MICROGRID MODEL
In this section, we derive the mathematical model of an islanded MG. The presented MG model includes conventional, renewable and storage units as well as loads that are connected by transmission lines.
Let us first pose some assumptions regarding the derived model. Throughout this work we assume that the lower control layers, i.e., secondary and primary control, are designed such that the MG can run autonomously for several minutes. Therefore, providing power setpoints to the units on the same timescale is sufficient. Furthermore, we assume that these control layers ensure a desired power sharing (see, e.g., [44] , [45] ) among the grid forming units. In addition, the startup and shutdown times of the thermal generators are small compared to the sampling time of the MPC, i.e., switching actions are assumed to be instantaneous. The state of charge of the storage units can be estimated sufficiently accurately and is accessible to the operation control. Additionally, the state of charge is
Collection of forecast scenarios of RES & load
Scenario tree of RES & load Fig. 1 . Control scheme used in the risk-averse model predictive control approach for islanded MGs (motivated by [19] , [43] ).
the only state of our model, i.e., we assume the availability of full state measurements. The resistance of the transmission lines between the units and loads of the MG as well as the reactive power flow are assumed to be negligible. Also, the voltage amplitudes of the bus are assumed to be constant and the phase angle differences in the grid small. Thus, DC power flow (see, e.g., [46] ) can be used. The error introduced hereby is assumed to be small compared to the uncertainty introduced by intermittent RES infeed and loads. The same is assumed for the losses of the storage units, which are neglected as well.
A. Plant model interface
The microgrid model presented here is closely related to the one introduced in [10] . At every time instant k ∈ N 0 , the real-valued manipulated variables are the power setpoints of the units, i.e.,
the setpoints of the S storage units and u r (k) ∈ R R ≥0 the setpoints of the R RES. Furthermore, every thermal unit is associated with a Boolean input that indicates whether it is enabled or disabled. All Boolean inputs are collected in a vector δ t (k) ∈ {0, 1} T . Furthermore, the stored energies of the storage units are collected in the state vector x(k) ∈ R S ≥0 . The uncertain external inputs of the model are
represents the maximum power infeed of the renewable units under given weather conditions and
B. Power of units
In islanded mode, equilibrium of production, consumption and storage power must be ensured in the presence of uncertain load and renewable infeed. Therefore, the power p(k) of the units is not necessarily equal to the operation control power setpoints of the units as illustrated in the following section. . Additionally, the power infeed p r,i (k) ∈ R ≥0 of every renewable unit i ∈ N [1,R] can be limited by the power setpoint u r,i (k) ∈ R ≥0 . However, the power only follows the setpoint if the maximum possible infeed under current weather conditions w r,i (k) ∈ R ≥0 is greater than or equal u r,i (k). Using the element-wise min operator, this can be described by
For the formulation of the optimisation problem it is beneficial to transform (2) into a set of linear inequalities. This can be done by introducing the free variable δ r (k) ∈ {0, 1} R (see, e.g., [47] ). Then, with the constants m r ∈ R, m r < min(p
) which can be calculated offline, (2) can be reformulated as
2) Thermal units: The power provided by thermal unit i ∈ N [1,T ] is limited by p min t,i ∈ R ≥0 and p max t,i ∈ R ≥0 if it is enabled, i.e., if δ t,i (k) = 1. If the unit is disabled, i.e., δ t,i (k) = 0, then naturally p t,i (k) = 0. In vector notation and with p
The same holds for the power setpoints, i.e.,
3) Storage units: As the storage units are assumed to be always enabled, all their setpoints and power values are limited by p
C. Power sharing of grid forming units Due to variations of load and renewable infeed, the power of all units does not necessarily match the power setpoints that are prescribed to the system. The grid forming units, i.e., all storage and conventional units, are assumed to be controlled by the lower control layers such that they share the changes in load and renewable infeed in a desired proportional manner. This so called proportional power sharing (see, e.g., [44] , [45] ) depends on the design parameter χ i ∈ R >0 for all grid forming units. A typical choice of χ i is, e.g., proportional to the nominal power of the corresponding units.
Power sharing can be formalised as follows. Two units i ∈ N [1,T +S] , and j ∈ N [1,T +S] , i = j with χ i ∈ R >0 and χ j ∈ R >0 are said to share their power proportionally, if
holds. Using the auxiliary free variable ρ(k) ∈ R and taking into account that only enabled units, i.e., units with δ t (k) = 1, can participate in power sharing, we can rewrite (6) for all grid forming units with
To proceed with what follows in the next sections, we need to transform (7a) into a set of linear inequalities. This can be done using a similar strategy as described, e.g., in [47] . First, we choose M t ∈ R which can be calculated offline. 
D. Dynamics of storage units
The dynamics of all storage units are assumed as
where T s ∈ R >0 is the sampling time. The stored energy is represented by x(k) with initial state x(0) = x 0 . To cover for the limited storage capacity, x(k + 1) is bounded by
with x min = 0 S and x max ∈ R S ≥0 .
E. Transmission network
The power transmitted over the lines can be derived using DC power flow (see, e.g., [10] , [46] ). Thus, the power flowing over the transmission lines, p e (k) = [p e,1 (k) · · · p e,E (k)] , can be derived from the power of the units and the load using the linear relation
where
is a matrix that links the power flowing over the lines with the power provided or consumed by the units and loads. More information on the derivation of F can be found, e.g., in [10] , [48] . Due to the limited transmission capability of the lines, p e (k) is desired to be bounded as p [19] over a horizon of 4 h. The collection of independent forecast scenarios, i.e., the scenario fan, was generated using Monte Carlo simulations with 500 seeds. The scenario tree was determined using fast forward selection with branching factor b = [8, 2, 1, 1, . ∈ R E ≥0 . Additionally, generated power must equal consumed power at all times, i.e.,
F. Overall model For a compact notation in the following sections, we form the vector
. Together with the state x(k) and the disturbance w(k) we can rewrite (1), (3)- (5) and (7b)- (10) as
with the matrix
. Furthermore, G is a matrix and g a vector of appropriate size that reflect the constraints (7b) and (10c). Additionally, H 2 is a matrix and h 2 a vector of appropriate size that reflect the constraints (1), (3)- (5), (8) and (10).
III. UNCERTAINTY MODEL
This section focuses on the representation of uncertain load and renewable infeed. First the generation of a collection of forecast scenarios is discussed. Then scenario-trees are illustrated and the model of an MG with uncertain load and RES generation is derived.
A. Representation of uncertainty by collections of scenarios
To obtain a representative probability distribution of load and renewable infeed for the controller, a sampling based Monte Carlo forecast was chosen. Here, random samples that follow the error distribution obtained from the training of the model are drawn and applied to the forecast model to generate a collection of independent scenarios, i.e., a scenario fan, where every scenario has the same probability (see Figure 2) .
Thus, for a high number of independent forecast scenarios the probability distribution of the forecast is approximated.
To generate a collection of independent forecast scenarios of load and RES, the seasonal ARIMA models from [19] were used. These are illustrated for two forecasts in Figure 2 . For more information on time-series based forecasting, the reader is referred to [49] .
To achieve a sufficiently accurate approximation of the forecast probability distribution, a high number of scenarios in the collection of independent forecast scenarios is desired. This leads to an undesired high computational complexity in finding a suitable control action as a high number of scenarios often leads to a high number of decision variables. To satisfy both needs sufficiently, we generate scenario trees which serve as a more compact representation of the probability distribution. This is discussed in the following section.
B. From data to scenario trees
Scenario trees can be constructed from collections of forecast scenarios. These can be obtained in practice using methodologies such as [50] or scenario reduction (see, e.g., [51] , [52] ). There exist several other scenario generation algorithms, e.g., clustering-based [53] , [54] as well as simulation and optimisation-based approaches [55] , [56] . An example of such a collection of independent forecast scenarios and the corresponding scenario tree for a forecast of load and wind power is shown in Figure 2 . This tree was generated using fast forward selection as described by [51, Algorithm 2.4].
C. Representation of uncertainty using scenario trees
A scenario tree is a representation of the uncertain evolution of a discrete-time finite-valued random process as illustrated in Figure 3 . The tree is a collection of µ ∈ N nodes partitioned into stages j = 0, . . . , N and indexed with a unique identifier i ∈ N [0,µ−1] . Each node is associated with a possible value of the state of the process at a future time instant j starting from an initial node i = 0 at stage j = 0 which is called the root node of the tree. The set of nodes at stage j is denoted by nodes(j) ⊆ N [0,µ−1] . Conversely, the stage in which a node i resides is denoted by stage(i) ∈ N [0,N ] . The nodes at stage j = N are called leaf nodes of the tree. All non-leaf nodes i at a stage j possess a set of child nodes which are in stage j + 1 and are connected to i; these are denoted by child(i) ⊆ nodes(j + 1). Likewise, every node i = 0 is reachable from a single ancestor node, which resides in the previous stage and is denoted by anc(i) ∈ nodes(stage(i) − 1). A scenario is a sequence of nodes (s 0 , . . . , s N ) such that s N ∈ nodes(N ) and anc(s q ) = s q−1 , q = 1, . . . , N . Scenarios are uniquely identified by leaf nodes. The probability of visiting node i ∈ N [0,µ−1] , i.e., the sum of probabilities of all scenarios running through that node, is denoted by π (i) > 0. Thus, at each stage j a probability space with i∈nodes(j) π (i) = 1 is defined. As shown in the example in Figure 3 , given an initial measured system state x (0) at stage j = 0, we make a decision v (0) using this information. As the values of the disturbance w and the auxiliary vector q at stage 0 can be either w (1) , q (1) or w (2) , q
, the choice of v
accounts for both possibilities
w (2 ) , q (2 ) , π (2 ) 
w (4 ) , q (4 ) , π (4 ) Fig. 3 . A probability tree with N = 2 and µ = 6 nodes. Note that anc(1) = 0, anc(3) = 1, and anc (5 , i ∈ nodes(j), using the information that is available up to that stage. In other words, v is decided using causal control laws. This is indicated in Figure 3 by the positioning of v
at the nodes of the tree instead of at its edges.
Across the nodes of the scenario trees, the dynamics (11a) and constraints (11b)-(11d) for all i ∈ N [0,µ−1] \ nodes(N ) and all i + ∈ child(i) become
IV. OPERATING COSTS In this section we derive an operating cost function for an MG which reflects the main objectives: (i) economic operation, (ii) low number of switching actions and (iii) high use of RES. We use cost functions that are motivated by [19] . Our presentation will hinge on the scenario tree structure introduced in Section III-C, i.e., objectives will be defined at the nodes of a scenario tree.
The objective at node i + ∈ N [1,µ−1] with i = anc(i + ) and i − = anc(i) is composed of a part reflecting items (i)-
, and a part to penalize the violation of constraint (12b), s (x (i+) ) ∈ R ≥0 . Furthermore, a discount factor γ ∈ (0, 1) is added to emphasise decisions in the near future. Thus, the cost associated with decision v
The economically motivated cost consists of (i) operating costs of thermal units,
, (ii) costs for switching thermal units on or off ,
) ∈ R ≥0 , and (iii) costs incurred by low utilisation of RES, r (q (i+) ) ∈ R ≥0 , i.e.,
More precisely, following [57] , the operating cost of the conventional generator is modeled as
2 , (15a) with weights c t ∈ R T >0 , c t ∈ R T >0 and c t ∈ R T >0 and using the square of the Euclidean norm · It is desired to maximise renewable infeed. This can be included in the stage cost as a penalty if RES is less than the nominal value p max r , i.e.,
with c r ∈ R R >0 . Because of the inevitable model-system mismatch, the imposition of state constraints as hard bounds as in (12b) can lead to infeasibility. Therefore, they are encoded into constraint violation penalty functions, i.e., soft constraints (see, e.g., [58] ). Using them can prevent infeasibility due to state violations. With c s ∈ R S >0 , these are modelled by 
Thus, for stage j ∈ N [1,N ] , the vector
is associated with a random variable over the probability space nodes(j). Note that Z j ∈ R for all i + ∈ nodes(j), j ∈ N [1,N ] . The multi-stage cost is then described by the sequence of vectors associated with random variables (Z 1 , . . . , Z N ).
V. MEASURING RISK
In this section we introduce the notion of risk measures and provide a few examples thereof. Furthermore, we will discuss one specific risk measure: the average value-at-risk (AVaR).
A. Introduction to risk measures
Let Ω = {ω 1 , . . . , ω K } be a sample space, whose elements ω i have probabilities π i > 0 for i ∈ N [1,K] . The probabilities can be collected in a vector π = [π 1 · · · π K ] . This vector is element of the probability simplex, i.e., the set D = {π ∈
Note that in our case, the random variables are given by (17) and represent the operation cost at the nodes of the scenario tree.
A risk measure on the sample space Ω is a mapping ρ : R K → R that, roughly speaking, quantifies the significance of unlikely extreme events. A well-known, yet trivial, risk measure is the expectation operator E π (Z) = K i=1 π i Z i , which is often referred to as a risk-neutral measure as it carries no deviation information. Another example is the essential maximum operator essmax(Z) = max{Z i | π i >0, i=1, . . ., K} which quantifies the worst-case value, or realisation, of Z. It can be written as
where on the right hand side, the maximum is taken with respect to all probability vectors π ∈ D. Therefore, it can be interpreted as the worst-case expectation over all possible probability distributions. Following the notation in (18), the expectation operator is
In this work we focus on coherent 1 risk measures (see, e.g., [20, Def. 6.4.]) as they provide a natural and intuitive way to quantify risk. In addition, they allow for a computationally tractable reformulation of risk-averse MPC problems which renders them suitable for real-time applications.
It is shown in [20, Thm. 6.5 ] that all coherent risk measures can be written in a form reminiscent of (18) and (19) as
where A ⊆ D is a closed convex set which contains π. Every mapping of the form (20) where the so called ambiguity set A of ρ is a closed convex set which contains π is coherent. One interpretation of (20) is that we take the worst-case expectation of Z while we have uncertainty on the probability vector π . More precisely, we do not know π exactly, we just know that it is in A (see, e.g., [59] ). The expectation and essential maximum operators are two extreme cases of coherent risk measures. The ambiguity set of essmax(Z) is the largest possible set, i.e., A = D. The ambiguity set of E(Z) is the smallest possible set, i.e., A = {π}. Other risk measures can be constructed by taking ambiguity sets of intermediate size to cope with uncertain knowledge of a probability distribution. Risk measures, whose ambiguity set is a polytope, are called polytopic risk measures. Given the extreme points of the ambiguity set, i.e., the vertices π 1 , . . . , π L of its convex hull, with π l ∈ A, for l ∈ N [1,L] , polytopic risk measures assume the convenient representation
B. Average value-at-risk A commonly used risk measure is the average value-at-risk, which is given in the form of (20) as with the ambiguity set ] . Clearly, AVaR is a polytopic risk measure since A α is a polytope. As shown in Figure 4 , A α can be modified by varying α. This includes the extreme cases α = 1, where A 1 = {π} and α = 0, where A 0 = D is the entire probability simplex. Using convex duality arguments and the additional free variable t ∈ R, (22) can be transformed into [20, Ex. 6.19 ]
for α = 0. 
Equation (24) will be particularly useful in Section VI-C as it facilitates the solution of risk-averse optimal control problems.
Having discussed risk measures, we will now use them to construct multistage risk-averse MPC problems.
VI. RISK-AVERSE MPC
In this section we will first introduce conditional risk mappings on scenario trees. Then we will construct multistage risk-averse optimal control problems and reformulate them as mixed-integer quadratically-constrained quadratic problems.
A. Conditional risk mappings on scenario trees
A conditional risk mapping on a scenario tree is a generalisation of the notion of conditional expectation. For scenario trees, the latter this is the expectation of a random cost Z j+1 at stage j +1 given all information we can surmise up to stage j. Roughly speaking, a conditional risk mapping at a non-leaf node i of the tree returns the risk of the cost of the children of i. Conditional risk mappings can be constructed as follows.
For every stage j ∈ N [0,N −1] , the set nodes(j) is a probability space whose elements i ∈ nodes(j) have probability π (i) . Naturally, we can define real-valued random variables with corresponding vectors Z j ∈ R | nodes(j)| on that space. Fig. 5 . Example of conditional risk mapping conditioned at stage j = 1. Following (25) , the conditional risk mapping ρ 1 : R 5 → R 2 is applied to a vector in R 5 that is associated with the random variable on the space nodes(2) and returns vector in R 2 that associated with the random variable on the space nodes(1). Here, ρ [1] and ρ [2] can be any coherent risk measures on the spaces child(1) = {3, 4, 5} and child(2) = {6, 7}, respectively. Note also that Z 2 = [Z (3) · · · Z (7) ] , is decomposed into Z [1] and Z [2] .
Likewise, the set nodes(j + 1) is also a probability space. A conditional risk mapping at stage j is a mapping
which is constructed as we explain hereafter. For all i ∈ nodes(j), the sets child(i) ⊆ nodes(j + 1) are disjoint and define a partition over nodes(j + 1), i.e., nodes(j + 1) = i∈nodes(j) child(i).
Given that node i is visited, node i + ∈ child(i) occurs with probability π
. This makes child(i) into a probability space whereon we can construct random variables with vectors
.
In particular, Z j+1 on the probability space nodes(j + 1) is decomposed into vectors Z
on child(i), i ∈ nodes(j). Using a coherent risk measure
. Thus, we define the conditional risk mapping ρ j at stage j as
In words, the conditional risk mapping ρ j maps the probability distribution at stage j + 1 into a vector whose ith element denotes the risk that will incur if one is at node i ∈ nodes (j). For a simple scenario tree, this is illustrated in Figure 5 .
Remark VI.1. For the AVaR in (24), the risk of
with
As we consider the probability space child(i), we are interested in the probability of visiting i + ∈ child(i) given that we are at node i. Therefore, the probabilities are (27) is equivalent to
Having discussed conditional risk mappings on scenario trees, we can now use them to extract a multistage risk measure out of the vector Z = [Z 1 · · · Z N ] that is associated with the multistage random variable.
B. Risk-averse optimal control
Let Z j ∈ R | nodes(j)| be the random cost from (17) . For the sequence (Z 1 , . . . , Z N ) and given a sequence of conditional risk mappings ρ j as described in (26), the nested multistage risk measure N : R | nodes(1)| × · · · × R | nodes(N )| → R is defined as (see, e.g., [20] , [42] , [60] )
.) . (29)
Complex as they might appear, nested multistage risk measures possess favourable properties which render them suitable for optimal control formulations. The most important properties are (i) they measure how risk propagates over time and are suitable for multistage formulations, (ii) they are coherent risk measures over the space
[20, Sec. 6.8], (iii) the give rise to optimal control problems which are amenable to dynamic programming formulations [61] , (iv) they allow for MPC formulations with closed-loop stability guarantees [42] , [60] .
The definition of N in (29) gives rise to the following optimisation problem with decision variables
Problem 1 (Risk-averse multistage optimal control problem with nested conditional risk mappings). Solve the optimal control problem
\ nodes(N ) and ∀i + ∈ child(i), and given initial conditions
Note that the cost function is the composition of a series of, typically, nonsmooth mappings. Such problems have been studied in the operations research literature and are typically solved by means of cutting plane methods which allow the solution of problems with only short prediction horizons and linear stage cost functions [24] - [26] . An alternative solution approach is to solve the dynamic programming problem using multiparametric piecewise quadratic programming [27] . However, this is only applicable to systems with few states and small prediction horizons [28] . Therefore, we employ the method introduced in [42] which decomposes the nested conditional risk mappings and allows to reformulate Problem 1 as a mixed-integer quadratically-constrained quadratic problem.
C. Risk-averse reformulation as a mixed-integer quadratically constrained quadratic problem
In this section we employ (28) to decompose the nested formulation stated above for the case of the AVaR. By doing so, we will cast the overall optimisation problem as a mixedinteger quadratically-constrained quadratic problem.
Let us introduce a vector Φ ∈ R
, which is defined over the scenario tree. In particular, to every nonleaf node i ∈ N [0,µ−1] \ nodes(N ) a value Φ (i) ∈ R is associated. Similar to (17) we segment Φ stage-wise into
over the set nodes(N − 1) as
Furthermore, we define Φ j ∈ R | nodes(j)| over the set
Using (30) we can now express (29) as
Note that in (30a), the elements of
. Thus, as described in (28), for the AVaR they are
where the minimisation is carried out over the decision variables t
, stage(i) = j. For the AVaR as described in (28) this is
. (33) Note that via (32) and (33) we have defined a vector Ψ
The above recursive procedure leads to the formulation of the following optimisation problem with the additional decision variables t = [t due to the set equality
is a nonempty set and min y∈Y f (x, y) is assumed to exist for every x ∈ R n . Problem 2 (Risk-averse optimal control problem). Solve the optimal control problem Minimise v,x,q,t,ξ Fig. 6 . MG considered in the simulation case study with a storage, a thermal, a conventional unit and a load. Each unit is connected to a bus, which is connected to other buses by transmission lines.
Given that the operating cost described in Section IV involves quadratic functions and given the presence of binary variables, Problem 2 is a mixed-integer quadraticallyconstrained quadratic problem. As we will demonstrate in Section VII, this can be solved efficiently by standard software such as CPLEX or Gurobi.
D. Risk-averse MPC
The risk-averse optimal control problem (Problem 2) is solved given the current measured state of the system and a scenario tree that describes the distribution of future infeed and demand over N stages. By solving Problem 2 at every time instant k we obtain a set of control actions (v (i) ) with i ∈ nodes(j) for j ∈ N [0,N −1] (see Figure 3) . Then, the control action which corresponds to the root node of the tree, i.e., v (0) , is applied to the system. This procedure is repeated at every time instant k ∈ N 0 in a receding horizon fashion (see, e.g., [47] ) leading to a risk averse model predictive control (MPC) scheme.
VII. CASE STUDY
In this case study, we illustrate the properties of the riskaverse MPC strategy introduced in Section VI-D. For the simulations, the system shown in Figure 6 was used. It comprises a storage unit, a conventional unit, an RES and a load with unit parameters as in Table I . The units and the load are connected by transmission lines that all have the same admittance. Thus, (10a) becomes
Each line can transmit power between −1 pu and 1 pu. Note that all values are given in per-unit (pu), see, e.g., [62] .
For the MPC, a prediction horizon of N = 8, a sampling time of T s = 1 /2 h and a discount factor of γ = 0.95 were chosen. To forecast the upcoming wind speed and load, the (seasonal) ARIMA models from [19] were used. To calculate the wind power, the cubic approximation from [19] was applied on the forecast values of wind speed. The load power was predicted using the seasonal ARIMA model from [19] .
The scenario tree was generated from a collection of 500 independent scenarios of load and RES and branching factors . The tree was modified to include low-probability scenarios which correspond to extreme (load and wind power) outcomes. These correspond to the cases of very low RES power and very high load and vice versa. Because of the very low probability of these scenarios, they have minor influence in the stochastic case for α = 1 and only have an effect for smaller values of α that are close to zero, i.e., when we approach the worst-case. This will be illustrated later. The MG simulation model and the different controllers were implemented in Matlab 2015a using YALMIP R20180612 [63] and Gurobi 7.5.2 as a numerical solver. The problems were solved on a computer with an Intel R Xeon R E5-1620 v2 processor @3.70 GHz and 32 GB RAM. To speed up the computations, the results from the previous iteration were used as initial values to warm-start the optimisation. Furthermore, the binary switch state of the thermal unit of the problem was relaxed for all stages greater or equal than 4, i.e., δ
With these modifications all MPC problems could be solved in less than 4 s (see Table II ), which is adequately low for a sampling time of T s = 1 /2 h.
Using this simulation setup, we first provide a comparison of different controllers for a single simulation scenario. Then, we illustrate the properties of the proposed risk-averse MPC in more detail with a sensitivity analysis.
A. Comparison of controllers
In this case study, the risk-averse MPC approach is compared to a prescient MPC -where a hypothetical perfect forecast is assumed [19] -and a certainty-equivalent MPC approach where the mean value of the forecast is considered as the true value [10] . As shown in Table II , the certaintyequivalent approach leads to a high number of constraint violations in the closed loop simulations and it is, therefore, not analysed further.
For the risk-averse approaches, it can be seen in Figure 7 that with increasing α, the power and energy trajectories lie closer to those of prescient MPC. This also shows in the increasing mean infeed from RES with increasing α in Table II . Furthermore, the infeed of the conventional unit decreases by increasing α. This is also reflected in the average operation costs over the simulation horizon of K = 336 steps,
that decreases as α increases. Note that for α = 1 the mean cost of the risk-averse approach is only 1.1 % higher than in the hypothetical prescient approach. Thus, the relatively simple time-series based forecast approaches from [19] are sufficient to achieve good results. As the approach becomes more risk averse (for small values of α), the number of energy constraint violations, i.e., the number of time instants where the energy is not inside the interval [x min , x max ], decreases (see Table II ) in the closed loop simulation. The reason for this is an increased conservativeness which leads to higher impact of costs caused by the soft constraints (16) . Note that these violations were always less than 0.04 pu h. As further indicated by Table II , no constraint violations of the unit power were observed.
The case study showed that the risk-averse MPC in combination with an appropriate construction of the scenario tree allows to obtain suitable operation strategies for islanded MGs. For the operational control of MGs, risk-averse MPC appears very suitable as it allows to interpolate between robust worst-case and approaches that minimize the expectation. In practice, this translates into the desirable trade-off between performance and robustness, represented by the number of constraint violations.
B. Sensitivity analysis
To illustrate the performance of the risk-averse approach in presence of inaccurate forecasts, a sensitivity analysis was carried out. In the analysis, 1000 simulations were performed over tree days, i.e., K = 144 simulation steps, of the scenario shown in Figure 7 . To illustrate the robustness of the riskaverse approach with respect to uncertainty in the probability distribution, we added noise with different properties to the measured load and wind speed time-series. This way higheffect low-probability events that only happen occasionally are artificially added to illustrate the positive effects of the riskaverse MPC approach. In order to assess of the different simulations, we calculate the average operation costs over the simulation horizon K = 144 given by (35) . Furthermore, we compute the average costs incurred by the soft constraints,
We consider two different probability distributions of the disturbances. The first has a constant offset in the mean value (see Figure 8 ). The second distribution assumes an occasional offset that randomly occurs in 10 % of the simulation steps (see Figure 10 ). Both will be discussed in the following.
1) Disturbance with constant offset:
In this case study, a Gaussian noise term with nonzero mean and standard deviation equal to that of the model residuals is added to the speed wind and load time series. In particular, Gaussian noise with mean 0.048 pu and standard deviation 0.032 pu was added to the load and a Gaussian noise with mean −0.795 m /s and standard deviation 0.53 m /s was added to the wind speed before the uncurtailed wind power, w r , was obtained. The different scenarios of wind and load are shown in Figure 8 .
The resulting distribution of J o,α for the different disturbance scenarios is illustrated in Figure 9 . It can be observed that the costs first decrease for smaller values of α. However, for α = 0 the costs increased again due to the increased conservativeness of the robust MPC approach. This shows that choosing α < 1 can protect the system from high-effect lowprobability events and help reduce the closed-loop costs. This is also reflected in the lower variance of cost for smaller values of α (see Figure 9) . Furthermore, the costs incurred by the soft constraints J s,α decrease for smaller values of α. By choosing α appropriately, the costs and the conservativeness of the control scheme can be tuned. This adds an important degree of freedom to the traditional design procedures of worst-case (α = 0) and stochastic (α = 1) approaches. 2) Disturbance with occasional extreme events: In this sensitivity analysis, to model occasional extreme events the mean value of the additional disturbance that was added to the load and wind speed was only chosen different from zero in 10 % of the data points. For the rest of the simulations, the mean of the additional disturbance added to the original data was considered to be zero. However, the random nonzero offset in 10 % of the cases was 0.096 pu for the load and 1.589 m /s for wind wind speed. A standard deviation of 0.032 pu for load and 0.53 m /s for wind speed were considered. This lead to the scenarios illustrated in Figure 10 .
As shown in Figure 11 , the costs incurred by the soft constraints J s,α decrease for low values of α, yet, lower operation costs J o,α , are not observed as α decreases. However, the spread of costs decreases, indicating that the average cost for operating the grid becomes less sensitive to the uncertain value with decreasing α. In the case of high-effect low-probability events, the conservativeness of the controller can also be parametrised by adapting α. Therefore, for a given MG setup, the designer of the MPC has an additional tuning knob to strike a suitable trade-off between costs and security of supply.
VIII. CONCLUSIONS
In this work we presented a risk-averse MPC strategy for islanded MG with very high share of RES which allows to trade economic performance for safety by interpolating between worst-case and risk-neutral stochastic formulations. The approach is resilient with respect to misestimations of the underlying probability distributions of demand and infeed of RES as shown in Section VII. Therefore, it is suitable for practical implementations, where these distributions are not known exactly or change over time. This also allows for the use of simple and therefore computationally less expensive scenario trees at the expense of operating with a slightly Fig. 10 . 1000 scenarios of wind and load data used in sensitivity analysis with occasional extreme events in 10 % of the cases. more conservative regime. Furthermore, the presented MPC scheme is able to protect the MG against high-effect lowprobability events such as sudden drops of RES power or unexpected increase of demand as illustrated in the case study. Finally, the proposed formation can be cast as an mixedinteger quadratically-constrained quadratic problem which can be solved by commercial solvers as indicated in Section VI. Potentially, for a large number of integer variables the problem complexity can become prohibitive. One possible approach to mitigate this complexity is to relax the problem for predictions in the far future or to employ heuristics such as genetic algorithms to be able to solve complex mixed-integer problems reasonably fast. In the future we would like to look into this topic in more detail by considering MGs with more conventional generators and RES as well as scenario trees with a higher number of nodes. Furthermore, as the operation regime is significantly influenced by the state of charge we plan to consider more complex storage dynamics. Future work will also address chance constraints and decreasing the solver time by devising paralleliseable optimisation algorithms (see, e.g, [64] ) that can run on graphics processing units.
