Irregular scene text, which has complex layout in 2D space, is challenging to most previous scene text recognizers. Recently, some irregular scene text recognizers either rectify the irregular text to regular text image with approximate 1D layout or transform the 2D image feature map to 1D feature sequence. Though these methods have achieved good performance, the robustness and accuracy are still limited due to the loss of spatial information in the process of 2D to 1D transformation. Different from all of previous, we in this paper propose a framework which transforms the irregular text with 2D layout to character sequence directly via 2D attentional scheme. We utilize a relation attention module to capture the dependencies of feature maps and a parallel attention module to decode all characters in parallel, which make our method more effective and efficient. Extensive experiments on several public benchmarks as well as our collected multi-line text dataset show that our approach is effective to recognize regular and irregular scene text and outperforms previous methods both in accuracy and speed.
Introduction
Recently, reading text from image especially in natural scene has attracted much attention from the academia and industry, due to the huge demand in a large number of applications. Text recognition, as the indispensable part, plays a significant role in an OCR system [49, 40, 50, 52, 23, 10, 18, 34, 37] .
Despite large amount of approaches [49, 40, 50, 52, 53, 25, 29, 22, 23, 44, 45, 30] were proposed, scene text recognition is still challenging. Except for the complex background and the varied appearance, the irregular layout further increases the difficulty. Moreover, since most previous methods are designed for the recognition of regular text with approximate 1D layout, they do not have the ability to handle the irregular text image (such as curved or multi-line * Authors contribute equally. text image) that the characters are distributed in 2D space.
Status of Current Irregular Text Recognizer
Many methods are proposed to recognize irregular text image these years. We show the representative pipelines in Figure 1. Straight-forward methods are proposed in [45, 46, 36] which first rectify the irregular text image into regular image, and then recognize the rectified one with normal text recognizer. To address the irregular information, Cheng et al. [12] encode 2D space information from four directions to transform the 2D image feature maps to 1D feature sequences while Lyu et al. [37] and Liao et al. [32] apply semantic segmentation to yield 2D character mask, and then group the characters with the character position and heuristic algorithm as shown in the second and third branch respectively in Figure 1 . Recently, Li et al. [31] propose an encoder-decoder based scheme as illustrated in the fourth branch in Figure 1 , where an encoder extracts holistic feature via encoding the 2D feature map column by column and a decoder decodes the holistic feature to character sequence recurrently by applying 2D attention on image feature maps.
Though promising results are achieved by the mentioned representative approaches, there are still some limitations preventing these methods to be more flexible, robust and efficient. First, methods [51, 37, 32] need character-level localization in the training phase. It is usually limited when no character-level annotations are provided. Second, many schemes are not robust enough to handle very complex cases such as large curved text or multi-line text, due to: 1) the insufficient capacity of the rectification network [45, 46, 36] ; 2) the limitation of the character grouping algorithm [37, 32] ; 3) the loss of spatial information [45, 46, 36, 12, 31, 37, 32] . Third, some approaches [45, 46, 36, 33, 51, 31] in encoder-decoder framework always use RNN and attention module in serial, which is inefficient in sequential computation, especially when predicting long text.
Our Contributions To mitigate the limitations of previous, we propose a novel 2D attentional irregular scene text recognizer shown in the last branch in Figure 1 . Differ- [45, 46, 36] . The second branch: the pipeline of [12] . The third branch: the pipeline proposed by [37, 32] . The fourth branch: the pipeline proposed by [31] . The last branch: our proposed pipeline.
ent from all of previous, ours directly encode and decode text information in 2D space through all the pipeline by 2D attentional modules. To achieve the goal, we first propose the relation attention module to capture the global context information instead of modeling the context information with RNN as in [12, 51, 31] . In addition, we design a parallel attention module which yields multiple attention masks on 2D feature map in parallel. With this module, our method can output all the characters at the same time, rather than predict the characters one by one as previous methods [45, 46, 33, 51, 31] . Contrary to previous, ours is the end-to-end trainable framework without complex postprocessing to detect and group characters and characterlevel or pixel-level annotations for training. With the relation module, our framework models the local and global context information which is more robust to handle complex irregular text (such as large curved or multi-line text). Our method is also more efficient since the proposed parallel module simultaneously predicts all results compared with previous RNN schemes.
To verify the effectiveness, we conduct experiments on 7 public benchmarks that contain both regular and irregular datasets. We achieved state-of-the-art results on almost all datasets which demonstrate the advantages of the proposed algorithm. Especially, on SVTP and CUTE80, our method beats the previous best method [46] and [31] by 3.8% and 3.5%, respectively. Besides, to evaluate the capability of our method on complex scenarios, we collect a cropped license plate image dataset which contains text in one-line and multi-line. On this dataset, our method outperforms the rectification-based method [46] and the recurrent 2D attention-based method [31] by 18.2% and 29.6% respectively, which proves the robustness of our framework. Moreover, our approach is 2.1 and 4.4 times faster than [46] and [31] , respectively. In summary, the major contribution of this paper is threefold: 1) An effective and efficient irregular scene text recognizer were proposed which is designed with 2D attentional modules and achieved state-of-the-art results both on regular and irregular scene text datasets 2) We proposed 2D relation attention module and parallel attention module making the framework more flexible, robust and efficient; 3) A new dataset containing text in multi-line is constructed. As far as we know, our method is the first to show the capacity of recognizing cropped scene text in multi-line.
Related Work

Scene Text Recognition
In recent years, a large number of methods have been proposed to recognize text in natural scene. Based on the characteristics of these methods, most of the methods fall into the following three categories: character-based methods, word-based methods and sequence-based methods.
The early works [49, 40, 50, 52, 53, 25, 29] are mostly character-based. They first detect and classify individual characters, and then group them into words. In most cases, the characters proposals are yielded via connected components [40, 52] or sliding window [49, 53, 50, 25, 29] , and then classified with hand-crafted feature (e.g., HOG [53] ) or learned feature [50, 25] . Finally, the individual characters are merged into a word with a heuristic algorithm.
Recently, some word-based methods [22, 23] and sequence-based methods [44, 45, 30] equipped with CNN [28] and RNN [19, 13] are proposed with the development of deep learning. In [22, 23] , Jaderberg et al. solve the problem of text recognition with multi-class classification. Based on 8 million synthetic images, they train a powerful classifier, which classifies the 90K common English words directly. In [44, 45, 30] , the text images are recognized in Figure 2 . Overview of the proposed method. "c" means the number of channels of the extracted image feature. "h" and "w" are the height and width of the input image. "n" represents the number of output nodes. "-" is a special symbol which means "End of Sequence"(EOS).
a sequence-to-sequence manner. Shi et al. [44] first transfer the input image into a feature sequence with CNN and RNN and obtain the recognition consequence with CTC [16] . In [45, 30] , the sequence is generated by the attention model in [7, 13] , step by step.
Irregular Scene Text Recognition
Irregular scene text recognition has also attracted much attention in recent years. In [45, 46, 36] , Shi et al. and Luo et al. propose a unified network which contains a rectification network and a recognition network to recognize irregular scene text. They first use a Spatial Transform Network [24] to transfer the irregular input image into a regular image which is easy to be recognized by the recognition network, and then recognize the transformed image with a sequence-based recognizer. Instead of the methods in [45, 46, 36] which rectify the whole input image directly, Liu et al. [33] propose to rectify the individual characters recurrently. In [12, 51, 31, 37, 32] , the authors propose to recognize irregular text images in 2D perspective. In [12] , to recognize irregular text image with arbitrarily-oriented, Cheng et al. adapt the sequence-based model [45, 30] with the image feature extracted from four directions. In [51, 31] , the irregular images are handled via applying 2D attention mechanism on feature maps. In [37, 32] In this paper, we propose a 2D attentional irregular scene text recognizer which transforms the irregular text with 2D layout to character sequence directly. Compared to the rectification pipeline [45, 46, 33, 36] , our approach is more robust and effective to recognize irregular scene text image. Besides, compared to the previous methods [12, 51, 31, 37, 32] in 2D perspective, our method has parallel attention mechanism, which is more efficient than [51, 31] predicting sequence serially, and doesn't need character-level localization annotations as [51, 37, 32] .
Methodology
The proposed model is a unified network which can be trained and evaluated end-to-end. Given an input image, the network predicts the recognition consequence directly.
Network Structure
The network structure is shown in Figure 2 . Given an input image, we first use a CNN encoder to transform the input image into feature maps with high-level semantic information. Then, a relation attention module is applied to each pixel of the feature maps to capture global dependencies. After that, the parallel attention module is built on the output of relation attention module and outputs a fixed number of glimpses. Finally, the character decoder decodes the glimpses into characters.
Relation Attention Module
Previous methods such as [44, 45, 46] always use RNN to capture the dependencies of the CNN encoded 1D feature sequence, but it is not a good choice to apply RNN on 2D feature maps directly for the consideration of computational efficiency. In [12] , Cheng et al. apply RNN on four 1D feature sequences that extracted from four directions of the 2D feature maps. In [31] , Li et al. convert the 2D feature maps into 1D feature sequence with a max-pooling along the vertical axis. The strategies used in [12, 31] can reduce computation to some extent, but meanwhile, some space information may also be lost.
Inspired by [48, 20, 14] which capture the global dependencies between input and output by aggregating information from the elements of the input, we build a relation attention module which consists of the transformer unit proposed in [48] . The relation attention module captures the global information in parallel, which is more efficient than the above-mentioned strategies. Specifically, following BERT [14] , the architecture of our relation attention module is a multi-layer bidirectional transformer encoder. We present it in the supplementary material due to the page limit.
To apply the relation attention module to the input with arbitrary shape conveniently, we flat the input feature maps into a feature sequence I with the shape of k × c. The k means the length of the flatted feature sequence, and c is the dimensions of each feature vector in the feature sequence. For each feature vector I i (i ∈ [1, k]), we use an embedding operator to encode the position index i into position vector E i , which has the same dimensions as I i . After that, the flatted input feature I and the position-embedded feature E are added to form the fused feature F which is sensitive to the position.
We build several transformer layers in series to aggregate information from the fused feature. Each transformer layer consists of k transformer units. And for each transformer, the query, keys and values [48] are obtained with the following process:
Here, Q With the query, keys and the values as input, the output of a transformer is computed by a weighted sum operator applied to the values. And the weights of each value is calculated as the following formulas:
where W are trainable weights. Taking the weights α as the coefficients, the output of each transformer is weighted and summed as:
where W v l is a learned weight. F unc is a non-linear function, which can be referred to [48, 14] for detail.
We take the outputs of the last transform layer as the relation attention module's output.
Parallel Attention Module
The basic attention module used in [45, 46, 51, 31] always work in serial and be integrated with a RNN: Figure 3 . Overview of the two-stage decoder. "Ω" is the set of decoded characters, "n" means the number of output nodes. "c" is the number of channels of the extracted image feature maps.
where h t−1 and α t−1 are the hidden state and attention weights of the RNN decoder at the previous step, I means the encoded image feature sequence. As formulated in Eq. 6, the computation of the step t is limited by the previous steps, which is inefficient.
Instead of attending recurrently, we propose a parallel attention module, in which the dependency relationships of the output nodes are removed. Thus, for each output node, the computation of attention is independent, which can be implemented and optimized in parallel easily.
Specifically, we assign the number of output nodes to n. Given a feature sequence O in the shape of k×c, the parallel attention module outputs the weight coefficient α with the following process:
Here, W 1 and W 2 are the learnable parameters with the shape of c × c and n × c respectively. Based on the weight coefficients α and the encoded image feature sequence I, the glimpses of each output node can be obtained by:
where i and j are the index of output node and feature vector respectively.
Two-stage Decoder
We take the glimpses to predict the characters with a character decoder. For each output node, the output character probability is predicted by:
where W and b are the learned weights and bias. Though the proposed parallel attention module is more efficient than the basic recurrent attention model, the dependency relationships among the output nodes are lost due to the parallel independent computing. To capture the dependency relationships of output nodes, we build the secondstage decoder. The second-stage decoder consists of a relation attention module and a character decoder. As shown in Figure 3 , we take the glimpses as the input of relation attention module to model the dependency relationships of the output nodes. Besides, a character decoder is stacked over the relation attention module to produce the prediction results.
Optimization
We optimize the network in an end-to-end manner. The two decoders are optimized simultaneously with a multitask loss:
where y is the ground truth text sequence, i and j are the indexes of the decoder and the output node. In the training stage, a ground truth sequence will be padded with symbol "EOS" if the length of this sequence is shorter than n. By contrast, the excess parts will be discarded.
Experiments
Datasets
We conduct experiments on a number of datasets to verify the effectiveness of our proposed model. The model is trained on two synthetic datasets: Synth90K [4] and SynthText [5] , and evaluated on both regular and irregular scene text datasets. In particular, a license plate dataset which contains text in one-line and multi-line is collected and proposed, for evaluating the capability of our model to recognize text with complex layout.
Synth90K [4] is a synthetic text dataset proposed by Jaderberg et al. in [22] . This dataset is generated by randomly blending the 90K common English words on scene image patches. There are about 9 million images in this dataset and all of them are used to pre-train our model.
SynthText [5] is also a commonly used synthetic text dataset proposed in [17] by Gupta et al.. SynthText is generated for text detection and the text are randomly blended on full images rather than the image patches in [22] . All samples in the SynthText are cropped and token as the training data.
ICDAR 2003 (IC03) [35] is a real regular text dataset cropped from scene text images. After filtering out some samples which contain non-alphanumeric characters or have less than three characters as [49] , the dataset contains 860 images for test. Besides, for each sample, a 50-word lexicon is provided.
ICDAR 2013 (IC13) [27] is derived from IC03 with some new samples added. Following the previous meth- ods [44, 46] , we filter out some samples which contain nonalphanumeric characters, and keep the remaining 1015 images as the test data. In this dataset, no lexicon is provided.
IIIT5k-Words (IIIT5K) [38] contains 5000 images, of which 3000 images are used for test. Most samples in this dataset are regular. For each sample in the test set, two lexicons which contain 50 words and 1000 words respectively are provided. [49] comprises 647 test samples cropped from Google Street View images. In this dataset, each image has a 50-word lexicon.
Street View Text (SVT)
SVT-Perspective (SVTP) [41] also originates from
Google Street View images. Since the texts are shot from the side view, many of the cropped samples are perspective distorted. So this dataset is usually used for evaluating the performance of recognizing perspective text. There are 639 samples for test, and for each sample, a 50-word lexicon is given. [26] is cropped from the images shot with a pair of Google Glass in incidental scene. 2077 samples are included in the test set, and most of them are multi-oriented. [42] is a dataset proposed for curved text detection, and is then used by [45] to evaluate the capacity of a model to recognize curved text. There are 288 cropped patches for test and no lexicon is provided. 
ICDAR 2015 Incidental Text (IC15)
CUTE80 (CUTE)
Implementation Details
Network Settings The CNN encoder of our model is adapted from [46] . Specifically, we only keep the first two 2 × 2-stride convolutions for feature maps down-sampling, and the last three 2 × 2-stride convolutions in [46] are replaced with 1 × 1-stride convolutions.
To reduce the computation of the first relation attention module, a 1 × 1 convolutional layer is applied to the input feature maps to reduce the channel size to 128. By default, the number of transformer layers of relation attention module is set to 2. And for each transformer unit in relation attention module, the hidden size and the number of selfattention heads are set to 512 and 4 respectively.
As for the parallel attention module, the number of output nodes n is set to 25, since the lengths of most common English words are shorter than 25. Besides, we set the category |Ω| of the decoded characters to 38, which corresponds to digits (0-9), English characters (a-z/A-Z, the case is ignored), a symbol "EOS" to mark the end of a sequence and a symbol "UNK" to represents all the other characters. Training To compare fairly with the previous methods, we train our model on Synth90K and SynthText from scratch. The sample ratio of Synth90K and SynthText is set to 1 : 1. In the training stage, the input image is resized to 32 × 100. We also use data augmentation (color jittering , blur et al.) as [32] . Besides, we use ADADELTA [54] to optimize our model with the batch size of 128. Empirically, we set the initial learning rate to 1 and decrease it to 0.1 and 0.01 at step 0.6M and 0.8M respectively. And the training phase is terminated at the step 1M. Inference In the inference stage, we still resize the input image to 32 × 100. We decode the probability matrix to character sequence with the following rules: 1) for each output node, the character with the maximum probability is treated as the output. 2) All "UNK" symbol will be removed.
3) The decoding process will be terminated when meeting the first "EOS". By default, we take the predicted sequence from the second stage decoder as our result. Following the previous methods, we evaluate our method on all datasets with one model by default. Implementation We implement our method with PyTorch [2] and conduct all experiments on a regular workstation. By default, we train our model in parallel with two NVIDIA P40 GPU and evaluate on a single GPU with the batch size of 1.
Comparisons with State-of-the-Arts
To verify the effectiveness of our proposed method, we evaluate and compare our method with the previous stateof-the-arts on the above-mentioned benchmarks. Following the previous methods, we measure the recognition performance with word recognition accuracy. An image is considered to be correctly recognized when the predicted text is the same as the ground truth. When a lexicon is available, the predicted text is amended by the word with the minimum edit distance to the predicted text.
Regular Scene Text Recognition
We first evaluate our model on 4 regular scene text datasets: IIIT5K, SVT, IC03, IC13. The results are reported in Table 1. In the case of fair comparison, our method achieves state-of-the-art results on most datasets. As for IIIT5K and SVT, since some text instances are curved or oriented, our results are slightly better than [46] , and outperforms the other methods by a large margin. On IC03, our results are comparable to [36] when evaluated without lexicon, and outperforms all the other methods when recognizing without lexicon. Our result on IC13 is slightly lower than [11, 8] which is designed for regular text recognition. The performances on regular scene text datasets show the generality and robustness of our proposed method.
Irregular Scene Text Recognition
To validate the effectiveness of our method to recognize irregular scene text, we conduct experiments on three irregular scene text datasets: IC15, SVTP and CUTE. We list and compare our results with previous methods in Table 1 . Our method beats all the previous methods by a large margin. In detail, our results outperform the previous best results on the three irregular scene text datasets by 0.2%, 3.8% and 3.5% respectively. Especially, on CUTE, our method surpasses the rectification-based methods [46, 36] at least 3.5% and performs better than [12] which also recognizes irregular text in 2D perspective by 10%. The apparent advantage over previous methods demonstrates that our method is more robust and effective to recognize irregular text, especially in the case of recognizing text with more complex layout (such as the samples in CUTE80).
Multi-line Scene Text Recognition
Previous irregular scene datasets only contain oriented, perspective or curved text, but lack the text in multi-line. Multiline text, such as license plate number, mathematical formula and CAPTCHA, is common in natural scene. To verify the capacity of our method to recognize multi-line text, we propose a multi-line scene text dataset, called MLT280. We also create a synthetic license plate dataset which contains 1.2 million synthetic images to train our model. Some synthetic images are exhibited in Figure 4 . The MLT 280 and the synthetic images will be made available.
We train two models in total, one trained from scratch with random initialization and the other initialized with the model pre-trained on Synth90K and SynthText, and then fine-tuned on the synthetic license plate dataset. For the model trained from scratch, we train the model with the Methods   IIIT5K  SVT  IC03  IC13 IC15 SVTP CUTE  50  1000  0  50  0  50  Full  0  0  0  0 Table 1 . Results on the public datasets. "50" and "1000" mean the size of lexicon. "Full" represents all the words in the testset are used as lexicon. "0" means no lexicon is provided. The methods with "*" indicate that the corresponding model is trained with Synth90k and SynthText, which is the same as ours. So these methods can be compared with ours fairly. Note that the model of [31] † is trained on extra synthetic data and some real scene text data. So we just list the results here for reference.
same training settings as "Ours" in Table 1 . As for the fine-tuned model, we train the model about 150K steps, with the learning rate of 0.001. To compare with the previous methods in different pipelines, some other models are trained. ASTER [46] in rectification-recognition pipeline and SAR [31] in recurrent attention pipeline are chosen for comparison. We train ASTER and SAR using the official codes in [1, 3] . Similarly, two models for each method are trained on the synthetic license plate dataset.
The results are summarized in Table 2 . For ASTER, 40% and 62.5% accuracy are achieved by the random initialized model and fine-tuned model, respectively. We observe that the rectification network of ASTER can not handle text in multi-line since almost all multi-line text images are wrongly recognized, which indicates that the methods in rectification-recognition pipeline are not suitable for multiline text recognition. As for SAR, 43.9% and 51.1% accuracy are achieved respectively. We visualize some failed cases as well as the corresponding attention masks of SAR in the supplementary material. Those masks show that SAR can not locate the characters accurately. The LSTM encoder in SAR transforms the 2D feature map to 1D sequence by a Table 2 . The comparison of accuracy and speed between other irregular scene text recognition methods and ours on MLT280. "Original" means the speed reported in the original paper which is evaluated on different hardware platforms. *The original result is tested on NVIDIA Titan x GPU, and the batch size is unclear. vertical max-pooling, which may cause inaccurate localization due to the loss of 2D space information. Our method achieves the best results in both cases. Particularly, 61.4% and 80.7% accuracy are achieved by the random initialized model and fine-tuned model, which outperform ASTER and SAR in a large margin and demonstrate that our method can handle the multi-line text recognition task well. Some qualitative results are presented in Figure 5 . The accurate localization in the attention masks indicates that the multi-line text can be well handled by our method. Table 3 . The comparison of the first decoder and the second decoder.
Speed
To prove the efficiency of our proposed method, we evaluate the speed of our method as well as other irregular scene text recognizers. To compare fairly, we evaluate all methods on the same hardware platform and set the test batch size to 1. Each method is tested 5 times on MLT280. And the average speed for a single image is listed in Table 2 . Benefiting from the parallel computing of our proposed relation attention module and parallel attention module, our model is 2.1 times faster than the rectification-based method [46] and 4.4 times faster than the recurrent 2D attention based method [31] .
Ablation Study 4.4.1 The Effectiveness of the Second Stage Decoder
To prove the effectiveness of the second stage decoder, we compare the results yielded by the first stage decoder and the second stage decoder quantitatively. For convenience, the results of the first decoder and the second decoder are named "Ours(d1)" and "Ours(d2)" and listed in Table 3 . As shown, "Ours(d2)" is always better than "Ours(d1)" on all datasets. It indicates that, to a certain extent the dependency relationships among the glimpses can be captured by the relation attention module of the second stage.
The Effectiveness of Relation Attention Module
We also evaluate our model with different number of transformer layers in a relation attention module to assess the effectiveness of relation attention module. The results are presented in Table 4 . For convenience, we name our models as "Ours(a,b)", where a and b are the number of transformer layers of the first and the second relation attention module respectively. The value will be set to 0 if the corresponding relation attention module is not used. As shown in the models with relation attention modules are always better than the one without. The comparison of "Ours(0, 0)" and "Ours(2, 0)" shows the first relation attention module can improve the recognition accuracy both on regular and irregular scene text datasets. The comparison of "Ours(2, 0)" and "Ours(2, 2)" demonstrates that the second relation attention module which captures the dependency relationships of output nodes can further improve the accuracy. We also evaluate our models with more transformer layers in relation attention module. Comparable results with "Ours(2,2)" are achieved. For the trade-off of speed and accuracy, we use the setting (2, 2) by default.
Limitation
We visualize some failure cases of our method in Figure 6 . As shown, our method fails to recognize the vertical text images, since there are no vertical text images in training samples. Besides our method also struggles to recognize the characters with the similar appearance (such as "G" and "C", "D" and "0") as well as the images with complex environmental interference (occlusion, blur et al.).
Conclusion
In this paper, we present a new irregular scene text recognition method. The proposed method which recognizes text image with 2D image feature can reserve and utilize the 2D space information of text directly. Besides, benefiting from the efficiency of the proposed relation attention module and parallel attention module, our method is faster than the previous methods. We evaluate our model both on 7 public datasets as well as our proposed multi-line text dataset. The superior performances on all datasets prove the effectiveness and efficiency of our proposed method. In the future, recognizing text in vertical and more complex layouts will be a goal for us.
A. Appendix
A.1. Architecture of Relation Attention Module
The architecture of our proposed relation attention module is shown in Figure 7(a) . As shown, the relation attention module is in multi-layer architecture and consists of transformer units , one of which is presented in Figure 7 (b). For the first layer, the inputs are the fused features F , which are the sum of the input features I and the position embedding features E. For the others layers, the inputs are the outputs of the previous layer. In detail, the query, keys and values of each transformer unit are obtained by the Eq.1, Eq.2 and Eq.3 respectively.
A.2. Qualitative Analysis
We show more qualitative results of our method in Figure 8 . As shown, our method is effective to cope with irregular scene text such as curved text images and oblique text images. The highlighted text area of 2D attention masks indicates that our method is able to learn the positions of characters and recognize irregular scene text.
A.3. Qualitative Comparison
This section describes the qualitative comparison of our method with ASTER [46] and SAR [31] . Some samples from our collected dataset MLT280 are presented in Figure 9 . Specifically, the first part is the input image and corresponding ground truth; the second part is the rectified image generated by rectification network of ASTER and the corresponding prediction; the third and fourth part are the attention masks and predictions of SAR and ours respectively. The results show that multi-line text images can not be well handled by ASTER, which may be due to the limited capacity of the rectification network. The visualization of 2D attention masks of SAR shows that SAR can learn the position information of one-line text well, but can not address complex multi-line text scenario as well. This phenomenon may be caused by the irreversible 2D spacial information loss of vertical pooling. Since we reserve and utilize 2D spacial information to attend text area, our method can localize and recognize both one-line and multi-line text image. Figure 9 . Comparison of our method with other competitors on MLT280. Note that, to avoid ambiguity with "1" and "0", the letters "I", "O" and "Q" are not included in the character set.
