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ABSTRACT
Aims. This article aims to measure the age of planet-hosting stars (SWP) through stellar tracks and isochrones computed with the
PAdova & TR ieste Stellar Evolutionary Code (PARSEC).
Methods. We developed algorithms based on two different techniques for determining the ages of field stars: isochrone placement and
Bayesian estimation. Their application to a synthetic sample of coeval stars shows the intrinsic limits of each method. For instance,
the Bayesian computation of the modal age tends to select the extreme age values in the isochrones grid. Therefore, we used the
isochrone placement technique to measure the ages of 317 SWP.
Results. We found that ∼ 6% of SWP have ages lower than 0.5 Gyr. The age distribution peaks in the interval [1.5, 2) Gyr, then
it decreases. However, ∼ 7% of the stars are older than 11 Gyr. The Sun turns out to be a common star that hosts planets, when
considering its evolutionary stage. Our SWP age distribution is less peaked and slightly shifted towards lower ages if compared with
ages in the literature and based on the isochrone fit. In particular, there are no ages below 0.5 Gyr in the literature.
1. Introduction
Knowledge of the ages of stars with planets (SWP) is im-
portant for studying several aspects of the evolution of plan-
etary systems, such as dynamical interactions among planets
(see e.g. Laughlin & Chambers (2001)) and tidal effects induced
by SWP (see e.g. Pätzold et al., 2004 Barker & Ogilvie, 2009).
See Hut (1980), Hut (1981) for a theoretical approach regarding
tides. Moreover, SWP ages enable assessment of the evolution
of the atmosphere of the hosted planets caused by chemical re-
actions occurring on the planets themselves and by the conse-
quences of tidal stripping or other atmospheric loss processes.
Knowledge of the stellar ages is also useful for selecting candi-
dates for planet detections.
Most of the known SWP are main sequence G-K type stars
that belong to the nearby disk field population. It is very well
known that determining the ages of these stars is difficult be-
cause of the degeneracy of parameters and the slow evolution of
the observational quantities. The current uncertainties are higher
than the accuracy needed for these studies.
The age is not a direct observable, so its computation should
use models or a combination of models and empirical relations.
Methods based on isochrones from stellar evolutionary mod-
els are often used, but other methods are also applied, based
on empirical relations, such as gyrochronology and activity in-
dices. Asteroseismology will be a very promising technique
when more specific data is available, and in specific cases, the
chemical analysis (the so-called chemiochronology) can be ap-
plied as well. See Soderblom (2010) for a broad review on this
topic.
Most of the ages of SWP come from individual sources
and different methodologies. A recent discussion of the ages
of nearby field stars is presented in Haywood et al. (2013),
while specific analyses of SWP have been published
by Saffe et al. (2005) and Takeda et al. (2007). Finally
Brown (2014) presents a new study based on a new geo-
metrical approach for interpolating the grids of isochrones,
and he shows that the results from gyrochronology give
systematically younger ages.
In this paper we focus on the ages derived by using
isochrones. To determine the age of a stellar cluster using
isochrones, it is necessary to put its stars on the Hertzsprung-
Russel diagram (HRD) and evaluate — among the isochrones
having the metallicity of the cluster — which isochrone best fits
the layout of the stars on the diagram (isochrone fitting). Instead,
determining the age of a field star, in particular a MS star, is
much more complex. The statistical treatment of the data plays
a crucial role in the analysis, and it is necessary to face the prob-
lem of the degeneracy of parameters. Two different methods are
typically applied: the isochrone placement and the Bayesian es-
timation (Jørgensen & Lindegren (2005), da Silva et al. (2006),
Pont & Eyer (2004)).
The isochrone placement technique consists in putting a star
on the HRD together with its error bars in log Teff and log L and
in properly selecting the best isochrone to account for the error
box. Instead, the Bayesian estimation technique requires getting
a posterior probability density function (pdf ) of the age of a star,
assuming an a priori star formation rate, an a priori metallicity
distribution, and an a priori initial mass function (IMF).
We note that sometimes statistical instruments such as
Markov Chain Monte Carlo (MCMC) have been applied in the
literature. MCMC tools are able to sample pdf s (without obtain-
ing an explicit expression for them), in order to infer parame-
ters in Bayesian ambit. It can happen that useful parameters for
computating stellar ages are recovered via MCMC tools and then
used to compute the age through χ2-minimization-based meth-
ods. Algorithms where a preliminary Bayesian approach is fol-
lowed by a frequentistic one are not strictly Bayesian.
The paper is organized in the following way. In § 2 the in-
put data and the isochrones we used are presented; in § 3 the
implementation of isochrone placement and Bayesian estimation
techniques is described; in § 4 the results obtained are discussed;
while § 5 reports a summary of our work.
Article number, page 1 of 16
ar
X
iv
:1
41
1.
43
02
v2
  [
as
tro
-p
h.S
R]
  5
 D
ec
 20
14
A&A proofs: manuscript no. AgeAA
Table 1. Solar parameters adopted by the isochrones.
Solar data Value Source
Z 0.01524 Caffau et al. (2008)
Zini, 0.01774 Bressan et al. (2012)
L [erg/s] (3.846 ± 0.005) · 1033 Guenther et al. (1992)
R [km] 695980 ± 100 Guenther et al. (1992)
Teff, [K] 5778 ± 8 from L and R
Mbol, [mag] 4.770 Girardi et al. (2008)
BC [mag] −0.063 interpolation
B − V [mag] 0.667 in the isochrones
log g [cgs] 4.432 grid
MV, [mag] 4.833 from Mbol, and BC
V [mag] −26.739 from MV, and d⊕−
2. The data
First of all, this section presents the input data that were used to
test the reliability of the developed algorithms. The last two sub-
sections are dedicated to describing the sample of SWP and of
the theoretical models used to characterize the SWP. From here
on, all the photometric parameters are expressed in the Johnson
system.
2.1. The 3.2 Gyr synthetic stars catalogue
We built a catalogue of 927 synthetic stars located on an
isochrone with initial [Fe/H]=0 and log t = 9.5 (t ≈ 3.2 Gyr).
To each of them we attributed a distance d, its uncertainty ∆d,
and an uncertainty on log g ∆ log g, generating random numbers
from normal distributions with means d¯ = 135 pc, ∆d = 0.1d¯,
and ∆ log g = 0.1 dex, respectively. The uncertainty on [Fe/H] is
∆[Fe/H] = 0.05. All these values are typical of the stars belong-
ing to the SWP catalogue that is described below.
2.2. SWP Catalogue
All the planetary and stellar parameters of SWP were col-
lected from The Site of California and Carnegie Program
for Extra-solar Planet Search: Exoplanets Data Explorer1
(Wright et al. (2011)). After having discarded binaries and stars
without measurements of the apparent V magnitude, B−V colour
index, parallax pi from Hipparcos, [Fe/H], and log g, we consid-
ered the remaining 326 stars that constitute our SWP catalogue.
These stars are represented on the CMD in Fig. 1 with the two
1-Gyr-isochrones corresponding to the minimum (Z = 0.00318)
and the maximum (Z = 0.054) metallicity of the sample. Increas-
ing the metallicity, the isochrones go towards redder colours.
Some stars are located to the left of the Z = 0.00318 1-Gyr-
isochrone. These are anomalous because they are expected on
the right-hand side, considering their higher metallicity.
2.3. The isochrones
The theoretical models employed to determine the ages of
the stars are the PARSEC2 isochrones (version 1.0) by
Bressan et al. (2012), corresponding to the solar parameters
listed in Table 1. The different sequences of isochrones are iden-
tified by the metallicity of a star at the moment of its birth: Zini.
1 http://exoplanets.org/exotable/exoTable.html
2 The web interface called CMD 2.5 input form is available at http:
//stev.oapd.inaf.it/cgi-bin/cmd
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Fig. 1. SWP on the CMD. The colour of the points is representative of
the metallicity Z of the stars. As reference, the 1-Gyr-isochrones corre-
sponding to the extreme metallicity values of the sample are also repre-
sented.
We used sequences spaced by 0.05 in log t (with t in years) start-
ing from log t = 6 up to log t = 10.1.
Considering the solar sequence of isochrones identified by
Zini = Zini, = 0.01774 as reported by Bressan et al. (2012) (note
that this value is different from the present one, which is Z =
0.01524), the interpolation between the log L/L and Mbol tabu-
lated values yields the correspondence 1L → Mbol = 4.770. We
also computed the differences between the absolute bolometric
and V magnitudes given by the grid (which correspond to the
bolometric corrections in the V band BC = Mbol − MV adopted
by the authors), and finally, we looked for the BC value that gave
Teff = Teff, and L = L. The interpolation gives a bolometric
correction for the Sun BC = −0.063. Finally, log g and B−V
come from the interpolation in the solar isochrone grid, as well.
As already said, the parameter that identifies a given se-
quence of isochrones is the metallicity Z, which is linked to
[Fe/H] by an exponential relation3 , which assumes the form
Z = 10[Fe/H]−1.817. (1)
3. Age determination methods
3.1. Preliminary considerations
Deriving the ages of stars by making use of theoretical mod-
els requires knowledge of the stellar mass M. In fact, since
isochrones corresponding to different age values can be very
close on the HRD, M can help in the selection of the one that
fits the input data best. In some cases, there is even a degener-
acy between the age t and the mass M of a given star. Figure 2,
which shows the solar metallicity evolutionary tracks of 1 and
3 A reference relation between Z and [Fe/H] is log z = [Fe/H] +
log (0.6369 fα + 0.3631) − 1.658 proposed by Straniero et al. (1992). It
takes the possibility of α-enhancement into account, where log fα =
[α/Fe]. (1) is a reduced version of this equation considering fα = 1 ⇒
[α/Fe] = 0, i.e. assuming a solar α-enhancement. Moreover, the con-
stant −1.658 is substituted with −1.817 so that Z = Z = 0.01524 for
[Fe/H]=0.
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Fig. 2. Solar metallicity evolutionary tracks of 1 and 1.05 M star on
the HRD. Their intersection point is representative of the degeneracy
between stellar mass and age. See text for further details.
1.05 M, clarifies the situation: the stellar parameters (log Teff ,
log L) = (3.7662, 0.0839) corresponding to the intersection of
the two tracks are representative either of a 1 M star with an
age of 6.34 Gyr or of a 1.05 M with an age of 26.8 Myr, so the
knowledge of the stellar mass is fundamental to correctly estab-
lishing the evolutionary stage of any given star.
In the particular case where the comparison is between ages
of a pre-main sequence (PMS) star and a MS star, it is also
possible to remove the degeneracy considering that PMS stars
are particularly active if compared with MS stars, and this im-
plies that they have very high rotational velocities and cromo-
spheric activity indices. Considering log R′HK as reference index
for the cromospheric activity, we took the age-activity relation
by Mamajek & Hillenbrand (2008) and we slightly shifted it, so
that solar values adopted by the isochrones of Padova match the
model. According to this relation log R′HK = −4.48 for an age
t = 500 Myr and log R′HK = −4.27 for t = 100 Myr. The
typical variation between the highest and lowest peaks in ac-
tivity and the average level is ∼ 0.2 dex for a solar type star;
in fact the present mean solar log R′HK, = −4.91, while it was
log R′HK,,Maunder = −5.105 during the Maunder minimum. To be
conservative we assume that if
log R′HK,? < −4.65, (2)
then the star has an age t > 500 Myr, while if
log R′HK,? < −4.47, (3)
then the star has an age t > 100 Myr.
As mentioned before, another indicator of the activity of
a star is its rotational velocity. According to the study of
Denissenkov (2010), a star younger than 500 Myr at the very
least has an angular velocity Ω? & 2.65Ωe,, while a star younger
than 100 Myr has, at least, Ω? & 4Ωe,, where Ωe, = 2.86 ·10−6
rad/s is the present angular velocity of the solar envelope. In the
absence of the log R′HK,? value, and assuming
4
pi
v sin i as the mean
probable rotational velocity of a star, we conclude that a star has
an age t > 500 Myr, if
Ω? < 7.579 · 10−6 rad/s, (4)
while its age is greater than 100 Myr, if
Ω? < 1.144 · 10−5 rad/s. (5)
Besides many other parameters, the databases we examined
often reported the stellar mass M, but all these parameters were
derived by different authors following different calibration pro-
cedures. To make as few assumptions as possible and to produce
input parameters that enter a picture that is self-consistent with
the theoretical values reported by the isochrones, we decided to
start from the values of
– visual magnitude V ,
– colour index B − V ,
– parallactic distance d,
– metallicity [Fe/H], and
– spectroscopic log g,
which are available in the literature, and then to compute all the
other needed parameters (i.e. the stellar mass M using the stellar
effective temperature Teff , luminosity L, and radius R), according
to the calibrations that can be inferred from the values tabulated
in the isochrones.
The results are sensitive to the bolometric corrections (BCs).
Several published tables of bolometric corrections are reported
in the literature, but — as pointed out by Torres (2010) — val-
ues given by an author can differ noticeably from the ones given
by another author depending on the arbitrary zero point (tradi-
tionally set using the Sun as reference) that each author adopts.
Moreover, there is sometimes no internal consistency between
V, Mbol,, and BC.
For these reasons we obtained the correspondence between
MV and log L by interpolating the values of the isochrone grids
and inferring the BCs from the photometric values tabulated in
the isochrones. Assuming an internal uncertainty on the apparent
bolometric magnitude equal to 0.03 mag, the uncertainty ∆L is
associated to L through error propagation. The correspondence
between B − V and log Teff is obtained from the isochrones as
well. An internal uncertainty of 1% is attributed to the resulting
Teff value.
From the parameters just derived, we can now compute the
estimates of R and M that are used as input data in the isochrone
placement technique:
R =
√
L(
Teff
5778
)4 (6)
M =
g
104.43
R2. (7)
In these equations L and M are in solar unities, Teff is in K, and
g is in cm/s2. After applying the error propagation, all the data
are accompanied by the respective uncertainties.
Another aspect that has been investigated is the temporal
evolution of the surface stellar metallicity Z due to atomic dif-
fusion. The interaction between different chemical species leads
to a surface depletion of elements heavier than hydrogen, which
sink downwards. The characteristic timescale for the diffusion of
an element is (Chaboyer et al. (2001))
τdiff ' K MCZ
MT 3/2CZ
(8)
where M is the stellar mass, MCZ the mass of the surface con-
vective zone, TCZ the temperature at the base of the convective
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Fig. 3. Evolution with time of the surface metallicity Z for stars of dif-
ferent masses characterized by the same initial metallicity Zini = 0.017.
The ruggedness of the curves is due to the discrete steps in the model,
and it has been smoothed while implementing our routines.
zone, and K a constant referring to the chemical element being
taken into account. The direction of this process is parallel to
the temperature and pressure gradients, while it is antiparallel to
the chemical concentration gradient. For further information see
Burgers (1969) and Chapman & Cowling (1970).
We considered several stellar evolutionary tracks, kindly pro-
vided by Leo Girardi, which illustrate the evolution of stars of
different masses and initial metallicities on the HRD. Such tracks
give the surface Z in correspondence of any given age, so we
built up different Zk,l = Zk,l(t) functions depending on the stellar
initial metallicity and mass (identified by the subscripts k and l,
respectively). We observed that atomic diffusion is not negligi-
ble for stars having masses between 0.5 and 2 M. In this mass
range, the surface metallicity decreases with the time during the
MS phase and then increases as the envelope convection deep-
ens, becoming constant once the initial metallicity value Zk,l(0) is
reached. As a consequence, the initial decrease followed by the
increase in Zk,l(t) spans a shorter time scale for higher masses,
where the evolution is faster. An example of the temporal evolu-
tion of Z for stars of different masses, but characterized by the
same initial metallicity, is shown in Fig 3.
The evolution of the atmospheric chemical composition has
a non-negligible effect. For instance, if we take a solar star (i.e.
with the current luminosity and temperature of the Sun) with a
present metallicity equal to Z = 0.01524 and employ the se-
quence of isochrones characterized by such metallicity without
taking into account that the metallicity value that identifies the
isochrones is the one that a star had when it was born and not the
present one, then we get an age t = 5.1 ± 2.8 Gyr instead of the
t = 4.5±0.1 Gyr that we obtain if we adopt the initial metallicity
value Zini, = 0.01774 to select the isochrones.
Adopting the present-day atmospheric chemical composition
in selecting the isochrones for the age computation of field stars
generally produces a result that is slightly biased towards older
ages, especially for intermediate-age stars, as shown in Fig. 4. In
fact, higher metallicity isochrones are redder than lower ones for
every age, and in the MS the older a star, the redder it is. Since
considering the initial chemical composition of a star implies se-
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Fig. 4. SWP ages computed through the isochrone placement technique.
The difference tnoZ − t between the ages tnoZ computed without taking
the surface metallicity Z evolution into account and the ages t com-
puted considering such an effect, is plotted versus t. If the algorithm
does not take into account that the sequences of isochrones are iden-
tified by the initial stellar metallicity, while we only know the present
value, then the ages obtained are biased towards older values, especially
for intermediate-age stars.
lection of an equally or higher metallic grid of isochrones, we
expect tnoZ − t ≥ 0 for MS stars. Among pre-MS isochrones, in-
stead, older isochrones are bluer for a given metallicity: in this
case, we expect negative differences. The three stars in Fig. 4
with evident tnoZ − t < 0 are peculiar because their colours are
too red for their luminosity and metallicity. They are located in
a region where there are both old and pre-MS isochrones. Fur-
thermore, they do not have activity indices to disentangle be-
tween young and old ages; in these conditions, the code may
give tnoZ < t. This result could be eliminated by iterating the
isochrone placement twice and using in the second iteration only
those isochrones that differ ±∆t from the age value t recovered
by the first iteration. We are considering implementating this in
the near future.
3.2. Isochrone placement
The input data characterizing each star for which we want to
establish the age are listed below:
Z V BC B − V d ∆d Teff ∆Teff L ∆L g ∆g M ∆M.
To determine the age and the other parameters, such as effec-
tive temperature, luminosity, gravity, and mass, of a given star
according to the theoretical models, we first considered the se-
quence of isochrones Is characterized by the present metallicity
of the star Z?. If log R′HK or v sin i of a star was available (which
happens for the 94% of the stars that belong to the SWP cata-
logue) and relations (2) or (4) were satisfied, we discarded all
the rows reporting ages lower than 500 Myr from the sequence
Is. If, instead, relations (2) and (4) did not hold, but relations (3)
or (5) were satisfied, we discarded all the age values available in
the isochrone grids lower than 100 Myr (activity cleaning).
Then, for each isochrone in the Is sequence, we considered
the point on the CMD with the minimum distance from the given
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star and computed all its corresponding theoretical values by in-
terpolation through the isochrone grid values. We thus built our
reduced grid of isochrones Is’. After that, we developed the fol-
lowing procedure:
1. For each row i = 1, 2, . . . , n¯ of Is’ (from here on, the subscript
i will always represent the row index of Is’), multiply the
theoretical value reported in the ith row of Is’ (we refer to it
as the generic variable Xi that indicates, time by time, Teff , L,
M, or g) by the bidimensional Gaussian distribution (window
function):
G(Li,Teff,i) = e
− 12
[(
log Teff,i−log Teff
∆ log Teff
)2
+
( log Li−log L
∆ log L
)2]
2pi∆ log Teff∆ log L
. (9)
In this way we can consider that the probability that a given
stellar parameter corresponds to the value reported by a cer-
tain row of Is’ decreases with increasing distance on the
HRD between the star and the isochrone itself, but — at the
same time — the isochrones falling out of the error bars in
log Teff and log L are not discarded definitely.
2. Compute the weight
pi=
[( log L−log Li
∆ log L
)2
+
(
log Teff−log Teff,i
∆ log Teff
)2
+
( M−Mi
∆M
)2
+
( log g−log gi
∆ log g
)2]−1 (10)
that must be attributed to Xi, so that the similarity between
the stellar and the theoretical M and log g values is also taken
into account. The greater the likeness between the stellar and
the theoretical data, the bigger pi.
Clearly, in the previous equations all the data with the subscript
i are taken from the isochrones, while the others are the input
stellar parameters.
Through weighted means, it is now possible to compute the
age of a given star and its temperature, luminosity, mass, and
gravity according to the Padova evolutionary models. According
to what has just been described, the generic stellar parameter
expressed by X? results in:
X? =
n¯∑
i=1
XiG(Li,Teff,i)pi
n¯∑
i=1
G(Li,Teff,i)pi
. (11)
The corresponding uncertainty is given by
∆X? =
√√√√√√√√√
n¯∑
i=1
(Xi − X?)2G(Li,Teff,i)pi
n¯∑
i=1
G(Li,Teff,i)pi
. (12)
Making use of these first guesses for t? and M?, among the
Zk,M? functions describing the evolution in metallicity of a star
with M = M?, we looked for the one where Z(t?) = Z?, from
which we recovered the initial metallicity Zini,? that a star of age
t? had at its birth if the present metallicity is Z?. After that, we
considered the sequence of isochrones corresponding to the just
estimated metallicity Zini,? and we iterated all these operations
until a convergence in the stellar age value was reached.
3.3. Bayesian estimation
As presented by Jørgensen & Lindegren (2005), determining
stellar ages from isochrones requires a comparison between ob-
servational and theoretical data, according to the stellar evolu-
tionary model adopted. If the model-relevant parameters are col-
lected in a vector p, while the observational data are collected in
a vector q, the theoretical model gives a map from the parameter
space p to the data space q. Determining stellar ages represents
the inverse problem, i.e. finding a map from q to p; here we con-
sidered p = (τ,Z,m) (where τ is the age and m is the mass) and
q = ([Fe/H], log Teff , log L).
In Bayesian statistics, the parameters that have to be esti-
mated (in our case τ, Z and m) are treated as random variables,
and their posterior (joint) probability density function is
f (τ,Z,m) ∝ f0(τ,Z,m)L(τ,Z,m) (13)
where f0 is the prior probability density function andL the likeli-
hood function. The value given by f (τ,Z,m)dτdZdm represents
the fraction of stars with age inside [τ, τ + dτ], metallicity in-
side [Z, Z + dZ] and mass inside [m, m + dm]. The constant of
proportionality must be chosen so that
∫ ∫ ∫
f (τ,Z,m)dτdZdm
= 1. The integration of f with respect to Z and m gives f (τ),
which is the posterior pdf that a star has the age τ. Assuming the
mode as the statistical index that synthesizes the function, the
best estimate for the age is the value that maximizes f (τ). Other
plausible choices are those referring to the most probable age of
a star considering the mean of the pdf (corresponding to the cen-
troid of the area under f (τ)) or the median, which, instead, is the
value that bisects the area under f (τ). As already pointed out by
Jørgensen & Lindegren (2005) — who considered a sample of
2968 synthetic stars in order to evaluate the best criterion to as-
sess age in Bayesian statistics — the mean and the median suffer
the bias of attributing an age that is in the centre of the sequence
of age values reported by the isochrone grid employed. On the
other hand, the mode tends to assign the extreme age values of
the isochrone grid to the stars: in particular, selection of extreme
ages arises for 2031 stars over the 2968 of their entire sample,
which corresponds to a frequency of ∼ 70%. In § 4 we confirm
the behaviour of these three statistical indices by applying the
Bayesian statistics to the stars of both the 3.2 Gyr catalogue and
the SWP catalogue.
Assuming independent Gaussian observational errors σobsn
for each qobsn , the likelihood function is given by
L(τ,Z,m) =
3∏
n=1
1√
2piσobsn
· exp(−χ2/2) (14)
where
χ2 =
3∑
n=1
(
qobsn − qn(τ,Z,m)
σobsn
)2
. (15)
Following the suggestion of Jørgensen & Lindegren (2005),
we assumed
f0(τ,Z,m) = ψ(τ)φ(Z)ξ(m) (16)
where ψ(τ) is the a priori star formation rate (SFR), φ(Z) the a
priori metallicity distribution, and ξ(m) the a priori IMF. As one
of our purposes is that of studying possible evolutionary pecu-
liarities of our stellar samples, we assume that the prior SFR ψ(τ)
is flat. Regarding the metallicity prior φ(Z), the spectroscopically
determined [Fe/H] values we employed are very reliable (for
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example, ∼ 85% of the stars belonging to the SWP catalogue
has σ[Fe/H] < 0.08 dex, with the majority of them that having
σ[Fe/H] = 0.03 dex) and, since for very high accuracy metallic-
ities (say σ[Fe/H] ∼ 0.05 dex) the likelihood function acts as a
narrow window function that substantially suppresses the contri-
bution of φ(Z), we consider a flat φ(Z) (see Pont & Eyer (2004)
for a detailed discussion about the choice of the prior distribu-
tions). Assuming also that ξ(m) = m−2.7, which is representative
of the empirical IMF at around 1 M (Kroupa et al. (1993)), it is
possible to obtain f (τ) as
f (τ) ∝ G(τ) =
∫ ∫
L(τ,Z,m) ξ(m) dm dZ. (17)
Implementing the algorithm of the Bayesian determination
of age, we first check that the condition
min χ2i < χ
2
0.99 (18)
is satisfied; χ20.99 is the 99
th percentile value of the chi-square
distribution that in our case is 11.345, because we have three de-
grees of freedom (d.o.f). Since the probability that χ2 ≤ 11.345
for a 3 d.o.f. chi-square distribution is 99%, relation (18) states
that we do not evaluate ages for stars whose input parameters
have less than 1% probability (according to chi-square distribu-
tion) to actually be those measured. These stars are characterized
by data points that are far away from any isochrone, so their pdfs
turn out to be meaningless.
If the preliminary condition given by (18) is satisfied, then
we numerically evaluate G(τ) considering a set of sequences of
isochrones taken at constant steps of 0.05 dex in [Fe/H] within
the interval whose bounds are empirically fixed at ±3.5σ[Fe/H]
from the stellar metallicity, where σ[Fe/H] is the uncertainty on
[Fe/H]. Let m jkl be the initial mass value read at line l of the
isochrones grid of age τ j and metallicity Zk, then
G(τ j) =
∑
k
∑
l
L(τ j,Zk,m jkl)ξ(m jkl)(m jkl+1 − m jkl). (19)
Once we have obtained the vector G(τ) of components G(τ j),
we find the component that assumes the maximum value (say
G(τ j¯)) and divide each component by G(τ j¯), obtaining the nor-
malized function G˜(τ). After we have smoothed G˜ through a
polynomial interpolation, the most probable age τˆ attributed to
the star is the value that maximizes G˜ (modal value). We also
compute the mean age as the age coordinate of the centroid of
the area under G˜ and the median age as the age value that bisects
the area under G˜.
As described by Jørgensen & Lindegren (2005), it is possible
to prove that G˜lim = 0.61 sets the 68% confidence level of τˆ, so
we provide a 68% confidence interval [τ1, τ2] to be the shortest
interval such that G˜(τ) < 0.61 outside it.4
4. Discussion of the results
4.1. Isochrone placement vs. Bayesian estimation
The first aim of the paper is to compare the reliability of the
developed algorithms in the computation of ages of field stars.
To reach this goal, we applied these algorithms taking the 3.2
Gyr synthetic stars one by one. Then we checked the correspon-
dence (B − V ,MV ) → (log Teff , log L) representing each star on
both the colour magnitude diagram (CMD) and the HRD. The
4 Since f (τ) can have multiple maxima, it may happen that f (τ) is
locally below 0.61 inside [τ1, τ2]
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Fig. 5. Ages of the 3.2 Gyr synthetic stars determined through the
isochrone placement technique plotted versus their absolute magnitude
MV .
calibration is correct if a star has the same relative position with
respect to the same reference isochrones on both the two dia-
grams. Finally, we checked to what extent the global age distri-
bution of the entire sample is consistent with the expected age of
3.2 Gyr attributed to the stars a priori. The calibration between
observational and theoretical parameters is perfect except for the
RGB region, where the intersection between different isochrones
makes it difficult; this will have consequences on the age deter-
mination.
In fact, the representation of the age of these stars determined
with the isochrone placement technique versus their absolute
magnitude MV (Fig. 5) shows that — as expected — the ma-
jority of the stars fall in the horizontal region between 3 and 3.5
Gyr, but some deviations occur for very low and very high mag-
nitudes. The ages of some very bright stars (in the RGB phase)
can be imprecise because of the difficulties linked to the cali-
bration between observational and theoretical stellar parameters
owing to the particular shape of the isochrones in that region.
Instead, the errors for the ages obtained for the faintest stars
deals with the intrinsic difficulties in estimating the ages of low
MS stars, even if the calibration from the CMD to the HRD is
well done. Just to summarize, the algorithm implementing the
isochrone placement technique gives reliable ages, except for
– some stars in the RGB phase, whose ages could also be com-
pletely wrong;
– low MS stars, with the obtained ages that can differ up to
50% from the correct value.
We decided to further analyse the ages of the synthetic stars
belonging only to the MS (i.e. stars having 4 < MV < 8), be-
cause they are the most common one amongst the SWP. In ad-
dition, since extremely young ages can be discarded considering
the stellar activity, the ages are obtained by removing the the-
oretical isochrones with ages lower than 500 Myr from the fit
procedure.
The histogram in Fig. 6 shows a comparison between the age
distributions computed with the isochrone placement technique
and the Bayesian estimation, which adopts the mode as synthe-
sis index. It also reports the mean error bars associated to the
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Fig. 6. Isochrone placement vs. modal Bayesian ages. Age distribution
of the 3.2 Gyr synthetic stars having 4 < MV < 8.
0 1e9 2e9 3e9 4e9 5e9 6e9 7e9 8e9 9e9 1:0e10 1:1e10 1:2e10 1:3e10
Bayesian mean age [yrs]
0
0:02
0:04
0:06
0:08
0:10
0:12
0:14
0:16
0:18
0:20
0:22
N
or
m
al
is
ed
co
u
n
t
Fig. 7. Bayesian estimation. Mean age distribution of the 3.2 Gyr syn-
thetic stars.
results. Figures 7 and 8 show the age distributions of the same
synthetic stars as were obtained through the Bayesian estima-
tion technique that adopts the mean and the median as synthesis
indices, respectively.
The isochrone placement turns out to be the most reliable
technique, since all the stars fall in the bin [3, 3.5] Gyr (which
contains the value of age of 3.2 Gyr a priori attributed to these
stars) with a typical uncertainty in the age determination of ∼
0.15 Gyr, corresponding to an error of ∼ 5%.
On the other hand, using the Bayesian statistics, the distribu-
tion derived from the modal age values presents the main peak
in correspondence of [0.5, 1] Gyr. This is the outmost interval of
the isochrone grid, and it is representative of an age that is lower
than the correct one. Finally, the distribution obtained using the
mean and the median as synthesis indices of the Bayesian pdfs
are quite similar, essentially spanning an age range from 1 to 7
Gyr. The determination of ages through the mean or the median
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Fig. 8. Bayesian estimation. Median age distribution of the 3.2 Gyr syn-
thetic stars.
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Fig. 9. Bayesian G˜(τ) of a 3.2 Gyr synthetic star, which is representative
of the presence of spurious peaks corresponding to low age values.
is therefore not very accurate, and confirming the conclusion
by Jørgensen & Lindegren (2005) and by Takeda et al. (2007),
these statistical indices tend to select ages in the middle of the
sequence of age values reported by the isochrone grids, central-
izing the distribution.
The mode is definitely the indicator to be preferred and its
tendency to select the extremes in age values in the isochrone
grids could be partially mitigated operating a proper numerical
filtering. In fact, in some cases — an example of one of them is
shown in Fig. 9 — the Bayesian pdf shows peaks corresponding
to very low ages. Dealing with synthetic stars, in this context we
can recognize such peaks as spurious, and we realize that they
hide the presence of the peak centred at ∼ 3 Gyr, which indicates
the correct age. However, if no a priori indication is given about
the ages of stars (the ordinary situation if the scientific aim is to
determine of the ages of field stars), it is not possible to select
the true peak.
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Fig. 10. Isochrone placement vs. modal Bayesian ages. Age distribution
of the perturbed synthetic stars with 4 < MV < 8.
Finally, we introduced a random Gaussian perturbation in the
input MV , B − V and log g of the synthetic stars, considering
Gaussian distributions with 3σ = 1% of the unperturbed values.
We show the age distributions deriving from the isochrone place-
ment and the modal Bayesian age in Fig. 10. As expected, the
distributions are broader and the mean error bars of the output
results are higher. The mean age value of the isochrone place-
ment does not change. The behaviour of the two techniques is
similar to what we have just said about the ages derived from
unperturbed input values.
In conclusion, the isochrone placement technique is the
method chosen to compute the ages of the SWP.
4.2. Stars with planets ages
We analysed all the 326 stars belonging to the SWP Catalogue.
Only nine of them have been removed because their observa-
tional parameters were not consistent with the theoretical ones.
The age distribution of the remaining 317 stars determined us-
ing the isochrone placement technique is presented in Fig. 11.
About 6% of the stars are younger than 0.5 Gyr, and then the
distribution reaches a peak at [1.5, 2) Gyr and after that it gener-
ally decreases. There is a non-negligible number of stars (∼ 7%)
older than 11 Gyr. All the parameters of these stars are presented
in Table 4.
The histogram of Fig. 11 shows that there are SWP with all
possible ages, with a preponderance of stars with ages < ∼ 6
Gyr. The median value (∼ 4 Gyr) appears slightly lower than
the age of the Sun. Of course, older MS stars are fainter (mak-
ing it more difficult to identify planets). It is not obvious that
there is a selection bias for the ages in Fig. 11. Very old or very
young stars can have large uncertainties in age because the old-
est isochrones overlap the pre-MS region. The frequency of stars
in the [0, 0.5) Gyr bin is still an open question. The majority of
the youngest SWP are hot Jupiter (HJs) hosts, and they tend to
have high rotational velocity, so the check of activity did not dis-
card the youngest isochrones. Actually, it might happen that such
high rotational velocity does not reflect the stellar activity, while
it can be due to the spin-up induced by the HJ, as suggested for
example by Poppenhaeger & Wolk (2014). Without definite in-
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Fig. 11. Isochrone placement. SWP age distribution (317 stars).
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Fig. 12. Comparison between the SWP age distribution derived here
and coming from the literature (189 stars).
dications from activity indices, another way to disentangle pre-
MS from post-MS isochrones is to consider the stellar density
ρ?, which is observationally available in the case of SWP de-
tected through the transit method (see e.g. Sozzetti et al. (2007)).
Here, ρ? gives indications of the evolutionary stage of a star, and
it has been used, for instance, by Rouan et al. (2012) to reject an
extremely low age for CoRoT-23. We are planning of inserting
this kind of check in the future development of our algorithm.
The literature reports the ages of 189 SWP, estimated using
isochrones, but with different theoretical models and techniques.
The superimposition of the consequent literature age distribution
on what is found here is shown in Fig. 12. The two distributions
are quite in agreement for ages older than ∼ 4.5 Gyr, while we
found more stars in the domain of younger ages. In particular, in
our sample, ∼ 5% of the stars has an age between 0 and 0.5 Gyr,
while no stars in the literature fall in this first bin.
The difference tLett − t between the ages found in the liter-
ature and the values computed here is represented in Fig. 13,
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Fig. 13. tLett − t vs. t for the 189 SWP found in the literature.
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Fig. 14. Bayesian estimation. SWP modal age distribution (302 stars).
which shows a wide spread in the age values. We provide new
ages, which have the advantage of being derived using the same
method and the same set of isochrones, and therefore useful
for statistical investigations. Our age distribution in Fig. 12 is
broader than in the literature. Our data show an overabundance
of young stars. Some young stars in the literature are judged to
be older by our technique. This may happen for stars located on
the red side of the isochrone interval, where the locus of the old
isochrones is very near to the pre-MS one.
Just for completeness, we also show the age distributions
of 302 stars belonging to the SWP catalogue from the modal
Bayesian estimation. Given that we find high frequencies in the
first and in the last age bin of Fig. 14, it is again clear that the
mode always tends to assign extreme age values to the stars. Fig-
ure 15 again suggests that the mean always produces a distribu-
tion centred on the middle of the age range. We avoid reporting
the age distribution of SWP inferred from the median Bayesian
age value, because it is very similar to Fig. 15 where the mean is
employed as reference statistical index.
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Fig. 15. Bayesian estimation. SWP mean age distribution (302 stars).
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Fig. 16. tBayesMode − t vs. t (302 stars).
Figure 16 shows the difference tBayesMode − t between the
modal Bayesian age tBayesMode and the age t computed through
the isochrone placement represented versus t. Apart from the ef-
fect of the mode of attributing the most extreme age values avail-
able in the isochrone grids (visible from the locus of points in
the upper right part of the figure), the other Bayesian-estimated
age values appear slightly biased towards older ages. The me-
dian of the isochrone placement age distribution is ∼ 4 Gyr
and the mean error is ∼ 1.15 Gyr, while the Bayesian modal
age distribution has a median of ∼ 4.25 Gyr, and the mean er-
ror is ∼ 1.75 Gyr. This behaviour of the method contrasts with
what is reported by Haywood et al. (2013), who used both a
χ2 minimization (somewhat comparable to our isochrone place-
ment technique, even if they considered the χ2 minimization
simply on the (Teff , MV ) plane) and the Bayesian technique de-
scribed by Jørgensen & Lindegren (2005) to compute the ages
of nearby field stars. In their paper, the Bayesian technique does
give younger ages, so we again emphasize the crucial role played
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by the details within the specific method implemented to com-
pute the ages of field stars.
In the upper left-hand side of Figures 13 and 16 there is a
single isolated point, which is the star CoRoT-23. The paper that
discusses its detection (Rouan et al. (2012)) reports V? = 15.63
mag and B? = 16.96 mag. V? also agrees with the magnitude re-
ported by exoplanets.eu5. Instead, exoplanets.org reports
V? = 16.96 mag. Since exoplanets.org reports B−V? = 1.33
(same value as inferred from Rouan et al. (2012)), it is likely that
B? = 16.96 , V?. However, after applying the isochrone place-
ment with the new photometry, our code does not converge on
any age value. This new photometry, in fact, moves the star far-
ther out from the set of isochrones. This means that, first of all,
there is a problem in the source of the photometry. Moreover,
CoRoT-23 is a peculiar system considering its age and the or-
bital eccentricity of the hosted planet (see Rouan et al. (2012)).
As already said, taking the observational ρ? into account may
help give a better answer to this problem.
Either way, using V? = 16.96 mag, we obtained an isochrone
placement age t?,Isoc = 3.3 Myr, while the Bayesian estimation
gives t?,Bayes = 11.3 Gyr. This is why CoRoT-23 appears as an
outlier in Fig. 16. Thus t?,Bayes  t?,Isoc because, even if the
Bayesian pdf had a peak corresponding to a very low age, such a
peak was judged as a spike by the smoothing through the poly-
nomial interpolation, so it was erased. The next major peak was
then at 11.3 Gyr.
Finally, we considered the work of Brown (2014), who used
different isochrones and gyrochronological relations to assess
the ages of a sample of SWP. We found 24 SWP in com-
mon with Brown (2014). The difference tBrownYY − t between
the ages tBrownYY computed by Brown using the YY isochrones
(Demarque et al. (2004)) and the ages t computed here through
the isochrone placement are represented versus t in Fig. 17. Con-
sidering the small sample of stars, the spread is consistent with
the uncertainties of the ages of MS stars. The outlier in the upper
left-hand side in Fig. 17 is WASP-2. It is in the pre-MS region
of the CMD, but we do not have any activity index, which could
allow us to discard the youngest isochrones.
As stated by Brown (2014) in his paper, isochrones tend to
give ages older than gyrochronology. If, instead, we employ
our determination of the SWP ages t through the isochrone
placement technique, we find that isochrones can also give ages
younger than gyrochronology as clarified by Fig. 18, where the
gyrochronological ages tBrownGyro obtained from the relation of
Barnes (2010) are used. Considering the typical age uncertain-
ties, the agreement with Brown’s gyrochronological ages is very
good with a lower dispersion if compared with the ages derived
from YY models. It is likely that those stars, which turn out to
be the oldest from the isochrone placement, do not have an accu-
rate gyrochronological age considering that the age from the ro-
tational velocity to age is very uncertain after some billion years.
4.3. Impact of the input parameters on the output ones
In this section we briefly discuss the sensitivity of the output pa-
rameters derived through the isochrone placement technique to
the parameters assumed as input. We simulated the Sun, adopt-
ing the input parameters listed in the input column of Table 2.
These are the same parameters as the isochrones we used to fit
of the Sun. We attributed the typical uncertainties of the SWP
catalogue stars to them, i.e. ∆ log g = 0.1 dex, ∆L comes from
the error propagation of ∆mbol = 0.03 mag and ∆¯d ∼ 7%; we
5 http://exoplanets.eu: The Extrasolar Planets Encyclopaedia.
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Fig. 17. tBrownYY− t vs. t for the 24 SWP in common with Brown (2014).
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Fig. 18. tBrownGyro−t vs. t for the 24 SWP in common with Brown (2014).
have ∆L ∼ 17%, ∆R ∼ 10%, and ∆M ∼ 40%. The output pa-
rameters obtained according to the isochrones are shown in the
output column of Table 2. They are consistent with the expected
Table 2. Sun parameters
Parameters Input Output
[Fe/H] 0
V −26.739
d [AU] 1 ± 7%
B − V 0.667
log g [cgs] 4.432 ± 0.1 4.432 ± 0.002
Teff [K] 5778 ± 1% 5778 ± 3
L [L] 1.00 ± 0.17 1.0001 ± 0.0005
R [R] 1.00 ± 0.10 1.000 ± 0.001
M [M] 1.00 ± 0.44 1.003 ± 0.002
t [Gyr] 4.5 ± 0.1
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solar parameters, and among them, the age is correct and char-
acterized by very high precision.
To evaluate how changes in both the photometry and the
spectroscopy propagate into the results, we perturbed the input
V and B − V of the Sun alternatively by ±0.01 mag and log g by
±0.01 dex. Table 3 presents what we obtained, also listing the
percentual variations ∆oo of the output data assuming as refer-
ence values the output values obtained without any perturbation
of the input parameters.
Table 3 shows that a variation of only 0.01 mag in V or B−V
can lead to variations in the mean output values up to ∼ 40% in
the age and up to ∼ 2% in the other parameters. This level of
sensitivity for the derived age to the input photometry is under-
standable considering that we chose a MS star to perform these
tests. In this region of the HRD, the isochrones are very close,
so that even a small variation in magnitude and colours com-
pletely moves onto an isochrone that corresponds to a different
age value. It is reasonable that if the star were in a different re-
gion of the HRD, where the isochrones are not so closed, the
change in age induced by the perturbation of the input photom-
etry would not be evident like this. Anyway, a very precise pho-
tometry is required in order to attribute the correct age to a star.
On the other hand, even a slight perturbation in the input log g by
only 0.01 dex induces a variation in the ages up to ∼ 7%, while
the variations in the other parameters can be considered almost
negligible.
A final observation concerns the uncertainties accompanying
the age values reported in Table 3, which also turn out to be an
order of magnitude greater than the uncertainty of the output age
of the unperturbed Sun. This is because the perturbations trig-
ger so-called artificial stars, and the big uncertainties reflect the
difficulty of properly matching all the input parameters in the
isochrone grids, where parameters referring to stars that are sup-
posed to exist are tabulated. On the other hand, since the physics
underlying the isochrones is well performed and the Sun does
exist, entering with consistent input stellar properties gives high
precision output.
5. Conclusions
In this paper we uniformly derived the ages of 317 planet-hosting
stars. We checked the reliability and accuracy of two techniques
(isochrone placement and Bayesian estimation) from a sample
of 3.2 Gyr synthetic stars. We found that the isochrone place-
ment technique produces the expected age value. Instead, the es-
timation of age through the Bayesian statistics (using an explicit
probability density function) suffers the problem of primarily se-
lecting the extreme age values available in the isochrones grid
if we adopt the modal value of the pdf. It is worth emphasizing
that this bias is present, although we used stars with well-defined
ages. The mean or the median values of the pdf produce a bias
towards the middle of the available age range and the age disper-
sion is large.
We found that ∼ 6% of the stars with planets are younger
than 0.5 Gyr: the reliability of this frequency will be subject to
further investigations. The age distribution shows a peak in cor-
respondence of the bin [1.5, 2) Gyr, then it decreases and ∼ 7%
of the stars are older than 11 Gyr. Approximately 60% of the
stars in this sample are younger than 5 Gyr.
We found that a perturbation of the input V or B− V by only
0.01 mag can lead to variations up to 40% in the estimated age
of a MS Sun-like star. These are the typical uncertainties that
characterize the stars in our sample. Instead, a perturbation in
the input log g by 0.01 dex can lead to variations up to 7% in
the estimated age. The final accuracy depends on the combina-
tion of the input errors. Important uncertainties and biases can
also be produced by the adopted stellar models, in particular by
treating the element diffusion. We found that one of the most
important consequences of the element diffusion is the choice of
the correct isochrone metallicity because the initially metallic-
ity can be considerably higher than the metallicity of the stellar
atmosphere after some billion years for solar-type stars. If this
effect is ignored, the ages can be overestimated up to about 25%.
Finally, we confirmed the presence of some stars with plan-
ets located on the left-hand side of the solar main sequence (as
also noted by Brown (2014)) and suggested further photometric
observations to identify the source of the problem. Once the ob-
servational data is confirmed, we will investigate the nature using
models that implement rotation. In fact, in the typical range of
luminosities of MS stars with planets, MS isochrones that con-
sider rotation are bluer than models that do not take rotation into
account, as can be seen in Yang et al. (2013).
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Table 4. SWP parameters determined through Padova Isochrones.
Star t ∆t Teff ∆Teff L ∆L M ∆M log g ∆ log g R ∆R
(Gyr) (Gyr) (K) (K) (L) (L) (M) (M) (cm/s2) (cm/s2) (R) (R)
WASP-26 0.7 0.2 6245 7 1.603 0.001 1.15 0.005 4.422 0.004 1.084 0.003
HD 1502 2.5 0.1 5059 13 9.75 0.03 1.59 0.01 3.41 0.01 4.07 0.03
HD 2039 4.4 0.8 5935 64 2.18 0.02 1.2 0.03 4.22 0.03 1.4 0.04
HIP 2247 10.5 2.6 4692 9 0.212 0.001 0.72 0.01 4.6 0.01 0.7 0.01
HD 2638 1.9 2.6 5160 24 0.407 0.004 0.89 0.02 4.58 0.02 0.8 0.01
HAT-P-16 0.8 0.2 6326 12 2.125 0.002 1.25 0.01 4.36 0.01 1.22 0.01
HD 3651 4.6 2.9 5284 29 0.51 0.005 0.91 0.02 4.53 0.02 0.85 0.01
HD 4208 6.6 2.1 5717 33 0.71 0.004 0.86 0.02 4.5 0.03 0.86 0.01
HD 4308 1.6 4.0 5714 61 1.03 0.01 0.95 0.05 4.38 0.02 1.04 0.03
HD 4203 6.3 1.0 5666 43 1.68 0.01 1.12 0.03 4.22 0.03 1.35 0.03
HD 4313 2.0 0.1 5006 25 13.9 0.1 1.72 0.03 3.29 0.03 4.9 0.1
HD 4732 2.3 0.2 4994 32 14.8 0.2 1.61 0.05 3.22 0.03 5.1 0.1
HD 5319 3.6 0.4 4941 40 8.2 0.1 1.4 0.1 3.4 0.04 3.9 0.1
HD 5388 5.5 0.5 6195 78 4.43 0.02 1.11 0.03 3.98 0.04 1.8 0.1
HD 5891 1.5 0.1 4915 23 32.9 0.2 1.87 0.04 2.9 0.02 7.9 0.1
HD 6434 12.2 0.8 5907 71 1.208 0.004 0.83 0.03 4.31 0.01 1.029 0.004
HIP 5158 4.9 3.7 4592 11 0.185 0.001 0.74 0.01 4.63 0.02 0.68 0.01
HD 6718 6.0 2.4 5818 57 1.07 0.01 0.98 0.04 4.42 0.04 1.01 0.02
HD 7199 9.5 2.4 5349 38 0.7 0.01 0.93 0.02 4.42 0.03 0.98 0.02
HD 7449 2.4 1.5 6070 45 1.24 0.01 1.04 0.03 4.45 0.02 1.01 0.01
HD 7924 3.0 1.8 5216 13 0.364 0.001 0.81 0.01 4.6 0.01 0.74 0.01
HD 8535 2.1 0.9 6200 50 1.85 0.01 1.17 0.02 4.36 0.02 1.18 0.02
HD 8574 5.0 0.1 6065 6 2.335 0.001 1.144 0.003 4.21 0.03 1.39 0.01
HD 9446 2.0 1.5 5771 28 0.924 0.005 1.03 0.02 4.48 0.02 0.96 0.01
WASP-18 0.2 0.3 6188 10 1.442 0.002 1.14 0.01 4.45 0.01 1.047 0.004
HD 10180 3.9 1.1 5962 47 1.48 0.01 1.09 0.02 4.35 0.04 1.14 0.03
HD 10647 3.2 1.2 6128 41 1.57 0.01 1.08 0.03 4.39 0.03 1.1 0.02
HD 10697 7.1 0.1 5715 26 2.84 0.01 1.129 0.005 4.01 0.02 1.72 0.04
HD 11506 1.6 0.9 5833 28 1.17 0.01 1.12 0.02 4.43 0.02 1.06 0.01
HD 11977 1.2 0.4 5001 32 60.1 0.5 2.0 0.2 2.7 0.1 10.4 0.2
HAT-P-32 0.1 0.1 6594 6 2.251 0.001 1.221 0.004 4.395 0.003 1.152 0.002
HD 12661 1.8 0.5 5765 14 1.104 0.003 1.11 0.01 4.43 0.01 1.05 0.01
alpha Ari 3.4 1.9 4563 26 79.2 1.0 1.4 0.2 2.3 0.1 14.3 0.2
HAT-P-29 0.3 0.2 6137 7 1.6 0.001 1.2 0.01 4.412 0.004 1.121 0.003
HD 13931 6.8 0.6 5868 24 1.49 0.01 1.04 0.01 4.3 0.03 1.18 0.02
WASP-33 0.04 0.01 7268 3 5.23 0.005 1.539 0.001 4.298 0.001 1.445 0.002
HD 16175 3.2 0.2 6048 35 3.3 0.01 1.34 0.01 4.12 0.03 1.66 0.04
81 Cet 2.5 0.9 4825 41 60.0 0.8 1.6 0.2 2.5 0.1 11.1 0.3
HD 16760 1.3 0.9 5518 11 0.58 0.002 0.93 0.01 4.56 0.01 0.835 0.005
iota Hor 1.5 0.6 6148 31 1.68 0.01 1.17 0.01 4.38 0.02 1.14 0.01
HD 17156 4.1 0.4 5997 27 2.5 0.01 1.23 0.01 4.19 0.02 1.47 0.02
HD 18742 2.9 0.2 5009 22 11.9 0.1 1.48 0.03 3.28 0.02 4.6 0.1
WASP-11 8.7 3.5 4884 16 0.28 0.002 0.77 0.02 4.58 0.02 0.74 0.01
HIP 14810 8.7 2.0 5535 51 0.99 0.01 0.98 0.02 4.35 0.03 1.08 0.03
HAT-P-25 11.2 1.9 5099 18 0.478 0.003 0.86 0.01 4.47 0.02 0.89 0.01
HD 20794 11.2 1.8 5610 25 0.645 0.003 0.8 0.01 4.47 0.02 0.85 0.02
HD 20782 5.6 1.2 5878 35 1.22 0.01 1.01 0.02 4.38 0.03 1.07 0.02
HD 20868 8.4 3.7 4811 14 0.255 0.002 0.76 0.02 4.59 0.02 0.73 0.01
WASP-22 0.2 0.1 6105 3 1.2498 5.0E-4 1.101 0.004 4.472 0.002 1.001 0.001
epsilon Eri 1.4 1.7 5100 16 0.335 0.002 0.83 0.01 4.61 0.01 0.74 0.01
HD 23127 4.8 0.6 5843 52 3.01 0.03 1.26 0.04 4.06 0.02 1.71 0.03
HD 23079 5.1 1.0 6003 36 1.372 0.005 1.01 0.02 4.37 0.04 1.08 0.02
HD 22781 7.3 3.1 5170 18 0.322 0.002 0.74 0.02 4.6 0.02 0.71 0.01
HD 23596 5.0 0.7 5953 48 2.63 0.03 1.2 0.04 4.14 0.03 1.53 0.04
HD 24040 4.8 0.8 5917 52 1.81 0.01 1.14 0.02 4.27 0.02 1.28 0.03
HD 25171 4.9 0.8 6125 51 1.92 0.01 1.08 0.02 4.28 0.04 1.23 0.03
HD 27894 2.2 4.2 4898 55 0.37 0.01 0.89 0.03 4.52 0.03 0.85 0.03
XO-3 2.0 1.0 6634 11 7.04 0.01 1.41 0.03 3.97 0.03 2.01 0.01
HD 28254 7.9 0.2 5607 19 2.13 0.01 1.1 0.01 4.1 0.02 1.54 0.03
HD 28185 4.8 4.4 5609 41 1.18 0.01 1.0 0.1 4.33 0.03 1.15 0.03
epsilon Tau 0.7 0.1 4878 8 81.9 0.4 2.6 0.1 2.65 0.01 12.7 0.1
HD 28678 4.3 1.1 4828 46 21.3 0.3 1.3 0.1 2.9 0.1 6.6 0.2
HD 30177 4.8 1.5 5607 47 1.04 0.01 1.06 0.02 4.38 0.03 1.09 0.02
HD 30562 4.4 0.6 5983 37 2.82 0.01 1.25 0.03 4.14 0.02 1.57 0.03
HD 30856 4.7 0.9 4952 31 8.5 0.1 1.3 0.1 3.34 0.04 4.0 0.1
HD 33142 3.3 0.4 5005 41 9.0 0.1 1.4 0.1 3.39 0.03 4.0 0.1
HD 33283 3.6 0.6 5985 57 4.37 0.02 1.39 0.04 3.99 0.03 1.95 0.04
HD 32518 6.4 1.5 4599 41 46.4 0.9 1.2 0.1 2.4 0.1 10.8 0.3
HD 33636 2.5 1.1 5979 28 1.08 0.003 1.01 0.02 4.46 0.02 0.97 0.01
HD 290327 11.8 1.2 5525 20 0.747 0.004 0.86 0.01 4.41 0.01 0.95 0.02
HD 37124 11.8 1.2 5763 22 0.839 0.003 0.81 0.01 4.41 0.01 0.92 0.02
HD 39091 3.4 0.6 6013 18 1.532 0.004 1.11 0.01 4.35 0.01 1.15 0.01
HD 37605 1.8 1.0 5380 13 0.602 0.002 0.98 0.01 4.52 0.01 0.89 0.01
HD 38801 4.8 0.3 5338 59 3.7 0.1 1.28 0.02 3.83 0.02 2.3 0.1
HD 40307 7.0 4.2 4948 19 0.24 0.002 0.7 0.02 4.63 0.02 0.67 0.01
WASP-49 1.1 0.6 5809 11 0.73 0.002 0.94 0.01 4.55 0.01 0.845 0.004
HD 43197 3.1 2.0 5469 35 0.74 0.01 1.02 0.02 4.47 0.03 0.96 0.02
HD 43691 3.1 2.5 5920 34 2.24 0.02 1.21 0.04 4.19 0.02 1.44 0.03
HD 44219 9.6 0.7 5749 45 1.83 0.01 1.01 0.01 4.17 0.02 1.37 0.03
HD 45364 3.4 2.7 5540 31 0.562 0.004 0.88 0.02 4.55 0.03 0.82 0.01
CoRoT-19 0.7 0.7 6066 23 1.239 0.003 1.09 0.01 4.46 0.01 1.01 0.01
HD 45350 7.0 0.9 5683 39 1.43 0.01 1.06 0.02 4.27 0.03 1.24 0.02
HD 45652 6.0 2.9 5348 38 0.62 0.01 0.94 0.03 4.48 0.03 0.92 0.02
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Table 4. continued.
Star t ∆t Teff ∆Teff L ∆L M ∆M log g ∆ log g R ∆R
(Gyr) (Gyr) (K) (K) (L) (L) (M) (M) (cm/s2) (cm/s2) (R) (R)
6 Lyn 2.8 0.2 4994 15 14.9 0.1 1.46 0.02 3.17 0.03 5.2 0.1
CoRoT-18 0.03 0.34 5364 18 0.7 0.003 0.94 0.01 4.429 0.005 0.97 0.01
HD 47186 5.5 0.6 5736 21 1.219 0.005 1.05 0.01 4.35 0.01 1.12 0.01
7 CMa 4.6 0.7 4790 27 11.3 0.1 1.3 0.1 3.18 0.03 4.9 0.1
CoRoT-12 12.5 0.4 5370 7 0.753 0.001 0.894 0.004 4.38 0.02 1.0 0.02
CoRoT-7 6.9 2.7 5226 22 0.462 0.003 0.86 0.02 4.53 0.03 0.83 0.01
CoRoT-13 12.5 0.4 5605 52 1.45 0.01 0.95 0.02 4.2 0.01 1.26 0.01
HD 49674 1.8 1.2 5702 28 0.96 0.01 1.07 0.02 4.46 0.02 1.01 0.01
HD 50499 2.7 0.6 6102 54 2.25 0.02 1.25 0.01 4.27 0.03 1.35 0.03
CoRoT-14 0.03 0.13 5204 32 0.67 0.01 0.98 0.01 4.42 0.01 1.01 0.02
HD 50554 3.3 1.4 6036 52 1.37 0.01 1.06 0.03 4.4 0.04 1.07 0.03
HD 52265 2.6 0.6 6163 41 2.08 0.01 1.21 0.02 4.31 0.03 1.27 0.03
HAT-P-24 2.4 0.7 6487 47 2.54 0.01 1.18 0.02 4.3 0.03 1.26 0.02
HAT-P-9 0.8 0.8 6358 40 2.17 0.01 1.25 0.03 4.36 0.02 1.21 0.01
HAT-P-33 4.2 0.6 5843 110 5.4 0.7 1.3 0.1 3.9 0.1 2.1 0.3
HD 63454 2.7 3.3 4788 20 0.242 0.003 0.79 0.02 4.62 0.02 0.72 0.01
XO-5 12.1 0.9 5409 40 0.93 0.01 0.93 0.01 4.33 0.01 1.08 0.01
HD 63765 7.2 3.6 5483 42 0.58 0.01 0.85 0.03 4.51 0.04 0.84 0.02
XO-2 2.1 1.4 5412 21 0.671 0.004 1.01 0.02 4.5 0.02 0.93 0.01
HD 65216 1.7 0.5 5718 8 0.716 0.001 0.95 0.01 4.53 0.01 0.864 0.003
HD 66428 4.1 1.4 5773 55 1.28 0.01 1.09 0.02 4.37 0.03 1.13 0.03
HAT-P-30 0.8 0.2 6329 11 2.069 0.002 1.24 0.01 4.37 0.01 1.199 0.005
HD 68988 1.0 0.4 5919 11 1.297 0.002 1.16 0.01 4.42 0.01 1.08 0.01
HD 69830 11.2 1.7 5396 15 0.596 0.002 0.84 0.02 4.47 0.01 0.88 0.01
HD 70642 1.9 1.1 5732 23 0.917 0.004 1.04 0.02 4.47 0.02 0.97 0.01
HD 72659 7.0 0.7 5956 43 2.16 0.01 1.07 0.02 4.19 0.02 1.38 0.02
HD 73256 2.5 2.3 5532 36 0.74 0.01 1.01 0.03 4.49 0.03 0.94 0.02
HD 73526 7.9 0.3 5675 33 2.21 0.01 1.09 0.01 4.1 0.03 1.54 0.04
HD 73534 5.8 0.9 5006 44 3.41 0.04 1.22 0.05 3.71 0.03 2.5 0.1
HAT-P-13 6.2 0.8 5731 35 1.95 0.01 1.14 0.03 4.19 0.02 1.42 0.02
4 UMa 12.3 0.7 4554 59 37.0 1.1 0.94 0.03 2.45 0.01 9.4 0.03
HD 74156 4.3 0.6 6074 48 3.08 0.01 1.24 0.03 4.12 0.02 1.59 0.03
WASP-36 0.7 0.2 6333 7 1.4292 5.0E-4 1.061 0.004 4.461 0.004 0.995 0.002
HD 75898 4.0 0.4 5998 38 2.24 0.01 1.21 0.01 4.23 0.03 1.39 0.03
HD 76700 6.9 0.8 5694 44 1.69 0.01 1.1 0.02 4.22 0.03 1.34 0.03
WASP-13 12.59 0.01 5625 42 1.44 0.02 0.94 0.02 4.2072 1.0E-4 1.241 1.0E-4
HD 81040 5.5 1.8 5707 31 0.78 0.005 0.92 0.02 4.48 0.03 0.91 0.01
HD 81688 6.5 3.2 4847 55 54.5 1.0 1.1 0.2 2.4 0.1 10.5 0.3
HD 82943 1.3 0.5 6022 21 1.503 0.004 1.18 0.01 4.4 0.01 1.13 0.01
HD 82886 3.4 0.6 5105 45 11.9 0.1 1.3 0.1 3.26 0.04 4.4 0.1
HD 83443 3.3 1.6 5497 28 0.77 0.01 1.02 0.02 4.47 0.02 0.97 0.01
HD 85390 5.6 3.7 5186 26 0.389 0.004 0.82 0.02 4.57 0.03 0.77 0.01
HD 85512 8.2 3.3 4555 6 0.1339 5.0E-4 0.62 0.01 4.68 0.01 0.589 0.003
HD 86081 5.2 0.7 5905 40 2.43 0.01 1.19 0.03 4.16 0.03 1.5 0.03
HD 86264 1.4 0.1 6589 15 4.011 0.005 1.416 0.003 4.21 0.01 1.54 0.01
BD -08 2823 8.7 3.5 4721 12 0.211 0.001 0.72 0.01 4.61 0.02 0.69 0.01
HD 87883 9.1 3.5 4956 24 0.325 0.004 0.8 0.02 4.56 0.02 0.77 0.01
HD 88133 5.0 0.1 5466 28 3.7 0.1 1.28 0.01 3.87 0.02 2.1 0.1
HD 89307 6.3 0.3 5960 12 1.377 0.002 0.99 0.01 4.34 0.02 1.1 0.01
WASP-43 0.2 0.6 4371 8 0.104 0.001 0.63 0.01 4.73 0.01 0.563 0.004
HAT-P-22 12.2 0.9 5358 37 0.79 0.01 0.91 0.01 4.37 0.01 1.01 0.01
24 Sex 2.3 0.3 5048 44 13.6 0.1 1.6 0.1 3.27 0.03 4.8 0.1
HD 90156 5.9 1.5 5719 24 0.746 0.003 0.89 0.02 4.49 0.02 0.88 0.01
HD 92788 2.3 1.3 5838 47 1.25 0.01 1.12 0.02 4.4 0.03 1.1 0.02
HD 93083 5.4 4.7 5035 43 0.38 0.01 0.85 0.03 4.54 0.03 0.81 0.02
BD -10 3166 5.2 3.4 5257 40 0.56 0.01 0.94 0.03 4.5 0.03 0.9 0.02
HD 95089 2.3 0.2 5007 37 13.2 0.1 1.61 0.05 3.27 0.03 4.8 0.1
47 UMa 5.1 1.0 5951 48 1.61 0.01 1.08 0.02 4.31 0.04 1.19 0.03
WASP-34 12.2 0.8 5567 45 0.98 0.01 0.91 0.02 4.34 0.01 1.05 0.01
HD 96063 3.6 0.7 5103 47 11.0 0.1 1.3 0.1 3.29 0.04 4.3 0.1
HD 96167 5.1 0.3 5665 20 3.8 0.1 1.26 0.03 3.93 0.04 2.0 0.1
HD 96127 5.4 2.4 3955 35 503.4 20.7 1.2 0.2 1.1 0.1 48.1 1.8
HD 97658 3.8 2.6 5190 17 0.34 0.002 0.78 0.02 4.61 0.02 0.72 0.01
HD 98219 4.0 0.8 4960 46 9.6 0.2 1.3 0.1 3.31 0.05 4.2 0.1
HD 99109 4.1 2.7 5268 30 0.54 0.01 0.94 0.02 4.51 0.03 0.88 0.02
HD 99706 2.8 0.2 4904 16 13.1 0.1 1.53 0.03 3.21 0.02 5.03 0.05
HD 100655 0.9 0.2 4918 8 40.8 0.3 2.2 0.1 2.89 0.02 8.8 0.1
HD 100777 5.3 1.3 5590 29 0.92 0.01 1.01 0.02 4.41 0.02 1.02 0.01
HD 101930 5.4 4.4 5147 39 0.43 0.01 0.87 0.03 4.54 0.03 0.83 0.02
HIP 57274 8.4 3.7 4660 11 0.211 0.001 0.74 0.02 4.6 0.02 0.71 0.01
HD 102117 5.5 0.9 5740 41 1.38 0.01 1.08 0.02 4.32 0.02 1.19 0.02
HD 102195 5.5 3.5 5281 32 0.489 0.005 0.88 0.03 4.53 0.03 0.84 0.01
HD 102272 9.2 1.9 4778 37 21.9 0.3 1.0 0.1 2.77 0.05 6.8 0.2
HD 102329 2.0 0.3 4867 42 16.1 0.2 1.8 0.1 3.16 0.04 5.7 0.1
HD 102956 2.4 0.2 5016 50 9.9 0.1 1.62 0.04 3.4 0.04 4.2 0.1
HD 103197 2.5 2.0 5236 18 0.467 0.003 0.92 0.02 4.55 0.02 0.83 0.01
HD 104067 10.1 2.9 4974 14 0.311 0.002 0.77 0.01 4.56 0.02 0.75 0.01
HD 106252 7.2 1.0 5870 36 1.31 0.01 0.99 0.02 4.34 0.03 1.11 0.02
HD 106270 4.0 0.1 5498 32 5.2 0.1 1.35 0.02 3.76 0.03 2.5 0.1
HD 107148 4.3 1.2 5795 55 1.38 0.01 1.11 0.02 4.34 0.03 1.17 0.03
HD 108147 1.7 0.7 6229 39 1.9 0.01 1.19 0.02 4.36 0.02 1.18 0.02
HD 108863 2.2 0.2 4940 31 13.9 0.2 1.68 0.04 3.24 0.03 5.1 0.1
HD 108874 7.5 0.8 5630 24 1.066 0.005 1.0 0.01 4.36 0.03 1.09 0.02
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Table 4. continued.
Star t ∆t Teff ∆Teff L ∆L M ∆M log g ∆ log g R ∆R
(Gyr) (Gyr) (K) (K) (L) (L) (M) (M) (cm/s2) (cm/s2) (R) (R)
HD 109246 2.5 0.7 5890 21 1.155 0.004 1.07 0.01 4.43 0.02 1.03 0.01
HAT-P-36 11.3 1.2 5467 44 1.12 0.01 0.96 0.01 4.27 0.03 1.18 0.03
WASP-41 4.0 2.2 5564 28 0.642 0.004 0.91 0.02 4.52 0.03 0.86 0.01
HD 111232 11.7 1.4 5648 30 0.7 0.003 0.8 0.02 4.45 0.02 0.88 0.01
HD 114386 6.6 3.8 4913 18 0.286 0.003 0.78 0.02 4.59 0.02 0.74 0.01
HD 114783 9.8 3.0 5074 23 0.397 0.003 0.83 0.02 4.53 0.02 0.81 0.01
HD 116029 3.5 0.5 4906 40 9.7 0.1 1.4 0.1 3.34 0.03 4.3 0.1
70 Vir 8.0 0.1 5618 66 2.9 0.1 1.08 0.01 3.92 0.02 1.88 0.05
HD 117207 4.5 1.7 5732 53 1.16 0.01 1.06 0.03 4.38 0.03 1.09 0.03
HD 117618 5.0 0.8 5995 39 1.63 0.01 1.08 0.02 4.32 0.03 1.19 0.02
HAT-P-3 0.9 0.3 5221 5 0.455 0.001 0.931 0.004 4.567 0.003 0.824 0.002
HD 121504 1.7 0.9 6088 41 1.61 0.01 1.17 0.02 4.38 0.02 1.14 0.02
HAT-P-26 8.0 1.8 5093 11 0.359 0.001 0.8 0.01 4.56 0.01 0.771 0.005
HD 125595 10.0 3.0 4708 16 0.223 0.002 0.74 0.02 4.6 0.01 0.704 0.005
WASP-39 12.0 0.9 5470 11 0.68 0.01 0.85 0.01 4.43 0.01 0.92 0.02
WASP-14 1.5 0.6 6499 45 2.61 0.01 1.25 0.02 4.31 0.02 1.28 0.02
HD 128311 1.7 2.5 4917 17 0.296 0.003 0.84 0.01 4.6 0.02 0.75 0.01
HD 130322 4.6 3.3 5425 35 0.557 0.005 0.9 0.03 4.53 0.02 0.85 0.01
WASP-37 6.2 2.7 5879 51 0.84 0.01 0.87 0.03 4.48 0.04 0.89 0.02
HD 131496 4.5 0.4 4827 19 8.6 0.1 1.34 0.03 3.31 0.02 4.2 0.05
HD 131664 2.6 1.0 5921 42 1.47 0.01 1.15 0.02 4.37 0.03 1.15 0.02
HD 134987 4.7 0.7 5822 39 1.49 0.01 1.11 0.01 4.32 0.03 1.2 0.02
11 UMi 3.9 0.9 4140 16 243.4 3.6 1.4 0.1 1.61 0.04 30.4 0.5
HD 136118 5.3 0.6 6135 37 3.03 0.01 1.15 0.03 4.12 0.03 1.54 0.03
HD 136418 4.7 0.6 4987 29 6.9 0.1 1.26 0.05 3.44 0.03 3.5 0.1
HAT-P-4 6.1 0.7 5805 57 2.74 0.01 1.17 0.04 4.06 0.03 1.65 0.04
HD 137510 3.1 0.2 6032 44 4.33 0.01 1.41 0.01 4.02 0.02 1.91 0.03
HD 139357 7.0 2.0 4457 41 73.5 1.7 1.1 0.1 2.2 0.1 14.4 0.4
HD 137388 7.4 3.9 5182 35 0.47 0.01 0.88 0.03 4.51 0.03 0.85 0.02
HD 330075 0.1 0.5 4977 45 0.46 0.01 0.91 0.02 4.47 0.02 0.91 0.03
HD 141937 1.2 0.7 5891 18 1.108 0.003 1.09 0.01 4.46 0.01 1.01 0.01
HD 142245 3.3 0.4 4858 34 11.4 0.1 1.5 0.1 3.24 0.03 4.8 0.1
HD 142415 1.5 0.9 5918 24 1.153 0.005 1.09 0.02 4.45 0.02 1.02 0.01
rho CrB 9.1 1.0 5911 54 1.76 0.01 0.97 0.02 4.21 0.05 1.27 0.04
XO-1 2.2 1.4 5742 27 0.849 0.004 1.0 0.02 4.49 0.02 0.93 0.01
HD 145457 2.6 0.4 4785 37 40.5 0.5 1.5 0.1 2.67 0.04 9.3 0.2
14 Her 3.6 2.0 5349 29 0.64 0.01 0.98 0.02 4.48 0.02 0.93 0.01
HD 145377 2.6 1.3 5987 50 1.42 0.01 1.12 0.03 4.39 0.03 1.11 0.02
WASP-38 0.4 0.5 6321 22 1.624 0.003 1.14 0.02 4.43 0.01 1.06 0.01
HAT-P-2 0.8 0.2 6671 23 3.42 0.01 1.37 0.01 4.28 0.01 1.39 0.01
HD 147018 7.4 1.8 5528 31 0.78 0.01 0.94 0.02 4.43 0.04 0.97 0.02
HD 148156 1.0 0.4 6150 20 1.822 0.004 1.23 0.01 4.37 0.01 1.19 0.01
HD 148427 3.55 0.04 5029 15 6.05 0.03 1.43 0.01 3.56 0.01 3.25 0.03
HD 149026 2.9 0.3 6110 50 2.78 0.02 1.301 0.005 4.2 0.02 1.49 0.03
HD 150706 0.3 0.3 5958 8 1.043 0.001 1.07 0.01 4.49 0.01 0.96 0.003
HD 149143 7.1 0.3 5745 31 2.28 0.01 1.12 0.01 4.11 0.03 1.53 0.04
HD 152581 8.6 2.1 4995 44 13.5 0.2 1.0 0.1 3.0 0.1 4.9 0.1
HD 154345 3.1 0.4 5558 5 0.609 0.001 0.907 0.004 4.54 0.01 0.843 0.002
HD 153950 4.5 0.6 6111 53 2.24 0.01 1.15 0.01 4.24 0.04 1.34 0.03
HD 155358 0.3 2.0 5933 49 2.1 0.01 1.11 0.05 4.2 0.02 1.37 0.03
HD 154672 7.0 0.6 5754 37 1.85 0.01 1.1 0.01 4.2 0.03 1.37 0.03
HD 154857 5.6 0.2 5729 36 4.5 0.1 1.14 0.01 3.81 0.01 2.17 0.04
HD 156279 7.4 1.9 5453 30 0.71 0.01 0.93 0.02 4.45 0.03 0.95 0.01
HD 156668 8.8 3.5 4859 15 0.278 0.002 0.78 0.02 4.58 0.02 0.75 0.01
HD 156411 4.4 0.2 5921 64 5.4 0.1 1.23 0.02 3.84 0.02 2.2 0.1
HAT-P-14 0.7 0.4 6684 43 3.41 0.01 1.37 0.02 4.29 0.02 1.38 0.02
HD 158038 3.7 0.5 4837 38 10.2 0.1 1.4 0.1 3.27 0.04 4.6 0.1
HD 159868 6.1 0.4 5593 54 3.8 0.1 1.16 0.02 3.87 0.02 2.1 0.1
mu Ara 5.7 0.6 5815 40 1.81 0.01 1.13 0.02 4.24 0.03 1.33 0.02
HD 162020 1.7 1.5 4756 7 0.23 0.001 0.79 0.01 4.63 0.01 0.708 0.004
TrES-3 1.8 1.5 5613 18 0.581 0.003 0.89 0.01 4.57 0.01 0.81 0.01
TrES-4 2.8 0.1 6308 24 4.39 0.01 1.374 0.001 4.08 0.02 1.76 0.04
HD 163607 8.91 0.01 5541 2 2.316 0.001 1.0719 2.0E-4 4.024 0.002 1.65 0.01
HD 164509 1.5 0.2 5865 7 1.15 0.001 1.103 0.004 4.44 0.01 1.041 0.003
HD 164922 5.2 2.3 5467 34 0.69 0.01 0.95 0.02 4.48 0.03 0.93 0.02
HAT-P-31 0.6 0.1 6380 5 2.2391 4.0E-4 1.269 0.003 4.357 0.002 1.227 0.002
HAT-P-5 11.5 1.0 5005 20 2.0 0.1 1.02 0.03 3.88 0.04 1.9 0.1
HD 168443 10.8 0.6 5585 83 2.082 0.003 1.0 0.01 4.05 0.04 1.5 0.1
HD 168746 11.2 1.4 5661 37 1.05 0.01 0.91 0.02 4.33 0.02 1.07 0.02
42 Dra 9.0 2.1 4384 31 146.6 2.7 1.0 0.1 1.8 0.1 20.9 0.6
HD 169830 2.82 0.03 6300 23 4.703 0.005 1.39 0.01 4.06 0.01 1.81 0.02
HD 170469 8.6 0.5 4990 28 2.5 0.1 1.11 0.02 3.84 0.03 2.1 0.1
HD 171028 6.1 0.5 5787 81 4.9 0.2 1.06 0.03 3.76 0.03 2.3 0.1
CoRoT-16 12.1 1.0 5021 16 0.395 0.002 0.82 0.01 4.51 0.01 0.826 0.003
HD 171238 2.5 1.6 5596 26 0.762 0.004 1.0 0.02 4.5 0.02 0.93 0.01
CoRoT-23 0.0033 5.0E-4 3704 32 0.201 0.003 0.4 0.02 3.96 0.04 1.09 0.03
CoRoT-11 1.5 4.0 4994 39 2.42 0.04 1.5 0.2 4.0 0.1 2.07 0.05
CoRoT-9 12.1 1.0 5380 40 0.64 0.01 0.86 0.02 4.44 0.01 0.909 0.005
HD 173416 1.5 0.6 4777 21 80.5 0.5 1.8 0.1 2.46 0.04 13.1 0.2
HD 175541 2.51 0.03 5162 17 9.55 0.02 1.54 0.02 3.44 0.01 3.85 0.04
TrES-1 1.5 1.1 5281 10 0.434 0.002 0.88 0.01 4.58 0.01 0.789 0.005
HD 177830 5.3 0.9 4789 48 5.2 0.1 1.3 0.1 3.51 0.05 3.3 0.1
TrES-2 5.1 0.8 5891 19 1.053 0.003 0.96 0.01 4.43 0.01 0.99 0.01
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Table 4. continued.
Star t ∆t Teff ∆Teff L ∆L M ∆M log g ∆ log g R ∆R
(Gyr) (Gyr) (K) (K) (L) (L) (M) (M) (cm/s2) (cm/s2) (R) (R)
Kepler-21 3.55 0.03 6203 5 5.281 0.001 1.311 0.003 3.95 0.05 1.99 0.04
Kepler-20 12.5 0.3 5432 42 0.74 0.01 0.88 0.02 4.403 0.004 0.958 0.002
HD 179079 7.3 0.4 5678 72 2.43 0.01 1.12 0.01 4.07 0.03 1.6 0.1
HD 180314 0.9 0.6 4977 31 39.8 0.7 2.3 0.1 2.94 0.04 8.5 0.2
HD 179949 1.9 0.3 6215 15 1.954 0.003 1.2 0.01 4.35 0.01 1.21 0.01
HD 180902 3.0 0.2 5026 27 9.3 0.1 1.49 0.03 3.39 0.02 4.0 0.1
HD 181342 3.6 0.5 4992 49 8.4 0.1 1.4 0.1 3.4 0.04 3.9 0.1
HD 181720 12.6 0.2 5888 108 1.91 0.02 0.86 0.02 4.134 0.002 1.29 0.003
HD 181433 8.6 3.6 4912 25 0.34 0.005 0.83 0.02 4.54 0.02 0.8 0.01
CoRoT-3 1.2 2.8 5066 51 3.3 0.1 1.6 0.2 3.9 0.1 2.4 0.1
HD 183263 4.8 0.8 5874 59 1.81 0.02 1.15 0.02 4.26 0.03 1.3 0.04
HAT-P-7 1.5 0.2 6659 49 5.24 0.01 1.49 0.01 4.13 0.02 1.72 0.03
HD 231701 3.5 0.2 5873 63 7.3 0.1 1.41 0.03 3.75 0.03 2.6 0.1
HD 187123 5.6 0.9 5855 40 1.45 0.01 1.06 0.02 4.32 0.02 1.17 0.02
Kepler-40 0.04 0.02 7744 8 7.25 0.01 1.656 0.002 4.298 0.002 1.499 0.004
HD 187085 3.6 0.3 6117 27 2.06 0.01 1.17 0.01 4.28 0.02 1.28 0.02
HAT-P-11 1.6 1.5 4747 9 0.242 0.001 0.82 0.01 4.62 0.01 0.729 0.004
Kepler-17 0.6 2.5 5407 53 1.78 0.02 1.4 0.1 4.2 0.03 1.53 0.04
xi Aql 2.4 0.7 4796 17 45.1 0.3 1.5 0.1 2.64 0.03 9.7 0.1
HD 189733 6.2 3.4 5038 21 0.327 0.003 0.8 0.02 4.58 0.02 0.75 0.01
HD 190228 5.0 0.5 5352 30 4.4 0.2 1.18 0.04 3.73 0.02 2.4 0.1
HD 190647 8.3 0.5 5656 60 2.19 0.02 1.08 0.01 4.09 0.03 1.54 0.04
HAT-P-34 0.8 0.3 6778 32 4.46 0.01 1.47 0.03 4.23 0.01 1.54 0.02
Qatar-1 8.9 3.7 4757 16 0.256 0.002 0.78 0.02 4.58 0.02 0.74 0.01
HD 192263 1.8 0.8 4965 7 0.299 0.001 0.821 0.005 4.61 0.01 0.74 0.003
GJ 785 1.0 0.6 5179 11 0.396 0.003 0.88 0.005 4.589 0.004 0.782 0.002
HD 192310 10.0 2.5 5136 17 0.398 0.003 0.81 0.02 4.53 0.02 0.8 0.01
HD 192699 2.5 0.1 5136 15 11.12 0.03 1.5 0.01 3.36 0.01 4.22 0.03
TrES-5 9.2 1.8 5087 14 0.42 0.002 0.85 0.01 4.51 0.01 0.84 0.01
HAT-P-23 12.6 0.2 4830 5 2.829 0.005 0.987 0.005 3.663 0.005 2.41 0.01
WASP-2 0.015 0.002 4747 46 0.56 0.01 1.05 0.02 4.36 0.02 1.11 0.04
HD 197037 0.3 0.3 6357 15 1.561 0.002 1.11 0.01 4.45 0.004 1.034 0.004
WASP-7 0.2 0.2 6562 13 2.434 0.002 1.27 0.01 4.37 0.01 1.21 0.01
18 Del 1.1 0.1 5005 35 35.7 0.3 2.0 0.1 2.94 0.03 8.0 0.2
HD 200964 2.7 0.3 5105 42 11.3 0.1 1.47 0.05 3.33 0.03 4.3 0.1
BD +14 4559 9.0 3.4 4980 19 0.339 0.003 0.81 0.02 4.55 0.02 0.78 0.01
HD 202206 1.1 0.6 5745 17 1.024 0.003 1.1 0.01 4.45 0.01 1.02 0.01
HD 204313 5.5 0.8 5761 26 1.22 0.01 1.04 0.01 4.36 0.02 1.11 0.01
HD 204941 5.2 3.9 5079 23 0.304 0.002 0.76 0.02 4.61 0.02 0.72 0.01
HD 205739 2.8 0.2 6276 41 3.52 0.01 1.329 0.003 4.15 0.02 1.59 0.04
HAT-P-17 6.9 1.9 5273 11 0.465 0.002 0.85 0.02 4.54 0.02 0.82 0.01
HD 206610 2.1 0.3 4907 36 18.1 0.2 1.7 0.1 3.12 0.03 5.9 0.1
HD 208487 3.1 0.6 6119 32 1.78 0.01 1.14 0.01 4.34 0.03 1.19 0.02
HD 209458 4.0 1.2 6084 63 1.77 0.01 1.11 0.02 4.3 0.1 1.2 0.04
HD 210277 7.9 2.0 5566 50 0.99 0.01 0.98 0.02 4.37 0.04 1.07 0.03
HD 210702 2.1 0.1 5027 32 12.8 0.1 1.69 0.03 3.31 0.02 4.7 0.1
HD 212771 3.0 0.4 5064 45 13.5 0.1 1.4 0.1 3.22 0.04 4.8 0.1
HD 215497 10.1 2.8 5082 24 0.43 0.004 0.85 0.02 4.5 0.02 0.85 0.01
HAT-P-8 0.3 0.4 6697 38 3.05 0.01 1.33 0.02 4.33 0.01 1.3 0.02
tau Gru 4.2 0.6 5996 56 3.39 0.02 1.28 0.04 4.07 0.03 1.71 0.04
HD 216437 5.2 0.6 5909 31 2.28 0.01 1.17 0.03 4.18 0.04 1.44 0.03
HD 216770 4.5 2.3 5413 33 0.65 0.01 0.96 0.02 4.49 0.03 0.92 0.02
51 Peg 3.3 1.2 5882 48 1.35 0.01 1.1 0.02 4.38 0.03 1.12 0.03
HAT-P-1 1.9 0.6 6029 24 1.473 0.005 1.14 0.02 4.39 0.01 1.12 0.01
HD 217107 3.1 1.5 5717 50 1.14 0.01 1.1 0.02 4.4 0.03 1.09 0.02
HD 217786 6.5 0.8 6027 42 1.73 0.01 1.02 0.01 4.28 0.03 1.21 0.02
WASP-21 5.5 2.0 6074 58 1.17 0.01 0.93 0.03 4.42 0.04 0.98 0.02
HD 240210 10.9 1.8 4833 28 11.9 0.1 1.0 0.1 3.05 0.04 4.9 0.1
HD 219828 5.0 0.7 5938 42 2.64 0.01 1.2 0.04 4.14 0.04 1.54 0.04
HD 220773 6.3 0.1 5852 14 3.32 0.01 1.156 0.002 4.0 0.01 1.78 0.01
14 And 3.2 2.1 4783 39 56.1 0.8 1.4 0.2 2.5 0.1 10.9 0.3
HD 221287 0.8 0.5 6307 22 1.859 0.005 1.19 0.01 4.39 0.01 1.14 0.01
WASP-4 0.9 0.4 5758 7 0.8 0.002 1.0 0.01 4.52 0.01 0.901 0.004
HD 222155 7.9 0.1 5834 17 2.94 0.04 1.05 0.01 4.0 0.01 1.7 0.1
HAT-P-6 6.3 0.2 5720 54 3.9 0.1 1.13 0.02 3.85 0.03 2.1 0.1
kappa And 0.2 0.2 10942 19 72.8 0.3 2.45 0.01 4.067 0.003 2.38 0.01
WASP-5 0.8 0.3 5819 6 0.95 0.002 1.055 0.004 4.489 0.004 0.961 0.003
HD 224693 3.7 0.5 5960 70 4.06 0.03 1.37 0.03 4.01 0.03 1.9 0.1
