On the inversion of the Radon transform: standard vs $M^2$ approach by Facchi, Paolo et al.
ar
X
iv
:0
90
5.
43
21
v1
  [
qu
an
t-p
h]
  2
7 M
ay
 20
09
December 1, 2018 19:33 Journal of Modern Optics m2˙final
Journal of Modern Optics
Vol. 00, No. 00, 10 January 2008, 1–7
RESEARCH ARTICLE
On the inversion of the Radon transform: standard vs M2
approach
Paolo Facchia,b, Marilena Ligabo`a and Saverio Pascazioc,b
aDipartimento di Matematica, Universita` di Bari, I-70125 Bari, Italy
bINFN, Sezione di Bari, I-70126 Bari, Italy
cDipartimento di Fisica, Universita` di Bari, I-70126 Bari, Italy
(May 2009)
We compare the Radon transform in its standard and symplectic formulations and argue that
the inversion of the latter can be performed more efficiently.
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1. Introduction
The Radon transform (1) is a key mathematical tool in tomography. Its inverse
enables one to reconstruct a function if some of its integrals are known. The whole
subject has been recently revived by quantum mechanical applications. The pos-
sibility of reconstructing the tomographic map of the Wigner quasidistribution
function (2, 3, 4) associated with a given quantum state (5, 6, 7) has motivated
experiments (8, 9, 10), triggered novel proposals (11) and boosted innovative the-
oretical techniques (12). Applications are widespread and diverse. The entire field,
driven by a blizzard of technical advances, is attracting increasing attention and is
growing at a lively pace. Good reviews on the subject can be found in (13).
The Radon transform was originally introduced as an integral transform defined
over submanifolds of Rn, that may be viewed as a “configuration space.” However,
if n is even, one may think of Rn as a phase space and consider the integrals over
its Lagrangian submanifolds. One may then associate the tomographic map with
the symplectic transform on the phase space (14). In this context, motion is instru-
mental for the identification of the phase space and its Lagrangian variables: the
Hamilton equations do not appear in the definition of the Radon transform and this
interpretation differs from the original one. Nevertheless, the approach is prolific
and enables one to identify different types of tomograms (15), extend tomography
to curved surfaces (16) and consider more general problems and applications. This
is in line with previous hystorical developments, by Radon himself (1), John (17),
Helgason (18) and Strichartz (19), and paves the way towards so far unhearted
quantum mechanical applications.
In this article we shall compare the standard Radon approach with that based
on the afore-mentioned symplectic identification. We shall argue that, although
mathematically equivalent, they may differ in practice. In particular, the inversion
may be far from trivial and may turn out to be simpler in the symplectic framework.
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2. Symplectic tomography
Let us focus on the 2-dimensional case for the sake of concreteness. The Radon
transform, in its original formulation, solves the following problem: reconstruct a
function of two variables, say f(p, q), if its integrals over arbitrary lines are given.
The Radon transform (or homodyne tomogram) reads
f ♯(ϑ,X) =
∫
R
2
f(q, p)δ(X − q cos ϑ− p sinϑ) dqdp, (1)
where δ is the Dirac function, ϑ ∈ [0, 2pi), ω = (cos ϑ, sinϑ) ∈ S (the unit sphere in
1D) and X ∈ R. In order to obtain a symplectic formulation, a central observation
is the following: it is possible to express the Radon transform in affine language
(the so-called tomographic map) (1, 20) and write
fM
2
(µ, ν,X) =
∫
R
2
f(q, p)δ(X − µq − νp) dqdp, (2)
where µ, ν,X ∈ R, µ2 + ν2 > 0. We have named “M2” the tomographic map (2)
after Man’ko and Marmo, who gave seminal contribution towards its significance
(21, 22, 23, 24). Clearly
f ♯(ϑ,X) = fM
2
(cos ϑ, sinϑ,X). (3)
Consider now a particle moving on the line q ∈ R and a function f(q, p) on its
phase space (q, p) ∈ R2. Since
(
µ ν
)(1 0
0 1
)(
q
p
)
= µq + νp =
(−ν µ)
(
0 −1
1 0
)(
q
p
)
, (4)
the argument in the Dirac delta function in Eq. (2) may be considered either
as a Euclidean product or as a symplectic product. The two interpretations are
completely equivalent and one can equivalently solve the inversion problem by
using the Euclidean or symplectic Fourier transform. We shall see in the next
section that the two procedures can vastly differ in complexity.
Note that the Radon transform is defined in an equivalent way by
f ♯(ϑ,X) =
∫
R
f(s cosϑ−X sinϑ, s sinϑ+X cos ϑ)ds. (5)
The inversion formula, as given by Radon, amounts to consider first the average
value of f ♯ on all lines tangent to the circle of center (q, p) and radius r, namely,
F(q,p)(r) =
1
2pi
∫ 2π
0
f ♯(ϑ, q cos ϑ+ p sinϑ+ r)dϑ (6)
and then compute
f(q, p) = − 1
pi
lim
ε↓0
∫ +∞
ε
F ′(q,p)(r)
dr
r
, (7)
where F ′(q,p)(r) denotes the derivative with respect to r. The Radon transform maps
a (suitable) function on the plane into a function on the cylinder. Some conditions
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that guarantee the invertibility and continuity of the map were studied by Radon
himself (1), John (17), Helgason (18) and Strichartz (19).
On the other hand, the inverse transform of (2) reads (21, 22)
f(q, p) =
∫
R
3
fM
2
(µ, ν,X)ei(X−µq−νp)
dXdµdν
(2pi)2
. (8)
3. The inverse transform: an explicit example
We now compare the inversions (6)-(7) and (8) by looking at a very simple example:
the ground state of a one dimensional quantum harmonic oscillator,
f(q, p) =
α2
pi
e−α
2(q2+p2). (9)
Its M2-transform reads
fM
2
(µ, ν,X) =
α2
pi
∫
R
2
e−α
2(q2+p2)δ(X − µq − νp) dqdp
=
α2
|µ|pi
∫
R
e
−α2
h“
X−νp
µ
”2
+p2
i
dp
=
α2
|µ|pi
∫
R
e
−α2
µ2
»„√
µ2+ν2p− νX√
µ2+ν2
«
2
+ µ
2X2
µ2+X2
–
dp
=
α√
pi(µ2 + ν2)
e−α
2 X
2
µ2+ν2 , (10)
which is a Gaussian with respect to X, but has a nontrivial dependence on µ and
ν. On the other hand, by making use of (3), one gets the Radon transform
f ♯(ϑ,X) = fM
2
(cos ϑ, sinϑ,X) =
α√
pi
e−α
2X2 , (11)
which is simply a Gaussian, independent of the angle ϑ, due to symmetry.
Let us tackle the inversion problem. We start from the inverse M2 transform,
which is easily solved in a few lines:
f(q, p) =
1
(2pi)2
∫
R
3
fM
2
(µ, ν,X)ei(X−µq−νp) dXdµdν
=
α
(2pi)2
√
pi(µ2 + ν2)
∫
R
3
e
− α2
µ2+ν2
“
X2−iX µ2+ν2
α2
”
e−i(µq+νp) dXdµdν
=
1
(2pi)2
∫
R
2
e−
µ2+ν2
4α2 e−i(µq+νp) dµdν
=
α
pi
e−(q
2+p2)α2 . (12)
Let us now endeavour to invert the Radon transform. It would be tempting to
leave this as an exercise for the reader, but we will sketch the main steps of the
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derivation. From (6) we get
F ′(q,p)(r) = −
α3
pi
√
pi
∫ 2π
0
(q cos ϑ+ p sinϑ+ r)e−α
2(q cosϑ+p sinϑ+r)2dϑ (13)
and thus f(q, p) = limε↓0 fε(q, p), where
fε(q, p) =
α3
pi2
√
pi
∫ +∞
ε
dr
∫ 2π
0
dϑ
(q cosϑ+ p sinϑ+ r)
r
e−α
2(q cosϑ+p sinϑ+r)2 . (14)
Already in the very simple case of a Gaussian function with a Gaussian Radon
transform the above inversion formula is not easy to manage. First introduce a step
function, θ(r) = 1 only if r > 0, and change the period of the angle integration
fε(q, p) =
α3
pi2
√
pi
∫
R
dr
∫ π
−π
dϑ
θ(r − ε)
r
(r − q cos ϑ+−p sinϑ)e−α2(r−q cos ϑ−p sinϑ)2 .
(15)
Then change variables z = r − q cos ϑ− p sinϑ and t = tan(ϑ/2)
fε(q, p) =
2α3
pi2
√
pi
∫
R
2
θ
(
t2(z − q − ε) + 2pt+ (z + q − ε)
1 + t2
)
× ze
−α2z2
t2(z − q) + 2pt+ (z + q) dt dz . (16)
Now look at the region where the argument of the theta function is positive. One
gets two roots
t1,2 =
−p±
√
p2 + q2 − z2 − 2εz − ε2
z − q − ε (17)
whose discriminant is negative for z /∈ [−
√
p2 + q2+ε,+ε
√
p2 + q2+ε]. Therefore,
fε(q, p) = I1(ε; q, p) + I2(ε; q, p), (18)
where
I1(ε, q, p) =
2α3
pi2
√
pi
∫ +∞
√
p2+q2+ε
dz ze−α
2z2
∫ +∞
−∞
dt
1
t2(z − q) + 2pt+ (z + q) (19)
and
I2(ε, q, p) =
2α3
pi2
√
pi
∫ √p2+q2+ε
−√p2+q2+ε
dz
∫ +∞
−∞
dt θ
(
t2(z − q − ε) + 2pt+ (z + q − ε)
1 + t2
)
× ze
−α2z2
t2(z − q) + 2pt+ (z + q) . (20)
Let us evaluate I1(ε, q, p). The integration over t yields pi/
√
z2 − q2 − p2 and thus
I1(ε, q, p) =
2α3
pi
√
pi
∫ +∞
√
p2+q2+ε
ze−α2z2√
z2 − q2 − p2
dz. (21)
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An integration by part gives
I1(ε, q, p) =
4α5
pi
√
pi
∫ +∞
√
p2+q2+ε
z
√
z2 − q2 − p2e−α2z2 dz +O(√ε)
=
4α5
pi
√
pi
∫ +∞
(2ε
√
p2+q2+ε2)1/2
y2e−α
2(y2+q2+p2) dy +O(
√
ε)
=
2α5
pi
√
pi
e−α
2(q2+p2)
∫ +∞
−∞
y2e−α
2y2 dy +O(
√
ε), (22)
where y2 = z2− q2− p2. Since the Gaussian integral equals √pi/2α3, we finally get
lim
ε↓0
I1(ε, q, p) = f(q, p). (23)
Therefore, it remains to prove that I2(ε, q, p) vanishes for ε → 0. We will leave it
as a very instructive exercise.
Notice that the Radon transform can also be inverted by using the following
alternative formula due to Helgason (18), which is suitable for generalizations to
symmetric homogeneous spaces
f(q, p) =
1
4pi
(−∆)1/2
∫ 2π
0
f ♯(ϑ, q cos ϑ+ p sinϑ) dϑ. (24)
Here the fractional Laplacian
(−∆)1/2 =
(
− ∂
2
∂q2
− ∂
2
∂p2
)1/2
(25)
is defined by a Fourier transform
(−∆)1/2g(q, p) =
∫
R
2
(k1 + k2)
1/2gˆ(k1, k2)e
i(qk1+pk2)dk1dk2
2pi
, (26)
where
gˆ(k1, k2) =
∫
R
2
g(q, p)e−i(qk1+pk2)
dq dp
2pi
. (27)
In our case we would have to compute
α
4pi
√
pi
(
− ∂
2
∂q2
− ∂
2
∂p2
)1/2 ∫ 2π
0
e−α
2(q cosϑ+p sinϑ)2 dϑ, (28)
a task even more difficult than the previous one.
4. Extension to n dimensions and discussion
The definitions and conclusions of the previous sections can be easily extended to
n dimensions. The Radon transform of a function f of the n-dimensional vector
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x ∈ Rn reads
f ♯(ω,X) =
∫
R
n
f(x)δ(X − 〈ω, x〉) dx, (29)
where ω ∈ Sn−1, the (n − 1)-dimensional sphere, 〈·, ·〉 denotes scalar product and
X ∈ R. The M2 transform is
fM
2
(µ,X) =
∫
R
n
f(x)δ(X − 〈µ, x〉) dx, (30)
where µ ∈ Rn and X ∈ R. Obviously, from fM2(µ,X) one can immediately recover
f ♯(ω,X) by setting µ = ω ∈ Sn−1:
f ♯(ω,X) = fM
2
(ω,X). (31)
However, notice that, although f ♯ is the restriction of fM
2
on the unit sphere
S
n−1, there is actually a bijection between the two transforms. Therefore, they
carry exactly the same information. Indeed, since the Dirac distribution is positive
homogeneous of degree −1, i.e. δ(αx) = |α|−1δ(x), for every α 6= 0, one gets from
Eq. (30)
fM
2
(µ,X) =
1
|µ|f
M2
(
µ
|µ| ,
X
|µ|
)
, (32)
for µ 6= 0. In words, the tomogram fM2(µ,X) at a generic point µ ∈ Rn is com-
pletely determined by the tomogram at µ/|µ| ∈ Sn−1. But the latter is nothing but
the Radon transform, by Eq. (31). Therefore we get the bijection
f ♯(ω,X) = fM
2
(ω,X), (33)
fM
2
(µ,X) =
1
|µ|f
♯
(
µ
|µ| ,
X
|µ|
)
(µ 6= 0). (34)
Notice also that at the origin µ = 0 the M2 transform
fM
2
(0,X) = δ(X)
∫
R
n
f(x) dx, (35)
depends only on the total mass.
The inversion formulae for the transforms (29) and (30) read
f(x) =
1
2npin−1
(−∆)(n−1)/2
∫
S
n−1
f ♯(ω, 〈ω, x〉) dω (36)
and
f(x) =
∫
R
n+1
fM
2
(µ,X) ei(X−〈µ,x〉)
dXdµ
(2pi)n
, (37)
respectively. While formula (37), which is nothing but a Fourier transform, is quite
easy to handle, the inversion formula (36) is in general very hard to tackle, espe-
cially for even n, due to the presence of a fractional Laplacian. Therefore, from a
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practical point of view our message is the following: in order to invert the Radon
transform (31), dilate it by (34) into the M2 transform and then use the Fourier
inversion formula (37). This simple trick enables one to avoid long and tedious
calculations.
Acknowledgements
This work was partially supported by the EU through the Integrated Project Eu-
roSQIP. We thank V. Man’ko and G. Marmo for many discussions on the meaning
of the Radon transform and G. Florio for a bright suggestion.
References
(1) Radon, J. U¨ber die bestimmung von funktionen durch ihre integralwerte la¨ngs dewisse mannig-
faltigkeiten, Breichte Sachsische Akademie der Wissenschaften, Leipzig, Mathematische-Physikalische
Klasse, 69 S. 262 1917.
(2) Wigner, E.P. Phys. Rev. 1932, 40, 749.
(3) Moyal, J. Proc. Camb. Phil. Soc. 1949, 45, 99.
(4) Hillary, M.; O’Connell, R.F.; Scully M.O.; Wigner, E. Phys. Rep. 1984, 106, 121.
(5) Bertrand J.; Bertrand, P. Found. Phys. 1987, 17, 397.
(6) Vogel K.; Risken, H. Phys. Rev. A 1989, 40, 2847.
(7) Mancini, S.; Man’ko, V.I.; Tombesi, P. Quantum Semiclass. Opt. 1995, 7, 615.
(8) Smithey, D.T.; Beck, M.; Raymer, M.G.; Faridani, A. Phys. Rev. Lett. 1993 70, 1244.
(9) Zambra, G.; Andreoni, A.; Bondani, M.; Gramegna, M.; Genovese, M.; Brida, G.; Rossi, A.; Paris,
M.G.A.; Phys. Rev. Lett. 2005, 95, 063602; Genovese, M.; Brida, G.; Gramegna, M.; Bondani, M.;
Zambra, G.; Andreoni, A.; Rossi, A.R.; Paris, M.G.A. Laser Physics 2006, 16, 385; Brida, G.;
Genovese, M.; Piacentini, F.; Paris, M.G.A. Optics Letters 2006, 31, 3508.
(10) Kurtsiefer, C.; Pfau, T.; Mlynek, J. Nature 1997 386, 150.
(11) Badurek, B.; Facchi, P.; Hasegawa, Y.; Hradil, Z.; Pascazio, S.; Rauch, H.; Rˇeha´cˇek, J.; Yoneda, T.
Physical Review A 2006, 73, 032110.
(12) Bana´sˇ, P.; Rˇeha´cˇek, J.; Hradil, Z. Phys. Rev. A 2006 74, 014101; Hradil, Z.; Mogilevtsev, D.; Rˇeha´cˇek,
J. Phys. Rev. Lett. 2006, 96, 230401.
(13) Paris M.G.A.; Rˇeha´cˇek J. (Eds.) Quantum State Estimation, 2004, Lecture Notes in Physics Vol.
649.
(14) D’Ariano G.M., Mancini S., Man’ko V.I., Tombesi P., Quantum Semiclass. Opt. 1996, 8, 1017.
(15) Asorey, M., Facchi P., Man’ko V.I., Marmo G., Pascazio S., Sudarshan E.C.G. Phys. Rev. A 2007,
76, 012117.
(16) Asorey, M., Facchi P., Man’ko V.I., Marmo G., Pascazio S., Sudarshan E.C.G. Phys. Rev. A 2008,
77, 042115.
(17) John, F. Plane waves and spherical means: Applied to Partial Differential Equations, 1955, Wiley
Interscience, New York.
(18) Helgason, S. Ann. of Math. 1973, 98, 451; Groups and Geometric Analysis, 1984, Academic Press,
Orlando; The Radon Transform, 1980, Birkhauser, Boston.
(19) Strichartz, R.S. American Mathematical Monthly, 1982 89, 377.
(20) Gel’fand I.M.; Shilov, G.E. Generalized Functions: Properties and Operations, Vol. 5, Academic
Press, 1966.
(21) Man’ko O.V., Man’ko V.I., Marmo G., Phys. Scr. 2000, 62, 446.
(22) Man’ko O.V., Man’ko V.I., Marmo G., J. Phys. A: Math. Gen. 2002 35, 699.
(23) Man’ko V.I., Marmo G., Simoni A., Stern A., Sudarshan E.C.G., Phys. Lett. A 2005, 35, 351.
(24) Man’ko V.I., Marmo G., Simoni A., Ventiglia F., Open Sys. & Information Dyn. 2006, 13, 239.
