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Abstract: The approximate solution of the finite moment prob- 
lem t~k = floXk-xf(x ) dx, k =1, 2, 3 . . . . .  is considered. This 
problem is related to the problem of finding a best polynomial 
least squares approximation to a given function f i x )  in [0,1]. 
The connection with Laplace transform inversion is em- 
phasized, and a set of special square matrices with integral 
elements is introduced, which has an intimate relation to the 
above two problems. These matrices are the well-known in- 
verses of finite segments of the infinite Hilbert matrix. 
Keywords: Moment problem. 
I. Introduction 
Let us start by considering the finite moment 
problem 
 k=f (x)xk-'dx, k=1,2 ,3  ..... (1) 
where the irk are supposed given, and the function 
fix) is to be determined. We consider here only 
the case where a, b are finite, and it is clear that by 
a linear transformation of the variable of integra- 
tion x we can standardize our problem (1) to the 
interval [0,1]. We assume that this has been done, 
and for purposes of reference we now write 
folf(x)xk-'dx, k = 1, 2, 3, (2) p,k = . . . .  
Related to the moment problem (2) is that of 
approximating f (x )  in [0,1] by a polynomial 
f.(x) = ~'~ a,x '-t, (3) 
i~ l  
in such a way as to minimize the integral 
l(n) =fo ' [ f (x  ) - f~(x) ]2dx ,  (4) 
i.e. we seek numbers al, a2 . . . . .  a n for given n to 
make l(n) a minimum, and thus obtain f , (x )  in 
(3) as a best least squares approximation to fix). 
Here the function f(x) may be given explicitly, or 
the moments ~t k may be available, either for all 
positive integral values of k, or perhaps for a finite 
number of values k = 1, 2 . . . . .  m. Frequently all 
moments of f(x) may be derivable, without 
knowing an explicit expression for f(x), if f(x) is 
known to satisfy a given differential equation with 
appropriate boundary conditions. 
There is, of course, an intimate relation between 
(2) and (4), and this is made evident when we seek 
to minimize I(n), which is a quadratic form in the 
ai. Elementary calculation leads to the set of equa- 
tions 
i=li+J-~=/xJ' j= l ,2  . . . . .  n, (5) 
for the a i. 
The solution of (5) for the coefficients a~ de- 
pends on the inverse of the matrix 
B, = i+ j~- I  , '  (6) 
which is a finite segment of the infinite Hilbert, 
matrix. The explicit inverse 
c .  = B. - t  = (c , ) °  (v) 
is well known. See for example [2]: 
c,j = ( -  x ) '+J ( i  + .  - 1 ) ! ( j  + .  - 1)! 
X ((n- i)!(n-j)![(i- 1) ! ( j -  1)!] 2 
x ( i+ j -1 ) )  -1, i , j= l ,2  . . . . .  n. (8) 
In cases where doubt might arise we will write 
c~: ") for cij. We immediately notice the symmetry 
relation 
c .  = 9 , ,  (9) 
and the particular value 
cl~, = n2. (10) 
cii can also be expressed in terms of binomial 
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coefficients: 
( -1 ) ' _+ J [n+X-2) (n+j -2 )  
c i J= i+ j - l  \ n -1  n -1  
(: x --1 1 (" + i -  1)(. + j -  1). 
(11) 
Also cij is an integer, although this fact is not 
completely obvious from (11). A table of c,j is 
given in [2] for n = 1(1)10. 
The solution to (5) can now be written as 
a i = ~ cij~tj, i = 1, 2,...,n. (12) 
j~ l  
Having obtained the ag, the polynomial ap- 
proximation f.(x) to f(x) is given by (3), so that 
we have 
fn (x )y  ~ ~. CijgjX i-1. (13) 
i=1 j=l 
The obtained minimum value of I(n) is also avail- 
able if we know the value of 
K= fol[f(x)]2dx. (14)  
Elementary calculation then shows that 
rain I(n) = K -  k ai~i 
i~l 
= K-  ~7. ~_~ cifla,#j. (15) 
i~ l  j= l  
Even if the value of K is not available, we can 
still note the decrease in min l(n) when n is re- 
placed by n + 1. 
Now let us briefly consider again the relation 
between (2) and (4). Having obtained the required 
approximation f ,(x),  as given by (3), we find from 
(5) 
n fo'i.(x)x -'ax: x 
i=1  "0  
i=1 i+k-1  
=#, ,  k=l ,2  . . . . .  n. (16) 
Thus the approximating polynomial f , (x)  is char- 
acterized by having its first n moments equal to 
those of f (x) .  
2. Properties of the c u 
Referring to (13) we note that fn(x) can be 
written in the form 
fn(x) = ~ M)~)(x)#j, (17) 
j=l 
where 
M;° ' (x )= . (18) _ , j _  , j= l ,2  . . . .  n.  
i= l  
We now obtain a different form for Mf')(x). 
By inspection from (8) we note that 
c (') (n 2_ i2) (i + j -  1) 
'+"J = V 777  c~;'. (19) 
Furthermore, we have 
c(,) ( -1 )Y+' ( j+n-1) !n  (20) 
'J = (n - j ) ! j ! ( j -  1)! ' 
so that 
Mj(n,(x) _~ ( -1 ) J+ l ( j  + ,  - 1)In 
--~_-_--j-5~!Tj-_-I~ G(n , j ,x ) ,  (21) 
where 
2 • __ 12 1 ( "2 -1 )Sx+ (n2 ) (na -22) j  2 
= X 
12(j + 1) 1222(j + 2) 
( n2 -  12)( n2 -  22)( n2 -  32)j 3 
- -  X + " ' ' ,  
122232(j + 3) 
(22) 
a polynomial of degree n -  1. In the particular 
case when j = n we find 
G(n, n, x) = F(n, 1 - n, 1; x). (23) 
This hypergeometric function can be recognized 
as a shifted Legendre polynomial [1, Eq. 15.4.4], so 
that 
G(n ,n ,x )=P, , _ l (1 -2x)=P*_ , (x  ). (24) 
In the general case we readily find from (22) 
that 
x ~-j_ d [x 'G(n , j , x ) ]=r (1 -n ,n+a;a ;x ) .  
j dx 
(25) 
This may be recognized [1, Eq. 15.4.6] as 
F(1 - n, n + 1", 1", x) = ,,_,°(°'a)(1, - 2x), (26) 
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where P~'~'B)(x) is the Jacobi polynomial and [1, 
Table 22.3/. 22.3.1] 
n n -1  P,,(°'1'(x) = 2 -n ~ (m)(n_m)(X-1)"- '"  
m=O 
X (x + 1)".  (27) 
From (25) we find 
a(n, j ,x)=J  ~-j uS-lP(°'l)tl- 2u) t~ j> l .  
(28) 
Comparing this with (24) we see that the following 
relation must hold: 
n..-n [x,,,,- lp(o,1)[1 
Jo " . . _ ,  , .  - 2u)du = P*_a(x), (29) 
which may be written as 
nx"-'P2°_'~'(1 - 2x) = { [x°eY_,(x)]. (30) 
Thus for general values of j, from (28) we have 
• x _ d 
G(n,j, x)=b fo us "-~u[U"P"-'*(u)ldu'(31) 
so that from (21) 
Mj(.)(x) = ( - l ) J+a( j  + n - I)! x-  j 
(n - j ) ! [ ( j - l ) ! ]  2 
X "_ d 
X fo us "-~u [u"P*_,(ul]du, j~ l ,  
(32)  
and after integration by parts we find 
MU"(x)  = 
( -  1) J+l ( j  +_,,- 1_)~ [ et_,(x) + (,, -j)x-J 
= ?n~j .  1)[]2 
Jl 1 x uS-~P.*_ , (u )du  . (33) 
We are now in a position to establish the inter- 
j = 1, 2 . . . . .  2m - 1, 
(34) 
esting relations 
M)~m'(½) = ~'~m-"(½),  
and 
M2(2m)[ ! ~ -- n (35)  m I, 2 ] - -  '-'- 
The significance of (34) and (35) is that succes- 
sive approximations f2,,_l(x), fz,,,(x) agree in 
value at x = ½, as is now apparent from (17). 
In the first place (35) follows from (33) by 
puttingj = n = 2m, and using the fact that 
P2*,,- a (½) = 0. (36) 
In order to establish (34) we need a few further 
properties of the P*(x), and these are listed below. 
~.(½)_(-1) ~ 2m 
22,, ( rn ) '  (37) 
(Abramowitz and Stegun [1, Table 22.4, l 22.4.6] 
have an error in their expression for P2*m(½)= 
P~.,(o)) 
(x-½)P'*(x)+½P'*,(x)=nP*(x), (38) 
-½P'*(x)+(½-x)P'*_l(x)=nP*_,(x ). (39) 
From (38) and (39) we have by subtraction 
n [ P* (x)  - P*_ l(x)] = x[P'*(x) + P~'* l (x)] .  
(40) 
From (33), (36) and (37) we find that 
M)2,,)({ ) = ( -1 ) J+ ' (2m +j -  1)t 2J(2 m _ j )  
(2m- j ) l [ j -  1!] 2 
f01/2 • × uJ-~P~,._,(u)du, j = 1, 2 . . . . .  2m, (41)  
and 
(-1) J+X(2m +j -  2)! 
M)Zm-')(½) -- (2m - j -  1 ) ! [ ( j -  1)!l ~ 
[(-1)m-l (2m-2)+2J (2m_ j_ l )  
X 22m_ 2 m - 1 
X fo1/2uJ-lPffm_2(u)du], j= l,2 ..... 2m-1 .  
(42) 
We wish to show that expressions (41), (42) are 
equal for j = 1, 2 . . . . .  2m-  1. Cancelling common 
factors, we see after a little elementary manipula- 
tion that they will be equal if 
jfol/2u j-1 [ V2*,~_, (u) + P~,,_2(u)]du +(2m - 1) 
fo1/2U j- 1 x [e t , , , _ l (U)  - P t , , , _2 (u) ld , ,  
(-- 1 ) " - '  (Lm_--}) 
22,,,+j_ z , j = l, 2 ..... 2m--1. 
(43) 
Transforming the second integral in (43) 
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according to (40) with n = 2m - 1, we find 
: .  /'1/2 . 1" , (2m-1) j  ° u'- [P~'_,(u)-P]"'_2(u)]du= 
- !  [1/z..J[o,* ~,,'~ ,, )]du 
- : Jo  - t . : . , - ,~- ,+P i ' -2 (u  
~- [ uJ[ P~m- l (  bl) + P~m- 2(U) )] a0/2 
- j  fol/2uJ-l[ P~'.,_,( u) + P~'_:( u)]du. 
This last integral cancels the first integral in (43) 
and so the left-hand side of (43) becomes 
2_ j [p~m_l (1 )  + P2,m_2(1)] : ( -1 ) " - '  (2m-2)  
22"+J -2 m- 1 
(using (36) and (37)), which equals the right-hand 
side of (43), and so our result (34) is established. 
If we put j=  2m-  1, we incidentally obtain 
from (43) the useful result 
fo 1/2X 2m- 2p~ m (x)dx = 1 
( -1 ) ' - '  
-- 24~_  2 (--~m -~ 1) ( Lm2?  ). (44) 
Referring to (33) we see that we can im- 
mediately write down the values of M)')(0), 
M)")(1) in simple form. We need to use the rela- 
tions 
P*(0) = 1, (45) 
e*(1)  = ( - 1)" (46) 
and the fact that 
x 
lim x-Jr uJ-lP*_l(u)du = 
x--,O aO 
xJ-aP*-,(x) =j-I (47) = lim 
x~O j x  j -1  
by l'HSspital's rule. Also we need the result 
(n - j )  fluJ-le*_,(u)du = 0, 
Jo 
j=  1, 2 .... ,n, 
(48)  
M(.)(1)= ( -1 ) J+" ( j+n-  1)! 
( ,  a)q: ' 
j = 1, 2 . . . . .  n, (50) 
so that from (17) 
£ (0)=n~ ( -1 ) ;+m( j+n-1) !  (51) 
+:, N--7)Tj,.O 7-iji 
f , (1 )= ~ ( -1 ) J+"( J+" - l ) !  (52) 
j : l  (7l - - j ) ! [ ( j -  1)!]: /~," 
From (49) and (50) we see that 
M(')(1) = J ( -1 )  "+' (53) 
M/')(0) n 
and so 
1 ' '+1 (') (54) 
i=l 
and, for j = 1, 
c2' ( -11 "+' = , ,  (55)  
i~l 
using (10). 
Also the last column of the matrix C. has 
coefficients proportional to those of P*_l(x), since 
from (18) and (33) 
c~n)x i-1 = M~")(x) 
i~1 
= ( -  1)"__+'(2n - 1)! e*_, (x ) .  (56) 
Other relations between the cij for given n can 
readily be established. For example, 
ci---Z = 3ij (57) 
i=l i 
and so 
i=1 j= l  7 = "'7- = 1. (58) j=l J 
by orthogonality properties of the P*_a(x). Ele- 
mentary calculation then yields the results 
Mj.)(0 ) = ( - 1) J+l( j  + n - 1)!n 
j = 1, 2 . . . . .  n, (49) 
3. The moment transform 
Now let us look upon (2) as a transform con- 
necting the function f(x) with a set of moments 
/~k, k = 1, 2, 3, . . . .  Our problem thus formulated 
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is then to find the inverse transform from the/z k to 
f(x). Considerable light may be thrown on this by 
making a comparison with the Laplace transform. 
In (2) let us make the transformation 
x = e-",  dx= - e-"du. (59) 
Then we find 
= fo~e- k"/(e-" )d u (60) 
and this is the Laplace transform of f (e - " )  for the 
Laplace operator b -- k, Writing 
f(e-") = h(u), (61) 
we have 
/x k =/~ (k) ,  (62) 
where/~(p) denotes the Laplace transform defined 
in the usual way 
( p ) = fo°~e-P"h (u)du. (63) 
This connection with the Laplace transform is of 
course an aid in inverting the moment ransform. 
Thus, for example, if 
/x k=k-~,  p>0,  (64) 
we have immediately 
u~-I (65) h(u)= 
so that 
f (x)  ( - In  x) " - '  F(p) ' (66) 
since, from (59), 
u = - In x. (67) 
Also, of course, approximate or exact inversion 
of the moment ransform gives corresponding in- 
formation on the inversion of the Laplace trans- 
form. 
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is the solution to the differential equation 
dy= 2 _x2 
- -e  (69) 
dx 
with the boundary condition 
y(0) = 0. (70) 
The first step in obtaining our approximants o 
f (x )  is to calculate its moments 
f ix*- '  (71) ~k= er fxdx ,  k=1,2 ,3  . . . . .  
"0 
Integrating by parts we find 
y 2 folxke_x2 /Xk=k k~-  dx, k=1,2 ,3  . . . . .  (72) 
where we have written 
y = erf 1 (73) 
and have used the differential equation (69) and 
the boundary condition (70). We now define aux- 
iliary moments 
fo1X k- le-x2 ~'k ----- dx, k = 1, 2, 3 . . . . .  (74) 
Then from (72) 
y 2 
t~k=k kT~~k+l'  k=1,2 ,3  . . . . .  (75) 
As for the uk, by integrating by parts in (74), we 
readily find the recurrence relation 
1 
~'k+z=½kuk--~e, k=1,2 ,3  . . . . .  (76) 
Table 1 
k Pk 
0.746824133 
0,316060279 
0,189472346 
0.132120559 
0.100268798 
0.080301397 
0.066732275 
4. Numerical example 
We conclude this paper with an example, in 
which we consider our function f (x )  as defined by 
a differential equation. The error function 
pX U2 y=f (x )=er fx=-~- J  ° e- du (68) 
Table 2 
k ~tk 
0.486064958 
0.314452073 
0.231206236 
0,182389892 
0.150418074 
0.127900247 
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approximations f,,(x) to f (x )= erfx for n ~ 1(1)5 in [0,1] 
x f l (x)  fz(x)  f3(x) fa(x)  fs(x)  erf x 
0 0.486 0.058 -0.0095 -0.0023 0.00009 0 
0.1 0.486 0.143 0.1124 0.1130 0.11243 0.11246 
0.2 0.486 0.229 0.2263 0.2237 0.22271 0.22270 
0.3 0.486 0.315 0.3321 0.3289 0.32865 0.32863 
0.4 0.486 0.400 0.4299 0.4278 0.42840 0.42839 
0.5 0.486 0.486 0.5196 0.5196 0.52048 0.52050 
0.6 0.486 0.572 0.6013 0.6033 0.60384 0.60386 
0.7 0.486 0.657 0.6749 0.6781 0.67781 0.67780 
0.8 0.486 0.743 0.7405 0.7431 0.74211 0.74210 
0.9 0.486 0.829 0.7980 0.7975 0.79690 0.79691 
1.0 0.486 0.915 0.8475 0.8403 0.84271 0.84270 
form which we could, in principle, calculate 
successive v,'s if we knew//1,//2. We have 
/ '1  -x  2 
//1 = J0  e dx = ½V~-y (77)  
and 
f0' //2 -- x e -x~ dx -- 1 /2  e -- 0.316060279. (78) 
However, we do not consider y to be known, 
and furthermore, owing to the factor ½k, the recur- 
rence relation (76) used in the forward direction is 
numerically unstable. Accordingly, we write it in 
the form 
//, = (2//,+ 2 + e - '  ) / k  (79) 
and iterate 1,, with sufficiently large n down to v z 
or v a. Doing this we readily find the values of v k 
given in Table 1 for k = 1(1)7. 
We notice immediately the correct value ob- 
tained for #2 (see (78)), and furthermore we can 
now calculate y using (77). We find 
2v 1 
-- 0.842700793, (80) 
and this value of y may be verified from tables. 
See, for example, [1, Table 7.1]. Knowing y we are 
now in a position to calculate the moments #,  
from the v, using (75). The results are given in 
Table 2 for k = 1(1)6. 
We can now calculate successive approximants 
to f (x )= err x in [0,1] using the elements cij of C, 
and the above values of the #j in (13). The results 
are shown in Table 3. 
We note in Table 3 the phenomenon mentioned 
in Section 2, viz. the equality of successive ap- 
proximations at x -- ½: 
fzm-, (½) = f2m(½). (81) 
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