Abstract -We report on our investigation of student misconceptions and their origins within the Signals and Systems module taught in the Department of Aeronautics and Astronautics at the Massachusetts Institute of Technology. This study is a sequel to an earlier paper in which we discussed our findings on student conceptions and reasoning regarding the behavior of linear, time-invariant electrical circuits. In this paper, we report our findings on student understanding of the fundamental topics involved in the study of continuous-time linear, time-invariant systems. During spring term 2003, we conducted clinical interviews for our data gathering. Fifty-one students enrolled in Signals and Systems volunteered to take part in this study. In our analysis, we identified the typical student difficulties and misconceptions, and the mathematical cognitive resources underlying these misconceptions. In this paper, we report on our results and how they could inform the development of instructional material and methods that support student learning.
INTRODUCTION
This study, conducted in the Department of Aeronautics and Astronautics at the Massachusetts Institute of Technology, investigates student understanding in a fundamental undergraduate engineering course -Signals and Systems. The Signals and Systems module, as taught in Aero/Astro at MIT, involves the study of concepts and methods for the analysis of linear electrical circuits and other continuous-time, linear, time-invariant (LTI) systems. In an earlier paper [1] , we reported on our findings on student conceptions and reasoning about LTI electrical circuits. In this paper, we discuss our findings on student understanding of the fundamental topics involved in the study of generic continuous-time LTI systems, which is the central theme of Signals and Systems courses nationwide.
Signals and Systems is a course that requires students to integrate advanced mathematical concepts into their understanding of physical systems. Significant portions of it cover topics that are dealt with as abstract mathematical constructs. Furthermore, much of the material is, at least for students, not familiar from daily experience. This unfamiliarity is in contrast to some courses in the physical sciences, such as introductory Newtonian mechanics, in which some understanding of the concepts can be demonstrated without reference to mathematical formalisms. In Signals and Systems, the relationships between many important concepts and the implications for the physical world are often mediated by mathematics, and students are unable to easily appeal to physical intuition for understanding.
There is ample anecdotal evidence that students either lack the mathematical understanding needed to solve a problem in physics or engineering, or they fail to transfer their understanding of the mathematics to a physics or engineering context. However, there has been little reported on the nature of student mathematical reasoning in such contexts [2] . Generally, research on student mathematics use in physics has either simply described the errors students usually commit when using mathematics in physics, without any specific reference to students' internal cognitive structures [3] [4] [5] , or have described the problem solving approaches of experts and novices [6] [7] [8] .
In this study we adopt a more theoretical approach to understand students' use of mathematics in engineering and physics courses. Specifically, we identify student misconceptions and the typical errors they commit in solving Signals and Systems problems, and the cognitive resources responsible for these errors and misconceptions that underlie student mathematical thinking. The results of this study provide us with an understanding of the mathematical reasoning students bring to or develop during their study of Signals and Systems. Such a study may inform the development of instructional material and influence teaching approaches that support students in learning Signals and Systems.
THEORETICAL BACKGROUND
In this study, we attempt to identify the cognitive resources involved in mathematical thinking and problem solving in Signals and Systems. Cognitive resources are cognitive structures that constitute the building blocks of thought or reasoning used to describe human thinking and learning. Cognitive scientists and education researchers have posited the existence of different cognitive structures and frameworks to explain student understanding and reasoning [9] [10] [11] . diSessa [9] a theory of intuitive knowledge, which is a framework that has an organic perspective, focused on the sub-conceptual level of cognitive resources. According to diSessa [9] , student conceptions in physics are the product of a set of primitive mental constructs that he calls phenomenological primitives, or simply p-prims. P-prims are abstract knowledge elements that constitute the base level of our intuitive sense of physical mechanisms. Since they do not represent full-fledged conceptions, it is their organization and the circumstances under which they are activated that generate conceptions or misconceptions. According to diSessa, attaining an expert understanding is not so much about the character, or even content of knowledge, as it is about the structured priorities and the appropriate coordination of these cognitive elements. For example, when asked to explain why it is hotter in the summer than it is in the winter, many students explain that this result is due to the earth being closer to the sun during the summer. According to the p-prim model, this question could have triggered the p-prim relating intensity with proximity: closer means stronger. For example, the closer you are to the speaker the louder the music, or the closer you are to a bulb the more intense is the light [10] . The p-prim itself is neither correct nor incorrect, but it is its misapplication that generates the misconception. If activated in the appropriate context, the p-prim will yield a valid explanation for the situation.
According to diSessa's [9] model, students provide a faulty response to the seasons question because the p-prim closer means stronger has a high priority of being cued in the context of this problem. An expert would be unlikely to appeal to the p-prim closer means stronger, since it has a different cuing priority in the expert's knowledge structure in this context. Hence, constructing an expert-like understanding entails the rearrangement of priority structure or the diminishing of priority of the p-prim generating the misconception.
We extend diSessa's model to account for student understanding in Signals and Systems. In our analysis, we attempt to identify the reasoning resources students invoke in their reasoning about continuous-time LTI systems. Reasoning resources can be viewed as a generalization of diSessa's phenomenological primitives. They are abstract elementary units of knowledge that constitute the building blocks of thinking and reasoning. Since the study of generic LTI systems is highly mathematical, the reasoning resources that emerge in our analysis are predominantly mathematical resources.
METHODOLOGY
We adopted the approach of clinical interviewing for our data gathering. Due to its inherent methodological flexibility [12] , this approach is powerful for capturing the crucial characteristics of a person's knowledge and the fluidity of his or her thinking. It allows the interviewer to spontaneously generate questions during the interview targeted to uncover the subject's "natural mental inclinations" [13] and thought processes.
Signals and Systems is a part of a larger fundamental engineering course, Unified Engineering, that is offered as a requirement for sophomore students in the Aeronautics and Astronautics Department at MIT. Signals and Systems, as taught in Unified, consists of two parts: The first part, covered during the first five weeks of the Fall semester, involves the analysis of linear electrical circuits. The second part, offered during the last eight weeks of the Spring semester, involves the analysis of generic continuous-time linear systems. In 2002-2003, one-hour oral assessments were introduced as part of the requirements in Signals and Systems. During the first half hour of the oral session, the student was given a Signals and Systems problem, and he or she was allowed to prepare a preliminary answer in private. During the second half hour, the student sat with the course instructor, who probed the student's understanding of the problem. These assessments constituted the clinical interviews for this research.
All students enrolled in Unified were required to have one oral assessment each semester. Students were scheduled for an oral session on a first-come, first-serve basis. In the Spring semester, oral assessments were conducted over a course of seven weeks. Students who had their oral assessment in the same week worked on the same problem. For the Spring semester, seven different oral problems (Oral Problems 5-11) were developed to assess the following Signals and Systems topics: (1) superposition; (2) convolution; (3) graphical convolution; (4) Laplace transforms; (5) inverse Laplace transforms, partial fraction expansion, and the cover-up method; (6) BIBO stability; and (7) amplitude modulation.
Students who volunteered to participate in this study agreed to have their oral sessions audio-taped and video-taped. Out of the 69 students enrolled in Unified Engineering in Spring 2003, 51 students volunteered to participate in this study.
This paper focuses on results obtained from the analysis of student responses to Oral Problems 5-7. These problems were selected for this paper because they provide some convergent results on student understanding in Signals and Systems. Results obtained from the other oral problems will be discussed in future reports. The results discussed in this paper are based on the analysis of the interview transcripts, which were coded for the errors students typically committed in their analysis of continuous-time LTI systems, and the cognitive resources responsible for these errors and misconceptions. These resources generally include the knowledge structures of mathematical cognitive resources that students invoked in their reasoning. A system G is tested in the lab with an input given by
RESULTS

Oral
The subscript "t" stands for "test.") For this input, it is found that the output is given by
Sketch the signals above, and come prepared to answer the following questions:
1. Is it possible to determine the response y(t) of the system to an arbitrary input u(t)? Explain. Can you find the step response of the system? 2. If your answer to (2) is "yes," what is the step response?
3. If your answer to (2) is "no," explain why.
the response of an LTI system to a test input, u t (t), which is a finite duration pulse. The students were then asked to find the step response of the system, given the response y t (t) to the test input. Since a unit step function, σ(t), can be built up as a superposition of scaled and delayed versions of the test input, and the system is LTI, the step response g s (t) can be found by summing scaled and shifted versions of y t (t). Generally, students did not appeal to the above approach when solving the problem. Some students had difficulty with the basic problem of expressing the unit step function σ(t) in terms of the test input u t (t). Four of eight participants had difficulty recognizing that the unit step function could be constructed from a superposition of scaled and time-shifted versions of u t (t), that is, as
This difficulty may be attributed to the fact that in their study of Signals and Systems, students are accustomed to expressing a finite pulse in terms of step functions, and hence some students found it counterintuitive to express the step function in terms of finite pulses. Students did not have a problem recognizing the need to scale u t (t) by a half. They expressed the unit step function σ(t) for one time interval (in this case, 0 ≤ t ≤ 1) by scaling the expression for u t (t) during that time interval. However, they had difficulty recognizing that the step function can be expressed as a superposition of scaled and shifted versions of u t (t). For example, one student revealed his difficulty with expressing the unit step function in terms of the finite pulse by saying, "I really don't know how to go backwards." Another student reasoned that for t > 1, σ(t) cannot be expressed in terms of u t (t), since u t (t) is zero for t > 1, and "[we] can't scale zero to be something else." This student difficulty could be ascribed to the trouble students have in recognizing the need to apply the shifting reasoning resource to u t (t). An interesting error students committed relates to their reasoning underlying their conclusion that the step response of the system is g s (t) This response clearly reflects how the interaction of the reasoning resources of interval matching and extrapolation together with scaling brought about this student response.
Oral Problems 6 and 7
Oral Problems 6 and 7 were designed to test student understanding of convolution. Students were required to find the response of an LTI system either analytically, as in Oral Problem 6, using the convolution integral, or graphically, as in Oral Problem 7, using the "flip and slide" method. (See Figures 2 and 3. )
Misconceptions and difficulties with convolution. Students generally had problems defining the limits of integration of the convolution integral. A common misconception was that the domain of integration is the domain of t in which both g(t) and u(t) are non-zero. Four of the seven students who participated in Oral Problem 6 graphed the output of the system G as having non-zero values exclusively in the time interval [2, 3] . Three of these students expressed the output of the system using the convolution integral as An LTI system G has impulse response
The input to the system is given by
Find the output of the system, using the convolution integral. Sketch the signals g(t), u(t), and y(t), and come prepared to discuss your answer.
FIGURE 2. ORAL PROBLEM 6.
An LTI system G has impulse response
Sketch the signals g(t) and u(t).
Use graphical techniques to sketch y(t) = g(t) * u(t).
Express y(t) as one or more integrals, with appropriate limits of integration (which may depend on t).
Find y(t).
FIGURE 3. ORAL PROBLEM 7.
In fact, the domain of integration should be the domain of τ for which both g(t − τ ) and u(τ ) are non-zero. Even though these students correctly wrote the convolution integral
they had little conceptual understanding of the integral. Particularly, students' reasoning indicates that they have problems understanding expressions such as g(t−τ ), and as a result they tend to revert to an over-simplified and incorrect interpretation of the integrand of the convolution integral. They mentally reduce the integrand to the product g(t)·u(t), and then determine the time interval during which the output is non-zero. In other words, the way they conceptualize the problem is as if both the impulse response g(t) and the input u(t) are "running" in real time, and that the output of the system at a given time t depends on the product of the g(t) and u(t). If either g(t) or u(t) is zero, they then conclude that the output is zero. This misconception is reflected in the following response: Students approached the problem graphically by first plotting u(t) and g(t) to figure out the intervals where the non-zero regions of the two graphs overlap. In this case, they concluded that the output y(t) is non-zero only in the interval [2, 3] . From a reasoning resource perspective, students invoked the reasoning resource of spatial overlap:
Student: So I just laid one on top of the other and then I said, well... From −∞ to 2 is going to be 0 because u is 0 up to 2, and then so from 3 to ∞ it will be 0 as well.
To find the output of the system, students used the convolution integral; however, as in Oral Problem 6, the way they applied and reasoned about the convolution integral was incorrect. Their faulty reasoning can be best illustrated analytically by the (incorrect) expression
That is, students matched the output of the system for a given time interval to the input and the impulse response for that same time domain. Here, students invoked the reasoning resource of interval matching -they reasoned that the output during a given interval Moreover, probing further into students' understanding of the problem revealed the inconsistency in their reasoning. Students were asked to explain what would happen to the output if the input started at time −4 and ended at time 0; that is, if it were shifted three seconds to the left. Students generally gave the correct response that the output would also shift three seconds to the left. Some correctly justified their reasoning by referring to the property of the system of time-invariance. Others, who did not know what time-invariance meant, or who were not aware that the system is defined in the problem as being time-invariant, still gave the correct response; however, they reverted to the reasoning resource of symmetry to justify their answer. The inconsistency in their reasoning lies in the fact that based on their original reasoning of the problem, their response should have been that there would be no output, since there is no overlap at all between the input and impulse response when the input shifts three seconds to the left.
In more complicated situations, a signal may require a different non-zero expression over multiple intervals, such as the signal u(t) in Oral Problem 7. Signals such as these produce similar errors. Students make the mistake of using only one of the non-zero regions in the convolution integral at a time. For example, for Oral Problem 7, three out of nine participants wrote the convolution integral as
By such an expression, students intend to say that the first integral is the output for 1 ≤ t < 2 and the second integral is the output for 2 ≤ t < 4. As in Oral Problem 6, they invoked the reasoning resource of interval matching. Moreover, they committed another error of adding the two integrals together without using the unit step function to extract the parts of the signals corresponding to the respective time intervals. Alternatively, they could have indicated a different analytical form of the response for different time intervals, as one student (incorrectly) wrote:
These students incorrectly applied the reasoning resource of addition. They conceptualized the output as a whole made up of parts which can fit together by the operation of addition. Such an error was evident in student responses to more than one oral problem. For example, in Oral Problem 6, one student committed a similar error by expressing the convolution integral as:
where each term refers to the output of the system for the time interval defined by the limits of the respective integral. In Oral Problem 5, students committed a similar error by misapplying the reasoning resource of addition when expressing the unit step function σ(t) in terms of u t (t). One student concluded that σ(t) = 2 u t (t) is the expression for σ(t) in the time interval 0 ≤ t ≤ 1 and 1 is the expression for σ(t) for t > 1. This student incorrectly invoked the operation of addition by putting the graph of 1 2 u t (t) end-to-end with the graph of "1" to produce σ(t). Another student committed a similar error by concluding that 1 − u t (t)/2 is the expression of the step function for t > 1.
Unlike those who sat for Oral Problem 6, students who responded to Oral Problem 7 had been taught graphical convolution. They attempted to apply the flip and slide method, but at least five of the nine participants failed to correctly apply this method. Two participants committed an error that was typical in student homework solutions. These students correctly flipped and slid either u(t) or g(t). However, the error they committed was taking the value of y(t) to be the area of spatial overlap or intersection between the two graphs: g(t−τ ) and u(τ ) or g(τ ) and u(t−τ ). Based on that idea, they concluded that there is no overlap when one signal is positive and another is negative, and that the value of y(t) is positive for all t.
Anecdotally, this error in graphical convolution may have resulted because the instructor (Hall) used the word "overlap" in describing convolution, meaning the intersection of the domains of u(τ ) and g(t − τ ). Apparently, some students took the word "overlap" more literally, meaning the overlap of the areas under the curves of u(τ ) and g(t − τ ).
Generally, the above conceptual problems with convolution indicate that students have trouble deciphering the mathematical symbolism involved in convolution. First, students do not understand that there is a difference between the time variable t in the input function u(t) and that in the impulse response function g(t). The time t in u(t) is clock time (when the input occurred), while the time t in g(t) is relative time (the amount of time since an impulse at the input occurred). Second, students are accustomed to taking integrals of functions with analytic expressions. That is, much of the emphasis in their calculus courses is on finding antiderivatives of functions. When confronted with functions that are described by different expressions in different intervals, they have trouble generalizing the concept of integration appropriately. Third, many students have only a vague notion of the concept of a "function. 
CONCLUSION
The results of this study provide us with a better understanding of the mathematical reasoning students bring to or develop during their learning of Signals and Systems, and to their science and engineering courses in general. In an attempt to circumvent their conceptual difficulties, students resort to a superficial and often incorrect interpretation of a problem situation, hence bringing to bear in their analysis of a problem inappropriate reasoning resources -which they abstract from everyday life or their formal science and mathematics learning. These in turn manifest themselves as misconceptions in student reasoning. For instance, many of the student misconceptions and errors were the result of the misapplication of the reasoning resource of interval matching. Students could have abstracted this resource from their formal learning of kinematics, in which they learn to analyze the motion of a body by dividing the problem into distinct time intervals, and then analyzing the motion during these time intervals separately. The results of this study could help improve student conceptual learning by leading to the development of instructional and active learning teaching material that support students in activating the appropriate cognitive resources, and overcoming their misconceptions. Considering the small amount of research on student understanding of Signals and Systems (e.g., [1, 15] ), this study contributes to the development of effective Signals and Systems concept questions, or "ConcepTests" [14] , that can be used to actively engage students in lectures. The best concept questions are based on a rigorous understanding of student misconceptions. By carefully designing the distractors of a multiple choice concept question to correspond to a typical misconception, students are forced to confront their misconceptions, and are therefore more likely to gain a correct understanding of the concept.
Also, the results of this investigation support the development of diagnostic tools for assessing student conceptual understanding of Signals and Systems. Wage et al. [15] have developed a Continuous-Time, Signals and Systems Concept Inventory (CT-SSCI) exam to measure student understanding of the fundamental concepts in continuous-time LTI systems. The set of misconceptions and the reasoning resources that we have identified in this study provide a valuable research base for developing questions that capture a wider set of student misconceptions. Also, from the identified reasoning resources that students appeal to when solving a Signals and Systems problem, we could derive the possible misconceptions that students might invoke in other problem situations.
Finally, in a discipline such as Signals and Systems, where students are required to integrate advanced mathematical concepts into their understanding of physical systems, it is imperative that we explicitly emphasize the mapping between the mathematics and the physics. This could support students in building a better physical intuition and a more meaningful understanding of Signals and Systems.
