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Abstract The solid content of circumstellar disks is inherited from the inter-
stellar medium: dust particles of at most a micrometer in size. Protoplanetary
disks are the environment where these dust grains need to grow at least 13 or-
ders of magnitude in size. Our understanding of this growth process is far from
complete, with different physics seemingly posing obstacles to this growth at
various stages. Yet, the ubiquity of planets in our galaxy suggests that planet
formation is a robust mechanism. This chapter focuses on the earliest stages
of planet formation, the growth of small dust grains towards the gravitation-
ally bound “planetesimals”, the building blocks of planets. We will introduce
some of the key physics involved in the growth processes and discuss how they
are expected to shape the global behavior of the solid content of disks. We
will consider possible pathways towards the formation of larger bodies and
conclude by reviewing some of the recent observational advances in the field.
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1 Introduction
Circumstellar disks consist mainly (99% by mass) of gas, but the tiny 1% of
condensible material (commonly called solids or dust) is nevertheless a crucial
ingredient. After all it is the material out of which planets and minor bodies
are formed, but beyond this it is also important for the physical structure and
the evolution of the disk: in most parts of the disk, the opacity is dominated
by the dust. The dust thus determines the temperature structure of the disk
by absorbing the stellar irradiation and reradiating it in the infrared. Conse-
quently, dust determines the observational appearance of the disk: on the one
hand through its thermal continuum emission and on the other hand by de-
termining the temperature and density structure and therefore the excitation
conditions for gas lines. Furthermore, solids provide the surface area for cru-
cial surface chemical reactions (such as the formation of complex organics) and
they influence the ionization levels in the disk by sweeping up free electrons.
Finally, dust is also a key observational probe of the gas dynamics as it reacts
sensitively to changes in the gas disk (see Section 2). Clearly, understanding
the evolution of solids is a key element in the puzzle of planet formation.
The evolution of solids in a circumstellar disk is governed by transport
processes and by collisional processes. Both categories will be discussed in
the following, but it is important to note that both effects strongly depend on
each other: transport processes typically depend on the particle size, hence the
collisional evolution of the particles, while in turn, the collisions between the
particles are driven by the dynamics. Studying transport or particle growth
separately may be a useful exercise, but for a self-consistent picture of the
global evolution of solids, both processes need to be considered together.
Given the broadness of this review, we can only scratch the surface of these
topics. For more in-depth reviews the reader may refer to the relevant reviews
in Protostars and Planets VI (for example, Johansen et al. 2014; Testi et al.
2014; Espaillat et al. 2014; Turner et al. 2014), to the reviews by Armitage
(2011), Williams & Cieza (2011), and Andrews (2015). In the following we
will introduce first some of the basic transport mechanisms (Section 2) before
discussing the collisional evolution of dust (Section 3). We will then put both
pieces together to understand the global distribution of dust in the disk (Sec-
tion 4) and how planetesimals, the building blocks of planets can be formed
(Section 5). Finally, Section 6 will review how recent observations can help us
constrain the evolution of solids in circumstellar disks and Section 7 summa-
rizes this chapter.
2 Dust Dynamics
2.1 Drag Forces
Aerodynamic drag is a phenomenon known from daily life, may it be the
head wind experienced on a bicycle or the tail wind that accelerates a sailing
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boat: whenever there is a difference in velocity between an object and the
surrounding gas, the drag force acts towards eliminating the velocity difference.
The same principles apply to solids in circumstellar disks that are dynamically
coupled to the gas via drag forces. However in most regions of the disk, the
drag stems not from the flow around the object as we experience it. Instead,
most dust grains are smaller than the mean free path of the gas molecules
and they rather feel drag by being bombarded by gas molecules slightly faster
from the direction of the flow than behind it, effectively a pressure force. This
drag force is called Epstein drag (in contrast to the better known Stokes drag,
which can become relevant in the denser inner regions of disks). The Epstein
drag force is expressed as (Weidenschilling 1977a)
FEp = −4pi
3
ρg a
2∆w vth, (1)
where ρg is the gas density, a the particle radius, ∆w the particle-gas relative
velocity, vth =
√
8/pics the mean thermal velocity, and cs the isothermal sound
speed. Instead of using this definition of the force, it is much more useful to
specify the stopping time
tstop =
m∆w
FEp
=
ρs a
ρg vth
(2)
where we assumed that mass and radius are related as m = 4pi ρs a3/3 with a
mean material density of the dust particle ρs. For fractal particles, the mass is
still well defined, but their size or cross section can be defined in various ways
(e.g. Ormel et al. 2007; Okuzumi et al. 2009) and the mass-size relation follows
a different power-law than 3 (called the fractal dimension). To give an example,
for typical disk mid-plane conditions at 1AU (e.g. Σg = 200 g cm−2), the
stopping time is about a few seconds for a compact micrometer sized particle
and about 10 days for a decimeter sized particle. Even more useful than the
stopping time is the dimensionless ratio of the stopping to the dynamical time
scale, called Stokes number,
St = tstopΩ, (3)
where Ω is the Keplerian angular velocity. The Stokes number is so useful be-
cause two particles of different composition, structure, mass, . . . behave aero-
dynamically identical if their Stokes numbers are identical. For a vertically
isothermal gas disk with scale height Hg = cs/Ω and gas surface density Σg,
the Stokes number at the disk mid-plane becomes
St =
a ρs
Σg
pi
2
, (4)
where we have assumed a gas mid-plane density of ρg,mid =
Σg√
2piHg
. Under
these assumptions, the Stokes number is linearly dependent on the particle size,
which is true for most but the densest regions of the disk. In the following we
will mostly talk about Stokes numbers instead of particle sizes, but the Stokes
4 Birnstiel, Fang, Johansen
number can just be viewed as a dimensionless quantity describing the particle
size: a small particle with a small Stokes number (St 1) will be adapting to
the gas velocity on time scales much shorter than the orbital time scale, while
a big particle with very large Stokes number (St  1) will perform several
orbits before the drag forces significantly alter its velocity.
From this simple concept of size dependent drag forces, a surprising num-
ber of “complications” arise: the velocities of particles in a protoplanetary
disk generally become size dependent (unlike the velocity of a dust grain in
a free Keplerian orbit). Thus, the trajectory of a particle depends on its size.
Different-sized particles having different velocities means that particles col-
lide with each other and those collisions can lead to sticking/growth or to
shattering/destruction of the particles. Other effects caused by the drag are:
a systematic drift motion of particles (see next section), turbulent mixing of
dust particles (Section 2.3), and dynamical instabilities caused by the coupling
of dust and gas (Section 5).
2.2 Dust Drift
It was already found by Whipple (1972) and Weidenschilling (1977a) that dust
particles embedded in a gaseous disk should migrate towards the star on short
time scales. A derivation of the dust and gas velocities can also be found in
Nakagawa et al. (1986). The velocities of dust (ud) and of the gas (ug) evolve
according to two equations
dud
dt
= − 1
tstop
(ud − ug)− GM?
r3
r, (5)
dug
dt
= − 
tstop
(ug − ud)− GM?
r3
r− ∇P
ρg
, (6)
where  is the dust-to-gas density ratio (ρd/ρg), P the gas pressure, G the
gravitational constant, and M? the stellar mass. Pressure acceleration on the
dust particles is negligible (as the dust material density1 is much smaller than
the gas densityρs  ρg). Rewriting these equations in cylindrical coordinates,
assuming a steady state (d/dt = 0), a low dust-to-gas ratio, and then solving
for the first order deviation from the Keplerian velocity (v = u−Vk) leads to
the dust drift speed
vr ' − 2
St + St−1
η Vk, (7)
vφ ' − 1
1 + St2
η Vk, (8)
1 It should be noted that ρd denotes the total mass of dust particles per “volume of space”,
while ρs denotes the specific weight of a dust particle, in other words the mass per “dust
volume”.
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where
η = −1
2
(
Hp
r
)2
∂ lnP
∂ ln r
(9)
describes how much slower than Keplerian the gas is orbiting, i.e. vφ,g = η Vk.
Our assumption of low dust-to-gas ratios basically means that the dust feels
the drag force by the gas, but the effect on the gas velocity is negligible. The
velocities for dust and gas for arbitrary dust-to-gas ratios can be found in
Nakagawa et al. (1986). These results have several important consequences:
– Particles with a Stokes number < 1 drift inward with a speed of vr '
−2 St η Vk: so small particles move slowly, larger particles move faster.
– For typical disk conditions, η is of the order of a few per mille, which means
that the maximum radial drift velocity for St = 1 is a few per mille of the
Keplerian speed. In other words, the orbit of a dust particle decays on a
time scale of only a few hundred orbits.
– The azimuthal drift velocity for particles with a Stokes number < 1 is η Vk,
so they move along with the gas while the drift speed of larger particles
tends towards zero, they move on Keplerian orbits.
– The direction of the radial drift is towards higher pressure, so generally
inwards in a disk that is denser and hotter closer to the star.
The last point also applies to the vertical dimension: a particle at a height
z above the disk mid-plane would orbit on an inclined Keplerian orbit, so
effectively oscillate around the mid-plane. The gas disk however will decelerate
this motion via gas drag. Let us assume that the gas disk is vertically stable,
so uz,gas = 0. A dust particle with a Stokes number St will by definition
decelerate on time scales of St × the orbital time scale. Particles with St > 1
would therefore execute a damped oscillation, while particles with a small
Stokes number quickly reach a terminal settling velocity when the vertical
acceleration due to the stellar gravity (u˙ = −Ω2 z) and the deceleration from
the drag force (u˙ = u/tstop) are in balance. This is the velocity at which
particles sediment towards the mid-plane,
uz,dust = −z Ω St. (10)
Finally, it should be noted, that particles also move azimuthally towards
higher pressure. Even slight azimuthal over densities in the gas are thus able
to produce very strong dust over-densities (Birnstiel et al. 2013). For exam-
ple vortex structures are azimuthal over-densities that effectively trap dust
particles (e.g., Barge & Sommeria 1995; Klahr & Henning 1997; Lyra & Lin
2013; Raettig et al. 2015). Eccentric gas disks are the exception to the rule:
azimuthal over-densities in eccentric disks stem from velocity variations along
the eccentric orbit. These velocity (and thus density-) modulations are identi-
cal for dust and gas and therefore do not cause strong accumulations of dust
particles (Hsieh & Gu 2012; Ataiee et al. 2013).
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In addition to this drift motion, dust is also carried along with the radial
gas flow. Takeuchi & Lin (2002) derived this component of the dust radial
velocity to be
ur,dust =
1
1 + St2
ur,gas. (11)
Hence small particles (St < 1) follow the gas flow, while large particles (St
1) are unaffected by it.
The ideas presented in this section are based purely on theoretical concepts.
Until recently, there has been very little observational evidence in support of
radial or azimuthal segregation of dust particles (but some on vertical set-
tling). Recently, this situation has changed dramatically and we will discuss
the current observational support of these concepts in Section 6.
2.3 Turbulent Mixing
It is widely believed that turbulent effective viscosity is the driver of disk
evolution (this picture has recently been put into question by models where the
angular momentum is transported by disc winds and the gas motion remains
laminar, see Turner et al. 2014, and references therein). If the gas is indeed
turbulent, then the dust motion and transport will be affected by it. In the
following, we will assume, that the turbulence is described by an effective
viscosity (Shakura & Sunyaev 1973)
ν = α
c2s
Ω
, (12)
where α is the turbulent strength parameter. The random motion induced by
this turbulence will act as a diffusivity on the dust, and again, this will depend
on the dust particle size. One can imagine that large boulders might be less
effectively mixed than micrometer sized dust particles. The ratio of the dust
diffusivity to the gas diffusivity is commonly called the Schmidt number2 Sc
which was shown to be (Youdin & Lithwick 2007)
Sc =
Dg
Dd
' 1 + St2, (13)
and it is commonly assumed that the gas diffusivity Dg equals the gas viscosity
ν (but see Johansen & Klahr 2005; Fromang & Papaloizou 2006; Pavlyuchenkov
& Dullemond 2007). Turbulent mixing will result in smoothing out concentra-
tions of trace species (dust grains, or molecular species). Such concentrations
might be caused by dust drift (in azimuthal, vertical, or radial direction) or
by local production. It might also be responsible for mixing thermally pro-
cessed particles from the hot inner regions throughout the disk (e.g., Bockelée-
Morvan et al. 2002; Pavlyuchenkov & Dullemond 2007). We will discuss some
2 There are several definitions interchanging dust/gas or diffusivity/viscosity. Here we
follow the definition of Youdin & Lithwick (2007) who also discusses the different meanings
of these notations.
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of these effects shaping the global appearance of the disk in the following sec-
tion. Clearly this review can introduce only some of the key concepts. Several
other effects, such as radiation pressure (e.g., Dominik & Dullemond 2011) or
photophoresis (e.g., Krauss & Wurm 2005) can be relevant in disks as well,
but are not discussed here.
3 Dust Growth
The initial stages of planet formation in the core accretion scenario necessarily
involve the growth from sub-micrometer sized dust grains to >km sized bod-
ies, called planetesimals, that are gravitationally bound. To understand how
particles grow along so many orders of magnitude in mass, we need to under-
stand (1) at which velocities particles collide, (2) how often particles collide,
and (3) what the outcome of each collision is. The derivation of the collisional
rates is straight forward: a particle i sweeping through a swarm of particles j
has a mean free path of
l =
1
nj σij
, (14)
where nj is the number density of particles j and σij is the cross section of
particles i and j. Assuming spherical radii of ai and aj respectively, σij =
pi (ai + aj)
2. If particles i and j move with a relative velocity of ∆vij , this
means, a particle i will on average feel one collision per collisional time scale
τcol =
l
∆vij
=
1
nj σij ∆vij
. (15)
If there are ni particles per volume, each feeling one collision with particles j
per collisional time scale τcol, this means
Rij = ni nj σij ∆vij . (16)
This is the rate at which particles i collide with particles j (e.g., forming a new
species k). This shows that the particle-particle velocities determine not only
the outcome of a collision, but also how often it happens and that the rates
depend on density squared and the cross section, both of which are outcomes of
the growth process itself. Solving for the evolution of a particle size distribution
means that we need to calculate the rates for all the collisions of all particle
sizes and keep book where the results of a collision end up. As an example,
let us consider pure sticking: this means that a collision of two particles with
masses mi and mj will produce one particle with mass mk = mi+mj (a gain
term for nk), while every collision of a particle mk will lead to a loss term,
hence
n˙k =
1
2
∑
i,j
Rijδi,j−k −
∑
i
Ri,k, (17)
where the factor of 1/2 comes from double counting collisions. In practice,
the analytical or numerical solutions of grain growth are complicated by other
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collisional outcomes (fragmentation, cratering, . . . ) and by the fact that the
grid spacing of the mass dimension cannot be linear. For example growing a
1 cm sized aggregate out of micrometer sized constituents (monomers) would
require a grid with 1012 entries, which is computationally unfeasible. Loga-
rithmic grid spacing however comes at the cost of having particles grow to
masses where there is no grid point. The mass needs to be distributed over
neighboring grid points and the algorithm becomes less accurate. Monte-Carlo
methods with discrete particles can overcome these issues, but they suffer from
other problems, such as time step constraints (see, Drążkowska et al. 2014,
and references within).
3.1 Impact Velocities
If the velocity of a particle depends on its size (as is the case for radial,
azimuthal, and vertical drift motion), particles of different sizes will have a
relative velocity with respect to each other. For the radial, azimuthal, and
vertical velocities above, the relative speed between two particles with Stokes
numbers Sti and Stj becomes
∆vr(i, j) = η Vk
∣∣∣∣∣ 2Sti + St−1i − 2Stj + St−1j
∣∣∣∣∣ (18)
∆vφ(i, j) = η Vk
∣∣∣∣∣ 11 + St2i − 11 + St2j
∣∣∣∣∣ (19)
∆vz(i, j) = z Ω |Sti − Stj | . (20)
As we can see, for St  1, the azimuthal velocities vanish, and the radial
velocities become proportional to |Sti − Stj |. We also note that for Sti = Stj ,
all velocities vanish, as particles move with the same systematic velocities.
The latter is not the case for random motions. In protoplanetary disks,
two effects cause random motion of dust particles: Brownian motion and tur-
bulence. In the case of Brownian motion, the mean thermal kinetic energy
Ekin =
1
2mv
2
th at a temperature T is distributed equally amongst the parti-
cles. The average relative velocity of two particles with massesmi andmj with
a Maxwell-Boltzmann distributed velocity becomes
vBM =
√
8 kB T (mi +mj)
pimimj
, (21)
where kB is the Boltzmann constant, µ the mean molecular weight and mp
the proton mass. In contrast to the relative velocities discussed above, this one
does not vanish for equal mass particles.
The case of turbulent velocities is much more complicated: particle ve-
locities are affected by turbulent eddies through which they move. Turbulent
eddies of different sizes cause partial alignment of particle trajectories on short
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distances or induce random kicks, depending on the eddy turnover time, the
particle stopping time, and the time it takes the particle to cross the eddy.
The classical picture was introduced by Völk et al. (1980) and allowed Ormel
& Cuzzi (2007) to derive closed form expressions that are currently widely
used. Pan & Padoan (2010), Pan et al. (2014) and following papers in this
series criticized this picture, emphasizing that the importance of the particle
separation prior to a collision in determining the degree of correlation between
particle velocities induced by turbulent eddies of different sizes. Their results
deviate somewhat from the results of Ormel & Cuzzi (2007) (predicting a max-
imum velocity by about a factor of two lower) and they additionally allow the
calculation of the distribution of collision velocities. In the following examples,
we will use approximations to the velocities derived by Ormel & Cuzzi (2007)
for simplicity. In this framework, the collision speed depends on the particle
sizes of both particles and on the largest and smallest eddy turn-over times.
For equal sized particles with stopping times larger than the smallest eddy
turn-over times, the velocities can be approximated by
∆vturb '
√
3α
St + St−1
cs, (22)
where cs is the isothermal sound speed. Similar to relative velocities from dust
drift, also turbulent collision velocities increase with Stokes number (' particle
size), then reach a maximum at St = 1 and decrease for particles with St > 1.
Comparing the terms above, we can see that all velocity contributions van-
ish towards small particle size, apart from Brownian motion (see also Fig. 1).
Hence, initial growth is seeded by the Brownian velocities and only once par-
ticles have grown larger than a few micrometers, turbulent relative velocities
start to become important (Birnstiel et al. 2011). At larger sizes, radial drift
velocities are dominating3, unless turbulence is quite strong (α & 2(H/r)2, see
also Testi et al. 2014). For particles with St & 1, azimuthal relative velocity
contributions are the strongest contribution before gravitational perturbations
from the turbulent gas density field come into play (Johansen et al. 2014).
The various contributions to relative particle velocities are plotted in Fig. 1
at 10 AU in a disk with α = 10−3, a local temperature of 63K and a gas
surface density of 16 g cm−2. The maximum relative velocity from turbulent
velocities is given by the gas root mean squared velocity vrms = cs
√
3α/2 (see
Eq. 22). These velocities are quite low compared for example to the interstellar
medium (for a temperature of 100K and typical turbulence parameters of α =
10−3 . . . 10−2 they range above 20 – 70 m s−1), but they are still high enough to
destroy large particles upon collision. Similarly, drift-induced relative velocities
reach a few times csH/r, which also works out to similar numbers (. 80ms−1).
Collision speeds of micrometer sized bodies, on the other hand, are very small,
of the order of millimeters per second. These numbers already indicate that
we can expect a wide variety of collisional outcomes and that the outcomes
change significantly as particles grow and collide at larger and larger velocities.
3 As discussed above, for equal sized particles, drift velocities vanish, but typically the
particle size dispersion causes particles to collide with particles of similar sizes.
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Fig. 1 Various contributions to particle mean relative velocities in protoplanetary disks:
turbulence, vertical settling, azimuthal and radial drift yield maximum impact speeds of tens
of meters per second (bottom/red color scale). Brownian motion is the dominant source of
relative velocities for small particles (top/blue color scale). The vertical settling velocities
plotted here were calculated by using the settling velocity at the respective dust scale height.
3.2 Collisional Outcomes
The most important ingredient for models of particle growth are collisional
outcome models: given two particles and the collision speed, a collisional out-
come model predicts the properties of the resulting particle(s). Realistically,
this outcome depends not only on the impact velocity, but also on impact
parameter, size of the grains, compositional properties of both grains such
as porosity, monomer size, fractal dimension, chemical composition (surface
ices, hence temperature), and other properties. Obviously this entire param-
eter space of particle collisions cannot possibly be explored comprehensively
with laboratory studies. Still, many studies have shed light on this enormous
parameter space and identified possible outcomes and how they depend on or
scale with particle properties and collisional parameters (see Blum & Wurm
2008; Testi et al. 2014; Johansen et al. 2014, for recent reviews). Other studies
have condensed these results into collision models, using existing laboratory
results and experimentally or theoretically constrained scaling relations. Ex-
amples include Suyama et al. (2008), Güttler et al. (2010), Zsom et al. (2010),
Windmark et al. (2012a), or Krijt et al. (2015). The main collisional outcomes
are:
– sticking: hit-and-stick collisions
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– bouncing: particles bouncing off each other without changing their mass,
possibly causing compaction
– erosion/cratering: smaller projectile removes mass from larger target, pos-
sibly shattering itself
– mass transfer: smaller projectile fragments upon collision with target, but
also deposits some fraction of its mass
– fragmentation: complete destruction of the particle(s), fragments are typ-
ically distributed in a power-law fragment size distribution
Fig. 2 shows a typical result of the collisional model of Windmark et al.
(2012a), where, given two particle sizes, the mean impact velocity is calculated
(e.g. like in Fig. 1), and a collisional outcome is predicted. A coagulation
algorithm can thus evolve a size distribution of particles n(m) by calculating
the collision rates according to Eq. 16 and the collisional outcome model then
determines how the rates are connected to the gain and loss terms, or in
other words: how collisions between two particles i and j affect the number of
particles k. Detailed descriptions of different recent astrophysical coagulation
codes can be found in Brauer et al. (2008), Laibe et al. (2008), Ormel et al.
(2007), Ormel & Spaans (2008), Zsom & Dullemond (2008), Okuzumi et al.
(2009), Birnstiel et al. (2010), Okuzumi et al. (2012), and references within.
It should be highlighted, that, as mentioned in the beginning of this section,
the collision outcome is not only a function of particle masses and velocities,
but also other particle properties, and that the collision velocity of two particles
is not a fixed mean velocity, but a distribution of velocities. The effect of the
velocity distribution on the outcome can be substantial, as shown in Windmark
et al. (2012b) and Garaud et al. (2013). Nevertheless, the mean outcome gives
a good estimate for how the bulk of the particle distribution is evolving, as we
will see in the following section.
3.3 Simple estimates
Coagulation/fragmentation processes are not local in mass space. Numerically
speaking, particles of one mass bin are not only interacting with neighboring
cells (like in hydrodynamics). Instead each particle size can interact with ev-
ery other particle size and influence the entire distribution, for example by
producing a distribution of fragments. This fact makes a full treatment of
the growth processes conceptually and numerically difficult. In many cases,
however, growth proceeds in a more or less ordered fashion: small particles
grow steadily and they grow most efficiently with particles of similar mass.
Hence, simple estimates of particle growth are not only very instructive, they
can also give reasonable answers, e.g. on how the upper end of the particle
size distribution evolves. To derive such estimates, we will consider the case
of monodisperse growth, i.e. assuming that all particles are of one radius a.
If particles only stick to each other, the mass of the newly formed particle is
twice the original mass. The rate of collisions of a particle is then one collision
12 Birnstiel, Fang, Johansen
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Fig. 2 Mean collisional outcomes for silicate grains from Windmark et al. (2012b) as ex-
pected for a minimum-mass solar nebula disk (Weidenschilling 1977b) at 1 AU, including
all the contributions of relative velocities discussed in Section 3.1. Green regions denote
net-growth of the larger collision partner, red mass loss, and orange denotes mass-neutral
bouncing collisions.
per collisional time τcol (Eq. 15). Upon each collision, the mass of the particle
is doubled, so
m˙ ' m
τcol
= ρd σ∆v. (23)
Now the cross section of two spherical particles of size a is given by σ = 4pi a2
and we assume a constant porosity (i.e., ρs = const.), so dm/da = 4piρs a2.
This leads to the growth rate
a˙ =
ρd
ρs
∆v. (24)
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Now if the particle collision velocity is set by Brownian motion (Eq. 21), then
a˙ =
ρd
pi
√
12 kB T
ρ3s︸ ︷︷ ︸
:=A
a−3/2, (25)
which can be integrated to (e.g., Dullemond & Dominik 2005)
a(t) =
[
a(t0)
5/2 +
5
2
A t
]2/5
. (26)
Similar calculations can be done for other relative velocities and they pro-
duce trends of numerical simulations well (e.g., Ormel et al. 2009; Birnstiel
et al. 2010; Windmark et al. 2012a). These estimates obviously break down
at sizes, where other effects come into play, for example when bouncing or
fragmentation limits further growth.
4 The Structure of the Dust Disk
In this section, we want to discuss how dust transport and growth shapes the
global structure of the disk. For this we have to consider that particle transport
depends on the particle size (which is evolving over time) while the particle
size evolution in turn depends on local conditions (temperature, gas density,
dust density, . . . ) and the relative velocities, which depend on the dynamical
history of the particles. Thus particle growth and transport go hand in hand
and to understand global trends, both effects need to be taken into account in
a self-consistent way.
4.1 Vertical Structure
As explained in Sections 2.2 and 2.3, particles sediment towards the mid-plane
but turbulence is counteracting this concentration effect. The settling time
scale is tsett = z/vsett = (Ω St)−1. Even small, micrometer sized particles have
a large Stokes number if the density is as low as in the disk atmosphere, thus
even the smallest particles sediment quickly. However, if they do not grow,
their Stokes number will decrease as they settle towards higher gas densities
and their downward motion will slow down (see green curves in Fig. 3). If
they continue to grow while settling down, their increase in radius can partly
counteract the increase in gas density and their Stokes number can stay large
enough, such that they continue to settle towards the mid-plane, reaching
macroscopic sizes along the way (see orange lines in Fig. 3).
Turbulent mixing acts as diffusion on the dust distribution. We can es-
timate the combined effects of settling and mixing in the following way: the
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diffusion time scale over a vertical scale z is tdiff = z2/Dd. Setting this in
relation to the settling time scale, we find
Pe =
tdiff
tsett
=
St
α
(
z
Hg
)2
, (27)
where Pe is called the Péclet number. For large z > Hg
√
α/St, the Péclet
number is > 1, meaning that settling time scales are shorter than diffusion
time scales. Close to the mid-plane, Pe < 1 and diffusion is dominating. Thus,
we can already expect the vertical dust-to-gas ratio to drop significantly above
a dust scale height
Hd = Hg
√
α
St + α
, (28)
similar to what was found by Dubrulle et al. (1995). The additional summand
α stems from the fact that Hg is an upper limit for the dust scale height for
the case of perfect mixing, i.e. α  St. More generally, the vertical struc-
ture and its evolution is described by an advection-diffusion equation (e.g.
Dubrulle et al. 1995; Schräpler & Henning 2004; Johansen & Klahr 2005; Fro-
mang & Nelson 2009). After a few settling time scales, an equilibrium will
be reached in which the downward flux from sedimentation is balanced by
the upward mass flux from diffusion. In this case, the time derivative of the
advection-diffusion equation becomes zero and the equation can be integrated
analytically. Assuming a vertically isothermal disk and constant diffusivity,
Fromang & Nelson (2009) derived the dust density distribution as
ρd(z) = ρd,0 exp
[
−St0
α
(
exp
(
z2
2H2g
)
− 1
)
− z
2
2H2g
]
, (29)
where a subscript of 0 denotes mid-plane values. Close to the mid-plane, this
profile indeed approaches a Gaussian profile with the scale height estimated
above, as can be seen by letting z  H in Eq. 29.
4.2 Radial Structure
4.2.1 Particle Sizes
In the radial dimension, the same mechanisms are at play, dust drift and
turbulent mixing. In addition to that, also the radial flow of the gas transports
dust particles. A good intuition of the global transport can again be derived
by comparing time scales. The growth time scale is
tgrow =
a
a˙
=
a ρs
ρd∆v
, (30)
where a is the particle radius and we used Eq. 24. For simplicity, we will
assume the relative velocities to follow ∆v ' √3αStcs (Eq. 22 for St 1) and
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Fig. 3 Trajectory of a settling particle at 1 AU. Figure and parameters after Dullemond &
Dominik (2005). The initial particle size is one micrometer and the initial position is 5 Hg
above the mid-plane. The green curve integrates the trajectory assuming a constant particle
size, the orange curve assumes sweep-up of other (assumed fixed) particles after Safronov
(1969).
the mid-plane dust and gas densities to be
ρd/g,0 =
Σd/g√
2piHd/g
. (31)
Substituting also the definition of the Stokes number (Eq. 3) simplifies the
growth time scale to
tgrow =
1
Ω
, (32)
where  denotes the dust-to-gas mass ratio. Fig. 4 depicts this growth time
scale and the time scales for radial motion r/ur as arrows, where longer arrows
correspond to faster growth/transport. Let us again imagine all particles to
be of the same size (monodisperse growth), initially one micrometer. In the
beginning the particles will not drift radially, they will only grow to larger sizes.
As the particle size increases, the drift motion will start to become significant
and the imagined “trajectory” of our dust particle swarm will curve radially
inwards. The dashed lines in Fig. 4 show such “streamlines”, starting at 1, 10,
and 100 AU. Since the growth time scale is proportional to the orbital time
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scale, we see that growth is slow in the outer regions. Particles in the inner
regions will have grown and drifted inwards long before particles in the outer
regions have grown significantly. The entire dust disk is therefore sustained by
the outermost regions, which act as a reservoir of inflowing mass. The global
evolution of the dust disk is thus set by the growth time scales of the outer
most disk regions (Garaud 2007; Birnstiel et al. 2012b).
Fig. 4 also shows that all the trajectories converge towards the solid black
line, which marks the particle sizes at which the local growth time scale equals
the local drift time scale (Klahr & Bodenheimer 2006), which is called the drift
size limit (Birnstiel et al. 2012b)
adrift ' 0.35Σd
ρsγ
(
Hg
r
)−2
, (33)
where γ = |d lnP/d ln r|.
Particles below this curve will grow faster than they drift – particles below
it will drift faster than they grow. The dashed black line denotes the particle
size that corresponds to a Stokes number of unity, i.e. the size where drift
rates and turbulent collision velocities reach a maximum. In this particular
plot, a somewhat lower than canonical dust-to-gas ratio of  = 5 × 10−3 was
assumed as evolved disks will have lost dust mass due to drift, or the formation
of larger bodies. This also emphasizes the effect that particles not necessarily
grow towards St = 1. If they did (as would be the case for a larger dust-to-gas
ratios), then radial drift would be very fast, and this would very quickly reduce
the dust-to-gas ratio.
So far, we neglected fragmentation and bouncing, but as particles grow,
their relative velocities increase. Let us suppose particles fragment at impact
velocities above a threshold velocity vfrag. Given that turbulent relative ve-
locities increase with size according to Eq. 22, we can derive a maximum size
particles can reach before impact velocities become larger than the fragmen-
tation threshold. We find that this size is
afrag ' 0.08 Σg
ρs α
(
vfrag
cs
)2
. (34)
Only if the highest turbulent mean velocity vrms =
√
3α/2cs are smaller than
vf , fragmentation is not happening and Eq. 34 does not apply (but see Wind-
mark et al. 2012b, for the effect of taking the distribution of velocities into
account). Birnstiel et al. (2012b) found that fragmentation tends to dominate
in the inner regions of the disk, while outer regions, or regions of lowered dust-
to-gas ratio are limited by radial drift. Figure 4 shows that inside of about
20 AU, fragmentation (the red line) will limit particle growth, while outside of
this radius, the drift limit applies. The trajectories in Fig. 4 ignore the effects
of fragmentation – particles are limited to the fragmentation barrier (Eq. 34)
there, and will therefore drift at a lower rate as compared to particles at the
drift limit.
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This picture of growth, drift, and fragmentation may be quite simplistic,
but it was found to match well the behavior seen in numerical simulations
(see Birnstiel et al. 2012b), which incorporate many more details. A similar
behavior, at least in the outer disk was also found in cases where the porosity of
the grains was allowed to change: Okuzumi et al. (2012) considered icy grains
and assumed that they do not fragment4. In their simulations, particles grow
in a fractal way reaching very low filling factors (∼ 10−5). Such particles in
the inner disk could grow much quicker and thus possibly overcome the drift
size limit (Section 5.1.2). According to Krijt et al. (2015), however, erosion
is expected to limit growth beyond Stokes numbers of unity. But all these
simulations find that particle growth beyond about 10–20 AU is limited by
the radial drift motion of the grains, irrespective of their porosity.
4.2.2 Dust Surface Density Profiles
Once we have derived the maximum particle size as function of distance to
the star amax(r) (it could be either due to fragmentation, drift, or other size-
limiting effects), we can use this to derive an expected dust surface density
profile as follows. Practically all particle size distributions have most of the
mass in the largest grains (interstellar medium (ISM): Mathis et al. 1977, cir-
cumstellar disks: e.g., Brauer et al. 2008; Birnstiel et al. 2012b; Zsom et al.
2011; Okuzumi et al. 2012, debris disks: e.g., Dohnanyi 1969). In protoplane-
tary disks, also the transport velocity of grains is largest for the largest grains
(as long as St . 1). This means that the total mass flux (density times ve-
locity), the rate at which the dust is transported is dominated by the largest
grains. We can now simply assume that all the mass is near the maximum par-
ticle size amax(r), and calculate the dust transport velocity of those particles
vr. Furthermore, we saw that the mass flux is set by the outer disk regions,
which slowly “leak” dust inwards and this dust mass flow is conserved, so the
mass accretion rate should approach a constant value. This allows us to write
the dust mass accretion rate as
M˙d = 2pi r Σd v(r) = const., (35)
and solve for the dust surface density profile
Σd(r) =
M˙d
2pi r v(r)
. (36)
Hence, different prescriptions of amax(r) will yield different dust surface density
profiles (Birnstiel et al. 2012b). For typical assumptions (Σg ∝ r−1, T ∝ r−0.5),
Eq. 36 predicts Σd ∝ r−0.75 in the drift limit (applicable in the outer disks) and
a steeper slope of Σd ∝ r−1.5 in the inner parts of the disk, where fragmenta-
tion dominates (Birnstiel et al. 2012b). This is in agreement with observations
4 Water-ice particles fragment only at velocities beyond vf & 10 m s−1, see Gundlach &
Blum (2015); silicate or carbonaceous grains fragment at velocities . 1 m s−1, see Blum &
Wurm (2008).
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Fig. 4 Comparison of growth and drift time scales. Disk properties follow the model of
Birnstiel & Andrews (2014) but using a surface density profile of Σg = 0.28 g cm−2 rd/r for
r < rd and rd = 200AU. The dust-to-gas ratio was chosen to be  = 5 × 10−3. The arrow
length is inversely proportional to the logarithmic time scales, r/r˙ in the horizontal, and
a/a˙ in the vertical direction. Trajectories were calculated for monodispere growth and drift,
neglecting fragmentation. Fragmentation limits further growth in the inner ∼ 20AU. The
fragmentation barrier (red line) was calculated for a fragmentation threshold of 10ms−1
appropriate for icy grains. In the inner disk, it will be at smaller sizes due to the reduced
fragmentation threshold of silicate grains.
of Andrews et al. (2012) and Menu et al. (2014). Observational constraints on
amax(r) and Σd(r) thus enable us to probe the collisional processes in proto-
planetary disks (see Section 6.2).
The fact that the growth time scales become longer in the outer regions
means that the dust surface density is draining from the inside-out, where
the mass flux is supplied by regions lying further and further outside. In this
framework (see, Garaud 2007; Birnstiel et al. 2012b), particle growth can be
interpreted as a radially expanding “pebble formation” front, which allows the
dust mass accretion rate to be estimated analytically (Lambrechts & Johansen
2014). As Ormel & Klahr (2010) have demonstrated, pebbles can efficiently be
accreted by growing proto-planets as the drag force around them effectively
increases their cross section. With growth and drift providing a constant supply
of inward drifting grains of the right sizes to be accreted, the growth time scale
of cores, particularly in the outer regions of disks can be reduced significantly
Lambrechts & Johansen (2012, 2014).
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At this point, it should be mentioned that the overall grain sizes and sur-
face density profiles seem to be in reasonable agreement with observations
(see Sections 6.2.2 and 6.2.3). However the radial drift mechanism seems too
efficient – for typical disk parameters, and particles of millimeter sizes, the
expected disk life times are at least one order of magnitude too short (Brauer
et al. 2007), as compared to observational constraints (see Section 6.2.1).
5 Planetesimal Formation
The previous sections have already achieved the first step towards planet
formation: the initial growth from sub-micrometer sized dust grains towards
macroscopic solid particles. However this is only the first step of many. The
next step is the formation of the building blocks of planets, so called planetesi-
mals. They are defined as being bound by their own gravitational attraction (as
opposed to their surface and material binding forces), which typically happens
at sizes above several kilometers (e.g., Benz & Asphaug 1999). How planetesi-
mal are assembled into planets is the subject of the next chapter in this book.
In the following sections, we will discuss the step from dust to planetesimals,
i.e., from particles that are strongly affected by gas drag to large bodies that
are basically unaffected by gas drag. We will start by reviewing collisional
planetesimal formation, i.e. particles growing successively larger via collisions
in Section 5.1. Section 5.2 will then discuss various ideas how planetesimals
form via gravitational instabilities and Section 5.3 will review recent synthesis
models.
5.1 Collisional growth
The basic physics of collisional growth was already briefly discussed in Sec-
tion 3: particle collisions are driven by relative velocities between grains (Sec-
tion 3.1). The collision rates depend on the relative velocity, but also the
number of colliding particles as well as their cross sections. Assuming perfect
sticking upon impact and compact particles, we defined a growth time scale
(Eq. 24) and already saw that the fast inward drift tends to be more effective
in removing particles than particle growth can grow them. At the same time,
collision velocities of larger grains can become too large and fragmenting colli-
sions potentially prevent further growth. In the following, we will discuss how
these obstacles could be overcome.
5.1.1 Compact growth
Fig. 2 shows the collisional outcome for conditions at 1 AU (where water is
not frozen out on the grain surfaces) according to the model of Windmark
et al. (2012a). For collisions of equal-sized particles (the diagonal of Fig. 2),
we see that as particles grow, their sticking probability decreases and bouncing
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becomes the dominant collisional outcome. The situation where particles stop
growing and become stuck at the sticking/bouncing transition was termed the
bouncing barrier (Zsom et al. 2010). In Fig. 2, this is approximately below
10−2 cm.
Fig. 2 also shows that even if the bouncing barrier could be overcome,
collisions of equal-sized particles will become more violent: fragmentation and
erosion come into play (e.g. Weidenschilling 1997; Dullemond & Dominik 2005;
Brauer et al. 2008), limiting further growth at the fragmentation barrier (e.g.
Birnstiel et al. 2009). However, there exists a pathway towards growing larger
bodies: suppose even only a single particle exists that has a size of about a
centimeter, then its collisions with the small particles at the bouncing barrier
lie in the green region of Fig. 2, where “mass transfer” leads to a net growth of
the larger particle. The effect is similar to throwing a snow ball against a wall:
the impactor is fragmented but still able to deposit some of its mass onto the
target. This type of collisional outcome was first seen in laboratory experiments
by Wurm et al. (2005) and subsequently in Paraskov et al. (2007), Teiser &
Wurm (2009) as well as in Kothe et al. (2010). Windmark et al. (2012a) showed
that growth of larger bodies is possible in such a way, but it is slow: 10 m sized
boulders could grow within about 2×105 years, 100 m sized boulders in about
106 years.
The question where these “seed particles” beyond the bouncing barrier
could come from was answered in Windmark et al. (2012b) (see also Garaud
et al. 2013): the results so far assumed that two particles of a given size al-
ways collide with their mean relative velocity. However, particle velocities and
thus also their relative velocities will have a non-zero dispersion around the
mean. Thus, two particles whose mean collision outcome might be bouncing
or fragmentation have in fact a non-zero probability of colliding either at high
velocity (causing fragmentation) or a low velocity (causing sticking). This way,
some particles might be “lucky” enough to avoid disruptive collisions.
But this is both a cure and a curse. Let us consider the positive effect first:
“lucky” particles can continue to grow into regions where the mean collision
outcome would not allow growth. The bouncing barrier thus becomes perme-
able: particles either bounce (= no growth, but no destruction) or they grow5.
Thus, the bouncing barrier will only slow down growth, but it will not stop
it. Particles will continue to grow beyond the bouncing barrier, as found by
Windmark et al. (2012b).
The negative effect is that also fragmentation becomes relevant already at
smaller sizes than before. This also slows down growth and unlike bouncing,
fragmentation leads to a reduction of the particle size. For a particle to become
twice as massive as the fragmentation limit afrag, one “lucky” collision with an
equal sized particle is enough. To double its size, it already needs 8 lucky
collisions, and so on. The chances of the particle to grow become smaller and
smaller. Fortunately, there are many particles: for the minimum mass solar
5 The onset of fragmentation is still so far away in velocity space that the probability of
a fragmenting impact velocity is negligibly low.
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nebula (Weidenschilling 1977b) at 1 AU, a region of width Hg would contain
a mass corresponding to 1029 particles of millimeter sizes. We could therefore
expect some particles to be “lucky enough” to continue to grow to larger sizes.
But still: only a very small fraction of the entire mass would be in those large
bodies – if there were more of them, collisions among them would be frequent
and destroy them. And finally, as discussed above the growth time scale for
sweep-up growth are long, longer than the radial drift time scale, so particles
would still drift inwards before they could grow to larger sizes.
5.1.2 Porosity evolution
A solution to this might lie in the internal structure of the particles: so far,
we considered particle growth inside the snow line, where the constituents of
dust aggregates, the so called monomers consist of silicates or carbonaceous
particles. These particles are sticking to each other due to the weak van der
Waals force. Further outside, where temperatures in the disk are lower, water
will freeze out on the grain surfaces. Water ice develops hydrogen bounds
leading to surface energies that are about 10 times higher (Heim et al. 1999;
Gundlach et al. 2011). These stiffer bounds between monomers might help
overcome the radial drift barrier or destructive collisions: Wada et al. (2008)
simulated collisions of icy aggregates of sizes of a few micrometers6 and derived
a fragmentation threshold velocity of around 50ms−1. This is indeed higher
than the ∼ ms−1 measured for silicate dust (e.g., Wurm & Blum 1998), as was
expected, but recent laboratory studies found threshold velocities that were
not quite as high, with about 10ms−1 (Gundlach & Blum 2015). Still, higher
threshold velocities of icy aggregates allow growth to proceed to larger sizes
or possibly avoid destructive fragmentation completely.
As another consequence of strong surface energy, compression of aggre-
gates becomes more difficult. This prevents bouncing and the bouncing barrier
(Wada et al. 2011; Seizinger & Kley 2013) and means that aggregates become
more porous. For particles in the Epstein drag regime, the growth time scale
does not depend on the surface-to-mass ratio (see Eq. 32). But in the inner
regions of disks, where gas densities are high, particles may be in the Stokes
drag regime. In this case, the growth time scale at a given Stokes number
becomes inversely proportional to the particle size (Okuzumi et al. 2012). At
the crucial regime around Stokes numbers of unity, extremely fluffy particles
(internal densities of  10−3 g cm−3) have a very large size resulting in very
short growth time scales, short enough to overcome the radial drift barrier
(Okuzumi et al. 2012; Kataoka et al. 2013). This mechanism could thus form
relatively compact planetesimals by avoiding the growth barriers via extremely
low internal densities, followed by compression via gas drag and self-gravity
to reach cometary densities (Kataoka et al. 2013).
There are however some caveats: first, the gas densities have to be high
enough for particles to be in the Stokes drag regime, which is only expected to
6 These results strongly depend on the monomer size. These works assumed a monomer
size of 0.1 µm.
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be the case inward of ∼10 AU in the model of Okuzumi et al. (2012). Second,
sintering can cause the break-up of the aggregates. The sintering time scales
are shorter than the growth time scales inside of a few AU (Sirono 2011b,a),
preventing the formation of planetesimals in such a model. Finally, Krijt et al.
(2015) have considered the additional effect of erosion, which was not included
in the study by Okuzumi et al. (2012) and Kataoka et al. (2013). The relative
velocity between unequal sized particles can be much larger than between
equal sized particles (see Fig. 1). Even if equal size particles do not destroy
each other, small and large bodies can collide at velocities above the erosion
threshold velocity. If this is the case, erosion stops further growth at Stokes
numbers around unity also resulting in somewhat more compact aggregates
(Krijt et al. 2015). Recently measured erosion threshold velocities of around
15 m s−1 Gundlach & Blum (2015) seem to support this result.
Even if erosion prevents the collisional growth of planetesimals, not all is
lost: particles are still expected to grow to Stokes numbers large enough to
participate in gas induced particle concentrations which can lead to gravita-
tionally bound bodies, as we will discuss in the following.
5.2 Formation of planetesimals by gravitational collapse
As discussed in Section 2, growth of dust aggregates also changes the aero-
dynamic properties of the aggregates. The increased stopping time leads to a
partial decoupling of the motion of the dust aggregates from the motion of
the gas and this in turn allows particles to sediment to the mid-plane of the
protoplanetary disc, drift radially towards the central star and to become con-
centrated in the turbulent gas flow. In the following, we will discuss some of
the dynamical effects that are able to cause strong local concentrations of dust
particles. We will not discuss here the turbulent concentration mechanism pro-
posed by Cuzzi et al. (2008), where chondrule-sized particles are concentrated
on the smallest scales of the turbulent flow, as the relevance of this mecha-
nism for protoplanetary discs is still under exploration. We refer the reader
to the recent review paper by Johansen et al. (2015a), and references therein,
for a detailed description of the latest development in the study of small-scale
turbulent concentration.
5.2.1 Pressure bumps
One of the most generic flow structures that can concentrate particles is the so-
called pressure bump. Pressure bumps are axisymmetric overpressure regions
that prevail in perfect balance between the outwards-directed pressure gradient
force and the inwards-directed Coriolis force. Particles do not react to the
pressure gradient directly, but the surrounding zonal flow envelope is super-
Keplerian on the inside of the pressure bump and sub-Keplerian on the outside.
Dust particles sense a tailwind on the inside of the bump and a headwind on
the outside of the bump, resulting in their migration to the centre of the bump
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(cf. Eq. 7). The convergence region will move slightly inwards towards the star
in the presence of a global, radial pressure gradient.
Pressure bumps can arise spontaneously in protoplanetary discs by differ-
ential transport of angular momentum. While simplified models of protoplane-
tary accretion discs with a constant value of the turbulent viscosity coefficient
α always display outwards transport of angular momentum, any variation in
the strength of the turbulence can lead to a local pile-up of angular momen-
tum – this is the zone that in turn forms the pressure bump through the
convergence of the radial flow induced by the Coriolis force.
Simulations of turbulence driven by the magnetorotational instability (Bal-
bus & Hawley 1991) show that large-scale variations in the strength of the
turbulence lead to the spontaneous formation of pressure bumps at the largest
scales of the turbulent flow (Johansen et al. 2007; Simon et al. 2012; Dittrich
et al. 2013; Simon & Armitage 2014). These pressure bumps are quasi-stable
and live for hundreds of orbits before they disassemble and reform. Particle
concentrations inside pressure bumps reach values above the Roche density,
and very large planetesimals can form by the subsequent gravitational con-
traction and collapse phases (Johansen et al. 2011).
Turbulence is nevertheless a two-edged sword. Collision speeds between
m-sized particles moving in turbulence caused by the magnetorotational in-
stability reach tens to hundreds of meters per second. Hence it is not clear that
fully developed turbulence is a good environment for forming planetesimals –
despite the emergence of pressure bumps that concentrate particles.
The differential angular momentum transport needed to form pressure
bumps can also arise from radial variations in the very nature of the tur-
bulence. The transition from regions of fully developed turbulence caused by
the magnetorotational instability and the “dead zone” whose ionization frac-
tion is too low to sustain the magnetorotational instability has been shown
to lead to the formation of pressure bumps at the inside and outside of the
dead zone (Lyra et al. 2008, 2009; Kretke et al. 2009). Such sweet spots could
experience planetesimal formation ahead of the bulk parts of the protoplan-
etary disc and hence have important implications for the formation sequence
of planets in planetary systems.
5.2.2 Vortex trapping
Azimuthally elongated vortices may form directly from a flow instability, such
as the baroclinic instability, or result from Rossby wave instabilities that are
triggered by high-amplitude pressure bumps.
The baroclinic instability is a process analogous to radial convection (Klahr
& Bodenheimer 2003; Lesur & Papaloizou 2010; Raettig et al. 2013). The non-
linear state of the instability is characterized by the emergence of large-scale,
slowly overturning vortices. Such vortices can trap dust particles (e.g., Barge
& Sommeria 1995; Meheut et al. 2012; Lyra & Lin 2013; Raettig et al. 2015)
in a similar way to pressure bumps (Paardekooper & Mellema 2004; Pinilla
et al. 2012; Zhu et al. 2012; Birnstiel et al. 2013; Lyra & Lin 2013). Recent
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observations show a remarkable resemblance with expected signatures of these
models (see Section 6). Dust feedback (the impact of the dust dynamics on
the gas dynamics) nevertheless limits the particle concentration obtainable
inside such vortices, as the vortex flow is destroyed by particle feedback for a
dust-to-gas ratio above unity (Johansen et al. 2004; Fu et al. 2014). Still, the
achieved over densities in vortices might trigger planetesimal formation via
the streaming instability (Raettig et al. 2015), which will be discussed in the
following section.
5.2.3 Streaming instability
The sedimentation of dust particles paves the way for a concentration mecha-
nism in which the particles play an active role through their friction on the gas.
As the dust-to-gas ratio in the mid-plane approaches unity, the back-reaction
friction force from the particles onto the gas becomes strong enough to ac-
celerate the gas to orbit at closer to the Keplerian speed together with the
particles. Thus the headwind on the particles is reduced and the particles fall
more slowly towards the star. An overdense structure in the mid-plane (such
as an axisymmetric particle filament) would fall even more slowly than the
surrounding particles. This is now a run-away situation because these faster-
drifting particles continue to drift at their full rate and thus pile up in the
filament – this is the essence of the so-called streaming instability (Youdin &
Goodman 2005).
The characteristic length scale of the streaming instability is approximately
5% of a gas scale-height H, although the separation between filaments in the
non-linear state is higher, close to 0.2 gas scale-heights (Yang & Johansen
2014).
Particle concentration by the streaming instability can reach at least several
thousand times the local gas density (Bai & Stone 2010; Johansen et al. 2012).
The particle filaments appears to obtain a fractal structure where smaller-scale
filaments embedded within the main filament allow very high particle densities
at the smallest, resolvable scales of the simulations (Johansen et al. 2012). The
high mass loading in the gas could be an additional factor needed to reach very
high densities, as the turbulent diffusion of the gas is drastically reduced in
such particle dominated flows (Johansen et al. 2009).
The characteristic planetesimal size forming by the gravitational collapse of
the over-dense regions formed by the streaming instability depends sensitively
on the column density of the particles. Models with a few times the minimum
mass solar nebula worth of particles in the asteroid belt give rise to Ceres-mass
planetesimals (Johansen et al. 2012), while the characteristic planetesimal size
falls with decreasing particle column density, down to 100 km for the more
realistic case where the column density is slightly lower than in the minimum
mass solar nebula (see Fig. 5).
An important prerequisite for the formation of dense particle filaments
by the streaming instability appears to be a sufficiently high ratio of particle
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Fig. 5 Differential mass distribution of planetesimals formed by the streaming instability at
three different numerical resolutions, from Johansen et al. (2015b), as a function of planetes-
imal mass (lower axis) and size (upper axis). The mass distribution is given per 1022 g in an
annulus of 1AU width situated at 2.5AU from the central star. A fit of dN/dM ∝M−1.6 is
overplotted (full line). Such a differential mass distribution is dominated in mass by the few
largest bodies, but the number is dominated by the smallest bodies. The results here are for
a column density of approximately six times the value in the minimum mass solar nebula;
reducing the column density to the nominal value leads to a characteristic planetesimal size
closer to 100 km in radius (Johansen et al. 2015b).
column density to gas column density, Z = Σp/Σg. Strong particle concen-
tration is triggered above a threshold value of Z ≈ 0.015 (Bai & Stone 2010).
This threshold is approximately constant for particle sizes from St=0.03 to
St=0.3 (corresponding to approximately cm-dm sized particles in the asteroid
belt and to mm-cm sized particles in the outer Solar System). Smaller and
larger particles require a higher mass-loading to trigger particle concentration
(Youdin & Goodman 2005; Carrera et al. 2015).
5.3 Synthesis: combined models
Clearly dust coagulation and particle concentration are in no way mutually
exclusive processes. In fact, the two are intimately coupled. Dust growth to
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mm and cm sizes is key for allowing particles to decouple from the gas and
be concentrated, while the dense environment caused by particle concentra-
tion incites high collision rates, where the outcomes of the collisions in turn
determine the continued contraction of the cloud.
The growth of dust aggregates to sizes that can undergo concentration
by the streaming instability is a subject of intense scrutiny at the moment.
Drążkowska & Dullemond (2014) showed that the appropriate cm-sized par-
ticles can form (at least outside of the ice line where sticking is easier), but
that production of sufficient amounts of large dust aggregates to trigger the
streaming instability requires a super-solar metallicity (or photoevaporation
of the gas). The challenge is that only a fraction of the total dust mass reaches
the particle sizes necessary to trigger the streaming instability and that the
streaming instability becomes self-limiting by removing the dust mass and
lowering the metallicity below the necessary values. Similar conclusions were
reached by Krijt et al. (2016) for the growth of very fluffy ice particles. It thus
appears that there remains a gap in our understanding between the amount of
large particles that can be produced by direct growth and the amount needed
to trigger strong particle concentration.
Pebbles in the asteroid belt appear to be represented by the mm-sized chon-
drules found in primitive meteorites. Typical chondrules have Stokes numbers
around 0.001 when assuming a background gas density like the minimum mass
solar nebula. Sedimentation of such small particles to the mid-plane is not very
efficient, as even a moderate degree of turbulent stirring is enough to lift them
up to the disk atmosphere. Particle concentration by the streaming instability
also appears problematic for mm-sized particles in the asteroid belt (Carrera
et al. 2015). The situation would be better if the gas density was lower than in
the minimum mass solar nebula, as motivated by observations (e.g. Andrews
et al. 2012). A reduction in gas density by a factor of 10 would increase the
friction time correspondingly and put chondrules within the range of particles
that can be concentrated by the streaming instability. It is also possible that
chondrules formed chondrule aggregates, the sticking facilitated by acquiring
porous dust rims (Ormel et al. 2008). Alternatively, other hydrodynamical
concentration mechanisms may be are able to bridge the gap, e.g. the baro-
clinic instability/convective overstability (Klahr & Bodenheimer 2003) or the
vertical shear instability (Nelson et al. 2013). Such instabilities do not nec-
essarily rely on an initially high dust-to-gas ratio to further concentrate the
dust. The concentrations formed by these mechanisms could then trigger the
streaming instability even in cases where the overall metallicity would be too
low.
Hydrodynamical simulations of planetesimal formation by gravitational
collapse typically employ a fixed grid for the dynamics and hence are not
able to follow the collapse of the particle clouds down to planetesimal sizes.
This collapse phase is nevertheless so decoupled from the remaining disc that
it can be modelled in a separate N-body simulation. Nesvorný et al. (2010)
showed that the collapse typically leads to the formation of binary planetes-
imals, in good agreement with the prevalence of binaries in the classical cold
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component of the Kuiper belt (e.g., Noll et al. 2008). Wahlberg Jansson &
Johansen (2014) included a detailed particle collision model in the collapse
and found that a large fraction of the pebbles survive the collapse without un-
dergoing fragmentation, leading to the formation of pebble-pile planetesimals
consisting of primordial pebbles from the protoplanetary disc.
This “pebble paradigm” for planetesimal formation will be put further to
the test in the future with the observations of minor bodies in the Solar Sys-
tem. The presence of “goosebumps” on the comet 67P has been interpreted as
the primordial pebbles of the solar protoplanetary disc (Sierks et al. 2015) –
although if this interpretation is true, then that poses a challenge for coagula-
tion theory and experiments to explain how the dominant pebble sizes can be
more than one meter, in contrast to drift dominated models that predict sizes
closer to 1 cm in the outer disc (Birnstiel et al. 2011).
6 Observations
6.1 Methods
The dust particles in disks span a large range of temperatures from over
one thousand to only tens of K, decreasing with the distance to the central
star. The grains emit thermal emission from the near-infrared band where the
hot inner disk dominates, through the mid-infrared where the warm disk at-
mosphere contributes most, to far-infrared and (sub-)millimeter wavelengths
where the optical depth is lower and we can see deeper into the disk. Apart
from the inner ∼10AU, disks are normally optically thin in the millimeter
continuum and the emission thus probes the cool disk interior where most of
the mass resides.
Various techniques have been developed to study disks based on dust emis-
sion. The infrared imaging of star-forming regions of young clusters is one of
the most efficient ways to characterize disks properties of a large sample of
young stars with disks. Our understanding of disk structure and evolution has
been advanced progressively with the advent of various space infrared tele-
scopes, e.g. IRAS, ISO, Spitzer, and Herschel, and complemented with a lot of
ground-based telescopes with infrared instruments. From these observations,
in combination with (sub-)millimeter imaging, the entire spectral energy dis-
tributions (SED) of disks can be constructed. Modeling the SEDs of disks has
become a classical way to investigate general disk properties. However, because
of the lack of spatial resolution, the results from SED modeling are strongly
model dependent. The resolved images from (sub-)millimeter interferometric
observations in dust continuum emission and molecular line emission can con-
strain the surface density distribution of dust and gas, as well as dust grain
sizes, disk inclinations, et cetera. A combination of modeling both SEDs and
resolved images from (sub-)millimeter interferometric observations has proven
to be the best way to study disks (Andrews et al. 2009).
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6.1.1 Infrared Observations
Mendoza V (1966, 1968) presented the first discovery of near- and mid-infrared
excess emission of T Tauri stars. At that moment it was unclear where the
excess emission came from. The launching of IRAS in 1983 extended infrared
observations to the far-infrared bands. Observations with IRAS revealed that
many T Tauri stars, showing near- and mid-infrared excess, also show signif-
icant far-infrared excesses, indicating the existence of cold circumstellar dust
(Rucinski 1985). Various models have been proposed to explain the infrared
excess emission of T Tauri stars. An optically thick but physically thin circum-
stellar disk was believed to be the best model for explaining these observations
(Myers et al. 1987; Adams et al. 1987). ISO, launched in 1995, opened a new
infrared window for spectroscopy and discovered the presence of crystalline
silicates in disks (Waelkens et al. 1996). Thanks to the incredible sensitivity
of the Spitzer Space Telescope, our knowledge of disks has been significantly
improved in the last ten years. Due to the high efficiency in observations,
many star-forming regions have been surveyed with Spitzer in both imaging
and spectroscopic modes, which advanced our understanding of disk lifetimes,
disk evolution with local environments, dust mineralogy in disks around differ-
ent types of young stars from intermediate mass stars to brown dwarfs (Apai
et al. 2005; Furlan et al. 2006; Sicilia-Aguilar et al. 2006; Balog et al. 2007;
Hernández et al. 2007; Guarcello et al. 2009; Sicilia-Aguilar et al. 2011; Kraus
et al. 2012; Fang et al. 2012, 2013). The Spitzer imaging survey also largely
extended the sample of "transition disks". This class of disks (first seen by
Strom et al. 1989) have optically thin, dust depleted (or even dust-free) inner
regions. They were thought to be in the act of clearing the disk from the in-
side out, therefore called transition disks (Marsh & Mahoney 1993; Fang et al.
2009; Cieza et al. 2010; Muzerolle et al. 2010; Cieza et al. 2012; Fang et al.
2013; Espaillat et al. 2014). Recently, the Herschel space telescope, launched
in 2009, has presented incredible sensitivity at far-infrared wavelengths, which
makes it possible to study dust contents of large samples of disks and to in-
vestigate the disks around brown dwarfs at these wavelengths (Meeus et al.
2012; Dent et al. 2013; Harvey et al. 2012, and also see sensitivities of various
instruments in Fig. 6).
6.1.2 SED Modeling
Before circumstellar disks could be spatially resolved, the observed infrared
excess of young stars was explained using simple disk models. Modeling the
observed SEDs became a classical way to characterize global properties of
disks. Initially simple geometrically thin and optically thick disks were used
in SED modeling (Adams et al. 1987; Kenyon & Hartmann 1987), which was
refined by including an optically thin upper layer above the simple disk mod-
els (Chiang & Goldreich 1997). The SED modeling was further improved by
2D/3D radiative transfer disk models in which the temperature and vertical
structure were calculated self-consistently (Whitney et al. 2003, 2013; Dulle-
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Fig. 6 The 3σ detection limits of various instruments overlaid on the model SEDs of young
disk systems, located at a distance of 300 pc, with stellar masses of 2.5, 1.0, 0.5, 0.1, and
0.03M, and a disk-to-star mass ratio of 0.5%. The SEDs are calculated with a Monte
Carlo radiative transfer code RADMC-3D (Dullemond 2012). The detection limits of IRAS,
2MASS, AKARI, and WISE are typical values for these all-sky surveys. The ones of Spitzer,
Herschel, and ALMA are for observations with on source integration time of 1minute.
mond & Dominik 2004; Dullemond 2012). Even web-based SED fitting tools,
built upon those codes are available (Robitaille et al. 2006; Robitaille et al.
2007). In the typical SED modeling approach, the dust properties and disk
geometry are parameterized. The SEDs computed from these models are then
compared against the observed SEDs to find the best-fitting parameters. The
advantage of SED modeling is that one can investigate a large sample of disks
since the SEDs can be easily constructed from various imaging surveys. The
physical properties of disks can be inferred using this technique and studied
statistically, rather than simply quantifying the SED shapes. However, the dis-
advantage of this technique is that the results are strongly model dependent
and highly degenerate because of the spatially unresolved and often sparse
observations.
6.1.3 (Sub-)Millimeter Interferometry
The resolved images in dust continuum emission and molecular line emission
do not only directly indicate the disk sizes, but also provide strong constrains
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on the distribution of dust and gas in circumstellar disks, which cannot be
achieved by SED modeling alone. While the infrared excess gave indirect evi-
dence of disks, the gas kinematics inferred from early interferometric observa-
tions provided strong evidence that the circumstellar material around T Tauri
stars was in disks with a Keplerian rotation profile (Weintraub et al. 1987;
Sargent & Beckwith 1987). The first large interferometric survey was carried
out by Dutrey et al. (1996) with the IRAM Plateau de Bure Interferometer,
in which many disks in Taurus were resolved with with typical angular sizes
of 1–2′′, or 140–280AU at a distance of 140 pc. A substantial improvement
was provided by the Sub-millimeter Array (SMA) with high sensitivities and
angular resolutions (Andrews & Williams 2007a,b; Andrews et al. 2010). A
combination of modeling SEDs and the high spatial resolution images with
SMA significantly improved our understanding of the surface density distri-
bution in disks (Andrews et al. 2009, 2010). These SMA data also directly
resolved gaps/holes in transition disks which were already inferred from SED
modeling (e.g., Brown et al. 2009; Andrews et al. 2011). The typical hole size
from these SMA observations are around several tens AUs, which may be due
to the limited angular resolutions. From these high angular resolution obser-
vations, the typical disk size is around 100AU, and the typical disk-to-host
mass ratio is around 0.2–0.6% (Andrews et al. 2009, 2010, 2013).
Recently (sub-)millimeter interferometry revealed radial variations in the
dust-to-gas ratio in several disks (e.g., Panić et al. 2009; Andrews et al. 2012;
Isella et al. 2012; de Gregorio-Monsalvo et al. 2013; Rosenfeld et al. 2013) and
resolved multi-wavelength observations indicate also radial variations in the
dust properties, see Section 6.2.3.
There are several challenges associated with interpreting the (sub-)milli-
meter interferometric data. For the dust continuum emission, the primary issue
are the unknown optical properties of the dust, which mainly depend on the
unknown size distribution and internal structure (i.e. porosity, composition,
etc.) of the grains. The observations at several (sub-)millimeter wavelengths
may give some constraints on the size distribution of dust grains (Ricci et al.
2010b). However, a considerable amount of dust mass could be locked up in
larger particles or planetesimals, in which case the measurements of dust mass
from (sub-)millimeter observations would only be lower limits. Moreover, for a
conversion from the (sub-)millimeter fluxes into disk masses, one needs to know
the gas-to-dust ratio, which is expected to change with disk radii and with disk
evolution (Takeuchi & Lin 2002; Birnstiel et al. 2010). In circumstellar disks,
the bulk of dominant mass constituent, H2, is unobservable due to the lack of
a dipole moment. Other molecular lines, e.g. CO and its isotopes, are used to
probe disks. The line emissions are then converted to disk masses assuming
abundances for the molecules which depend on the complex chemistry, freeze-
out, and optical depth and can vary from region to region in disks.
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6.2 Results
6.2.1 Disk lifetimes
The disk lifetimes are observationally constrained by counting in star-forming
regions or clusters the numbers of young stars that show disk infrared excess.
The resulting drop of disk fraction with the age of the cluster/star-forming
region then indicates the average disk lifetime. The early study of the nearby
Taurus star-forming region at near-infrared (2.2µm) wavelength suggest disk
lifetimes of . 3–10 Myr (Strom et al. 1989), which was confirmed later by the
study at 10 µm (Skrutskie et al. 1990). The first systematic and extensive study
of disk lifetimes comes from Haisch et al. (2001). They studied a sample of 8
star-forming regions/clusters with ages ranging from . 1–30 Myr at L band
(3.4 µm), and derive an overall disk lifetime of ∼6Myr. With the advent of
the Spitzer Space Telescope, our ability to image star-forming regions/clusters
at mid-infrared bands (3.5–24 µm) has been dramatically increased. A large
sample of star-forming regions/clusters with ages from 1Myr to tens of Myrs
have been surveyed by various projects with Spitzer (e.g. Allen et al. 2004;
Megeath et al. 2004; Luhman 2007; Evans et al. 2009; Gutermuth et al. 2009;
Fang et al. 2009; Luhman et al. 2010; Megeath et al. 2012; Fang et al. 2013;
Sicilia-Aguilar et al. 2015). The Spitzer data generally confirm the previous
results on disk lifetimes (Sicilia-Aguilar et al. 2006; Hernández et al. 2007).
Furthermore, due to the excellent sensitivity and high observing efficiency, the
Spitzer data can be used to characterize the timescale of “transition disks”,
which is around 0.1–1Myr (Muzerolle et al. 2010; Currie & Sicilia-Aguilar
2011).
The Spitzer observations are not able to resolve the binary systems with
separations .2′′ even in the nearest star-forming regions like Taurus. Thus the
disk lifetimes concluded from these data are actually for both single stars and
stellar systems. When correcting for stellar systems, Kraus et al. (2012) find
that the fraction of disks surrounding the single stars can be around 80% in
Taurus, while less than 40% of binary systems with separations .40AU have
disks. A combination of investigations in other nearby star-forming regions
indicates that ∼2/3 of close (<40AU) binary systems disperse their disks
within .1Myr (Kraus et al. 2012). Thus, the lifetimes of disks surrounding
single stars should be longer than those of close binary systems, which could
potentially explain why exoplanet host stars perfer single stars (Roell et al.
2012). Beside in close binary systems, disk evolution can be also affected by
other factors. One example are nearby massive stars as found in some massive
clusters, e.g. Orion and Pismis 24, where a type of objects, named “proplyds”,
show tails pointing away from the massive stars. This is interpreted as the outer
disks of young stars that are being photoevaporated by ultraviolet radiation
from the massive stars (O’dell et al. 1993; Störzer & Hollenbach 1999; Fang
et al. 2012). Spitzer observations have revealed a clear anti-correlation between
the frequencies of circumstellar disks and the presence of massive stars in
several massive clusters harboring extremely massive stars (typically earlier
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than O5) (e.g., NGC2244, NGC6611, Pimis 24, and etc. Balog et al. 2007;
Guarcello et al. 2009; Fang et al. 2012). The disks in these massive clusters
can be dissipated roughly twice as quickly as in clusters/star-forming regions
without extremely massive stars (Fang et al. 2012). The disk lifetimes also
show dependence on the density of the cluster environment. In sparse stellar
associations disks are dissipated more slowly than those in denser (cluster)
environments (Fang et al. 2013). Metallicity could also affect disk evolution in
a way which is still controversial (Yasui et al. 2010; Spezzi et al. 2012).
There are several issues on disk lifetimes that need to be addressed. The
infrared observations can only be useful when the disks still have hot/warm
inner regions. Thus, the disk fractions counted from these observations may
miss some sources with only cold outer disks, i.e. transition disks. The second
is that the disk fractions in star-forming regions/clusters could be also biased
to higher values since it is hard to identify the diskless young stars. The age
estimates of star-forming regions/clusters are also problematic since there are
substantial systematic differences on ages between the different sets of tracks
(Hillenbrand et al. 2008). An improved age estimates of young clusters indicate
the disk lifetimes could be much longer (10–12Myr) than we thought before
(Bell et al. 2013, see also Pfalzner et al. 2014).
6.2.2 Density profiles, disk and hole sizes
Our knowledge of surface density profile of a circumstellar disk was initiated
by the minimum-mass solar nebula (MMSN) model, which was constructed by
adding enough light elements to the present planetary bodies to reach solar
composition, and then spreading this material out over the regions half-way to
their neighboring planets. The resulting total surface density (dust and gas)
can be fitted by a power-law function, Σ ∝ r−3/2 (Weidenschilling 1977b;
Hayashi 1981). A similar model was constructed for extrasolar planets, result-
ing in a similar slope of around 1.4 (Chiang & Laughlin 2013). The observed
features of disks, e.g. the SEDs and the distribution of dust emission, can be
generally reproduced assuming the power-law form (Σg ∝ r−p) for the sur-
face density profile (Beckwith et al. 1990; Andrews & Williams 2007a). The
power-law index (p) can be only constrained by fitting the resolved images of
disks from (sub-)millimeter interferometric observations, which suggest that
the p values are typically less than 1.5 (Andrews & Williams 2007a). The typ-
ical disk size from these high spatial resolution observations is around several
hundred AU (Andrews & Williams 2007a). Though succeeding in explaining
many observed properties of disks, the power-law form for surface density pro-
files in disks hardly reconcile the observational fact that disk sizes from CO
rotational line emission are much larger than those from dust emission (Piétu
et al. 2005; Panić et al. 2009). A similarity solution of a simple accretion disk
with time-independent viscosity (ν) and ν ∝ rγ solve the issue by providing
a surface density profile (Lüst 1952; Lynden-Bell & Pringle 1974; Hartmann
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et al. 1998; Andrews et al. 2009),
Σg = Σg,c
(
r
rc
)−γ
exp
[
−
(
r
rc
)2−γ]
, (37)
where Σg,c is the normalization parameter, rc the characteristic scaling radius,
and γ is the gradient parameter. When r  rc, Σg is approximately a power-
law, and when r & rc, Σg starts to be dominated by the exponential factor.
The profile has been widely used to reproduce the resolved images of the dust
emission or the CO rotational line emission of disks (Andrews et al. 2009; Isella
et al. 2009; Andrews et al. 2011, 2012). When the above exponentially tapered
surface density profiles are used in the disk models, physical disk sizes will be
less direct than using the power law form, and must be defined explicitly by
an intensity threshold. Since rc is a characteristic scaling radius beyond which
the surface density profiles decrease significantly in an exponential form, its
values can probably used to compare the sizes of different disks. From the
investigation of a sample of resolved images of disks, rc shows a wide range
from tens to several hundred AU (Hughes et al. 2008; Andrews et al. 2009,
2010). The power-law parameter γ was found mostly between 0.5 and 1, much
less steep than in the MMSN model. It should be noted that those observations
were most sensitive to the disk regions beyond the size of the solar system (on
which the MMSN model and the model of Chiang & Laughlin 2013 is based).
It is very well possible, that the inner regions of disks show changes in the
dust surface density profile. This is expected theoretically when the particle
size distribution transitions from being drift-dominated to being fragmentation
dominated, see Section 4.2.2 and Birnstiel et al. (2012b). Such a behavior was
recently observed for the disk around TW Hya disk by Menu et al. (2014).
Advances in sensitivity, however showed that the discrepancy of dust and
gas disk sizes remained even if the surface density profile of Eq. 37 was used
(Andrews et al. 2012; Isella et al. 2012; Rosenfeld et al. 2013; de Gregorio-
Monsalvo et al. 2013). At the low gas densities in the outer disk, even micron-
sized particles can decouple from the gas and start drifting inwards. This drift
of small particles can thus leave the outermost regions of the disk devoid of
dust, causing steep decreases in the dust-to-gas ratio (Birnstiel & Andrews
2014). The observed discrepancy between dust and gas disk sizes might thus
be a finger-print of the radial drift process.
Another advantage of high spatial resolution images from (sub-)millimeter
interferometric observations is to directly resolve gaps or holes in some tran-
sition disks. The typical gap/hole sizes from the high angular resolution SMA
observations are around ten to tens of AU (Brown et al. 2009; Andrews et al.
2011). However, there are still many transition disks with gap/hole sizes less
than 10AU, inferred from the SED fitting (Espaillat et al. 2012; Kim et al.
2013), which could be resolved with ALMA. The causes for the gaps and cav-
ities are still unknown. Proposed mechanisms include clearing by a unseen
companion, photoevaporation, opacity effects, or instabilities. In the recent
years, it has become clear, that opacity effects from grain growth can be ex-
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cluded (Birnstiel et al. 2012a), and also photoevaporation models alone can
currently not account for most of the gap sizes and accretion rates seen in
those objects (Owen et al. 2011), but possibly for a subset of them (Owen &
Clarke 2012). The currently favored mechanism is “dust trapping”: a bump in
the radial gas pressure profile is able to stop radial drift, thus trapping large
particles (e.g., Rice et al. 2006; Pinilla et al. 2012; Zhu et al. 2012), while only
a small fraction of small dust particles are following the gas flow into the inner
disk. The cause of such a pressure bump could be either a planet embedded in
the disk, or variations in the viscosity profile (e.g., Kretke & Lin 2007; Regály
et al. 2012).
6.2.3 Spectral indices, grain sizes
The thermally emitted intensity of the vertically isothermal, face-on dust disk
at a distance r from the star is approximately
Iν(r) = Bν(T (r)) · (1− exp (−τν(r))) , (38)
where Bν(T (r)) is the Planck spectrum at a temperature T and τν(r) ' Σd κν
is the optical depth (ν now denotes the frequency). If the optical depth is high,
the spectral index is entirely set by the Planck spectrum. If the optical depth
is low, we can expand the term in brackets to first order and write
Iν(r) = Bν(T (r)) · κν(r) ·Σd(r). (39)
In this optical thin case, the spectral index of the flux at (sub-)millimeter
wavelength, αmm, defined as Fν ∝ ναmm depends on the dust opacity and
can be used to characterize the dust grain sizes (Beckwith & Sargent 1991;
Andrews & Williams 2005; Ricci et al. 2010b). The disk-integrated flux is often
roughly approximated as
Fν ≈ κν Bν(Td)MdD−2, (40)
where Td is the temperature of the region dominating the dust emission, Md
is the dust mass, and D is the distance from the source. Under the assumption
that dust emission at (sub-)millimeter wavelengths is in the Rayleigh-Jeans
limit,
Fν ≈ κν 2 kb ν2 TdMd c−2D−2, (41)
where kb is the Boltzmann constant and c the speed of light. At (sub-)milli-
meter wavelengths, the dust opacity (κν) can be approximated as κν ∝ νβ ,
where β is is sensitive to dust properties, in particular to the grain size (Draine
2006; Ricci et al. 2010b; Testi et al. 2014) since large dust particles have
smaller β. The observed flux density can be written as Fν ∝ ν2+β . The dust
properties in disks can be characterized using the observed spectral indices
(αmm) since β = αmm − 2. Regions outside of a few AU are expected to be
optically thin, apart from local dust concentrations, such as seen in transition
disks. The derived values of β from the spectral indices of disks are usually
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much smaller than for ISM-like dust grains, indicating that dust grains in
disk have grown to considerably larger sizes (Beckwith & Sargent 1991; Testi
et al. 2003; Natta et al. 2004; Rodmann et al. 2006; Andrews & Williams
2007a; Ricci et al. 2010b,a). While the (sub-)millimeter wavelengths reveal
dust growth in the disk interior, dust growth in the disk atmosphere is also
evidenced by the broad and weak silicate 10µm emission features which are
expected from silicates with larger sizes than those in ISM (van Boekel et al.
2005).
In recent years, the increasing resolution of (sub-)millimeter interferometers
enabled radially resolved measurements of αmm, which can put constrains on
the radial distribution of grain sizes (Isella et al. 2010; Guilloteau et al. 2011;
Pérez et al. 2012; Trotta et al. 2013). It was generally found that the spectral
index is radially increasing, which indicates larger grains in the inner disk, in
agreement with theoretical expectations.
6.2.4 Recent imaging results
The field of protoplanetary disks is currently being revolutionized by obser-
vational advances in near-infrared imaging (Subaru, NACO, and the upcom-
ing Sphere and GPI instruments) and in (sub-)millimeter interferometry with
ALMA. These observations of disks can provide images with comparable angu-
lar resolution (of the order of 0.03′′), but are sensitive to dust particles of very
different sizes (µm vs. mm) and temperatures (hot vs. cold). In near-infrared
bands, imaging can resolve the inner regions of circumstellar disks with inner
working angles of < 0.1′′, sensitive to the µm-sized dust grains. Observations
with Subaru confirm the gaps/holes in some transition disks, which are re-
solved with (sub-)millimeter interferometric observations (Hashimoto et al.
2012; Mayama et al. 2012; Tsukagoshi et al. 2014). It is even more interest-
ing that some transition disks that show gaps/holes in the (sub-)millimeter
interferometric data lack evidence of evolved inner disks in H-band polarized
intensity images (Muto et al. 2012; Follette et al. 2013), which may be due
to the decoupling between the spatial distributions of the small (µm) and
big (mm) dust grains inside the holes/gaps caused by dust filtration (Rice
et al. 2006; Dong et al. 2012; Pinilla et al. 2012; Zhu et al. 2012). Toward the
transition disk, HD 135344B, the Subaru polarized H-band intensity image
reveals the spiral structures in the disk, which may be due to the gravita-
tional perturbation from an embedded planet (Muto et al. 2012). Imaging
with VLT/NACO revealed gaps, brightness asymmetries, or spiral patterns
that might be indicative of planets (e.g., Quanz et al. 2013a,b; Avenhaus et al.
2014). Similar features have recently been imaged in the first results from GPI
(Rapson et al. 2015), and SPHERE (Benisty et al. 2015).
With its extremely high angular resolution and sensitivity, ALMA has pro-
vided many ground breaking findings already. van der Marel et al. (2013) dis-
covered that the entire emission from large (mm-sized) dust particles, trapped
in the outer regions of a transition disk Oph IRS 48 comes from one side of the
disk, a region spanning less than one third of the orbit. A possible explanation
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for this is the combination of a radial dust trap and an azimuthal asymme-
try such as a vortex. This would cause dust to be radially drifting towards
the pressure bump where it further concentrates in the azimuthal asymmetry.
Such a dust trap in Oph IRS 48 seems consistent with theoretical predictions
(Pinilla et al. 2012; Birnstiel et al. 2013), and may support the formation of
analogues to Kuiper Belt objects in this object. Similar asymmetries in the
ring-like dust emission from transition disks have been detected in Casassus
et al. (2013) and Pérez et al. (2014). Casassus et al. (2013) also detected faint
stream-like features in HCO+ and dust continuum at 345 GHz in the transi-
tion disk, HD 142527, which could be explained as funnel flows into the inner
disk through planets (Zhu et al. 2011).
Recently ALMA observations revealed an intriguing image of a circumstel-
lar disk in HL Tau (ALMA Partnership et al. 2015) which is a Class I young
stellar object, earlier than the typical Class II T Tauri stars. In the disk of
HL Tau, several concentric dust gaps and rings can be clearly identified, pos-
sibly sculpted by young planets (Tamayo et al. 2015), which hint that planets
could already be formed at very young disk ages. Other proposed explanations
include pressure bumps formed due to magnetised turbulence (Johansen et al.
2009; Dittrich et al. 2013; Flock et al. 2015) or condensation fronts (Cuzzi &
Zahnle 2004; Ros & Johansen 2013; Zhang et al. 2015; Okuzumi et al. 2015).
Whether such sub-structure is a common, yet currently unresolved feature of
disks remains to be seen.
7 Summary
Small dust particles, starting out with sizes of a micrometer or less, are not
only the material out of which planets form, they are also a key ingredient
to protoplanetary disks: they are the main source of opacity, thus determin-
ing the temperature structure, the evolution of the disk, and ultimately the
observational appearance. They also provide the surface area for chemical re-
actions that produce complex organic molecules, the pre-biotic building blocks
of life. Recent years have seen a true revolution in the observational capabil-
ities and with facilities such as ALMA, Sphere, or GPI just getting started,
the pace is not going to slow down. Our ability to interpret these observations
of disks rests on a good understanding of the interaction of solids and gas and
therefore also on the evolution of particle sizes in disks. In this chapter, we
reviewed some of the current ideas about how particles grow, how they are
transported, and how they eventually make up the building blocks of planets.
The key findings are summarized as follows.
Growth and transport processes are driven by interaction between the gas
and the dust through drag forces. The drag forces depend on the particle
size, hence, they induce collisions between the particles. The collisions can
result in a wide variety of outcomes that depend on the collision speed and
particle properties. The coarsest classification of collision outcomes would be
growth (mass gain of the larger particle), fragmentation/erosion (mass loss
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of at least one particle, resulting in small fragments), or bouncing collisions
(growth neutral, but possibly compaction). The change in size or mass of the
particle in turn alters its aerodynamic behavior, hence the size evolution and
the global transport of particles cannot be treated separately.
Small grains are well coupled to the gas motion, so they mostly follow the
motion of the gas along (e.g., accretion, viscous spreading, turbulent mixing).
But as their surface to mass ratio decreases with particle growth, particles
start to decouple from the gas flow resulting in substantial velocity differences
between dust and gas. This drift motion of the dust relative to the gas tends to
move dust towards higher pressure regions, where the dust-gas relative velocity
is reduced or vanishes. In a typical model of a protoplanetary disk, this means
that particles sediment towards the mid-plane and spiral inwards. The time
scale for this orbital decay is quite short, of the order of a few hundred orbits.
This motion tends to deplete the surface layers and the outer regions of disks,
but regions of high pressure, particularly pressure maximums are able to collect
or “trap” the dust particles and cause accumulations of dust.
But as particles grow not only do their drift speeds increase, but also the
collision they experience happen at higher velocities. This tends to lead to
bouncing, fragmentation, or erosion instead of continued growth. Even if par-
ticles continued to grow, the increasing drift motion removes them faster than
growth is able to resupply them. One way or another, particles are expected
to reach only a finite maximum size, typically less than a meter, unless some
mechanism is able to circumvent or avoid these issues. Possible pathways to
continued growth include the following:
– Stochastic effects (“lucky particles”) together with the effect that large par-
ticles gain mass by being bombarded by many small grains allow growth
of a small number of large bodies. But the time scales for this growth are
still longer than the drift motion.
– Icy particles are expected to be much harder to compress. Their increased
surface to mass ratio combined with aerodynamic effects in the inner re-
gions of disks can lead to very short growth time scales. However erosion
or sintering might limit this mechanism.
– Other solutions to this problem may be the aforementioned particle traps,
for example vortices that can efficiently accumulate large amounts of dust.
Alternatively local two-fluid instabilities, as discussed in Section 5.2.3 may
lead to gravitationally bound clumps of particles.
The latter accumulation mechanisms, however, rely on particle sizes being
much larger than the micrometer sized dust inherited from the interstellar
medium. Hence, the most likely pathway towards the building blocks of plan-
ets seems to be a hybrid approach where particle growth to macroscopic sizes
is able to provide particle sizes that can efficiently be accumulated by aerody-
namic effects to build up gravitationally bound clumps.
Observations over the last few years have started to provide the crucial
input for theoretical models of disk evolution and planetesimal formation. Un-
til recently, the radial drift motion of dust grains was merely a theoretical
38 Birnstiel, Fang, Johansen
expectation. But now, observed structures in transition disks, extreme dust
over-densities, and different sizes of dust and gas disks seem impossible to
explain without it. Radially resolved multi-wavelength observations indicate
larger grains being more centrally confined than smaller grains. The seem-
ingly upper limit of the grain size distribution and its radial variations are in
reasonable agreement with theoretical models.
Still crucial questions remain unanswered. There is no consistent picture
of disk evolution or how the observed morphology of disks can be categorized
into one or several evolutionary sequences. The role of various disk evolu-
tion mechanisms such as photoevaporation, disk winds, and even the driver
of disk accretion remains unknown, let alone their impact on the solids in the
disk. Several recent high-resolution observations in both near-infrared and in
(sub-)millimeter interferometry have revealed striking morphologies in disks
that seem to pose more questions than they answer. Our future understanding
of planet formation and disk evolution will crucially depend on larger samples
at high resolution and multiple wavelengths that are able to reveal correla-
tions, frequencies, and the full diversity in disk morphology. At the same time,
theoretical models will need to evolve to include all relevant physical effects,
not just a subset. Furthermore, they need to provide clear predictions that
can be tested observationally. With a number of facilities providing a wealth
of observations, at resolutions and sensitivities orders of magnitude better than
before, the time seems ripe to answer some of the most fundamental questions
of disk evolution and the early stages of planet formation.
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