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). We prove the optimality of the presented algorithm. Our comparison of the bit level approach to the optimized word level approach yields an interesting result. The bit level algorithm is more efficient in both area consumption and time delay. This suggests that unstructured functions over finite rings or fields should be implemented using the bitlevel approach and not the commonly used word level implementation style.
Introduction
Essentially all secret and public key schemes are based on arbitrary looking and highly nonlinear logic function families which are indexed by a fixed length key. In fact, it is expected that a proper cryptographic function is practically indistinguishable from a function that is randomly picked from the set of all functions of certain degree. This arbitrariness requires cryptographers to propose highly complex and structureless functions. A few examples are round subfunctions of hash algorithms (e.g. SHA-1 [6] , MD5 [11] etc.), and substitution boxes in block and stream ciphers (e.g. DES [7] , AES [8] etc.), or public-key schemes defined over polynomial rings or finite fields. Earlier constructions were given in terms of lookup tables which were built by experimentation and extensive statistical testing. A good example is DES where the substitution boxes have no publicly known structure. Therefore, one is left with a choice of either using costly lookup tables or a direct logic implementation. Although less regular and more difficult to design, the latter choice tends to be much more efficient. Recently proposed algorithms (e.g. AES, and the 3GPP Standard's Kasumi block cipher [13] ) have substitution boxes that may be expressed as algebraic functions (e.g. as inversion in a binary finite field). This makes it possible to use the algebraic structure (e.g. use composite or tower field representation) to have more efficient substitution computations. Another good example is algebra on elliptic curves defined over optimal extension fields (e.g. GF (p k ) where typically p fits into a word and is of pseudo-Mersenne form). Such arithmetic is commonly implemented in two levels: polynomial arithmetic to implement the operations in the field extension, and then GF (p) arithmetic to support the coefficient operations.
In this context we pose the following question: Assume we are given a multivariate function (or polynomial) f of fixed degree defined over a finite ring Z n (or field GF (p)) randomly picked 1 from the set of all such functions. What is the best choice for a parallel circuit implementation of f :
1. a binary logic realization of the function f (bit-level approach), or 2. a realization of f over Z n (or GF (p)) (word-level approach)?
Intuitively, the later (word level) approach is attractive since it allows one to use the present mathematical structure in the implementation. However, since any circuit contructed from optimal binary logic implementations of word level function blocks can be re-optimized at the binary operator level as a whole, the potential of significant size advantage of the latter may overwhelm the design convenience of the former. In this paper we will obtain a measure of the relative merits of optimal binary versus optimal word level implementations for unstructured functions defined over a finite field or ring.
The remainder of this paper is as follows. We present a brief background on multivariate function (or polynomial) evaluation in the next section and introduce related notation and the multivariate formulation of Horner's algorithm. Then a generalization of Horner's algorithm to higher characteristic fields and rings is developed. We also present specialized optimization techniques based on the field/ring structure. The paper concludes by comparing the bit-level algorithm with the word-level approach in terms of bit-complexities.
Background
The problem of function (or polynomial) evaluation has a rich history. The prominent polynomial evaluation algorithm attributed to Horner [3] has found its way into many applications due to its simplicity and efficiency. The univariate Horner's algorithm was shown by Ostrowski [9] to be optimal in the number of additions in the straight line algorithm in 1954. More than a decade later in 1966 Pan [10] proved its optimality in the number of multiplications as well. Furthermore, in [1] Borodin proved the uniqueness of Horner's algorithm, i.e. that all algorithms of similar complexity reduce to Horner's algorithm, as initially conjectured by Ostrowski.
Although Horner's algorithm is optimal for evaluating polynomials with arbitrary coefficients there are more efficient algorithms for evaluating polynomials by allowing precomputation on the coefficients. For example, the polynomial p(x) = x n can be computed by using only log 2 n multiplications and no additions. Similar algorithms can be derived for polynomials with less structure. In fact, when precomputation is allowed the evaluation can be achieved using only about n 2 multiplications [4] . Using the multivariate version of Horner's method it is possible to efficiently implement boolean functions. In an early result Shannon proved [12] a lower bound as O( 2 n n ) on the size of circuits implementing arbitrary boolean functions of n variables. Optimally solving this problem, Muller gave an explicit construction based on a modification on Horner's method which satisfies the lower bound [5] .
Preliminaries
We consider the problem of evaluating multivariate polynomials over Z m using Horner's method. In the univariate case a polynomial of degree r − 1 over Z m is represented as
The most general polynomial one need consider is such that r = order(Z m ) as any other polynomial may be reduced to this. A naive evaluation of u(x) would require r − 1 additions and 2r − 3 multiplications in Z m . By the application of Horner's method, however, the following paranthesization is obtained.
Now the polynomial can be evaluated by computing only r−1 additions and r−1 multiplications without using any temporary storage. A parallel implementation introduces a delay of
where T A and T M denote the delay of two input addition and multiplication operations in Z m .
The Multivariate Case
A multivariate polynomial of n variables may be represented in sum of products representation as follows
where i j denotes the j-th digit in the base r representation of i. Here again, the most general such polynomial involves each literal, x j up to only the power r − 1 as any other polynomial is reducible to this case. It is for this reason that a natural description of the "degree" of such polynomials is the maximum degree of any literal versus the commonly used measure of a polynomial's total degree. We set u
. . , x n ) and expand it in powers of x 1 as follows
With the expansion we can now treat the summation as an (r − 1)-st degree univariate polynomial of an indeterminate x 1 . This enables us to use Horner's method as introduced earlier to evaluate the polynomial using r − 1 additions and r − 1 multiplications assuming the values of the coefficients are available. Note that the coefficients are still polynomials, however, the x 1 indeterminate is eliminated. The same expansion can now be applied on the r coefficients u (2) (x 2 , . . . , x n ) with x 2 as the indeterminate. We repeatedly expand the coefficients in the same fashion until polynomials in only x n are obtained. The expansion will be repeated n times and in each step a level is obtained with one less variable in which the number of coefficients will grow by a factor of r as shown in Table 1 . The process is recursively iterated as follows.
The total number of additions or multiplications is found as 
We summarize this result in the following theorem.
Theorem 1 (Multivariate Horner). The evaluation of an n-variate polynomial over Z m of maximum degree (r − 1) in all variables requires at most r n − 1 additions and r n − 1 multiplications in Z m .
A parallel implementation of n levels creates a total delay of
Our Contribution
We follow the same strategy as in Horner's algorithm, however, we make a key observation. In the last level in Table 1 the number of coefficients is given as r n . These coefficients are univariate polynomials in x n with maximum degree of r − 1. However, the number of unique polynomials of this degree in Z m is m r . If r n > m r then many of the coefficients which we counted as distinct are redundant. In the worst case the number of distinct coefficients for level n is therefore m r . The same argument can be made for level n − 1. In this level, the coefficients are polynomials in x n−1 with r coefficients that are polynomials in x n . The number of unique polynomials in this level is therefore m 2r . The number of unique polynomials for each level is shown in Table 2 . In the table we observe that the number of coefficient polynomials increases while the number of unique polynomials decreases with increasing levels. This suggests an optimization strategy which would compute the recursion using Horner's method until the number of coefficient polynomials exceeds the number of unique polynomials. Then for the remaining levels we compute all unique polynomials. Before continuing our analysis we find it instructive to illustrate our optimization strategy on a simple example:
Applying Horner's algorithm we convert the polynomial into the following representation We make out point by simply focusing on the last level of computation. Now note that in the last level we have 8 polynomial evaluations of the form ax 4 + b where a, b ∈ Z 2 . However, there can be only 2 2 such polynomials. Hence, a blind implementation of Horner's algorithm will be redundant. Since our algorithm is generic (and therefore should not depend on the particular choice of polynomial coefficients) in the last level we compute all possible polynomials in x 4 , and simply wire the outputs to as many locations as required in the last level of the circuit evaluating f .
To This process is repeated until the first level is reached. The resulting complexities for each level are shown in Table 2 .
To find the level k in which the number of coefficients exceeds the number of unique polynomials we need to find the smallest value of k satisfying the following inequality
By taking the logarithm of both sides the following inequality is obtained
Let the right-hand-side be called c. Taking the logarithm of both sides with respect to base r and solving for equality we obtain k = log r c − log r k .
Now we may substitute the value of k in the logarithm on the right-hand-side. k = log r c − log r (log r c − log r k) . We may continue in the same fashion substituting infinitely many times. k = log r c − log r (log r c − log r k(log r c − log r k(log r c − log r (. . .) . . .) .
Note that by each new term the value of k becomes more precise. At the same time the contribution of these terms shrink logarithmically. Since we are interested in only integer values of k it suffices to approximate k by neglecting the terms after only two levels of substitution.
k ≈ log r c − log r (log r c) .
The exact solution of (2) is defined in terms of the Lambert-W function [2] k ≥ W (log r r n+1 log m r )/ log r
where W (x) is defined as the inverse of the map x → xe x . Now we can compute the total number of operations by simply summing the entries in the third column from the first level through level k and the entries in the last column from level k + 1 through level n in Table 2 .
Ignoring the smaller order terms in the super-exponential summation the complexity may be approximated as follows
Using (3) and r n−k directly obtained from (2) In the improved algorithm a parallel implementation of n levels creates a total delay of
Here T A,const and T M,const denote delays of constant addition and multiplication in Z m , respectively.
The structure that results is depicted in Figure 1 . The product and the summation symbols indicate blocks implementing multiplication and addition in Z m , respectively. Note that, in each level up to the k − 1 level the fan-out of the polynomial implementing arithmetic blocks is unity while for higher levels (i.e. k, k + 1, . . . , n) the fan-out may be greater than one. For polynomials over prime fields GF (p) the polynomial degree is bounded by p−1 as any polynomial of higher degree may be reduced using Fermat's Theorem:
Substituting m = p and r = p in (6) we obtain the total number of additions and multiplications as
Hence, both the addition and multiplication complexities grow by O( p n n ). On the other hand, using k = (n + 1) − log p (n + 1) derived from (3) the time complexity simplifies as follows
Theorem 3 (Modified Horner over GF (p)). Given n > p the evaluation of an n-variate polynomial over GF (p) requires at most O( p n n ) additions and multiplications in GF (p) with a delay of O((p − 1)(n − log p n)).
Optimality
Consider a parallel implementation of a function in GF (p) of size s which denotes the total number of addition and multiplication components used in the circuit. The total number of circuits that can be built using s components is
since each of the s components can have either the output of another component (s choices) a constant (p choices) or a literal (n choices) connected as input. To build an arbitary function, the number of circuits must exceed the number of n-variate functions over GF (p). This leads to the following inequality.
we see that (although close) the inequality is still not satisfied
Hence we found a lower bound on the circuit complexity any circuit must satisfy to evaluate an arbitrary n-variate function over GF (p).
Theorem 4 (Lower Bound on Circuit Size). Any circuit evaluating an arbitrary n-variate polynomial over GF (p) requires at least Ω( p n 2n ) adders and multipliers in GF (p).
The bound can be made tighter by more careful analysis but if suffices for our purposes. With Theorems 3 and 4 it directly follows that the presented modification to Horner's algorithm for multivariate polynomials over GF (p) is asymptotically optimal.
Comparison to Muller's Algorithm
The Muller construction [5] gives a method for evaluating arbitrary n-variate polynomials over GF (2) with O( 2 n+1 n+1 ) complexity (see (7)). We may consider the task of evaluating an n-variate polynomial over GF (p) as equivalent to evaluating (log 2 p) polynomials of (n log 2 p)-variables over GF (2) . In this case the bit-level algorithm implementing a polynomial evaluation over GF (p) has bit-complexity
On the other hand the complexity equation (7) derived in this paper may be expressed in bit operations rather than operations in GF (p). Then assuming a GF (p) multiplication operation takes (log 2 p) 2 bit operations we obtain the bit complexity as follows
Interestingly, the bit-level algorithm seems to be a constant p 2 (log 2 p) 2 times more area efficient 1 . Note that in the GF (p) case we are limiting our algorithms to operate on groups of log 2 p bits whereas Muller's algorithm operates on individual bits. Due to the fine grained approach Muller's algorithm has more opportunity for optimization.
We see a similar picture in the time complexities. We may assume both the GF (p) multiplication and the addition circuits compute the result in O(log 2 log 2 p) two-input gate delays where p > 2 using a fast addition circuit. Thus ignoring the constant operations the overall computation takes
gate delays in the word-level approach. The bit-level approach yields a time complexity of T B = O(n log 2 p − log 2 (n log 2 p)).
gate delays. The bit-level algorithm seems to be roughly (p−1)(log 2 log 2 p) log 2 p times faster than the GF (p) algorithm.
Up until now we have not used any special properties of the ring structure. One strategy that comes to mind is to use Euler's Theorem to reduce the polynomial degree r. For relatively prime integers a and m Euler's Theorem is simply stated as a φ(m) = 1 (mod m). When the degree r of u(x) is larger than φ(m), then by restricting x 1 , x 2 , . . . , x n to integers that are relatively prime to m we obtain the following strategy:
With this strategy the direct application of the modified Horner's algorithm has complexity O(
It is possible to obtain further improvements by using the factorization of the modulus m to use efficient residue arithmetic. For instance, if m is factorized into distinct prime powers as m = p Note that this evaluation procedure may provide more than the standard speedup obtained by the CRT. If we know that x 1 , x 2 , . . . , x n are not divisible by any prime factor of m then the t polynomial evaluations may be performed by evaluating u (x) = u(x) mod x φ(p e i i ) for i = 1, 2, . . . , t. Then the total complexity becomes
To gain more insight we assume roughly equal sized partitions, i.e. p ei i ≈ m/t and simplify the complexity further to
Note that this complexity figure gives the number of addition and multiplication operations carried out in rings roughly of size m/t which is much smaller in size than Z m . Hence there is additional improvement in the bit-complexities. Nevertheless, we observe that the complexity O( m n nt n−1 ) is exponentially improved by growing t. The complexity of residue computations and the CRT re-construction are not included in this partial result. The complexity of these additional operations is a strong function of the prime power decomposition of the modulus. However, for a large modulus the result, i.e. C, is expected to dominate the overall complexity.
We presented a means of improving the parallel implementation complexity of evaluating unstructed n-variate polynomials over finite rings and fields. Our modification is based on eliminating redundancies in the multivariate version of Horner's algorithm which occur when the evaluation takes place over a small finite mathematical structure and may be considered as a generalization of Shannon's lower bound and Muller's algorithm to word level circuits.
We presented two strategies for further improving the multivariate version of Horner's algorithm which utilize the ring structure by employing residue arithmetic via the Chinese Remainder Theorem. It turns out that by restricting the inputs to integers relatively prime to m, exponential improvement can be obtained. Of course, this statement is based on the assumption that m is highly composite.
If the domain is a finite field GF (p) the complexity of multivariate Horner polynomial evaluation is improved from O(p n ) to O( p n 2n ). We prove the optimality of the presented algorithm and show that the bit-level algorithm provides a constant times better time and space complexities than the word-level approach. The lesson taught by this exercise is that the currently popular implementation style which favors the word-level approach diverges from optimality as the order of the finite field increases. We have shown that the bit-level approach provides significant time and area savings provided that the function is chosen arbitrarily, which is the case for substitution boxes in cryptographic applications. We should point out that our result will not apply to highly structured specialized functions since there is significantly more opportunity for optimization by using the special structure of the function.
