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ABSTRACT 
A detailed theoretical and experimental study of tropospheric scintillation has been carried out. It is 
shown that amplitude scintillation is a significant cause of degradation in several emerging low 
availability satellite communication systems operating at Ka-Band frequencies (20 - 40 GHz) and 
using small aperture antennas. 
Three components of tropospheric scintillation are identified, namely, that due to turbulence 
developed by convective heating and wind gradients, that due to pure scattering by a random 
distribution of scatterers (mostly rain drops), and apparent scintillation caused by temporal variation 
of rain drop size distribution which produces a rapidly varying signal attenuation. This is perceived 
in the receiver as scintillation superimposed on the mean fade depth. Theoretical expressions are 
obtained for the variance of each component of scintillation and it is shown that the second is 
negligible in finite aperture receivers which intercept only a small fraction of the scattered energy. 
Experimental measurements of scintillation at three sites in the United Kingdom using the European 
Space Agency's Olympus satellite are described. The experiments also included a concurrent 
distrometer measurement of rain drop size distribution in one site. A digital processing method is 
devised for extracting scintillation-induced fluctuations and rain attenuation time series from the 
jumble of fluctuations in raw propagation data. 
Results of an extensive analysis of measurements on the Olympus-Sparsholt downlink ( at a frequency 
of 20 GHz and path elevation of 29.2°) are presented. Peak-to-peak scintillation amplitude exceeded 
1.35 dB during 1% of one-minute intervals in the year. The mean corner frequency of scintillation 
power spectral density was 0.27 Hz. The variation of hourly scintillation intensity was well 
approximated by a lognormal distribution, although a Gamma distribution was followed as well in 
some months. Scintillation amplitude followed a normal distribution over short term intervals of 
weak-to-moderate turbulence. 
There was good agreement with the ITU-R prediction of seasonal and annual average scintillation 
intensity and with their prediction of scintillation fade distributions at annual time percentages above 
0.4%. The Moulsley-Vilar model gave good prediction of scintillation fade for annual time 
percentages above 0.01%, but consistently overestimated scintillation enhancements. Semi-empirical 
models are developed which give the annual cumulative probability distribution of scintillation fade 
and enhancement. A model for worst month scintillation statistics is also derived. These new models 
gave excellent agreement with our measurements and are applicable to any satellite link. 
Diurnal and seasonal trends of scintillation are discussed. It is shown that scintillation is polarisation 
sensitive, being more pronounced on vertically polarised signals than on signals transmitted with 
horizontal polarisation. The impact of scintillation on satellite communication systems is discussed 
and a scheme is developed for applying scintillation measurements on a satellite downlink to remote 
sensing of the atmosphere. 
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1. INTRODUCTION 
1.1 SUMMARY 
The use of the Ka-band for satellite communications offers a number of important advantages over 
lower frequencies. These include 
" smaller antennas 
" narrower beamwidths permitting implementation of space diversity techniques 
" relief of spectrum congestion 
" larger bandwidths, and 
"a more efficient utilisation of the geostationary arc 
However, atmospheric impairments become quite severe at higher frequencies thus necessitating a 
thorough understanding of these propagation phenomena and a careful quantification of their impact 
to aid the design of reliable satellite communication systems. Although rain is the most important 
cause of degradation and outage in high availability systems operating at frequencies above about 5 
GHz, scintillation will be a significant degradation factor in certain satellite systems such as 
" Systems operating at high frequencies and low path elevation angles 
" Low margin systems 
" Very small aperture terminal (VSAT) systems 
" Low availability systems 
" Systems located in sparse-rain regions 
This chapter discusses the importance of the study of radiowave amplitude scintillation to satellite 
communications at Ka-band frequencies. Mention is made of several areas of application of the study 
of scintillation on earth-space links. The main aim of the work described in this thesis is to 
understand radiowave amplitude scintillation and quantify it to aid satellite communication systems 
design and operation at Ka-band frequencies. The objectives of the work are outlined followed by a 
summary of each of the remaining chapters of the thesis. 
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1.2 SATELLITE COMMUNICATIONS IN KA-BAND 
Satellite communications was pioneered on a commercial scale in 1965 in C-band inside the 1-10 
GHz window. Celestial and atmospheric radio noise have a combined system effect which is 
minimum in this frequency range [1]. C-band also offers minimal atmospheric propagation 
impairments and is for these reasons near optimum from a system design perspective. However, there 
are a number of debilitating factors in the exploitation of lower frequencies such as the C-band for 
satellite communications. First, the principal determinant of earth station cost is the antenna size. 
The gain G of an aperture antenna is given by [2] 
G= -q41rA/%2 (1.1) 
where 71 is the illumination efficiency, A is the aperture area of the antenna, and ? is the signal 
wavelength. This gain is directly proportional to the square of the product of operating signal 
frequency and antenna diameter. If the signal frequency is halved, the antenna gain falls by a factor 
of 4. To maintain the same gain at a lower frequency the antenna diameter must be increased by the 
same factor as the frequency is decreased. It is apparent therefore that operations at lower frequencies 
will necessarily involve comparatively larger antennas and consequently higher earth station costs 
than at higher frequencies. The original C-band standard-A antennas in the INTELSAT system were 
approximately 30 in in diameter, and contributed significantly to the overall cost (more than US$10 
million. ) for a complete earth station [3]. Such high costs preclude earth station ownership by 
individuals and small businesses. 
Secondly, C-band frequencies are shared with terrestrial microwave relay systems. This creates 
serious interference problems especially near large cities. Yet another problem at lower frequencies is 
the limited available bandwidth. The explosive growth in the demand for satellite communication has 
caused congestion of the spectrum at C-band. Also launches of many satellites operating 
contemporaneously in C-band has resulted in crowding of the geostationary orbital slots for C-band in 
some portions of the orbit. These slots have a mandatory minimum spacing of 2 degrees to avoid 
interference between adjacent satellites operating at the same frequency [4]. 
The above problems can be alleviated by the use of higher frequency bands for satellite 
communications. The utilisation of higher frequency bands has indeed been the trend in satellite 
communications for more than 20 years. This trend can be observed in figure 1.1 where the number 
of geostationary satellites in the 11-17 GHz region launched into orbit for five year intervals from 
1965 to 1994 [5] are presented. We note that the Ku-band was not used for satellite communications 
prior to 1970. A total of 14 geostationary satellites were launched between 1965 and 1969 all using 
frequencies below 6 GHz [4]. The Ku-band (14/11 GHz) has been increasingly used since 1970 for 
the fixed satellite and broadcasting services. Judging by the current trend this band will also be 
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congested in the near future. The next higher frequencies allocated in the Ka-band for fixed satellite 
services (30/20 GHz) are therefore the frequencies of the future. 
The Ka-band frequency range is attractive for satellite communications because it offers a number of 
important benefits: 
1. It caters better to the need for more bandwidth to accommodate the rapidly increasing information 
transfer requirements of our society. The 1979 World Administrative Radio Conference (WARC) 
adopted the allocation to fixed satellite service of bandwidths of 1 GHz in the 6/4 GHz band, 1 
GHz in the 14/12 region, 3.5 GHz in the 30/20 GHz (Ka-) band, and 3 GHz in the 43/40 GHz 
region. We note that the available Ka-bandwidth is larger than the bandwidths available in the C- 
and Ku-bands put together. 
2. It allows for the use of smaller size antennas. This significantly lowers the cost of earth stations 
and makes the emerging satellite applications such as VSAT systems commercially viable. 
3. It allows a more efficient utilisation of the geostationary arc. The 3-dB beamwidth of an antenna 
[21,03dB = 72). /D is inversely proportional to the product of operating frequency and antenna 
diameter D. As frequency increases, the smaller beamwidth permits spacecrafts to be more 
densely packed in orbit with minimum mutual interference. 
4. The Ka-band provides a significant reduction in interference since it is not shared with terrestrial 
microwave relay links and also can be operated with more directive antennas at reduced costs. 
5. Spectrum conservation techniques such as satellite switched multiple spot beams and polarisation 
diversity can be more efficiently implemented at the higher operational frequency offered by the 
Ka-band. 
However, a drawback with satellite systems using the frequency bands above 10 GHz is that with the 
exception of signal attenuation by gaseous absorption lines, the severity of tropospheric impairments 
increases dramatically with frequency. The design of reliable satellite communication systems to meet 
desired service availability and quality requires characterisation of the statistical performance and 
time dynamics of the atmospheric channel at these frequencies. A review of propagation impairments 
in Ka-band is given in Chapter two where it is shown that the ionosphere is transparent to Ka-band 
frequencies and that all the degradation in this band arise in the troposphere, the lower portion of the 
atmosphere. 
Most satellite service requirements are specified on a percent of time basis. For example, a link 
availability of 99.99% of an average year is usually specified in the national telephone system. The 
broadcast satellite service (BSS) specifies link performance in terms of an outage of 1% of the worst 
month, corresponding to a 99% link availability in the worst month. Using the ITU-R [61 
recommended empirical relationship between worst month percent outage PW and annual percent 
outage Pa 
Pa = 429PW1.15, Pw _ 2.94Pao. 87 (1.2) 
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the BSS specification translates to an annual availability of 99.7%. At Ka-band the dominant 
propagation impairment in such high availability systems is rain attenuation the annual cumulative 
distribution of which is strongly correlated with the annual cumulative distribution of ground 
measured point rainfall rate[7]. The ITU-R divides the world into 15 different rain climatic zones. 
The distribution of rainfall intensity is assumed to follow the same pattern in each zone. Figure 1.2 
shows the cumulative distributions of rainfall-rates in these zones for time percentages between 1% 
and 0.001% of an average year (data from table 1 of [8]). A large part of mainland Europe falls in 
zone E while most of Britain lies in zone F. The rain attenuation exceeded on the Guildford-Olympus 
link at frequencies from C-band to Ka-band for 1%, 0.3%, 0.1% and 0.01 % of an average year is 
shown in figure 1.3. To achieve an availability of 99.99% at 30 GHz a propagation margin of 27 dB 
would be required to alleviate the effect of rain. The required rain margin for transmission at the 
same frequency falls significantly to a value of only 3 dB as the availability requirement is relaxed to 
99%. It will now be shown that rain effect can be entirely ignored in low availability systems. 
It is demonstrated in table 1.1 that the ITU-R recommended values of rainfall intensity distribution in 
zone F is matched exactly by the following equation: 
R=2.6097exp{2.6273x10-3/p-2.1755x10'5/p2-0.4312p2-(0.4777+2.783x10'6/p2)lnp1 (1.3) 
where R is the rainfall rate in mm/hr exceeded in zone F for p% of an average year. 
In equation 1.3 the value of p for which R becomes very small, say 0.01 mm/hr or less, gives the 
approximate time percentage during which rain is expected to occur in the region. By substitution we 
findthat R=0.33mm/hrat p=2%, R=0.11 mm/hr at p=2.5%, R=0.03mm/hrat p=3%and R= 
0.007 mm/hr at p=3.5%. Thus rainfall is not expected to occur in zone F for more than about 3.5% 
of the time. The percentage rainy times of the other zones may be obtained in a similar manner. Low 
availability systems which can tolerate outages exceeding the percentage rainy time of the station's 
rain climatic zone will therefore be able to operate successfully without a rain margin. However such 
systems will still face degradation caused by other atmospheric phenomena such as scintillation. 
Table 1.1 Rainfall rates in ITU"R rainfall climatic zone F 
Percentage Rainfall Rate (mm/hr) 
of time ITU-R Equation 1.3 
1 1.7 1.7 
0.3 4.5 4.5 
0.1 8 8 
0.03 15 15 
0.01 28 28 
0.003 54 54 
0.001 78 78 
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1.3 THE ROLE OF AMPLITUDE SCINTILLATION IN SATELLITE 
COMMUNICATION 
Scintillation is the condition of rapid fluctuations of the parameters of a radiowave, namely amplitude, 
phase, angle of arrival and polarisation due to time-dependent irregularities in the refractive index of 
the transmission medium. Perturbations in these radiowave parameters are perceived in the receiver 
as enhancements and fades of the signal amplitude about its mean level. In the ionosphere, the 
irregularities are localised variations in electron density which cause small-scale fluctuations in 
refractive index. However, ionospheric scintillation though large at UHF frequencies drops off rapidly 
as frequency increases, phase scintillation decreasing as f-1 and amplitude scintillation decreasing 
more rapidly as f -n, where 1<n<2 [9]. Scintillation of Ka-band earth-space signals therefore arises 
mainly from tropospheric refractive index perturbations caused either by the turbulent mixing of air 
masses of different pressure, temperature and humidity, or by the random distribution of scatterers 
[10]. 
1.3.1 Satellite Communication Systems Affected By Scintillation 
Scintillation occurs to varying degrees in clear air [11], cumulus cloud [12], and in rain [13,14], and 
will always be present in a Ka-band satellite link. The intensity of tropospheric scintillation increases 
with increasing frequency, decreasing elevation angle to the satellite, and decreasing receive antenna 
aperture size [15]. Though rain attenuation is in general the predominant factor on communication 
signals, scintillation will be an important degrading factor on some satellite links such as 
Systems operating at high frequencies and low elevation angles: This will be the case for high 
latitude Ka-band links to geostationary satellites. A geostationary satellite is not visible beyond 81.34° 
from the subsatellite point in latitude or longitude. Within this visible portion of the earth the 
elevation angle gradually decreases from zenith at the subsatellite point to zero at the circular fringe 
as figure 1.4 shows for path elevations to a geostationary satellite from earth stations of latitudes from 
0 to 81.34° and longitudes spaced at 10° from the subsatellite point. The maximum elevation angle 
for stations at latitude 70° or above is 11.5°; this decreases to a maximum of 1.33° for stations at 
latitude 80° or beyond. Stations above latitude 81.34°N or below 81.34°S cannot see a geostationary 
satellite. Below about 10°, scintillation and large-scale refractive-index stratification in the 
atmosphere which give rise to ray bending and ducting (below 1°) may combine to produce fades in 
excess of 20 dB [16]. Most commercial systems therefore impose a minimum elevation angle of 5°, 
and in some cases 10°, below which performance is not guaranteed [15]. 
Low-margin systems: Cox et al [12] in a study of cloud-produced amplitude scintillation observed 
over 1000 scintillation-produced fades of over 1 dB at 28 GHz in two summer months and noted that 
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such frequent events could produce repeated outages on earth-space links having small attenuation 
margins. 
VSAT systems: Satellite communication systems are pre-eminent in the point-to-multipoint and 
multipoint-to-multipoint arenas [3]. There is a growing interest in the use of Very Small Aperture 
Terminals (VSATs) in satellite communication links operating in Ku and Ka bands. Small size 
antennas eliminate tracking requirements and significantly reduce the cost of earth stations. 
However, they will experience stronger scintillations [17]. A microscale diversity technique has been 
suggested [17] for overcoming the degrading effects of scintillations on such systems. 
Low-availability systems: Several emerging applications of satellite communications such as private 
wire systems, data dissemination and retrieval, tele-education, and electronic news-gathering do not 
require the high availability specifications of public-switched telephony networks (PSTNs). The 
activity ratio (ratio of up time to total time) of some of these systems may be less than 10% [3]. 
Relatively low-availability will therefore be acceptable in such systems [ 18]. As the probability of rain 
is less than 5% in most temperate regions, scintillation may contribute as much as rain, or even more, 
to the total fade on systems with required availability less than 99% [19]. 
Sparse-rain regions: Rainfall is very light or rare in some regions of the world. In the ITU-R rain 
zone A for example, the probability of rain is about 1.2%; and rain, when it occurs, is mostly very 
light. The 0.001% point rainfall rate in zone A is only 22 mm/hr. It is instructive to examine the 
contribution of rain to path attenuation in such sparse-rain regions and compare it to scintillation. In 
figure 1.5 the current ITU-R rain attenuation and scintillation fade models [20,21] are employed to 
plot the distributions of scintillation and rain fades at 20 and 30 GHz in ITU-R rain climatic zone A 
on a path of 10° elevation angle. It is observed that as the time percentage goes up both scintillation 
fade and rain fade exceeded go down; however, rain fade falls more rapidly and scintillation becomes 
comparatively more important at lower availability. In fact for time percentages of the year greater 
than 0.5% and 2.5% for 20 GHz and 30 GHz frequencies, respectively, scintillation-induced fade 
exceeds rain fade. We note that though the probability of rain in this region is about 1.2%, rain 
attenuation is appreciable beyond this time percentage. This is because the probability of intercepting 
rain on a low-elevation earth-space path is higher than the probability of rain at the earth station. 
1.3.2 Impact of Scintillation on Satellite Communication Systems 
Scintillation affects satellite communication systems in a number of ways. Scintillation-induced 
enhancement on a satellite uplink may increase intermodulation noise in a multi-carrier satellite 
transponder and could reduce the GI ratio of other carriers through the transponder [22]. 
Scintillation fades are additive to rain attenuation and impose additional margin requirement for 
reliable performance. Step-tracking systems or uplink power control ( ULPC ) systems require 
considerably fast response times for smooth operation in the presence of strong scintillation. 
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The study of scintillation is therefore imperative in the design of reliable Ka-band satellite systems. A 
statistical characterisation of the scintillation channel in the form of cumulative distribution of 
scintillation fades is required for sizing antennas and amplifiers to provide the scintillation margin 
needed for reliable performance. Knowledge of the temporal and spatial dynamics of scintillation will 
guide in the construction of signalling format and adaptive algorithms for power control, data rate 
change, and coding rate change, and in the application of other scintillation countermeasures such as 
microscale diversity [1,17]. The distribution of the duration of scintillation fades allows performance 
measures such as percentage of degraded minutes and error-free seconds [23] to be estimated. 
Knowledge of the seasonal and diurnal dependence of scintillation will be useful to occasional-use 
satellite services which could then be scheduled to avoid scintillation peak periods. The probability 
density function of scintillation amplitude can be applied to derive theoretical estimates of the average 
bit-error probability on a scintillation-degraded digital satellite link [22]. A study of the spectral 
components of scintillating signals may yield information useful for remote sensing of the atmosphere 
[24]. The polarisation sensitivity of scintillation may help to differentiate between rain- and 
turbulence-induced scintillation and provide yet another tool for remote sensing. If the dependence of 
scintillation on meteorological and link parameters is known, then scintillation in a given scenario 
can be estimated without measurements or based on measurements in a different situation. For 
example, uplink scintillation activity can be estimated from observation of scintillation on the 
downlink if the frequency dependence of scintillation is known. There is therefore ample motivation 
for the study of Ka-band amplitude scintillations. 
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1.4 RESEARCH OBJECTIVES 
This thesis titled Amplitude Scintillation of Ka-band Satellite Signals focuses on a theoretical study of 
radiowave amplitude scintillation in general and on an experimental investigation of amplitude 
scintillation on a moderate elevation Ka-band satellite link. The aim of the research was to 
understand and quantify amplitude scintillation and to present the findings in a form that is useful for 
satellite system design and the possible application of scintillation as a remote sensing tool. The 
specific aspects of scintillation experimentally investigated include 
0 Diurnal and seasonal variation of scintillation 
" Cumulative distribution and probability density function of scintillation intensity 
" Effect of the length of measurement interval on the statistics of scintillation intensity 
0 Cumulative distribution and probability density functions of scintillation enhancements and fades 
" Spectral analysis of scintillation 
" Rain-induced scintillation 
0 Frequency scaling of scintillation 
" Differential scintillation 
" Dependence of scintillation on meteorological parameters 
0 Application of scintillation to remote sensing of meteorological parameters 
" Impact of scintillation on Ka-band satellite communication systems 
It is shown in Chapter four that prior to Olympus most of the experimental investigations of 
scintillation in Europe were carried out at frequencies below the Ka-band. The launch of the Olympus 
satellite in 1989 with propagation beacons at 12.5,19.8 and 29.7 GHz provided the opportunity for 
detailed investigations of Ka-band amplitude scintillation. These investigations were particularly 
necessary in view of the growing importance of Ka-band frequencies to satellite communication and 
the increasing interest in low availability low-margin systems where scintillation becomes the 
predominant degrading factor. Some of the results of Olympus measurements of amplitude 
scintillation by other European experimenters have been recently reported in the literature [25-27] and 
summarised in [19]. However, this thesis presents a comprehensive study of amplitude scintillation at 
Ka-band and a number of novel results some of which are mentioned below. 
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1.5 ORIGINAL WORK 
" An original and comprehensive review of propagation effects at Ka-band frequencies is presented. 
" New equations are developed for the terminal velocity of falling raindrops in three drag regimes. 
" The difficult and time consuming task of estimating the scattering amplitudes of oblate spheroidal 
raindrops have been eased by the derivation of simple expressions which give these scattering 
coefficients as a function of equivalent drop radius, signal frequency, angle of incidence, wave 
polarisation, and drop temperature. 
" The theory of radiowave amplitude scintillation in continuous and particulate media is discussed 
in a systematic manner. It is shown theoretically and confirmed by a distrometer experiment that 
variations of rain drop size spectra make a significant contribution to the scintillation of waves 
propagating in a rain-filled medium. 
A new propagation data processing technique for isolating rain attenuation and scintillation from 
the jumble of fluctuations in the measured raw satellite beacon signal is developed. The new 
method relies on digital filtering of the data and makes it possible for example to obtain rain 
attenuation time series without the need for concurrent radiometer measurements usually required 
to set the zero attenuation or clear sky reference level. 
" Generalised semi-empirical models have been developed which give the annual and worst month 
cumulative distributions of scintillation intensity in terms of the level of one-minute intensity 
exceeded for time percentages between 0.003 and 50%. The input to the model are the path 
elevation angle, signal frequency antenna diameter, average relative humidity, and average 
ambient temperature. The ITU-R scintillation model [21] presented in chapter four gives the 
mean value of scintillation intensity over a period of at least one month in terms of meteorological 
and link parameters but does not provide any information on the statistical distribution of intensity 
"A new model is developed for the distribution of scintillation fades and enhancements on a 
satellite link. In addition, an empirical relationship is developed between scintillation intensity 
and scintillation peak to peak amplitude, the two most commonly used parameterisation of 
scintillation. Thus the peak to peak amplitude excursion arising exclusively from scintillation in a 
given measurement interval can be estimated from the interval's scintillation intensity, and vice 
versa 
" The most extensive study of experimentally observed short-term probability distribution of 
radiowave amplitude fluctuations in a turbulent medium is carried out involving the analysis of 
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nearly half a million distributions. One of several important findings of the study is that weak 
fluctuations follow a lognormal amplitude distribution under conditions of stationarity. 
" The effect of the length of scintillation intensity measurement interval on the statistics of 
scintillation is investigated using measurement intervals from one minute to one hour. It is shown 
that the distribution of 60-minute intensities over a period not much more than one month follows 
a lognormal distribution and occasionally a gamma distribution, whereas the distribution of 
intensities of measurement intervals much less than one hour do not. 
" The polarisation sensitivity of scintillation is explored using a quantity called differential 
scintillation intensity. This is the difference in dB between scintillation intensities of H- and V- 
polarised signals which differ only in their polarisations - one polarisation being orthogonal to the 
other. It is shown that scintillation is most severe on vertically polarised radio signals. 
"A new scheme is proposed for utilising measurements of radiowave amplitude scintillation at two 
frequencies for remote sensing of wind speed and atmospheric turbulence parameters. 
1.6 OUTLINE OF THESIS 
The remaining chapters of the thesis cover the following areas. 
Chapter two gives an overview of amplitude scintillation and presents the fundamental theory of 
atmospheric turbulence and its production of amplitude scintillation, and the statistical tools employed 
in the description of random fields and propagation phenomena. 
Chapter three discusses experimental techniques in radio propagation research and describes the 
experimental arrangements used for our investigations. It also outlines data processing procedures 
used to abstract scintillation and rain attenuation from the raw propagation data. 
Chapter four gives a very comprehensive analysis of the distribution of scintillation intensity and 
relates it to peak to peak scintillation amplitude fluctuations. Many useful findings on the probability 
distribution of intensity and the seasonal and diurnal pattern of scintillation are reported. 
Chapter five presents a detailed characterisation of the fluctuating signals in both time and frequency 
domains. The short-term distribution of scintillation amplitude is studied. The long-term 
distributions of scintillation fades and enhancements are given and compared with the Moulsley-Vilar 
and ITU-R models. The shape of the scintillation amplitude distribution is characterised by the 
skewness and kurtosis, and by a new statistic called the spread index. Spectral analysis is also 
presented and the spectral shape related to scintillation intensity and meteorological variables. 
Remote sensing applications of the spectral shape parameters are discussed. 
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Chapter six discusses in detail the effects of various meteorological and link parameters on 
scintillation. The parameters include polarisation, frequency, receive antenna diameter, temperature, 
relative humidity, and rain. 
Chapter seven concludes with a summary of the findings of the study. The impact of scintillation on 
Ka-band satellite communication systems are briefly outlined. Suggestions for further research are 
also given. 
Appendix I discusses other propagation effects at Ka-band frequencies and presents models for 
estimating the severity of reflective and refractive effects, rain attenuation, fog attenuation, gaseous 
absorption, dust attenuation, and depolarisation. 
Chapter four contains numerous diagrams which have been placed in appendix 11 to enhance the flow 
of the thesis. 
A few publications were produced in the course of the research work reported here. These are listed 
in appendix III. 
More than 200 computer programs were developed to perform a variety of computation, analysis, 
prediction, data acquisition and data display functions. For example, plotmenu. m is a program 
implemented with pull down menus which provides a comprehensive graph plotting interface in the 
MATLAB environment. Probably the most innovative of these algorithms is func. m and its 
associated files. These were developed over a period of one year to obtain the best analytical function 
fit to experimental data through extensive regression analysis. Due to lack of space, a listing of the 
source codes of the programs cannot be included in the thesis. Further information about these 
programs can be obtained from the author through the Centre For Satellite Engineering Research, 
University of Surrey, Guildford, UK 
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1.7 CONCLUSION 
A justification for the study of amplitude scintillation in Ka-band satellite signals has been given. It 
was shown that the current trend in fixed and broadcast satellite services and many emerging 
applications of satellite communications is towards higher frequencies and cheaper earth stations. 
The situations under which scintillation becomes an important or predominant degradation factor on a 
satellite communications link were discussed and its impact on the link were outlined. The aspects of 
scintillation which are of interest to communications system design and remote sensing were 
identified. The objectives of the research reported in this thesis were given and some of the novel 
results alluded to. An outline of the thesis presentation was given. 
The next Chapter will present an up to date overview of scintillation and give a detailed discussion of 
the theory of scintillation and the statistical tools necessary for radiowave scintillation analysis and 
quantification. This will lay the theoretical foundation for the rest of the thesis to build on. 
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2. THEORY OF RADIOWAVE AMPLITUDE SCINTILLATION 
2.1 SUMMARY 
An overview of scintillation is presented covering a brief review of past scintillation measurement 
experiments using satellite signals, and a summary of the characteristics of scintillation including its 
dependence on various meteorological and satellite link parameters, and on the size of the scattering 
volume. The parameters frequently used to quantify scintillation are also defined. 
To aid our analysis and discussion in the thesis, the statistical models which are most commonly 
employed in radio propagation research are introduced. A brief treatment of random fields is 
presented with emphasis on the statistical quantities employed in the description of such fields and the 
relationship between these quantities. 
Scintillation is then considered in detail, first in a random continuum and then in a random 
particulate medium. For the random continuum medium, we first outline how atmospheric turbulence 
is produced and present a physical description of the process. The variance and spectrum of 
amplitude fluctuations in an earth-space communications link arising from these turbulent processes 
are obtained for point and finite aperture receive antennas. In the case of particulate media the 
scattering characteristics of single particles are discussed followed by a treatment of various 
approximate methods for including the effect of a polydispersion of such particles. With emphasis on 
rain, scintillation in a discrete random medium is identified as comprising fluctuations in the 
scattered incoherent signal and variations in the attenuation of the direct coherent signal. Both 
components of the rain-induced scintillation are quantified and it is shown that the first is negligible 
in finite aperture antennas compared to the second. 
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2.2 OVERVIEW OF SCINTILLATION 
This thesis is devoted to the study of amplitude scintillation on a Ka-band earth-space path. 
Scintillation was introduced in chapter one and its role in satellite communications was discussed. To 
begin our treatment of the theory of scintillation we summarise in this section the general 
characteristics of scintillation and the parameters which are used to quantify the phenomenon. A 
discussion of the physical processes within the troposphere that give rise to scintillation will be taken 
up in section 2.5 after a treatment of statistical models in radio propagation research and statistical 
tools in the description of random fields. 
2.2.1 Characteristics of Tropospheric Scintillation 
Measurements of tropospheric scintillation have been carried out by different experimenters at various 
frequency bands in several geographical locations. These include among others, observation with a 
radio telescope [1], measurements over a 22-day period using the US satellite TACSATCOM-1 7.3 
GHz beacon [2], limited measurements at 2,4,20 and 30 GHz using the NASA ATS-6 satellite [3-5], 
experiments at 4 and 6 GHz in Canada using the ANIK and LES satellites [6,7], and in Norway using 
the INTELSAT and SYMPHONIE satellites [8], and OTS measurements at 11 and 14 GHz in Europe 
[9-11]. More recently, extensive tropospheric, scintillation measurements were performed in the USA 
and Europe at 12,20 and 30 GHz using ESA's Olympus satellite [12-15]. Evidence from such 
experiments and theoretical considerations presented later point to the following general 
characteristics of scintillation: 
1. Scintillation is strongly dependent on temperature and humidity. Warm humid climates are more 
prone to scintillation than cold, less humid ones. A consequence of this dependence on 
meteorological variables, is that scintillation also exhibits geographic, seasonal and diurnal 
patterns of variation. Scintillation tends to be lower at higher latitudes, but does not have any 
significant longitudinal dependence for a given latitude. It is shown in chapter 4 that daytime 
scintillation is generally higher than scintillations at night, and that summer scintillations far 
exceed those in winter. Karasawa et al [16] found that there is a high correlation between the 
monthly average scintillation intensity a and the wet term of refractivity N, r averaged over the 
same month. They give the following relationship between the two quantities: 
a=0.15 + 5.2 x 10-3 NW dB (2.1) 
The dependence of NW on pressure, temperature and relative humidity is discussed in section 2.4. 
It is shown in chapter 4 that the ITU-R scintillation model [17] predicts that totally dry climates 
will experience the same amount of scintillation irrespective of their temperature. It would be 
interesting to experimentally verify this rather surprising conclusion. 
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2. The assumption that atmospheric refractive index fluctuations follow a Kolmogorov-type spectrum 
leads to a dependence of scintillation intensity on frequency of the form a«f 7112. Measurements 
by Yokoi et al [18] and Thompson et at [19] reported results ranging from j' to f "s. Karasawa [16] 
derived a net frequency dependence of J'-'5 from his data. However, more recent measurements 
reported by Haidara et al [14] and Ortgies [15] using the Olympus satellite seem to confirm the 
validity of the theoretical frequency dependence. Haidara noted that intensity scaling between 20 
and 30 GHz followed the theoretical value in all conditions. On the other hand, a diurnal 
variation of the scaling ratio involving the 12 GHz scintillation intensity was observed. At 
elevation angles below about 4° this frequency dependence is bluffed by multipath effects. 
3. There is some correlation between scintillation and wind speed. Banjo and Vilar [20] observed 
correlations of 0.313 and 0.314 between scintillation intensity and the hourly values of overall and 
transverse wind speeds, respectively. In chapter 4 the observed higher incidence of very strong 
scintillation (ß > 1.69 dB) in autumn than in spring (though both are of comparable temperatures 
and humidity) is attributed to the preponderance of strong winds in autumn. Scintillation spectral 
studies reveal that the reduction of the high frequency temporal spectral asymptote of scintillation 
by finite antenna apertures becomes less effective as the cross path wind speed increases. 
4. The amount of scintillation observed is a function of the size of the irregularity or scale size, the 
distance between the irregularities and the receiver, the first Fresnel zone-, and the antenna size. 
This is briefly explained with the help of figure 2.1. Consider an irregularity of transverse linear 
dimension de in the propagation path between a transmitter T and a receiver R at distances dT and 
dR from T and R, respectively. 
A 
Figure 2.1 Definition of fresnel zone 
Let a direct ray TBR just graze one edge of the irregularity and an indirect ray TAR be reflected or 
appear to be reflected from the other edge of the irregularity. The distance do is said to be a 
Fresnel zone radius if the difference between TAR and TBR is an integer multiple of a half 
wavelength. That is, if 
TAR = TBR + nX/2 n=1,2,3, ... 
(2.2) 
If dT» do then 
TAR = ýd+4)2+ýdd+dR)' dT+dR+ 
dT+2j- (2.3) 
It follows from equations 2.2 and 2.3 that 
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T dT" B dR R 
d= nrdR 
^- dT + dR 
(2.4) 
On an earth-space path the above equation may be further simplified by noting that dT » da on 
the downlink, and dT « dR on the uplink. Thus 
do = nXz 
where the reduced path length z is given by 
(2.5) 
z_ 
dR(dr - dR)/dr downlink (2.6) 
dr(dR - dT)/dR uplink 
The first Fresnel zone radius is d,, the second is d2, and so on. Components of all rays passing 
through odd-ordered Fresnel zones are diffractively focused to some degree while even-ordered 
Fresnel zones add destructively. Radiation from adjacent zones are 180° out of phase, the 
amplitude of the contribution from each zone decreasing with increasing n. Thus the scale size of 
an irregularity which gives the greatest effect is that which is equal to the first Fresnel zone 
We may look upon the irregularity as a source of wavelets whose phases change in sympathy with 
the fluctuations within the irregularity. The Fresnel distance of the irregularity is defined ( as for 
an antenna) as d,, 2/A,. Beyond this distance, the superposition of these wavelets is perceived in 
the receiver as amplitude scintillations. If the receive antenna aperture is larger than the first 
Fresnel zone, the fluctuations are spatially averaged by the antenna. 
As elevation angle increases z 
and hence the first Fresnel zone; decrease. The combined effect of these is that tropospheric 
scintillation is significantly reduced at high elevation angles and large antenna diameters. For an 
earth station located at the subsatellite point, if the turbulent layer is at a height of 1 km, then on 
the downlink, dT = 34 786 km and dR =1 km. Equations 2.5 and 2.6 give first Fresnel zones 
d, of 3.87 m and 3.16 m, respectively at frequencies of 20 and 30 GHz. 
5. Spectral analyses of scintillating signals reveal a band limited spectral power density with a cut-off 
frequency of about 1 to 3 Hz at X-band [21]. A roll-off in the spectrum as f&' has been observed at 
various elevation angles and frequencies [22-25]. This agrees well with theoretical considerations 
for tropospheric scintillation [26,27] and differs from a roll-off of V in ionospheric scintillation 
[28]. Based on theory, Tatarski [27] suggests a Fresnel frequency of 0.1 Hz. However, the above 
measurements reported a Fresnel or corner frequency of 0.3 Hz at an elevation angle of 30°, and a 
much lower value of about 0.06 Hz for low elevation angles of 6.9°, 7.1° and 8.9°, probably due to 
larger bulk effects of the atmosphere which slow down the fluctuations at the lower angles. Wet 
and dry scintillations ( that is, scintillation in the presence and absence of rain, respectively) have 
the same critical frequency and roll-off, but the equiprobable amplitude of wet scintillation is 
higher than that of dry scintillation [29,30]. The contribution of raindrop size spectra fluctuations 
to scintillation is studied later in the thesis. 
6. Scintillation is a non-stationary process, the intensity of which varies according to meteorological 
conditions. Over a short time period when meteorological variables remain constant the amplitude 
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distribution of weak scintillation is reported to obey a log-normal distribution [31,32]. The short- 
term amplitude distribution of strong scintillation has greater probability density in the tails than 
the log-normal distribution and is asymmetric with a definite negative bias [33]. The best fit to 
the short-term amplitude variation of such strong scintillations is given by the Nakagami-Rice 
distribution which is described later. In the long-term, the standard deviation of the short-term 
scintillation distribution is also a random variable. The long-term distribution of scintillation 
amplitude will therefore be neither log-normal nor Nakagami-Rician. A model which fits this 
long term distribution must be of the form 
P(x) =j P(aJP, 
(x, ax)dß 
0 
(2.7) 
where P(x) is the probability density function of the long-term distribution of scintillation 
amplitude, P (a z) 
is the probability density of short-term standard deviation ax, P, 
(x, ß x) 
is the 
probability density of short-term amplitude distribution. Such a model has indeed been developed 
by Moulsley and Vilar [34] and is presented in section 2.3. 
2.2.2 Quantification of Scintillation 
In the early days of scintillation measurements, the two measures of scintillation most often used were 
the S4 index [35] and the Scintillation Index SI [36]. The S4 index is defined as the standard 
deviation of received power divided by the mean value of the received power: 
S4 = VF - (2.8) 
where A is the signal amplitude and the averaging is done over a time period short enough for 
meteorological conditions to remain reasonably constant. A time of one minute is considered 
adequate [37], but ten minutes has also been used [34]. The effect of the choice of averaging interval 
on the scintillation statistics is discussed in chapter 4. An S4 value of 0.5 is taken as the boundary 
between weak and strong scintillation. 
The SI index is defined by 
SI = (Pmax - Pmin) / (Pmax + Pte) (2.9) 
To avoid overemphasising extreme values, Pmax is taken as the third peak down from the highest peak 
that occurred in the period, while Pmin is similarly the third peak up from the lowest peak in the 
period. 
Scintillation may also be quantified by the peak to peak excursion of scintillation amplitude 7p in the 
measurement interval: 
xpp - Xmax - xmin dB 
(2.10) 
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where scintillation amplitude x is the resulting signal amplitude in dB after data pre-processing to 
extract variations caused by scintillation from the jumble of fluctuations in the measured raw data. A 
step by step procedure to achieve this is discussed in chapter 3. In the above equation Xax (L) is 
the maximum (minimum) amplitude of the signal during a short-term interval of say, one minute. 
Currently, the parameter most commonly used to characterise scintillation is scintillation intensity ßx. 
This is simply the standard deviation of x in the short-term measurement interval. An empirical 
relationship between xp. p and a is developed in chapter 4. 
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2.3 STATISTICAL MODELS 
Atmospheric parameters which affect radiowave propagation are in general random functions of time 
and space. Propagation phenomena are therefore usually analysed and quantified by means of 
statistical methods. Statistical models distinguished by one or more parameters are employed to 
represent these phenomena with acceptable accuracy. These models are usually specified by a 
probability density function p(x) which gives as p(x)dx the probability that the variable x lies in the 
infinitesimal interval x-', -Ax to x+dx, or in terms of a cumulative distribution function F(x) which 
gives the probability that the variable is less than or equal to x. Thus the two functions are related by 
F(x) = Js p(u)du (2.11) 
Z n-dn 
where xmjn is the smallest possible value of the random variable x. 
The most important model distributions in radio propagation research are introduced. 
2.3.1 Normal or Gaussian Distribution 
The normal or Gaussian distribution arises when values of the variable result from the additive effect 
of a large number of random causes each of them of relatively small importance. For example, if we 
apply the central limit theorem to the random walk undergone by the phase of a radio wave in 
traversing a random medium we find that the phase will be a Gaussian variate [38]. The same 
theorem leads to a prediction of a normal distribution of scintillation amplitude [39] which seems to 
be supported by experimental results [40,41]. The probability density function p(x) and the 
cumulative distribution function F(x) are given by 
(2.12) P(x) -Q 2n exp -1 a 
m)i 
F(x) =I ý 
exp 
1- 2( 
x) 
for x>0 [2] 
(2.13) 
2n (0.661x + 0.339x2 + 5.51) 
where m and a are the mean and standard deviation of the variable x respectively , and 
Je_u2du 
erf(y) (2.14) 
0 
The results of extensive tests of one-minute distributions of scintillation amplitude against the 
Gaussian model will be presented in chapter 5. 
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2.3.2 Log-normal Distribution 
This distribution arises (instead of the normal distribution) when the effects of a large number of 
small random causes are multiplicative rather than additive. Then it is the logarithm of the variable 
and not the variable itself that has a normal distribution. If the medium is modelled as consisting of 
layers of phase-perturbing structure, the real and imaginary parts of the complex phasor E 
representing the wave field will be perturbed by multiplicative effects in adjacent slabs of the medium 
and the intensity of the wave will follow a log-normal distribution [31,32]. Strohbehn [39] has argued 
that when a receiver is located in a turbulent medium composed of sufficiently wide slabs oriented 
perpendicular to the direction of propagation then the received signal amplitude has a lognormal 
distribution. The Log-normal distribution well describes the distribution of the intensity of weakly 
scintillating radio waves under conditions of constant turbulence intensity (i. e. frozen turbulence) 
[34]. Its probability density and cumulative distribution functions are given by 
P 
ßx12ýt 
ex pQ mý2 x>0 
p(x) = (2.15) 
0 elsewhere 
F(x) =1+ erf 
1ä 
2m) 
(2.16) 
where m and a are the mean and standard deviation of lax respectively. 
The characteristic values of x are given in terms of m and ß as follows [42]: 
mode = exp(m-(Y'); 
median = exp(m); 
mean = exp(m+&/2); 
rms value = exp(m+62) and 
standard deviation = exp(m+a2/2)V[exp(&)-1] 
It will be shown in chapter 4 that the variation of hourly scintillation intensity over periods not much 
more than aponth follows a lognormal distribution. 
23.3 The Rayleigh Distribution 
The Rayleigh distribution describes the amplitude distribution of a radio wave at locations far from a 
strongly-scattering medium where propagation has produced a uniform distribution (modulo 271) of 
random phases among the elemental wavelets [43]. The field at the receiver is the sum of a large 
number of independently-scattered wavelets as is the case in tropospheric beyond-the-horizon 
propagation or in line-of-sight propagation when the turbulent medium is a small slab and the 
receiver is located far from the slab [39]. In general this distribution is obeyed by a steady signal 
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accompanied by noise when the noise completely dominates. The probability density and cumulative 
distribution functions are given by 
I IZ 22 
z0 
P(x) = 
exp - 4x (2.17) 
0 x<0 
l 
F(x) = 1- ex -z2Ixz0 (2.18) 4) 
where q is the mode (the most probable value) of x. 
Other characteristic values of x are: 
median = q'I(21n2); 
mean = q'(ir/2); 
rms value = qI2; and 
standard deviation = q'I(2-7rJ2) 
2.3.4 The Nakagami-Rice Distribution 
The Nakagami-Rice distribution is obeyed by a steady signal accompanied by noise. It is a 
generalisation of the Rayleigh distribution and can be considered as the distribution of the length of a 
vector which is the sum of a fixed vector and another vector whose length has a Rayleigh distribution. 
Its probability density is given by 
x x2+x °2 P(x) = qexp - lo(q ) (2.19) 
where q is the most probable length of the Rayleigh vector, x0 is the amplitude of the fixed vector, 
and lo is the modified Bessel function of the first kind and of order zero. We note that equation 2.19 
gives the Rayleigh distribution of equation 2.18 when the fixed vector is non-existent, that is when 
x,, = 0. The distribution of the amplitude of a weakly scattered radio wave at distant points from the 
scattering medium follows this distribution. If turbulence on an earth-space path is confined to a thin 
layer and the scattered components at the receiver have normally distributed amplitudes and 
uniformly distributed phases, the resultant observed signal amplitude will follow the Nakagami-Rice 
distribution [44,45]. In multipath propagation applications the sum of the power in the fixed vector 
and the mean power in the random vector is constant. The distribution then depends on a single 
parameter such as the fraction of the total power carried by the random component. 
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2.3.5 The Gamma Distribution 
The Gamma distribution includes a wide class of specific distributions. Its probability density 
function is 
v 
P(x) = f(v) x`-'e 
Ox x0 
10 otherwise 
(2.20) 
where 0 is a scale parameter of variable x and v is a parameter of the distribution. The function 
rývý = jx°'`e dx v>0 0 
is the Gamma function. 
The characteristic values of x are: 
mean = v/p; 
rms = I[v(v+1)]/ß and 
standard deviation = 4v/j3. 
(2.21) 
The parameters of the Gamma distribution corresponding to measurements of a variable x will 
therefore be given by 
0 =-, v= (m/a)Z (2.22) 
where m and a are the measured mean and standard deviation of x respectively. 
We note from equation (2.20) that when v=1 the Gamma distribution reduces to the exponential 
distribution, and when 0= 1/2 and v= d/2 (d is a non negative integer parameter) we have the 
chi-square distribution. The most common application of the Gamma distribution in propagation 
studies is its use for representing rainfall rates. However, it will be shown in chapter 4 that the 
variation of 60-minute scintillation intensity in monthly periods sometimes follows the Gamma 
distribution. 
2.3.6 The Nakagami-M Distribution 
The Nakagami-M distribution [46], an alternative generalisation of the Rayleigh distribution, has 
been very widely used for describing radio wave intensity scintillation since it is independent of any 
phase-related parameter. It provides a more general form for the combination of randomly scattered 
wavelets, yielding the Rayleigh distribution as a special case, and, with suitable choice of parameters, 
closely approximating the Nakagami-Rice distribution. Wang et al [22] reported that the observed 
signal amplitude fluctuations during scintillation on a low-elevation angle C-band satellite uplink 
follows a Nakagami distribution. The probability density function of the Nakagami-M distribution is 
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M 2M-i 
P(x) =rMM exp -J 
where 
< 
S2=<x2>, M=(22)2 z 1/2 always 
(2.23) 
(2.24) 
and o denotes averaging. The parameter M is the inverse of the normalised variance of x2. By 
expanding the denominator of the second expression in equation 2.24 and evaluating the averaging 
operator we find that 
f1Z 
<x 
We note the following: 
(2.25) 
" When M=1 the Nakagami-M distribution reduces to the Rayleigh distribution. This follows from 
equations 2.17,2.21,2.23 and 2.24. 
"M= 1/2 gives the one-sided normal distribution (see equation 2.12) 
" The Nakagami M-distribution approaches the Nakagami-Rice distribution (equation 2.19) as M 
approaches unity from above 
0 If a variable has a Nakagami M-distribution, then the square of this variable has a gamma 
distribution (equation 2.20). 
2.3.7 The Moulsley-Vilar Distribution 
This model distribution was developed by Moulsley and Vilar [34] to describe the long-term 
distribution of scintillation amplitude based on the assumption of a normal distribution of short-term 
scintillation amplitude and a variable scintillation intensity which is lognormally distributed. The 
inventors of the model obtained good agreement between the predictions of the model and 
experimental results obtained at Portsmouth Polytechnic (50.7925 °N, 1.0944 °W) using the Orbital 
Test Satellite (OTS-2) circularly polarised 11.786 GHz beacon viewed at an elevation angle of 30.9°. 
Haidara et al [141 also found that the model performed quite well for scintillations at 12,20 and 30 
GHz on a 14° elevation path between Blacksburg and the Olympus satellite. The best performance of 
the model was obtained at 12 GHz. However, the model requires accurate determination of two 
complicated parameters: the mean of the scintillation intensity and the standard deviation of the log- 
variance of scintillation intensity. For the OTS-2 measurements by Moulsley and Vilar, these values 
were 0.09 dB and between 1.0 and 1.8, respectively. Because it is not possible to obtain such values to 
the required accuracy without direct on-site measurements, the Moulsley-Vilar model has been 
criticised [47] as lacking engineering utility. 
The probability density function of the Moulsley-Vilar distribution is given by 
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+2 `lA (2.26) P(x) - aal- a, Tt 
f exp- 
A22 
+ x22 e -A 
A 
ýa ýM 
where 
A= ln((y 
x2/am2) 
and 
(2.27) 
x =- Scintillation amplitude (dB). This is the instantaneous received amplitude measured in dB 
relative to the mean signal level. 
axe = Variance of x fluctuations observed over a short-term period of say 10 minutes. This is the 
square of scintillation intensity. 
as Standard deviation of 1n((; x2) 
amt Exponential of the mean of ln(ax2), that is am = expl 
2< 
In(ax2)>1 
The parameters ßa and ßm may be calculated as defined above from the distribution of ln(ax2). 
Alternatively, these parameters may be determined from the kurtosis and overall variance of X. The 
kurtosis K of a distribution is defined as the fourth moment of the deviations of instantaneous 
sample values from mean, normalised by the square of the variance. In this case 
K= <(x-<x'_4> 
ax (2.28) 
_ 
[(x4_4<x>x3ý6<x>2x2)/N_3<x>4}/4 
where 
z2 - 
x2 -N<x >2 (2.29) 
is the variance and N the number of samples of the overall distribution. 
The parameter ßa of the distribution may be determined directly from the kurtosis as 
Q, = 1n (K/3) (2.30) 
The variance of the pdf of equation 2.26 is the overall mean <ax2> of short-term variances. It can be 
shown that [34] 
<ßx2> = ßm2exp(aa2/2) (2.31) 
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Thus Q6 and c may be determined from equations 2.30 and 2.31 once the kurtosis and mean 
variance of the overall or long-term distribution of x is known. 
Comparison of seasonal and annual distributions of scintillation amplitude on the Olympus-Sparsholt 
link with the predictions of the Moulsley-Vilar model was performed. The results of these tests are 
presented in chapter 5. 
Figure 2.2 gives sample plots of the model distributions introduced above for the parameters indicated 
on each plot. 
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2.4 RANDOM PROCESSES AND FIELDS 
2.4.1 Atmospheric Refractive Index 
With the exception of resonance absorption by atmospheric gases and radio noise emission, most 
propagation phenomena in the atmosphere are dictated primarily by the magnitude and variability 
(both temporal and spatial) of the atmospheric refractive index m. At radiowave frequencies m is a 
function of temperature, pressure, and water vapour content. As m differs from unity by only about 3 
parts in 10,000 it is usually more conveniently described by the radio refractivity N defined as 
N= (m-1) x 106 (PPm) (2.32) 
which has values in the neighbourhood of 300. The total refractivity in the troposphere comprises two 
terms, the dry component Nd in a clean dry air, and the wet component N, V due to the contribution of 
water vapour: 
Nd = 77.6P/T (ppm) (2.33) 
NV, = 375000e/T2 - 5.6e/T = 373e/T2 (ppm) (2.34) 
Atmospheric refractivity is therefore given by the formula 
N (ppm) _ 
776 (P+481Oe/T) (2.35) 
where ppm denotes parts per million, T is the temperature in Kelvin, P is the atmospheric pressure in 
mbar, and e the water vapour pressure in mbar is related to the water vapour density p by 
p (gm 3) = 216.7e/T (2.36) 
Equation 2.35 is accurate to within 0.5% for frequencies up to 100 GHz [481 
The atmosphere is usually in a state of turbulent motion. The temperature, pressure and humidity 
fields undergo random small-scale irregularities or turbulent fluctuations superimposed on larger- 
scale variations (such as diurnal or seasonal, and regional). The vertical profile of N in a standard 
atmosphere can be approximated by an exponential decrease with height h (km) above sea level, 
recommended by the ITU-R [49] as 
N(h) = 315e-('/736) (2.37) 
However, in practice atmospheric refractivity fluctuates randomly in time and space, and an accurate 
deterministic description is not possible. Statistical methods must therefore be relied on to express the 
structure of such a random variable. 
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2.4.2 Description of Random Variables 
We shall consider a multi-dimensional random variable f (F, t) which fluctuates randomly in time 
and space. If f is observed at a fixed point in space, the resulting random variable will be called a 
random process or function f(t). Alternatively, we may observe the variable simultaneously at 
different points in space giving rise to a random field f(r). 
The probability density function which predicts the distribution of the amplitude of a random variable 
was discussed in the previous section. A random variable is said to be stationary if the density 
functions describing the variable are invariant under a translation of time. The variable is said to be 
ergodic if time averaging is equivalent to ensemble averaging; which means that a single sample time 
function of the variable (- a random function generated by taking samples of the variable at a fixed 
point in space) contains all possible statistical variations of the variable. A complete specification of a 
multidimensional random variable would require knowledge of the kth order probability density 
function p, jp2... fkdfdfz". "dff, which gives the probability that sample values of the variable taken at 
times t,, tz,. " ", tk lie in the respective infinitesimal intervals (f, -' df,, f1- df, ), (f2-Wf2, fz+Wf2), ..., (ft- 
dfk, ft+'-idfk), where k can be any positive integer. This leads to a formidable expression. In practice, 
it is adequate to specify simpler statistical quantities of the variable such as the mean, the correlation 
function or covariance function, the spectral density function, and the structure function. We shall 
define these quantities on the random function f(t) generated by observing the field f at a particular 
point in space, and on the three dimensional random field f(r) obtained by taking spatial samples of 
f at a fixed time instant. Both definitions yield the same results if f is both stationary and ergodic. 
The mean or expected value of a random variable f (F, t) is given by 
mf=<f (F. t) >=f: f (t)PF«>df (2.38) 
where PF(, ) is the density function which gives the distribution of the sample values of the variable 
observed at time t, and <> denote averaging. Equation 2.38 gives the ensemble mean off. For a 
stationary process, the density function is constant in time, and mf is time-invariant. Also for an 
ergodic process, ensemble averaging may be replaced by temporal averaging of a particular sample 
realisation fi(t) of the variable. The sample realisation are values of the random variable observed 
at a particular point F over a long period of time. 
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2.4.3 Random Processes 
2.4.3.1 Correlation Function 
The autocorrelation function Rf(ti, t2) of the random function f(t) is the mean or expectation of the 
product f(t) and f(t2): 
Rf(t1, t2) = <f(tdf(ts)> = f_f_ff2PF, F1dfdf (2.39) 
where pFF2 is the second order density function of the process. 
The autocovariance function C, (t1, t2) is similarly defined as 
Cf(ti, tx) = <ýf(ti)-mf(tý)ý ýf(t2)-mý(t2)ý> (2.40) 
When f(t) has zero mean as is usually the case if f(t) represents fluctuations about a mean level, then 
Cf(t1, t2) and Rf(ti, t2) are identical. If f(t) is stationary, its probability density functions are invariant 
with time. Rf(t1, t2) then depends only on the time difference r= t2 - t, so that 
<f(t)f(t+T)>. Rl(tl, t2)=R1(t2-tl)=Rf(t) = (2.41) 
The autocorrelation function of a stationary random process has the following important properties 
1. Rf(0) is the mean-square value of the process f(t) 
2. Rf(ti) is an even function of ti 
3. IRf(rýSRl(0) for alit 
4. Rf(T) tends to zero as t tends to infinity provided f(t) does not contain any periodic components 
5. The Fourier transform of RA(T) is real, symmetric, and nonnegative 
The time T. in which R. (r) falls to e' of R, (0) is called the correlation time. 
2.4.3.2 Power Spectral Density Function 
The correlation function of a stationary random function can be represented in the form of a Fourier 
integral with random amplitudes [50]: 
Rf(ti) = eJ'Sf((o)dco (2.42) 
where 
Sf(w) - 2n J e'1ý"R(, ý)d, ý 
(2.43) 
is non-negative and is called the power spectral density of f(t). It follows from equation 2.42 that 
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R1(0) = <11(t)! 2 >=f Sf(w)duo (2.44) 
If f(t) is the magnitude of a velocity vector, then < (f (tf > is the mean kinetic energy of a unit mass 
of fluid and, as equation 2.44 shows, Sf(w) is the spectral density of the energy distribution. 
2.4.3.3 Structure Function 
Meteorological variables are non-stationary. Their mean values undergo slow changes with time. If 
F (t) =f (t +ti) -f (t) is a stationary random function, then f (t) is called a random function with 
stationary increments. To characterise such functions, Kolmogorov [511 introduced the structure 
function defined by 
D1 (T) =< [f (t +T) - f(t)f (2.45) 
In the special situation where f(t) is a stationary random function, it follows from the defining 
equations 2.41 and 2.45, and assuming R1(co) =0, that the correlation function and the structure 
function can be expressed in terms of each other as follows 
D1(ti) = 2[Rf(0) - Rf(ti)] 
(2.46) 
RJ(r) =2 LDf(oo)-Df(ti)] 
2.4.4 Random Fields 
If we assume that f(r) is a random function of the spatial co-ordinates F= (x, y, z) we may define 
corresponding descriptive statistical quantities for f(r). Stationarity translates to homogeneity 
whereby the statistics of the field is independent of position. In addition, f (F) is said to be isotropic 
if its statistics are the same in all directions within the field so that observations along any fixed line 
contain all possible variations of the field. 
The spatial autocorrelation function is given by 
Rf (r, r2) _< f(r)fr)> (2.47) 
which for a homogeneous field depends only on r, - rZ so that 
Rf r, r2) = Rf(r - r2) = Rf(r) (2.48) 
The value of r at which R1 (r) has decreased to e' of Rl(0) is called the correlation length or 
integral scale of the field. 
A 3-dimensional Fourier transform of Rf(r) defines the power spectral density of f(r'): 
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O(K = (2n)3! 
l1Rf(Fý-iK.: d (2.49) 
Rf(F) 
= !! lý. ý'ýK)eý": dK 
(2.50) 
where K= 210 and l is the scale of the turbulent eddy. 
c(R) reveals how energy is distributed among the different perturbations in the field. The Fourier 
transform pair given by equations 2.49 and 2.50 may be simplified in the case of an isotropic field 
where Rf(r) depends only on 171 by introducing spherical co-ordinates and carrying out the 
integration over the two angles. This yields [39] 
ID(x) = 2--rrRJ(r)sin(xr)dr 
(2.51) 
Rf(r) = 
4r f) K(D(K)sin(Kr)dK (2.52) 
Furthermore the correlation function of a homogeneous and isotropic field may be fully represented by 
measurements along a single direction, say x. A one-dimensional Fourier transform pair for the one- 
dimensional correlation function R1(x) is then defined as 
V(ic) =nj. Rf(x)e'Jdx (2.53) 
Rf(x) = f" V(ic)eJ'"dic (2.54) 
where b(ic) and V(K) are related by [50] 
ý(k) __I 
dV(x) 
(2.55) 
The structure function of f(? ) is defined as 
Df(F) =< [f (F, +F)- f(ii)1 > (2.56) 
which is independent of r if f (F) = h(F) + cc , where h(F) is a homogeneous field and aa random 
variable [39]. The magnitude of Df(r) characterises the intensity of the fluctuations with scale sizes 
comparable to or smaller than r. 
If f(r) is homogeneous then the structure function may be determined from the mean-square value of 
the field and the correlation function as 
Df(1) = 2[Rf(0) - Rf(r)] 
(2.57) 
Finally the structure function D1(r) of f(T) is related to its spectral density fi(x) by 
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Df(r) = 2555 (I-cosx. r»(K)dK 
which, if f(P) is both locally homogeneous and isotropic, simplifies to 
Df(r) = Sir 
fo (1- SiKrr)ý2 
K)dlc 
(2.58) 
(2.59) 
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2.5 RADIOWAVE AMPLITUDE SCINTILLATION IN RANDOM MEDIA 
We discuss in this section the theory of amplitude wave scintillation in random media. There are 
three kinds of random media: 
1. A random continuous medium or random continuum is characterised by an index of refraction 
which varies continuously and randomly in time and space. Examples are tropospheric and 
ionospheric turbulence, planetary atmospheres, solar corona, turbulence in water, clear-air 
turbulence and biological media. 
2. A random particulate medium is a random distribution of many discrete scatterers. Examples 
include rain, fog, smog, hail, aerosols, particles in the ocean, blood cells, polymers and molecules. 
3. A third category of random media are rough surfaces. These may be mathematically described as 
a series of large facets on which small scale roughness is superimposed. Examples are vegetation 
cover and ocean surfaces. 
Rough surfaces play an insignificant role in radiowave amplitude scintillations on slant paths at 
elevation angles above about 5°, and are therefore completed omitted in the following discussion 
which concentrates on the physical and electromagnetic modelling of random continuous and 
particulate media to estimate scintillation effects. The particulate medium considered is rain, though 
the results can be extended to the other types of particulate random media by a change of the drop size 
distribution model and the permittivity of the scatterer. 
2.5.1 Random Continuous Media 
2.5.1.1 Production Of Turbulence 
Laminar flow of a viscous fluid is characterised by the flow velocity v, the kinematic viscosity V 
(m2/s), and a characteristic length L. The Reynolds number of the flow Re is the ratio of the kinetic 
energy per unit mass per unit time to the dissipated energy ( due to viscous effects ) per unit mass per 
unit time 
Re = vL/v (2.60) 
If energy is introduced into the flow and Re is increased by increasing v, then beyond a certain critical 
value Req the flow becomes unstable and turbulence sets in. A velocity fluctuation v, in a region of 
size I is characterised by a characteristic time r= 1/v,, specific energy v, 2, velocity gradient vul, and 
specific energy dissipation rate e= vv2/l2. This fluctuation will be sustained only if the rate of 
transfer of energy per unit mass (c - v, 2/i = v13/1) from the initial laminar flow to the fluctuational eddy 
exceeds the energy dissipation rate e in a unit mass of the eddy. Thus the ratio £J¬ must exceed some 
undetermined constant defined as Rea. We see that this ratio equals v /v. It has the same form as 
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(2.60) and is referred to as the inner Reynolds number of the eddy. The condition v, Uv > Re,, is most 
easily satisfied at large values of 1. Large eddies are therefore the most easily excited perturbations. 
Energy is put into the flow through the largest eddy of scale size I. o, called the outer scale of the 
turbulence. If the inner Reynolds number of the eddy also exceeds ReQ another eddy of size 1<4 is 
excited. Since Rea is typically very large (> 107 ) [52], viscous dissipation is negligible within a 
parent eddy. Thus the process continues, energy c being completely transferred from larger to smaller 
eddies throughout an inertial subrange corresponding to eddies of size 1 in the range (lo, L). Viscous 
effects dominate in the smallest eddies of size lo, and the energy they receive is completely dissipated 
as heat. Since the relation E=E holds for this smallest eddy of size lo and velocity fluctuation v0, we 
find that 
10 - (v3/E )va - L0/(Re)34 
vo .- (Ve)1M - vL. /(Re)vs 
(2.61) 
(2.62) 
where the second form of both equations results from a substitution e-v,, o3/I, o in the first. It follows 
from (2.61) that the larger the Reynolds number Re of the whole flow, the smaller the size of the 
velocity inhomogeneities which can arise. 
In atmospheric turbulence, the two main sources of energy are wind shear and buoyancy. Wind shear 
results from a spatial variation in average wind speed and the rate at which it introduces turbulent 
energy into the flow is proportional to the rate of change with height of the wind velocity components 
in a plane parallel to the earth's surface. Buoyancy is caused by convective heating of the atmosphere 
from the ground. This heating leads to thermal expansion and therefore a lowered density of the air 
mass immediately above the surface. This results in a buoyancy force which tends to lift the air mass 
upwards and gives rise to a turbulent mixing of air masses of different temperature and humidity. 
The rate of production of energy by wind shear and buoyancy are given respectively by [57] 
M_K 
ravx 2+ av, 2 
l. ý -ý- 
(2.63a) 
B= -Kh e (2.63b) 
where VX and VY are orthogonal horizontal components of wind velocity, KI is the coefficient of eddy 
viscosity, g is the acceleration due to gravity and Kh is the eddy coefficient of heat conduction 
2.5.1.2 Physical Model Of The Turbulent Field 
Eddies of sufficiently high order with size 1 which satisfies the condition 10 «1« Lo may be 
considered isotropic. Such eddies are characterised by their energy dissipation rate e, and the 
structure function D,, (r) = <[v(r)-v(0)]'> of the spatial velocity variation is therefore a function of r 
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and e only. Dimensional considerations require that E (m2/s3) and r (m) be combined in such a way 
as to give the correct units m2/s2 for the structure function. The only possible combination is (er)25 
and we conclude that D, a (e r). On the other hand, relative motions within eddies of size 1« lo is 
laminar and only smooth changes of velocity occur. If velocity differences are expanded as a series of 
powers of r and only the first nonvanishing term of the series is retained, we find that D, « r2. 
Thus 
D"(r) rya 
for 10 «r«L. (inertial range) jr2 
for r« 10 (dissipation range) 
(2.64) 
When velocity fluctuations are modelled as above (2.64a) by the two-thirds law, the spectral density 
for the distribution of energy among the various eddies has the form 
IC "' three - dimensions 
IC-5n one - dimension 
(2.65) 
where x= 2M is the spatial wavenumber, and the shape of the one-dimensional spectrum follows 
from the three-dimensional case according to equation 2.55. 
A quantity which does not affect the dynamic state of the turbulence and whose concentration within a 
volume element does not change when that element is shifted about in space is referred to as a 
conservative passive additive. Two such quantities in the atmosphere are 
the specific humidity, (i. e. the mass of water vapour per unit mass of air) q=0.622e/P, where 0.622 is 
the ratio of the molecular weight of water vapour to that of air, and e and P are the water vapour 
pressure and atmospheric pressure in millibar; 
the potential temperature 0=T+ yaz, where T is the Kelvin temperature, z is the height and Y. = 
0.0098 Km's is called the adiabatic temperature gradient. A rising parcel of air cools off 0.98° for 
every 100 m of increase in height. 
Atmospheric refractivity (equation 2.35) may be expressed as a function of the conservative passive 
additives q and 0: 
77.6P 7733q 1 
N- e -a zIO -a z) 
(2.66) 
Since the turbulent eddies carry with them the concentration of the passive additives, the fluctuations 
of the additives and hence of refractive index m will have the same form as the fluctuation of the 
velocity field given above. Therefore m has a structure function Dm(r) and spectral density (in three- 
dimensional wavenumber space) (Dm(r) given by 
CTr2p for 10 «r« D. (r) tCT[o'(r/lo)Z 
for r «10 
(2.67a) 
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(Dm(x) = 0.033Cm21C"13 for 21r/Lo Sic: 9 21rA, (2.67b) 
where Cm, called the structure constant is given by [57] 
Cm' = bNm/E 
1ß (2.67c) 
where N. is the rate of dissipation of the fluctuation of m, e is the energy dissipation rate introduced 
earlier, and b is considered a universal constant with a magnitude which is not well known but is 
estimated to be about 1.5 to 3.5. A value of b=2.8 is suggested by Monin and Yaglom [53]. 
Taylor's frozen turbulence hypothesis asserts that the refractive index at a fixed point within an eddy 
does not change significantly during the propagation time and that the turbulent structure is a floating 
frozen structure. Thus the structure constant may be derived from measurements of refractive index 
(by a refractometer or a combined temperature-pressure-humidity sensor) at a single spatial point 
through the expression 
Cm2(vdt)' =< [m(t) - m(t + dt)]2 > (2.68a) 
where m(t) and m(t+dt) are samples of the refractive index at times t and t+dt, v is the crosspath wind 
speed, and vdt must satisfy the condition 10 «vdt «L,. Cole et al [54] obtained mean values of Cm2 
in the range 0.5 x 10.14 to 4x 10-14 mm" from measurements on a dual link at 36 and 110 GHz over a 
4.1 km path at a height of about 50 m above central London. The decrease of Cm2 with height in the 
first few hundred meters of the atmosphere is approximated by the profile [55] 
Cm2(h) = Cm2(ho) (h/ho)d (2.68b) 
where h and ho are heights above ground, and d= 2/3 in a neutral atmosphere, while d= 4/3 in 
unstable atmospheres with upward heat fluxes and wind. Tatarski on the other hand suggests an 
exponential profile. 
Equation 2.67b for the energy spectrum (Dm(K) was first obtained by Kolmogorov and is usually 
referred to as the Kolmogorov spectrum. In practice Im(u) is found to exhibit large variability in 
slope [56],, and to have a slower decrease at small K and a more rapid decrease at large K than 
suggested by equation 2.67b [57]. This leads to the generalised Von Karman representation for bm(K) 
[56] which fits well over the inertial subrange and also describes the behaviour of the spectrum in the 
input (K < 21rJL. ) and dissipative (K > 21r/l0) regions: 
ý, 
ý(x) = a(n) 
e22 (2.69) 
where 
a(n) = 
r4n21) 
sin[n(n -3)/2]C', ý for 3: 5 n: 5 5 (2.70) 
and K. = 5.91/10. We note that a(n) = 0.033Cm2 for n= 11/3. 
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The condition L21cm2 »1 is generally true for atmospheric turbulence since L0 is usually tens of 
metres [58] -[62] and is is at least about 500 m't. Under this condition, and bearing in mind that 
<Am2> = Dm(0) by definition, it may be shown starting from (2.52) that for n>3, 
< t1mi >t n/2 
2n Lo (2.71) r(3/2)I'(i' ) 
and 
2 3-n 
Cm 2 
r(3/ (" ) 
I'(n -1) sin 
( (2.72) 
= 1.92<Am2>I, o'v', for n= 11/3. 
where Am denotes the deviation of atmospheric refractive index from its mean value and < m2> is the 
mean square value of the refractive index fluctuations. It is necessary to emphasise that in the above 
equations, n is a spectral slope parameter, and m refers to the refractive index except in icm. m is also 
the abbreviation for metres, but this use is always clear from the context. The use of m for the 
refractive index instead of the more traditional n avoids conflict with the use of n to refer to the 
spectral parameter here, and drop size distribution elsewhere. 
2.5.1.3 Electromagnetic Model Of The Turbulent Field 
The variations in refractive index outlined above will give rise to fluctuations in amplitude of the 
received signal of a wave propagating through the turbulent medium. Various quantities used to 
describe this fluctuation or scintillation were discussed in section 2.2.2. Here we define a variable g= 
ln(1 + AE/<E>) nepers where AE is the deviation of the instantaneous received amplitude from the 
mean amplitude <E>. We note that g is related to the scintillation amplitude x (dB) introduced in 
section 2.2.2 by x= (201og1 e)g. Therefore scintillation intensity ßx (dB) may be obtained from the 
variance ßg2 (neper2) of g by a'x = (201ogloe)4(ag2). 
2.5.1.3.1 Point Receiver 
Under the assumptions of homogeneity, isotropy, and frozen turbulence with a constant cross path 
wind speed v, the variance of g for a point receiver in a turbulent path of length L may be calculated 
from [63) 
(K 2L/ký 
Q8 = 21[k2L jo 1c m(K 
I_ 
KLk 
jA (2.73) 
Recalling from (2.5) that the size of the first Fresnel zone at a distance L from the receiver is (?. L)'/I 
or (21tUk)", we see that the term in square brackets under the integral sign in (2.73) is a high pass 
spatial filter function fL(u) which reflects the decline in contributions to the signal fluctuations from 
eddies with sizes larger than the first Fresnel zone. The small scattering angles of large eddies mean 
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that their scattered field components arrive at the receiver with negligible phase differences and do 
not contribute to amplitude scintillation. The filtering action of this function is demonstrated in 
figure 2.3 which plots fi(x) against eddy size 1= 270c for turbulent path distances L of 250,1000 and 
4000 m. The dotted vertical lines are spaced at the first Fresnel zone distance /(XL) for L= 1000 m. 
A frequency of 30 GHz is assumed. 
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Figure 2.3 High pass spatial filter fL(ic) as a function of eddy size 1 and turbulent path distance 
L. This filter weights the contribution of a turbulent eddy of size 1 to the variance of signal 
amplitude at a receiver in a high pass fashion. Contributions from small eddies (high spatial 
wavenumber x) are 'passed', whereas large eddies (low x) have their contributions rapidly 
cancelled. The dotted vertical lines are spaced at /(XL) for L= 1000 m, X=0.01 m (f = 30 GHz) 
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We see that beyond an eddy size of q(2)LL) the relative contribution decreases rapidly, down to 0.37 at 
I= 2I(A. L) and to only 0.08 at 1= 3s1()LL). Furthermore, it is evident from figure 2.3 that as the 
turbulent path length L increases the cut-off eddy size increases as L", permitting a wider range of 
turbulent eddy sizes to contribute to signal fluctuations at the receiver. This means that in a layered 
atmosphere where turbulence occurs in thin horizontal layers, it is the layers furthest away from the 
receiver which will have the greatest effect in producing amplitude scintillation. 
By substituting (2.69) in (2.73) we obtain 
Q`2 = a(n)iOk«"'RLor(-n/2)sin(nir/4) for 1a < I(XL) «L. (2.74) 
which for n= 11/3 evaluates to 
Q`2 = 0.307Cm2k7'Ll" (Np)2 10 < /(XQ «L0 (2.75) 
or, more generally for an inhomogeneous path 
Q2 = 0.563k 7/6 Jo CC(z)zsl6dz (2.76) 
suggesting a'scaling of scintillation variance in frequency f and elevation angle 0 of the form 
Qai2/Qai = (ff2)'16(sinO2/sing, )"I (2.77) 
We note that equations (2.74) to (2.76) are approximate expressions which are valid only in the 
indicated range, 1o < /(XL) « L,, where the size of the first Fresnel zone of the turbulent eddies falls 
in the inertial subrange. It is seen from (2.5) that the first Fresnel zone size at Ka-band frequencies 
on an earth-space path is less than 20 m even for turbulent path lengths as large as 20 km. Thus with 
L0 typically 70 m or larger this condition is satisfied and (2.75) and (7.76) are applicable at Ka-band 
frequencies throughout most of the earth's atmosphere. Outside this range, the following 
approximations have been derived [54]: 
Q9 2=2.461"Cm2L3 
_ 7371. -'13f" C (Z) z2dz 
ail = <Am2>Ll, k2 
_ lk2j IL (&n2)dz 
for'I(XL) «1 (homogeneous path) (2.78) 
(inhomogeneous path) (2.79) 
for sI(XL) » L. (homogeneous path) (2.80) 
(inhomogeneous path) (2.81) 
where I is called the integral scale of turbulence and is of the same order as Lo. 
It should be noted that in practice there is significant variability in scintillation variance and spectral 
shape more than is reflected by (2.74) [64], [65]. Equation 2.73 assumes a uniform atmosphere in 
which Cm2 and <Am> are constant along the path. In practice these parameters will vary 
significantly along the path, and the filter function in (2.73) has to be modified to take account of this. 
If we assume a layered atmospheric structure in which these parameters are constant in a layer of 
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thickness T= z2-zi, extending between z, and z2 along the path co-ordinate z, then the spatial filter 
fi(x) becomes [651 
fi(x) = 1- 
sin "kL cos ýk (ZI -z 
TO 
(2.82) 
2k 
Using this filter function and (2.69 & 2.70) in (2.73) gives [65] 
aä = a(n)n2k(6'"ßz2 2(1-y"n)r(-n/2)sin(nit/4) I(Oz) «L0 (2.83) 
where y= Zt/z2. It is interesting to observe that the above layered structure includes a uniform 
atmosphere as a special case when zl -* 0, Z2 = L, so that y -4 0 and (2.74) results as expected. 
Another important limiting case is that of a thin layer located at zi = Z2 = z, so that y -3 1, T« zj, yW2 
= [z, /(z, +T)]' -1- nT/(2z, ), and (2.83) reduces to 
ß`Z = a(n)ik(6-04Tz(o-2nr(1-n/2)sin(-nn/4) (thin turbulent layer) (2.84) 
where we have used the relation r(1-z) = -zr(-z) 
Not all values of spectral slope n are permissible in the above equations. For example, values of n in 
the range 2<n<3,5 <n<6,7 <n<8 and 8<n<9 give negative values of variance in (2.84), 
while integer values of n give zero variance in the same equation. Such results are obviously 
impossible in practice. For practical results the spectral slope should lie in the range 3<n<5, n#4. 
Equations 2.74 and 2.84 are plotted in figure 2.4 to demonstrate the effect on turbulence-induced 
amplitude scintillation of the choice of atmospheric model, spectral slope and turbulent path L. One 
notes that in the uniform turbulence model (2.74) the standard deviation of the signal fluctuation ß¢ 
(dB) is very sensitive to both L and n. The sensitivity to n is higher at larger values of L, the ratios of 
maximum variance to minimum variance being respectively 17,26 and 43 at L= 500,1000 and 2000 
m. Maximum scintillation occurs at n= nmex = 4.20,4.37,4.47, respectively, for these L values. The 
effect of a change in L is most pronounced in the region around nn,.,,. For example, at n=4.47, age 
changes by a factor of 22 for a 4-factor change in L from 500 m to 2000 m, compared to a much 
smaller change in aal by a factor of 8 when n=3.03. 
The thin turbulent layer model is also shown in figure 2.4 for a layer thickness T of 100 m located at a 
distance L from the receiver. The effect of some other value of T is to translate the curves vertically. 
Care must be taken in the choice of T in order not to violate the condition T«L. Though not 
apparent in the figure because of the comparatively smaller values of ag involved, this model is more 
sensitive to the choice of spectral slope n. The ratios between maximum variance (which occur at n= 
4.33,4.43 and 4.53 for L= 500,1000 and 2000 in, respectively) and minimum variance are 
respectively 24,38 and 64. These ratios exceed those for the uniform model quoted earlier. It is also 
noted that the impact of a turbulent layer depends very much on its distance from the receiver. Layers 
further away from the receiver induce larger signal fluctuations. This effect was discussed earlier in 
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terms of a spatial filtering process. In the near layers, only very small eddy sizes are effective in 
causing scintillation. 
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Figure 2.4 Dependence of the standard deviation of turbulence-induced amplitude scintillation 
on atmospheric model, spectral slope n, and turbulent path L 
The spectral density W8(cw) of g is found by invoking frozen turbulence and a cross path wind v, and 
Fourier transforming the correlation function Cg(vt) of g. Using the Kolmogorov spectrum, Ishimaru 
[57) derived the following expressions for the spectrum: 
WO(w) = 2.765a'/coo (Np)2/Hz w« (% (2.85) 
W--(w) = 7.13a2(0/wo)-IV; /0) (Np)2/Hz w» WO (2.86) 
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with as' given by (2.74). As Wg((o) has the appearance of low-pass filtered white noise spectrum, it is 
customary to interpret Wo(co) and Wg'(ou) as the flat low frequency asymptote and the roll-off high 
frequency asymptote, respectively. wb = v/(k/L, ) is known as a Fresnel frequency and is the ratio 
between the cross path wind velocity v and the eddy size most efficient at causing scintillation. The 
intersection between the two asymptotes defines a corner frequency w, = 1.43o which is directly 
proportional to wind speed. Consequently, the effect of an increase in v is to redistribute scintillation 
energy over a wider frequency band. It should be noted that the high frequency spectral slope is in 
general 1-n; the value of -8/3 in (2.86) is for the special case when the refractivity slope n= 11/3. 
Use of the filter function of (2.82) gives the asymptotic expressions 
I'(-"Z1)sin[ý"äy"/2) w« ü (2.87) 
ol 
W (w) = 4a(n 
2 
k(6-", ýr(#)r(' `)Z2 2(1-yXý )'"" FZ w» (O (2.88) 
which meet at the corner frequency 
_ 
(1- y) 
I"[ r(ý)r(ý) uc^-i) 
0 r(2)r(- 
92) 
sinn ; ^) 
(2.89) 
2.5.1.3.2 Finite Aperture Receiver 
The smoothing effect of a finite antenna aperture on the signal fluctuation has been studied by a 
number of authors. Haddon and Vilar [56] noted that when the transverse correlation length of the 
scintillating signal is smaller than the antenna diameter, the incident wavefront fluctuations become 
uncorrelated and the receiver output is a spatial average of the wavefront fluctuations over the 
aperture. The observed fluctuations are therefore smaller than expected for a point receiver. On the 
other hand, if receive antenna diameter is less than the correlation length, the fluctuations are well 
correlated over the entire aperture and the antenna practically acts as a point receiver. By treating the 
averaging process as a convolution of the spectral fluctuations with the two-dimensional antenna 
pedestal, they obtained the following antenna smoothing relation for scintillation variances observed 
with a point receiver (of diameter 0) and a finite aperture antenna of diameter D, 
02 ä(D) =aä 
(O)S2 (n, D, L, k) 
where for the special case of n= 11/3 we have 
S2(n, D, L, k) = 3.8637(x2 +1)11P2 sin[ 
1 
arctanl 
1 
Jý - 7.0835x5/6 
(2.90) 
1- 7.0835x516 for x«1 (2.91) 
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with x=0.0584kD2/L being the square of the ratio between the effective diameter D (- 75% of the 
physical diameter for typical reflector antennas) and the size of the Fresnel zone. 
The effect of a finite antenna aperture is to reduce the spectral content in comparison with the point 
receiver case. Haddon and Vilar [56] found that the normalisation to the point receiver is given by 
14 W (w, D) 
=x- 2(1 + x2)7I'6 sing 
3 
arctan 
1 
ß(o), 0) \) 
Wg'(w'D) 
= 1.053(w, /w)expý w2ýw; ý N'8 (w, 0) 
w«o , 1. <D<1, (2.92) 
w» ws, (0» OX (2.93) 
where x is as defined for (2.91) and w, = 4.1391v/D can be viewed as the frequency above which the 
spectrum becomes dominated by aperture smoothing effects and rolls off faster. The smoothing factor 
for the high frequency asymptote thus depends only on the ratio of wind speed to antenna diameter. 
The reduction of scintillation variance and spectral density by a finite antenna size is illustrated in 
figures 2.5 and 2.6. Figure 2.5 plots the ratio (expressed in dB) between values in a finite aperture 
antenna and a point receiver of scintillation variance and low frequency spectral density as a function 
of antenna diameter and turbulent path. The reduction ratio for the high frequency spectral 
components is shown in figure 2.6. It is noted that aperture smoothing has the greatest impact on the 
high frequency components of the fluctuations and the least effect on the low frequency components. 
For a given antenna size and turbulent path length, reduction in scintillation variance exceeds that of 
the low frequency asymptote but falls far below the level of reduction in the high frequency 
components. The high frequency reduction increases rapidly with spectral frequency and very 
dramatically as antenna diameter increases for a fixed wind speed. In all cases the smoothing effect is 
lower the further the turbulent layer is from the receiver. Thus on low-elevation paths where the 
turbulent path length is larger the smoothing effect of large antennas is significantly reduced and 
observed scintillations remain large. For example, consider a turbulent layer located at a height of 
1000 m above ground. On a 30° elevation path, the distance to this layer is 2000 in. We see from 
figure 2.5 that the variance smoothing effect of a 20 m diameter antenna will be reduced by 3.7 dB 
compared to a zenith elevation path. 
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2.5.1.4 Comparison With Experiment 
The theoretical model of the scintillation process outlined above gives estimates of the variance and 
spectrum of amplitude scintillations caused by scattering in turbulent eddies. One must ask to what 
extent these theoretical predictions agree with experimental observations. A good agreement would 
indicate that turbulence and not scattering or absorption by hydrometeors is the primary cause of 
scintillation. 
In section 2.2.1 a summary of the characteristics of scintillation was given with a number of 
references to experimental results. This showed that the theoretical -8/3 spectral roll-off and f 
16 
frequency scaling of scintillation are good estimates of actual occurrences on earth-space links. 
Furthermore, Cole's experiments [54] verified the validity of the t`716 frequency dependence of 
scintillation variance when the condition 1a < ''I(XL) « L. is met and the f dependence (equation 2.80) 
when /(? LL) » L., under homogeneous conditions. Of 140 experimental spectra examined by Vilar 
and Haddon [65] the mean spectral slope found was -2.95 compared to the theoretical -2.67; 78% of 
the slopes were in the range -2.5 to -3.5 corresponding to a refractive index spectrum wavenumber 
exponent n between 3.5 and 4.5. Aperture smoothing effects consistent with the above theoretical 
results have been observed in several propagation experiments (see for example [66]). Equation 2.91 
is now the standard method of scaling scintillation variance between different antenna sizes and is 
incorporated in the ITU-R scintillation model discussed in chapter 4. 
In the presence of a random distribution of scatterers such as rain drops, turbulence-induced 
amplitude fluctuations will be superimposed on fluctuations caused by absorption and incoherent 
scattering by the particles. It is necessary to understand the contribution of these scatterers to 
observed scintillation. 
2.5.2 Random Particulate Media 
The subject of wave propagation in random distributions of particles has been extensively treated in 
several books and review papers [57], [63], [67] - [75]. We present a brief summary of the relevant 
aspects of the theory and apply it to obtain estimates of amplitude scintillation in a random particulate 
medium formed by precipitation droplets in the atmosphere. The effect of such a medium on wave 
propagation is usually determined first, by obtaining the scattering characteristics of a single scatterer, 
and second, by applying a statistical treatment to include the effect of a random distribution of many 
scatterers. 
2.5.2.1 Single Particle 
2.5.2.1.1 Scattering Amplitude 
The scattering of an electromagnetic wave by a particle is parameterised by a complex quantity called 
the scattering amplitude f(e., e; ) and defined in the following expression which relates a linearly 
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polarised plane wave of amplitude Ej incident on the particle in the e; direction to the scattered field 
E, (r) in the e, direction at a large distance r> D2/7W from the particle: 
E$(r) = E; f(e,, e; )exp(jkr)/r (2.94) 
where k is the free-space wavenumber, ?, is the signal wavelength and D is a typical dimension of the 
particle such as its diameter. This quantity is a function of the directions specified by the unit vectors 
e, and e; and represents the amplitude, phase and polarisation of the scattered wave in the far-field 
region. An exact expression for f(e,, e; ) in terms of the total electric field E inside the particle is given 
by [74] 
2 
f(e,, e; ) = 
4, 
ý 
L, [-es x (e, x E)I(E, -1) exp(- jkr'. e, )dV' (2.95) 
where e, = E; + je' is the complex relative dielectric constant of the particle and the integration is 
performed over the entire volume V of the particle. It should be noted that F, and E are in general 
functions of position r' within the particle. 
2.5.2.1.1.1 Scattering Amplitude of Spheres 
Mie in 1908 obtained the exact solution of (2.95) for an isotropic homogeneous sphere. Several 
approximations for E have been employed to simplify the evaluation of (2.95) for scattering 
amplitude: 
Rayleigh Scattering: For a homogeneous dielectric sphere of radius a which is small compared to 
wavelength so that ka « 1, E in (2.95) is approximated with the electrostatic field E= 3E; /(c1 + 2) 
leading to 
s 8-l 
f(e,, e, ) = e, x(e, xe, ) Z 
Q3 
e'+2 
(2.96) 
where the unit vector ep gives the direction of polarisation of the incident wave. The upper limit of a 
is generally taken to be a=0.05k. Note that le, x (e,, x e, )I = sinn, where ß is the angle between ep 
and e;. This angular dependence is the same as for an electrical dipole oriented in the direction of E. 
Rayleigh-Debye Scattering (Born approximation): For a homogeneous dielectric sphere of radius a 
with either a relative dielectric constant close enough to unity or a size small enough so that (E, -1)ka 
1, E in (2.95) is approximated with the incident field E; so that 
f(e,, e; ) = e, x (ep x e, )k2(F, -1)F(kl) 
where F(ki) = [sin(k1a) - klacos(kia)]/ki', and ki =kIe, -e. 
I 
(2.97) 
Wentzel-Kramer-Brillouin (WKB) interior wavenumber approximation: For a dielectric sphere of 
radius a and relative dielectric constant c where I (cr-1)ka I»1 and I E-1 
I<1, E in (2.95) is 
approximated by a plane wave propagating in the direction of the incident field but with the 
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propagation constant of the medium of the scatterer, and the transmission coefficient at the surface is 
approximated by that of a plane wave for normal incidence. This approximation produces some 
simplification in the solution of (2.95) and gives results where the Rayleigh and Born approximations 
are not applicable. 
2.5.2.1.1.2 Scattering Amplitude of Nonspherical Particles 
Rain drops have spherical shapes up to a size of about 0.05 cm radius [76]. Beyond this size the 
droplets tend to have oblate spheroidal shapes and to fall with a certain canting angle. Rain drops 
larger than about 0.5 cm in radius are hydrodynamically unstable and break up even in laminar air 
stream [77]. The drop shape is often modelled by a spheroid having a ratio of semi-minor axis to 
semi-major axis equal to 1-a, where a is the equivalent drop radius in cm. To calculate the scattering 
amplitude of such distorted particles the boundary value problem at the surface of the scatterer has 
been solved by various methods. These include such approaches as perturbation [78,79], point 
matching [80] - [82], T-matrix [83] - [85], unimoment [86] - [88], Fredholm integral equation [89], 
and Spheroidal function expansion [90] - [91]. 
A common feature of these approaches is the complexity of the calculations involved, requiring 
lengthy and expensive computations. Holt [92], in a review paper compares these methods and 
discusses their computational demands. The author [93] applied regression analysis techniques to 
derive equations for the complex forward scattering amplitude of oblate spheroidal raindrops at 20 °C 
as a function of drop size (0.025 Sa50.325 cm) and frequency (4 SvS 30 GHz). Bivariate 
expressions were given for small drops (a: 5 0.125 cm). For larger drops where this is not feasible due 
to cross-overs and resonance ripples, regression equations were developed for the scattering amplitude 
as a function of frequency at selected drop sizes. These equations greatly simplify the task of 
estimating scattering amplitudes and they fit values calculated by point matching and Fredholm 
Integral equation with a correlation coefficient squared larger than 0.99 in all cases. However, though 
most of the bivariate equations give standard errors less than 5% and in some cases as small as 0.4%, 
the maximum error in their individual estimates of the scattering amplitudes may be much higher (up 
to 14% at the lower frequency boundary in a few isolated cases). 
The bivariate expressions for aS0.125 cm and 4: 5 v: 5 10 GHz are given below. The drop axis of 
symmetry of the oblate spheroid is defined to be the semi-minor axis and the subscripts V, H denote 
incident waves polarised in, and normal to, the plane containing the incident direction and drop axis. 
If f(0, ct) is the complex forward scattering amplitude for incident angle a, then we denote f0 _ 
fv, H(0,0), f, = fv(0, n/2), fu = fH(0, zd2); and f; = f; + jf1" where i=0, I, II. 
fo = (-20.42016 + 30.3265/v + 409.9178va + 2717.164va2 -12.39367v2a + 163.3393v2a2)Zx10-8 
+ j2.1765707x10'6exp(-0.5685353/va + 0.01830243/v22 + 7.585415va - 0.0598166v2a - 1.01898V22) 
(2.98) 
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f, = (-24.68523 + 36.05965/v + 449.7205va + 2015.95va2 -13.79604v2a + 171.3786v2a2)2x10-8 
+j1.510379x10'exp(-0.5030295/va + 0.01441351/v2a2 + 7.82377va - 0.03804423v2a - 1.206218v2a2) 
(2.99) 
f11 = (-18.63363 + 27.75776/v + 401.0012va + 2754.738va2 - 12.52326v2a + 172.5693v2a2)2x10-e 
+ j1.9825037x10-6exp(-0.5512278/va +0.01724584/v2a2 +7.86321va -0.07579744v2a -0.9527617v22) 
(2.100) 
Equations 2.98 to 2.100 give the complex scattering amplitudes for 0 and 90° incidence. However 
other angles of incidence a (= 90° - path elevation angle) are encountered on slant paths. The 
amplitude at incident angle a is given in terms of fo, f,, and f0 by [94] 
ful(0, a) = focos2a + fLIIsin2a (2.10 1) 
2.5.2.1.2 Cross Sections 
Another means of describing the interaction of a wave with a single particle is in terms of the cross 
section. The power scattered, absorbed or removed by both means from the incident wave can be 
represented by the scattering cross section a absorption cross section a,, and total or extinction cross 
section at, respectively. Let P. and P. respectively denote the rate of absorption and scattering of the 
incident energy by the particle, and S1 the amount of incident energy per unit time on a unit cross 
sectional area of the particle (that is, the incident power flux density). Then 
a, = PJS;, CF. = PJS;, at = (P, + P. )/S; (2.102) 
and it follows that 
a, = a, + a. . (2.103) 
Similar to (2.95), an exact expression for the absorption cross section is given in terms of the total 
electric field E inside the particle by 
= 
f 
V, '1El2dr'' (2.104) 
The ratio of the scattering cross section to the total cross section is called the albedo of the particle, 
and is by the above definitions P, /(P. + P, ). In order to represent the generally nonisotropic nature of 
scattering, we define the differential scattering cross section ßd which represents the power scattered 
by the particle in a particular direction e,: 
z 
ad(e,, e, ) = 1im 
r s° Ifýe, 
ýelyz 
(2.105) 
where S. and Si are the scattered and incident power flux density at a distance r from the particle. ad 
has the dimensions of area/solid angle, and when integrated over the entire solid angle it gives a,. 
The bistatic radar cross section ßb; and backscattering cross section (or simply radar cross section) ab 
often used in radar applications are related to as by 
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abý(es, e; ) = 4nßa(e9, ei), ab = 4ld(-eeI) (2.106) 
The forward scattering amplitude f(e;, e; ) and total cross section a1 are related through the forward- 
scattering or optical theorem by 
a, =4 Im[f (e,, e, )] " ep (2.107) 
Sometimes an efficiency factor is defined for the various scattering cross sections as the ratio between 
the cross section and the physical cross section A of the scatterer (= ira2 for a sphere of radius a). 
Thus we have scattering efficiency = aA; absorption efficiency = ß. /A; and extinction efficiency = 
(; JA. 
2.5.2.2 Polydispersion of Particles 
A number of approximations are utilised to solve the problem of electromagnetic wave propagation in 
the presence of randomly distributed scatterers. To discuss these approximations, we first define the 
concepts of coherent and incoherent fields and optical distance. 
2.5.2.2.1 Definitions 
Coherent and incoherent field: The propagating field E is expressed in terms of a complex field U as 
E= Re[Uexp(j(ot)] (2.108) 
where 
U= A(r, t)exp[jcp(r, t)] = <U> + Ue (2.109) 
and the amplitude A and phase cp fluctuate in a random manner but have a slow variation with time. 
The mean field <U> is called the coherent field and the fluctuating component Uf is called the 
incoherent field. I, = I<U>IZ is called the coherent intensity, I, = <IUfI2> is called the incoherent 
intensity, and their sum Ic + I; is called the average intensity <I>. It should be noted that in a general 
situation, both the coherent and incoherent fields are functions of time and position. 
Optical Distance: If a plane wave of intensity 1(0) is incident on a medium of uniformly distributed 
spherical scatterers all of radius a (i. e. a monodisperse distribution), then after traversing a distance z 
in the volume the intensity is reduced by scattering and absorption to I(z) given by 
I(z) = I(0)exp(-(3z) = I(0)exp(-) (2.110) 
The attenuation of the wave along this path of length z, usually expressed as a positive dB value is 
given by 
Aae = 10log[I(0)/I(z)] = 4.343ßz = 4.3434 dB (2.111) 
P is the attenuation coefficient of the medium in units of reciprocal length given by 
R= nTa1 (2.112) 
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where nT is the scatterer density, i. e., the number of scatterers per unit volume and of is the extinction 
cross section of the scatterer. The dimensionless quantity 
4= ßz = n, rß, z 
(2.113) 
is called the optical distance. If we say that the optical distance of a path of length z is ý then we 
mean that its attenuation is 4 nepers or 4.3434 dB. 
In a polydisperse distribution with scatterers of different sizes a, we define the average extinction 
cross section <ß, >: 
(a 
s) _-ja (a)n(a)da (2.114) 
where the scatterer density nT is given as in (Appendix I equation I. 15) by 
'Zr = Jon(a)da (2.115) 
The optical distance ý is now given by the expression 
14= JonT(ßr)dz (2.116) 
The term n(a)da in (2.114) and (2.115) is the size distribution of the scatterers which is discussed 
below. 
2.5.2.2.2 Drop Size Distribution 
The most convenient means of quantifying the presence of a large number of randomly distributed 
scatterers of various sizes is in terms of their size distribution n(a)da which gives the number of 
scatterers per unit volume with equivalent radius in the infinitesimal range (a, a+da). The equivalent 
radius of a scatterer is defined as the radius of a sphere which has the same volume as that of the 
scatterer. In appendix I, equation 1.27 gives an empirical size distribution of snow/ice particles, while 
an assumed size distribution of cloud/fog particles is given by (1.13). In this section we discuss the 
distribution of drop sizes in rain. It is important to note that in what follows, rain rate is measured in 
mm/hr, drop radius in cm, drop size distribution n(a) in cm'cm3 i. e., the number of drops per cubic 
centimetre of air with radius a in a1 cm interval, and the terminal velocity v in m/s. 
Rain drop size distribution has the form of the modified gamma distribution [70]: 
n(R, a) = A1(R)aPe'"2(R)a` 
where the parameters Ai and Az are in general functions of rain rate R and rain type. 
(2.117) 
Measurements of drop size distribution have been carried out by Laws and Parsons [95], Marshall and 
Palmer [96], Joss et al [97], and reported by Best [98]. An abridged version of Laws and Parsons' 
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data given in table 2.1 was published by Medhurst [99] in the form of the percentage P of total water 
falling per drop size interval. This is related to n(R, a) by 
n(R' a) 4.8 x 10aß 
v 
(a)a3Aa cmcm 
3 (2.118) 
where R is in mm/hr, v_(a) is the terminal velocity in m/s of a drop of radius a cm, and Aa is the 
radius interval. Laws and Parsons used a bin size of Aa = 0.025 cm. 
Table 2.1 Rain drop size distribution (percent P of total volume) for various rain rates [99] 
Drop radius, cm Precipitation rate mm/hour 
(Bin centre) 0.25 1.25 2.5 5 12.5 25 50 100 150 
0.025 28.0 10.9 7.3 4.7 2.6 1.7 1.2 1.0 1.0 
0.050 50.1 37.1 27.8 20.3 11.5 7.6 5.4 4.6 4.1 
0.075 18.2 31.3 32.8 31.0 24.5 18.4 12.5 8.8 7.6 
0.100 3.0 13.5 19.0 22.2 25.4 23.9 19.9 13.9 11.7 
0.125 0.7 4.9 7.9 11.8 17.3 19.9 20.9 17.1 13.9 
0.150 0 1.5 3.3 5.7 10.1 12.8 15.6 18.4 17.7 
0.175 0 0.6 1.1 2.5 4.3 8.2 10.9 15.0 16.1 
0.200 0 0.2 0.6 1.0 2.3 3.5 6.7 9.0 11.9 
0.225 0 0 0.2 0.5 1.2 2.1 3.3 5.8 7.7 
0.250 0 0 0 0.3 0.6 1.1 1.8 3.0 3.6 
0.275 0 0 0 0 0.2 0.5 1.1 1.7 2.2 
0.300 0 0 0 0 0 0.3 0.5 1.0 1.2 
0.325 0 0 0 0 0 0 0.2 0.7 1.0 
0.350 0 0 0 0 0- 1 0 0 0 0.3 
The other experimentally determined drop size distributions are: 
Marshall and Palmer: n(R, a) 
Joss Drizzle: n(R, a) 
Joss Widespread: n(R, a) 
Joss Thunderstorm n(R, a) 
Modified Joss Thunderstorm: n(R, a) 
Best: n(R, a) = 1.687x10-5a 
= 0.16exp(-82aR°. 21) cm'cm-3 
= 0.6exp(-114aR ° 21) cm'crn 3 
= 0.14exp(-82aR ° 21) cm'cm 3 
= 0.028exp(-60aR-0.21) cm'cm 3 
= 0.0262R°-°'exp(-60aR-0.2') 
'. '5R°. 31Aexp(-468.75aa25 R )522) 
(2.119) 
(2.120) 
(2.121) 
(2.122) 
cni'cm' (2.123) 
cm'cm3 (2.124) 
The modified Joss thunderstorm distribution results from a normalisation of (2.122) by Olsen et al 
[100] to satisfy the rain rate integral 
R= 4800n J°'"`a'v(a)n(R, a)da mm/hr (2.125) °min 
We note that (2.119) - (2.122) are special cases of (2.117) with Al = constant, p=0, q=1, and A2 
= cR-0. 
Some other less known rain drop size distributions have been proposed in the literature. These 
include the shifted lognormal distribution [101], the Weibull distribution [102], and proposals of the 
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form of (2.117) by Ulbrich [103] and Ugai et al [104]. It should be noted that in practice, there is 
significant spatial and temporal fluctuation of drop size spectra during a rain event. This arises from 
a combination of various physical factors such as drop generation in the rain-bearing cloud, 
evaporation, drop coalescence, drop break-up, and wind effects. Therefore in all cases values of the 
distribution parameters must be seen as representing the average condition which may be departed 
from very significantly at a given time. 
2.5.2.2.3 Terminal Fall Velocity of Rain Drops 
We see from (2.118) and (2.125) that knowledge of the fall velocity of rain drops is required to 
determine rainfall intensity from its drop size distribution and vice versa. Several measurements of 
the terminal velocity of water droplets in stagnant and turbulent air have been carried out by many 
experimenters. The observations which are generally considered most accurate are those by Gunn and 
Kinzer [105]. A number of analytic expressions have been proposed in the literature for the terminal 
velocity as a function of equivalent precipitation drop radius. Among others, Foote and du Toit [106] 
gave a 9th order polynomial which fits the Gunn and Kinzer data with a maximum error of 1.1%; 
Wobus et al [107] divided the Gunn and Kinzer data into three subranges and gave polynomial fits for 
the terminal velocity in each range; and Beard [108] developed semi-empirical formulations for the 
terminal velocity in each of three physically distinct drag regimes. 
However, the author [109] obtained a single simple expression 
v = (0.06398751 + 0.008847323/a + 4.431966 x 10-s/a2 + 0.2284888a2 j'. 
02 (2.126) 
where a is the equivalent drop radius in cm, and v is the terminal velocity of the drop in m/s, which 
fits the Gunn and Kinzer data set with a standard error of 0.5% and an RZ statistic (correlation 
coefficient squared) of 0.9999. As this divergence is less than the observation error of 0.7% reported 
in the original measurements (2.126) may be regarded as a perfect fit to the data and an accurate 
equation for terminal velocity at sea level. 
2.5.2.2.4 Approximate Solutions 
Historically, two distinct theories have been evolved to deal with wave propagation in random 
particulate media: the multiple scattering theory or analytical theory, and the transport theory. 
2.5.2.2.4.1 Multiple Scattering Theory 
This theory starts with basic differential equations such as the Maxwell equations or the wave 
equation, introduces the scattering and absorption characteristics of particles, and obtains appropriate 
differential or integral equations for the statistical quantities such as variances and correlation 
functions. It is impossible in practice to obtain a formulation which includes all the multiple 
scattering, diffraction and interference effects. Therefore approximate models namely, single 
scattering, first-order multiple scattering, and diffusion approximations are employed. 
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Figure 2.7 Scattering Geometry 
2.5.2.2.4.1.1 Single scattering: 
This approximation is valid in the weak fluctuation regime when the magnitude of the incoherent 
field is much smaller than that of the coherent field. This will be the case in any of the following 
situations 
1. A tenuous medium - the volume density, i. e., the ratio of the volume occupied by particles to the 
total volume of the medium is considerably less than 0.1 %. 
2. The albedo of the scatterers is much less than unity, i. e., as/a't «1 
3. The optical distance is much less than unity, i. e., 4«1 
4. The receiver has a narrow receiving angle so that the amount of scattered intensity entering the 
receiver is small compared with the direct coherent intensity. This is the situation in microwave 
transmission through rain where the fluctuation is weak (because of the small receiving angle) 
even though the optical distance can be very large. 
The scattered wave is assumed to be due to a single scattering by a particle, and all double and 
multiple scattering are neglected. The ratio between the received scattered power Pr and the 
transmitted power Pt is given by the familiar radar equation 
Pº - 4k2 Jv 
G7(er2Gº(ef)nT(; 
e(e,, e, 
)dV 
rº 
(2.127) 
where Gt(ei) is the gain of the transmit antenna in the direction ei from the transmitter to the volume 
element dV (see figure 2.7), Gr(es) is the gain of the receive antenna in the direction es from the 
receiver to dV, rt and rr are the distance between dV and the transmitter and receiver, nT is as defined 
earlier (2.115), and the integration is carried out over the entire scattering volume V. 
2.5.2.2.4.1.2 First order multiple scatter 
This approximation is required where the medium is not sufficiently tenuous and it is no longer 
possible to assume that the wave incident on a scatterer is the same as the wave that would be there in 
the absence of scatterers. It takes into account some of the multiple scattering and is valid when the 
diffuse intensity (i. e., the intensity created within a medium due to scattering) is small compared with 
the reduced incident intensity. This will be the case in any of the following situations [74]: 
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1. A plane wave incident upon a random medium with the optical distance less than or 
approximately equal to 0.4 (ý S 0.4) and the particles mostly absorbing (albedo S 0.5) 
2. Waves confined within a narrow beam. The approximation is valid even when 4 is large, 
especially when the scatterers are absorbing (albedo S 0.9). This is the situation in microwave 
transmission through rain and radar applications. 
The procedure is to assume that the scattered power comes from a single scattering, but that there is 
attenuation (due to scattering and absorption) along the paths rt between the transmitter and the 
volume element dV, and rr between dV and the receiver. The transmitted power incident on dV is 
reduced by the factor exp(-4t). Similarly, the power scattered by dV into the receiver is reduced by, the 
factor exp(-k), where 4t and &. are the optical distance along rt and rr. We then obtain 
P, 
_1 a(e, +e, 
)cxp(--4, 
-4. 
)dV (2.128) 
r 4k Jw rr, Z 
2.5.2.2.4.1.3 Diffusion 
The diffusion approximation is employed in dense particulate media where the volume density is 
much greater than 1% and it can be assumed that the wave encounters many particles and is scattered 
almost uniformly in all directions. As our interest is restricted to earth-space Ka-band propagation for 
which the first two approximations are adequate, this model is not discussed. A derivation of the 
diffusion equation from the equation of transfer along with some solutions for a parallel-plane 
problem is given in [74]. The model has been successfully applied in the analysis of the optical-fiber 
oximeter of blood [I 10]. 
2.5.2.2.4.1.4 Multiple Scatter 
For volume densities not much less than 1% and not much more than 1% neither the first-order 
solution nor the diffusion approximation is valid. Multiple scattering theory must be used or the 
complete equation of transfer must be solved. A discussion of the techniques for dealing with this 
range of volume density is given in [63] and [74]. An important result of the application of multiple 
scatter theory [111], [112] with the following approximations 
" negligible backscattering 
" particle size much smaller than the separation between particles, i. e., point particles 
" same statistical characteristics for all scatterers 
" infinite transverse extent of scattering volume 
is that the average field for a plane wave propagates in the scattering volume with propagation 
constant k. given by 
kJ =k+ 
2r 
Jo f (e,, e'' a)n(a)da (2.129) 
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where k is the free space propagation constant and let, er, a) is the forward scattering amplitude of a 
scatterer of radius a. 
2.5.2.2.4.2 Transport Theory 
Transport theory treats the propagation of intensities. The basic differential equation is called the 
equation of transfer which is equivalent to Boltzmann's equation used in the kinetic theory of gases 
and in neutron transport theory. It assumes there is no correlation between fields, and therefore adds 
intensities rather than fields. Solution of the equation of transfer has only been obtained in special 
cases such as the limiting cases of tenuous and dense distributions. Results are usually presented in 
terms of specific intensity measured in watts per square metre per steradian per hertz. 
2.5.2.3 Scintillation Effects 
Amplitude scintillation in propagation through a particulate medium will be caused by time variations 
in the field scattered into the receiver, and also by variations in the direct coherent field intensity. 
2.5.2.3.1 Fluctuation of Scattered Field 
The power scattered into the receive antenna is given by (2.127) using the single scattering 
approximation. This equation can be considerably simplified when applied to an earth-space 
downlink path as shown in figure 2.8 
ej rt 
Satellite 
p 
-- 
Receiver 
scattering volume 
Figure 2.8 Scattering geometry on earth-space slant path 
It should be noted that for clarity figure 2.8 is not drawn to scale. In practice rr « r,, d# rt, lines r1 and 
d are approximately parallel and the transmit (satellite) antenna gain in the direction of the receiver is 
the same as in the direction of the scattering volume and practically constant throughout the 
scattering volume. The free space received power P. at the receiver is 
P. = P, GtG/(4k2d2) (2.130) 
Substituting (2.130) for Pt in (2.127), applying the above simplifications, and changing notation from 
Pr to P. for scattered power and from r, to r for distance from receive antenna to an element of 
scattering volume we obtain 
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P= fv G(e 'Ta °e dV (2.131) P. r2 
where G(9) = G, (e, )/Gr is the normalised gain function of the receive antenna, and 0 is measured 
from the receive antenna boresight (line d in fig. 2.8). Introducing spherical co-ordinates centred on 
the antenna, dV = r2sin8drd8dcp, and performing the azimuthal integration over cp gives 
P= 2n J" dr j'xl2 dA sin6G(9)ný. ad(A) P. 40 
(2.132) 
In line of sight propagation where only in-phase field components can produce significant 
scintillation it is necessary to identify ßQ2 = (P1/Po)/2 as the variance of the amplitude scintillation 
[56]. If the size of the scatterers are much smaller than the incident wavelength, radiation is scattered 
almost isotropically and ß, - 4nCd. In this case we have for a point receiver where G(A) =1 
P. (O)/Po = nTa, (r2 rl)/2 
where r2 r, is the path length through the scattering volume. 
(2.133) 
If the scattering particles are in motion (as is the case with rain) then the phase of the scattered field 
will vary leading to temporal variation of the received amplitude and phase. The time dependent 
cross-section is given by [68] 
ad(e;, e3, 't) = ad(eI, e. )eXPGk, "vT) 
where ks = k(e; - e3) is the wavenumber of the scattered field and v is the particle velocity. 
It follows that the temporal correlation function of the scintillation is given by [56] 
C8(ti) =2 
nTa, 
2 
(r2- r, )50 sinOdOJ. (kvti sin O)G(O) 
For a point antenna 
G(9) =i 
(2.134) 
(2.135) 
(2.136) 
On the other hand the gain of a finite aperture antenna of 3 dB beamwidth 6,, may be conveniently 
approximated by a Gaussian function 
41n2 2 G(O) = exp --- I 
Y 
(2.137) 
The 3 dB beamwidth of a uniformly illuminated circular aperture antenna of diameter D is given 
approximately by [113] 
9i, - 1.02X/D radians (2.138) 
In practice the illumination is tapered and closely approximated by a cosine illumination function. In 
that case a better approximation for 8;, is given by 1.27X/D radians. 
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Substituting (2.136 & 137) in (2.135) leads to the following analytical results 
z (kvTO z 
... finite aperture (2.139) Cg(ti) -1n 
(r2 - r) 222 81 1n 2 exp - 161n2 (Np)2 
-I' (r2 -0 
in k2 
(Np)Z ... point antenna (2.140) 
If we set i=0 in (2.140) we obtain the scintillation variance for a point antenna as 
6g2 = nTa 1J4 (2.141) 
where L= r2 r, is the path length through the scattering (rain) medium. To account for the range of 
drop sizes in rain, (2.141) becomes 
L 
a82 = .- Jo a, 
(a)n(a)da (2.142) 
We evaluate (2.142) by assuming a Rayleigh scattering cross section [57] 
a, = 
83 k4 m 
2-1 2 
a6 = da6 (2.143) 
and an exponential drop size distribution 
n(a) = no xp(- öa) (2.144) 
(2.142) takes the form 
ß8Z = nod 4 Jo a6e'°°da (2.145) 
which is evaluated by repeated integration by parts to obtain 
2 
(F 2= nod 
L 720 
= 480n 
no ý Lk° 
2 
m -1 = 480ir 
n; Lk4M (Np)2 (2.146) 
co co m+2 co 
Assuming the Marshall and Palmer distribution (2.119) for which no = 0.16 cm 
.4 and co = 82 R°21 cm' 
we obtain 
age = 9.6786 x 10 1W'4Lk°M (Np)2 (2.147) 
Eq. (2.147) gives the variance of rain-scattering-induced scintillation as a function of rain rate R 
(mm/hr), wavenumber k (cm i), rain path length L (cm) and the refractive index parameter 
M=I (m2-1)/(m +2)12, where m is the complex refractive index of water. The effective rain path 
length L in the European region is given as a function of rain rate by [114] 
L (cm) = 105[7.412x103R076 + (0.2323-1.803x10-4)sing]-' (2.148) 
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where 0 is the path elevation angle. In figure 2.9 the values of variance on a path of elevation 30° are 
plotted as a function of frequency and rain rate with values of M given by the Ray refractive index 
model at a temperature of 20 °C. We note that the variance increases rapidly with frequency, and 
more slowly with rain rate at high rain intensities. The level of scintillation in a point receiver 
induced purely by rain-scattering is very significant at high frequencies. For example, for R= 30 
mm/hr, ate = 0.754 (Np)2 at 30 GHz, but is only 0.009 (Np)2 at 10 GHz. It is shown below that 
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aperture smoothing reduces this scintillation to a negligible level. 
100 30 GHz 
20 GHz 
N 10' 
co 
102 
10-3 
10_ 
0 
10 GHz 
10 20 30 40 50 60 70 80 90 100 
Rain rate (mm/hr) 
Figure 2.9 Variance of scintillation in a point receiver induced purely by rain-scattering plotted 
as a function of rain rate and frequency (10,20 and 30 GHz). Path elevation = 30° 
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The ratio between (2.139) and (2.140) at ti =0 gives the variance smoothing factor Sa2(9,, ): 
2 
e S, ýe) =8 (2.149) 
This is the factor by which an antenna of beamwidth 93, reduces the scintillation variance below the 
value observed with a point antenna. 
The cosine transform of (2.139) and (2.140) yields the temporal spectrum Wg(w) of the rain- 
scattering-induced scintillation: 
Wg(w) - 
n' 4F 
exp -2 
In 
wz0... finite aperture (2.150) 
(kvey) 
- 
z'(r2 - r) 0: 9... point antenna (2.151) kv 
WW(() is zero outside the o range specified above. The spectral smoothing factor Sw(O;, ) is similarly 
given by 
t 
z 
SW (0x) =- 
{412J 
exp - 
4cß In 2 (2.152) 
(kv8y2) 
Discussion: By examining (2.149) and (2.152) it is observed that the smoothing of scattering-induced 
scintillation can be very intense. For example, at Ka-band frequencies (20 - 40 GHz) a2m circular 
diameter antenna gives a beamwidth (2.138) between 0.00765 and 0.003825 radians, and a variance 
smoothing factor (2.149) between 1.06 x 10-5 and 2.64 x 10-5. A 30 m antenna would give smoothing 
factors between 1.17 x 10-8 and 4.69 x 10"g at Ka-band frequencies. 
The reason for such a drastic reduction of rain-scattering-induced scintillation by finite aperture 
antennas may be seen by noting that the wave is scattered nearly isotropically by the rain drops inside 
the rain volume, but only a small fraction of this scattered energy is picked by the small antenna 
beam. Thus we see that though scintillation induced purely by raindrop scattering would be 
significant for a point receive antenna, it is reduced to a negligible level by aperture smoothing. 
2.5.2.3.2 Fluctuation of Direct Coherent Field 
2.5.2.3.2.1 Transmission Matrix 
Propagation of a coherent radiowave through rain-filled space of extent L may be modelled by a 
general transmission matrix in two polarisations: 
CA(L) = T, I Tz Fl(0) (2.153) (0)1 EZ(L)) TZG Týf4J 
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where the basis polarisation vectors 1,2 may be chosen for orthogonal linear, circular or elliptical 
polarisations. E; (0) and a(L) are the transmitted and received coherent fields with polarisation state i. 
For linear polarisations (1,2 = V, H) the elements of the transfer matrix T are given by [94] 
Tit = dicos2('c-6) + dzsin2(i-9) (2.154a) 
T12 = 0.5(d1-d2)sin2(ti-6) (2.154b) 
T21 = 0.5(di-d2)sin2(T-6) (2.154c) 
T22 = d, sin2(ti-9) + dzcos2(tr-A) (2.154d) 
where T is the polarisation tilt angle (appendix I, equation. I. 33b) and 
d,, 2 = exp[jKV, H(a)L] (2.155) 
a is the angle of incidence, i. e., the angle between the propagation direction e; or (Oi, (p; ) in 
spherical co-ordinates and the raindrop axis of symmetry eN or (8 , (qa), given by 
cosoc = cosA, cosON + sinO, sinONCOS((pi - (pN) (2.156) 
6 is the apparent canting angle of the raindrop with magnitude given by the expression 
cosO = [sinOiCOSON - sinONcosOicos(cp; - (N)]/sinn (2.157) 
0 is positive if it has the same sense as the polarisation tilt angle and negative otherwise. The 
angle ON is the natural canting angle of the raindrop, i. e., the angular displacement of the drop 
axis of symmetry from the local vertical. 
The propagation constants associated with the vertically and horizontally polarised waves (V wave 
and H wave) are given by the Van de Hulst equation (2.129): 
Kv. H = k+ - (2.158) 
2ic I fv, H(a, a)n(a)da a 
with k the free space propagation constant, fv, x(a, a) the scattering amplitude for a drop of 
equivalent radius a and a V, H wave incident at an angle a with the drop axis of symmetry, and 
n(a) the drop size distribution. 
If we measure angles in the azimuthal direction with respect to e; and note the symmetry of the drop 
about ew, then we may set (pi = cpv =0 in (2.156) and (2.157). 
To obtain the transfer matrix elements for circular polarisation (1,2 - r, l) we apply the relation 
,=1 
(1 -j l eý R ev 
e, 2 
I\i 
jJ eh en 
(2.159) 
between circular polarisation vectors (e e, ) and linear polarisation vectors (e,,, eh). The transmission 
matrix T, for circular polarisation is given in terms of the transmission matrix T1 for linear 
polarisation by the transformation operation 
Tcp = Rp . T1 . R, "' 
(2.160) 
Evaluating (2.160) with elements of Ti, as given in (2.154) we finally obtain for circular polarisation 
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T = 0.5(d, + d2) (2.161a) 
T12 = 0.5(d, -d2)exp[ j2(T-9)] (2.161b) 
T21 = 0.5(d, -d2) exp[j2(T-9)] (2.161c) 
T22 = 0.5(d, + d2) (2.161d) 
2.5.2.3.2.2 Apparent Scintillation 
From (2.153) the attenuation of the transmitted wave is given simply by 
At = -20log 
I Tl, I, A2 = -201og 
I T22I (2.162) 
Any time variation in the transmission matrix elements will cause the signal attenuation level to vary 
and lead to an apparent scintillation at the receiver. By examining (2.154) - (2.158) we find that the 
matrix elements will vary with time as a result of 
Canting angle variation: The effect of fluctuations in the canting angle of raindrops is highly 
polarisation dependent. Vilar [115] found that at 30 GHz, in theory, a change of canting angle from 
0° to 15° at 30 mm/hr rain intensity leads to a change in total attenuation of 2 dB using horizontal 
polarisation, but only to fractions of a dB using vertical polarisation. In practice however, though 
there will be small changes in canting angles of individual drops (which are simply wind dependent 
according to Brussaard's model [116]), such a large change in the mean canting angle of the rain 
medium at the same rain intensity is highly unlikely. It should also be noted that canting angles have 
meaning only for distorted drops, and significant distortion occurs only for large drops which from 
table 2.1 are present in significant numbers only in heavy downpours. Such downpours are rare 
occurrences in temperate climates and at frequencies above 10 GHz lead to such high attenuation that 
scintillation due to canting angle variation becomes comparatively unimportant. 
Drop size distribution variation: The propagation constant of the rain medium depends on drop size 
distribution through (2.158). Even in constant rain intensity, there will be noticeable fluctuation in 
the distribution of drop sizes due to a number of physical processes in rain. This will inevitably cause 
a variation in instantaneous attenuation which will be perceived as amplitude scintillation at the 
receiver. The author [117] carried out a theoretical investigation of how variations in drop size 
spectra can lead to amplitude scintillation in a Ka-band satellite link. Scintillation intensity ß was 
defined as the standard deviation of specific attenuation computed from 
A=8.686 Im[Kv, H] x 105 dB/km (2.163) 
using different drop size distribution models (table 2.1 and eqs 2.119-124). It was found that 
variations in drop size distribution can cause signal amplitude fluctuations of up to 17% of fade depth. 
Specifically, at 20 and 30 GHz the following empirical relationships with fade depth A (dB/km) and 
rain rate R (mm/hr) were obtained 
ago = 0.01053R1-06122, a30 = 0.02319R103345 (2.164) 
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azo = 0.148476A20- 0.0214404 Ago 2: 0.4 (2.165) 
ß3o = 0.197425A3o + 0.459569/A3o - 0.51206 A30 2: 0.9 (2.166) 
An experimental study of rain-induced amplitude scintillation carried out by the author [118] using 
distrometer-measured drop size distributions is discussed in chapter 6 of this thesis. Measurements of 
the drop size distribution in many rain events were obtained using a distrometer which counted the 
number of drops in 20 drop size categories received in 30-second intervals. The attenuation of the 
rain medium in 30-second intervals spanning the rain event were then calculated from the forward 
scattering amplitudes of the raindrops (assumed oblate spheroidal in shape) and the interval's 
measured drop size distribution. The resulting attenuation time series was high pass filtered to isolate 
the more rapid fluctuations in received signal level usually identified as scintillation. Amplitude 
scintillation intensity was then determined as the 10-minute standard deviation of the high pass 
filtered attenuation time series. 
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2.6 CONCLUSION 
A detailed study of amplitude scintillation in random continuous and particulate media was given 
including the effects of signal frequency, antenna diameter and atmospheric turbulence parameters. 
We showed how turbulence, developed in the atmosphere by convective heating and wind gradients, 
results in small scale velocity perturbations which translate directly into refractive index fluctuations 
of the same spectral form. The variance of radiowave amplitude fluctuations in such a turbulent 
medium was obtained and the influence of a number of factors such as atmospheric model (uniform or 
thin turbulent layer), spectral slope, inner and outer scales of turbulence, and turbulent path length 
were discussed. 
In our treatment of the contribution made by a random distribution of scatterers to amplitude 
scintillation two components of scintillation were identified namely, that due purely to scattering by 
the particles, and that due to the time variability of attenuation of the direct received coherent signal. 
We obtained an expression for the rain-scattering-induced scintillation variance and showed that 
though this component of the total scintillation would be significant in point receivers, it is reduced to 
a negligible level by smoothing in a finite aperture antenna. However, the magnitude of the second 
scintillation component (which we may call apparent scintillation) in rain is significant and 
comparable to that due to turbulence. Expressions based on a theoretical investigation using drop size 
distribution models were given while a detailed experimental investigation was deferred to chapter 6 
of the thesis. 
This chapter has laid the theoretical groundwork for our study of Ka-band amplitude scintillation. In 
the next chapter a discussion of experimental techniques in radio propagationr research is given 
followed by a description of the experimental arrangements and data processing procedures employed 
in our investigations. 
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3. EXPERIMENTAL ARRANGEMENTS AND DATA 
PROCESSING 
3.1 SUMMARY 
The nondeterministic nature of propagation phenomena such as scintillation necessitates extensive 
measurements to build up a statistically significant database in order to reliably predict and quantify 
the effects of these propagation factors to aid system design. The study of amplitude scintillation 
presented in this thesis relied heavily on propagation experiments using the Olympus satellite. This 
chapter is devoted to brief descriptions of the experimental systems involved in the study and the 
procedures of data processing employed to isolate scintillation-induced fluctuations of received signal 
level from other causes of variations in the raw data. 
A short review of radiowave propagation measurement techniques and their potential errors are given. 
Then the Olympus satellite is described with emphasis on its propagation payload. This is followed 
by a summary of the set-up at three Olympus experimental sites. The sites include the British 
Telecommunications plc (BT) slant-path measurement complex at Martlesham Heath near Ipswich, 
the Rutherford Appleton Laboratory (RAL) Olympus facilities, and the University of Surrey 
propagation experiment at Guildford. RAL data were used in most of the study, except in the 
investigation of frequency scaling of scintillation where BT data were used. The untimely loss of the 
Olympus satellite in August 1993 brought the University of Surrey experiment to an abrupt end with 
very little data accumulated at a rate fast enough for scintillation study. The Guildford data was 
therefore not used in this study. However, results of that experiment which went on for a period of 
about one year with a sampling rate of 1 Hz and for a few months with a sampling rate of 20 Hz have 
been presented elsewhere [1-8]. 
The factors which contribute to variations of the received beacon signal are also outlined and the step 
by step procedure employed to extract amplitude scintillation from the raw propagation data are 
presented. A new digital band pass filtering method is proposed and demonstrated for extracting rain 
attenuation data in the absence of radiometer data usually needed to set the clear sky reference level. 
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3.2 RADIOWAVE PROPAGATION MEASUREMENT TECHNIQUES 
Propagation parameters depend on the meteorological condition of the atmosphere. Quantification 
and prediction of propagation effects therefore require measurement of meteorological parameters as 
well. Three techniques, namely radiometry, satellite beacon measurement and radar, which have been 
used over the years to measure propagation parameters are discussed. Meteorological measurements 
are also outlined. 
3.2.1 The Radiometer 
A radiometer is simply a noise measuring receiver. A radiometer whose beam is completely filled by 
a medium of transmissivity 8 at a physical temperature Tm will measure a radiated (noise) 
temperature Tr given by 
T, _ (1- S)TM = 
(1- 
e-'4"34}Tm kelvin (3.1) 
where A =101og, o(1/S) is the slant path attenuation of the medium in dB, which may therefore be 
determined by measuring Tr, assuming Tm is known: 
A= 10 loglol T 
T_ 
T) dB (3.2) 
The radiometric technique provides a powerful tool in radiowave propagation studies with several 
applications some of which include 
" Measurement of the brightness temperature at the frequency of interest 
9 Determination of an accurate zero-fade reference level to correct satellite beacon data for 
spacecraft-induced diurnal fluctuations and earth station equipment -induced variations. 
" Accurate measurement of total atmospheric attenuation for low attenuation levels, typically below 
10 dB. 
" Remote sensing of total atmospheric water and vapour content along the propagation path using 
dual channel radiometer or alternately a single frequency radiometer together with relative 
humidity and temperature measurements. 
There are two broad classes of radiometers: passive and active radiometers. Several passive 
radiometer types of differing complexity and sensitivity have been described in the literature [9-11]. 
The total-power radiometer is the most elementary type. It is basically a receiver with a well-defined 
predetection bandwidth followed by a square-law detector, a video amplifier and an integrator. Gain 
stabilisation is an important design consideration, usually approached by housing the detector and 
amplifier circuits in a temperature-stabilised unit. The Dicke radiometer reduces gain fluctuations by 
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switching the input of the radiometer between the antenna and a load at a well-defined temperature. 
The noise-injection radiometer is a Dicke radiometer which achieves complete elimination of gain 
variations by using a feedback loop to control the amount of noise injected in the receiver input port. 
The Graham radiometer effects an improvement of a factor of 42 in achievable radiometer sensitivity 
with respect to the Dicke type by switching two receivers between the antenna and the reference load 
in such a way that the antenna is constantly monitored, whereas the correlation radiometer achieves 
the same improvement by correlating the outputs of two total-power radiometer chains to eliminate 
receiver noise and gain variations. 
Active radiometers rely on natural extra-terrestrial radio noise source to measure atmospheric 
attenuation. An example of an active radiometer is the sun-tracking radiometer designed to follow the 
sun's motion. Such a radiometer usually has a beamwidth smaller than the angular dimension of the 
Sun (about 0.5° when viewed from the earth). When pointed at the Sun it measures a noise 
temperature T. =T, e "/4.34+T, (1-e Ma. 34) Kelvin, where T, is the brightness temperature of the Sun, 
A the path attenuation in dB, and T. the physical temperature of the intervening medium. 
Equation 3.2 is the idealised radiometer equation based on a solution of the radiative transfer equation 
with several simplifying assumptions: 
"A lossless antenna feed system 
" The radiating medium completely fills the antenna beam and is the only radiating source seen by 
the antenna beam 
" The radiating medium is perfectly absorbing and homogeneous 
In practice however, 
1. There is a permanent cosmic background radiation contribution of 2-4 K. 
2. A portion of the antenna beam will intercept the ground (of high brightness temperature = 270 K) 
through the sidelobes of the antenna. 
3. The medium may be nonhomogeneous and the antenna beam will intercept portions of different 
brightness temperatures. For example the beam may intercept both the intense core of a rainstorm 
and an outer portion of light rain. This lowers the perceived brightness temperature. 
4. The medium is not a perfect absorber. The radiated temperature is reduced by the ratio of the 
absorption efficiency to extinction efficiency. 
5. The antenna feed run is lossy. The run makes a noise contribution that depends on its physical 
temperature, and attenuates the antenna noise temperature referenced to the receiver input port. 
6. It is difficult to select the right value of physical temperature T. to characterise the medium. 
3.2.2 Satellite Beacon Measurement 
A satellite beacon signal is derived from an extremely stable crystal oscillator. The excess attenuation 
along a satellite path may be determined by measuring the received power from a geostationary 
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satellite beacon. The aim of this measurement is usually to estimate effects on the beacon signal 
which are introduced solely by propagation factors. There are a number of uncertainties and sources 
of error in beacon measurement: 
" The proper motion of the spacecraft platform within its geostationary orbit interacts with the 
earth-station antenna pattern resulting in diurnal variation in the received signal. 
" Satellite pointing errors arising from spin wobble in a spin-stabilised spacecraft or nutation in a 
body-stabilised spacecraft translate into a cyclic motion of the antenna coverage and changes in 
the received signal level. 
" Variation in satellite transmitted beacon EIRP caused for example by temperature-induced 
changes in gain (due to changes in heating in different parts of the orbit) or by transponder 
loading effects. 
These variations can be eliminated or significantly reduced in the raw beacon data by filtering as 
described later 
3.2.3 Radar Measurement 
Radiometer and beacon receiver measurements are path integrated and by their nature do not allow 
for any spatial discrimination along the path which could provide information on the spatial structure 
of the atmosphere. Weather radar on the other hand can supply the two- and three-dimensional` 
information needed for a better understanding of atmospheric effects on wave propagation. It has 
been employed, for example in the study of rain structures for attenuation prediction [12-141. The 
radar equation gives the received echo power Pr (watt) in terms of the transmit power Pt (watt), the 
target range r (m), the radar cross section of the target a (m), the antenna gain G and the wavelength 
GZX2 
P, = Pß 
G (3.3) 
r (4tt) ZiLe 
where Le is the two way atmospheric attenuation factor, and Li is the two way internal loss factor. For 
an ensemble of spherical particles with diameters D (mm) much smaller than the wavelength, the 
Rayleigh approximation for a applies [15], 
ß= 7olJ-- x 10'1sD6 metre2 (3.4) 
where K= (c - 1)/(e + 2) and eis the complex relative permittivity of particle material, 
and the scattering cross-section per unit volume il is 
0=n5; 
M-x10''8Z 
mz/m' (3.5) 
82 
where Z= 5' N(D)D6dD mm6/m3 is called the reflectivity factor, and N(D)dD is the number of Amin 
drops per m3 with equivalent diameters between D and D+dD mm. The bulk attenuation of the 
medium can be estimated from the radar measurement of reflectivity ZH = P, r2LC/P (where Cis a 
constant determined by the use of an external calibration sphere), and differential reflectivity 
ZDR =lO log10(Z/Z,, ). The magnitude of ZDR gives an estimate of the oblateness of the raindrops, 
while a sudden change in its value indicates the end of a rain cell or the boundary between rain and 
ice crystals. 
Radars may be classed according to the number of frequencies and polarisation states used. They 
include single frequency radar, dual frequency radar, FM radar, and dual-polarised radars such as 
circular depolarisation ratio (CDR) radar, linear depolarisation ratio (LDR) radar, and differential 
reflectivity (ZDR) radar. All radars must be carefully calibrated, and the radar derived quantities 
compared with measurements from other instruments over many events until a consistent performance 
is achieved. The potential errors in radar measurement depend on radar type. For the single 
frequency radar, errors are caused mostly by wrong identification of the freezing level, attenuating 
frequency and inhomogeneous scattering volumes. 
3.2.4 Meteorological Measurement 
3.2.4.1 Rainfall Rate 
Radiowave attenuation can be estimated from ground measurement of rainfall rate. There exists a 
strong correlation between the annual distributions of slant path attenuation and point rainfall rate 
[16]. Point rainfall rate is therefore one of the most frequently measured meteorological parameters in 
radio propagation study. The errors involved in the use of point rainfall rate measurement in slant 
path attenuation estimation include 
Spatial errors - the rainfall rate along the slant path is highly variable. For low elevation paths rain 
may even be intercepted at some point along the path when there is no rain incidence at the point of 
measurement on ground near the earth station receiver. 
Integration error -a smoothing error caused by the inability to detect rain intensity variation in a 
tipping-bucket rain gauge during the time between tips. Integration time is the time it takes to fill the 
collecting volume. It is inversely proportional to the averaged rainfall rate R. Suitable times are one 
minute for light rains up to 5 mm/hr, 10 seconds for 5<R< 30 mm/h, 5 seconds up to 100 mm/hr 
and 1 second for rainstorms > 100 mm/hr [17]. 
Inherent errors - very light rain may not be recorded because it is insufficient to fill the bucket and 
cause a tip, while very heavy rain may cause splashing or even swamping. 
New techniques which eliminate the last two of the above errors have been developed for rain 
intensity measurement using fast response optical techniques to either image the drops as they fall 
;; 
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through a standard diameter pipe [18] or to produce precipitation-induced scintillation of an optical 
beam [19]. 
3.2.4.2 Rain Drop Size Distribution 
Knowledge of the distribution of rain drop sizes is required in several aspects of radiowave 
propagation research. The flour method [20] and the died filter paper method [21] were used in the 
early days to measure the distribution of drop sizes in rain. More modem techniques utilise the 
distrometer, which traditionally converts the mechanical momentum of the falling droplet into an 
electric pulse the amplitude of which is calibrated to give the drop size. 
3.2.4.3 Other meteorological parameters 
Other frequently measured meteorological variables include temperature, humidity, pressure, wind 
speed and wind direction. Turbulence-induced scintillation on a satellite link arises mainly from 
random mixing of atmospheric eddies of different temperatures and humidity. Knowledge of the 
monthly average of temperature and relative humidity is required in the ITU-R scintillation model. A 
vertical gradient of wind speed causes raindrop canting, an important parameter in depolarisation 
study. A sampling time of 10 minutes is usually adequate for the measurement of these 
meteorological variables. 
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3.3 OLYMPUS 
Olympus was a European Space Agency (ESA) experimental satellite launched in July 1989 and 
placed in geostationary orbit at 19°W by the 4th of August 1989. Several papers in reference [22] 
discuss the design and experimental utilisation programmes of the satellite. We give a brief summary 
here for convenience and refer to the above papers and several Olympus user's manuals from the 
European Space Agency (ESA) for more details. The two main objectives of the Olympus mission 
were to 
" develop, launch and operate in-orbit a large multipurpose geostationary spacecraft bus designed 
for a range of future telecommunications applications 
" develop a series of telecommunications payloads and their in-orbit operation to boost payload 
industry technological capabilities, stimulate users, and encourage new market applications 
through a comprehensive test, demonstration and utilisation programme. 
Olympus was assembled in three separate modules: the propulsion module, the service module, and 
the communications module. It carried four payloads: the 20/30 GHz communications payload, the 
direct broadcast payload, the specialised service payload, and the propagation payload. These are 
briefly introduced with emphasis on the propagation payload. This is the payload used for the 
propagation experiments described later. 
3.3.1 20/30 GHz Communications Payload 
This payload included two receive chains, three transmit chains, an arrangement of interconnecting 
switches and filters, and two independently-steerable transmittreceive spot-beam antennas each of 
which generated 0.6° nominal coverage circular spot-beams. It had 2 40 MHz channels at 28.072255 
GHz and 28.622255 GHz X-polarisation uplink, and 18.925 GHz and 19.475 GHz Y-polarisation 
downlink. There was also a 700 MHz channel at 28.247255 GHz uplink and 19.2 GHz downlink to 
support wideband transmission experiments. The payload could be operated in four modes and was 
designed to support a number of experiments, namely 
" point-to-point video teleconference 
" multi-point video teleconference 
" tele-education 
" data and video transmission 
" fade countermeasures 
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3.3.2 Direct Broadcast Payload 
The TV Broadcast Payload was designed to operate with Channels 20,24 and 28 at uplink 
frequencies 17.6919 GHz, 17.76862 GHz, 17.84534 GHz and downlink frequencies 12.0919 GHz, 
12.16862 GHz and 12.24534 GHz respectively, providing downlink coverage for direct-to-home 
broadcasting via two steerable high gain antennas - one antenna transmitted only Channel 24 in 
LHCP with an elliptical beam, while the other was dual circularly polarised with a circular beam and 
transmitted Channel 20 or 28 in LHCP or RHCP selected by telecommand. The uplink receive 
antenna which was fixed-pointed over Europe had an elliptical beam and received in RHCP. The 
bandwidth of each channel was 27 MHz. The activities supported by this payload includes 
" preoperational TV broadcasting 
" high-definition TV 
" data broadcasting 
" distance learning 
3.3.3 Specialised Services Payload 
The 12/14 specialised services payload supported the following activities 
" satellite-switched time division multiple access (SS-TDMA) 
" very small aperture terminal (VSAT) interactive communications 
" tele-education 
" tele-conferencing 
" new transmission techniques and business communication services such as bulk data transmission 
and high speed facsimile 
" dual-frequency-band system (in conjunction with 30/20 GHz) 
The payload utilised frequency re-use by spot-beam discrimination assisted by polarisation 
discrimination and operated in the downlink frequency band 12.5-12.75 GHz and the uplink band of 
14.0-14.25 GHz (exclusive) or 13.0-13.25 GHz (shared with terrestrial microwave relay links). It 
comprised a steerable multiple-beam antenna which provided 5 beams in both transmit and receive 
bands, and a repeater with four receive chains and four transmit chains interconnected by a 
programmable switching matrix. The four channels supported by the payload included: Channel 1A 
- 18 MHz bandwidth at 14.1 or 13.175 GHz uplink and 12.525 GHz downlink; Channel 2A - 18 MHz 
BANDWIDTH at 14.125 or 13.2 GHz uplink and 12.55 GHz downlink; Channel 1B at 14.105 or 
13.180 GHz uplink and 12.53 GHz downlink; and Channel 2B at 14.145 or 13.22 GHz uplink and 
12.57 GHz downlink. Up to 33 different operational configurations of the payload were possible. 
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3.3.4 Propagation Payload 
The Olympus propagation beacon payload carried three frequency-coherent propagation beacons at 
12.501866 GHz, 19.770393 GHz and 29.655589 GHz all derived from the same 48.456845 MHz 
crystal oscillator. These beacons are subsequently referred to as 12 GHz or B0,20 GHz or B1 and 30 
GHz or B2 beacons respectively. This payload provided the opportunity for long term measurements 
of propagation effects at 20 and 30 GHz. Inclusion of the 12 GHz beacon offered the possibility of 
verifying frequency scaling laws which will enable Ka-Band system designers to use the extensive 
propagation data already available at lower frequencies. A block diagram of the propagation payload 
is drawn in figure 3.1 which shows the multiplication and amplification stages involved in generating 
the three beacons. The oscillator frequency is first multiplied by 6 to yield a 290.74107 MHz 
sinewave. To produce the BO beacon this sinewave is multiplied by 43, amplified by a solid state 
amplifier operating at 12.501866 GHz and radiated with vertical polarisation (north-south at the 
subsatellite point) through a horn antenna which provided global coverage. To generate the B1/B2 
beacons the sinewave was multiplied by 34 yielding a frequency of 9.885196 GHz which was 
multiplied by 2 to produce the 20 GHz beacon and by 3 for the 30 GHz beacon. The beacons were 
amplified by a travelling wave tube amplifier (TWTA) amplifier to produce the required power and 
radiated with a coverage optimised for Europe. Figure 3.2 shows the B1/B2 beacons footprint. The 3- 
dB contour of the B 1B2 beacons covered the whole of Europe and part of Northern Africa. The B2 
beacon was vertically polarised while the B1 beacon was continuously switched between vertical and 
horizontal polarisations at 933 Hz (535.9 µs in each state), a rate much faster than atmospheric 
decorrelation times. Thus it was possible to measure the complete transmission matrix of co- and 
cross-polar 20 GHz signals and their relative phases. 
Olympus had a design life of 10 years. The following events in the life of the satellite adversely 
affected the Olympus propagation measurements campaign: 
1. Due to a major technical problem the satellite became inoperational on 29 May 1991 until it was 
recovered on 15 August 1991. 
2. The North-South station keeping of the satellite had to be abandoned to conserve fuel which had 
been expended for the recovery. This caused inclination increase of about 0.8° per year. 
3. The B2 beacon was lost on 10 October 1992 after the failure of the second 30 GHz TWTA. 
4. The Olympus mission finally came to an end on 12 August 1993 when a problem developed with 
the attitude control, but this time there was insufficient fuel for recovery manoeuvres. 
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3.4 UNIVERSITY OF SURREY PROPAGATION EXPERIMENT 
Details of the University of Surrey propagation station at Guildford are given in Table 3.1. The 
experimental set-up comprised a beacon receiver, a radiometer and a weather station controlled by a 
single personal computer (386 PC) and arranged as shown in figure 3.3. 
Table 3.1 University of Surrey propagation station parameters 
Height above sea level 
Latitude 
Longitude 
Elevation angle to Olympus satellite 
Azimuth angle to Olympus satellite (degrees East of North) 
Distance to Olympus satellite (km) 
Beacon Reception: Beacon frequency 
Polarisation 
receive antenna diameter 
receive antenna gain 
Radiometer: Frequency 
Bandwidth 
Antenna 
3.4.1 The Radiometer 
67 m 
51.24 °N 
0.583 °W 
28.85° 
203.1 
38,798.16 
19.770393 GHz 
switched horizontaVvertical 
1.2 m, diamond shaped 
45.6 dBi at 18.85 GHz 
12.2 GHz 
80 MHz 
1.2 m diameter, parabolic 
The Guildford radiometer was a 12.2 GHz total power type utilising a domestic satellite receiver front 
end along with a 1.2 m parabolic dish which was pointed along the Guildford-Olympus path. A block 
diagram of the radiometer is shown in figure 3.4. The low noise amplifier and downconverter were 
held at a temperature of 35±0.3°C in order to minimise gain variations which would introduce errors 
in the sky noise measurement. The IF output was filtered to 80 MHz bandwidth and the root-mean- 
square (rms) noise voltage measured using the Racal 9303 self-calibrating radio frequency (rf) meter. 
A noise averaging time of 0.5 s was used. A GPIB board interfaced the radiometer to the PC for 
radiometer data sampling and storage at 0.5 Hz. 
3.4.2 The Beacon Receiver 
The beacon reception subsystem comprised an outdoor unit and an indoor unit shown in figure 3.5. A 
diamond shaped offset-parabolic reflector antenna with a mounted low noise amplifier and down 
converter made up the outdoor unit which was situated on a flat roof top at a height of 67 m. The 
antenna had a gain of 46 dBi at 19.77 GHz. The feed horn contained an orthomode polarisation filter 
which provided the required isolation between the transmitted wave at 30 GHz for the CODE 
experiment and the received 20 GHz beacon. The received beacon was fed into the solid state LNA 
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via a low loss flexible wave guide, amplified, filtered and then downconverted to 1.045 GHz using an 
18.725 GHz oscillator. The output was further amplified and fed via a short coaxial cable and a 
splitter to the second down converter which along with the digital beacon receiver (DBR) constituted 
the indoor unit. 
'I! The digital beacon receiver contained one receive channel with polarisation switch detection, and 
made full matrix measurements. Input to the receiver was at 70 MHz and the output at 100 Hz 
consisted of Cartesian digital data to twelve-bit resolution and accompanying status information. The 
output data stream was byte-wide with the most significant bit (msb) used for frame synchronisation. 
It was interfaced to the PC using the PC36AT programmable peripheral interface (PPI) board 
configured for interrupted operation without handshake. Bytes were strobed out at 476 [L sec 
intervals, captured by the data acquisition software and translated into the various beacon co-polar 
and cross-polar components and status information. Table 3.2 gives the performance specification of 
the digital beacon receiver. 
Table3.3 Performance specification of the digital beacon receiver 
Nominal Frequency 
C/No Dynamic Range Limits 
Carrier Acquisition Level 
±2 degree Phase Accuracy Point 
Carrier Phase Measurement Threshold 
Carrier Frequency Tracking Threshold 
Output Signals 
Output Sample Rate 
70 MHz 
69 dBHz (overload), 9 dBHz (tracking fails) 
41 dBHz C/No 
30 dBHz CINo 
23 dBHz C/No 
9 dBHz C/No 
hhi, hhq, vhi, vhq, vvi, vvq, hvi, hvq 
99.96 Hz 
The horizontal receive channel of the digital beacon receiver was utilised to obtain the following 
output signals: 
hhi - horizontally transmitted and horizontally received in-phase component 
hhq - horizontally transmitted and horizontally received quadrature phase component 
vhi - vertically transmitted and horizontally received in-phase component 
vhq - vertically transmitted and horizontally received quadrature phase component 
The following quantities referenced to the DBR input were computed from the above receiver outputs: 
Copolar signal level = 101og10{(hhi2 + hhg2)/6352} -10 dBm (3.6) 
Copolar phase = arctan(hhq/hhi) (3.7) 
Crosspolar signal level = 101og10{(vhi2 + vhq 2)/6352) - 10 dBm (3.8) 
Crosspolar phase = arctan(vhq/vhi) (3.9) 
Crosspolarisation discrimination = 101og10{(hhi2 + hhg2)/(vhi2 + vhg2)} dB (3.10) 
The numbers 635 and 10 in the above equations are calibration constants. 
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3.4.3 The Weather Station: 
The weather station measured six meteorological parameters using appropriate sensors which were 
interfaced to the PC using an RS-232 interface board. The parameters measured are given in Table 
3.3 along with the measurement resolution 
Table 3.1 Measured meteorological variables 
Weather Parameter Measurement Resolution 
Temperature 0.1 OF 
Pressure 0.001 psi 
Rain 1 mm 
Relative Humidity 1% 
Wind Speed 1 mile/hour 
Wind Direction 1 deg 
3.4.4 Propagation Station Software 
An extensive computer program was developed in C to control the propagation station. Details of the 
operation of the program are given in block diagram form in figure 3.6. In addition to general 
management of the three equipment interfaces, the program performs the following tasks 
" Sampling of the radiometer at 0.5 Hz 
" Sampling of the weather sensors at 0.5 Hz 
" Sampling of the beacon receiver with an averaging time of is during ordinary measurements and 
0.05 s during scintillation measurement. 
" Random and threshold-determined scintillation measurements 
" Space efficient storage of data on hard disk 
" Provision of an operator interface which permits the selection of several options and displays such 
as graphs of each hour's maximum and minimum five-minute average of each channel, and the 
instantaneous values of each channel along with the time. The graph screen has six equal-size 
windows while the control panel screen from where operator control is exercised has eight 
windows. A password is required to terminate the data acquisition. 
" Automatic backup of data files to floppy disks on termination. The operator simply follows 
instructions displayed on screen to insert floppy disks. 
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3.5 RAL OLYMPUS FACILITY 
The Rutherford Appleton Laboratory (RAL) had Olympus measurement facilities located at three 
sites. Table 3.4 gives a summary of the performance of the RAL experimental system. The main 
facilities were located at Chilton (51.5667°N, 1.2833°W) where the three Olympus beacons BO, Bi 
and B2 were received together with meteorological and radiometer measurements. At Sparsholt 
(51.8°N, 1.39°W) the switched B1 beacon was received over a period of one year from September 
1992 to August 1993 at a rate fast enough for scintillation study. Measurements at this site provided 
the bulk of the data used in this study. The third RAL Olympus measurement site was Chilbolton 
(51.1445°N, 1.437°W) near Winchester where a dual-polarisation rain radar system was located. 
Figure 3.8 gives a plan view of the geometry of the sites including a path to Olympus. The look 
angles of each of the three sites to Olympus is given in table 3.5. 
Table 3.2 Performance of RAL Olympus facility 
Beacon reception: 
Frequency (GHz) 19.770393 29.655589 
Beacon EIRP (dBW) (at start of life) 31.7 27.7 
Receive antenna diameter (m) 1.2 0.6 
Receive antenna gain (dB) 45.5 42.4 
Noise figure (dB) 4.7 5.0 
Noise temperature (dBK) 29.3 30.6 
Free space loss L (dB) -211.5 -215.0 
GNo (no fade) dBHz 65.0 53.1 
C/No (Loss of phase lock) dBHz 27.0 24.0 
Fade Margin (dB) 38.0 29.1 
Amplitude dBHz (dB) 0.4 0.53 
Phase error (degrees) 2.5 N/A 
Fade margin for loss of frequency lock 56.0 44.1 
Radar System: 
Frequency (GHz) 
Beamwidth (degrees) 
Transmitted power (kW) 
PRF (Hz) 
Range gate length (m) 
Time average (pulses) 
Minimum range (km) 
Maximum range (km) 
Minimum reflectivity (dBz) 
3.075 
0.25 
550 
610 
75,150 or 300 
64 
4.8 
158 
6 
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It should be noted that the figures given in table 3.5 assume that Olympus was in exact geostationary 
orbit. In reality, however with the North-South station keeping abandoned, Olympus was in a slightly 
inclined orbit as pointed out earlier. The elevation and azimuth angles had to be adjusted for 
optimum reception. At Sparsholt for example, the elevation angle was 29.2° though a value of 28.5° 
is quoted in the table. 
3.5.1 Chilton Facility 
A schematic diagram of the receive facility at Chilton is shown in figure 3.7. It consisted of a receiver 
for the 30 GHz Olympus beacon, a 30 GHz radiometer, a 20 GHz system with switched polarisation 
receiver for full measurements of the amplitude and phase of the co- and cross-polar signals in the 
vertical and horizontal polarisation channels, and a receiver for the 12.5 GHz Olympus beacon. For 
the 30 GHz receiver, a double process of downconversion, amplification and bandpass filtering 
reduced the signal to 70 MHz frequency. This was split to give inputs to a digital detector from 
Signal Processors Ltd (SPL) and to a conventional analogue detector from Ferranti plc. The digital 
receiver had a smaller effective bandwidth and therefore operated over a larger dynamic range, but 
was more susceptible to local oscillator instability leading to occasional system outage. The 20 GHz 
receiver was equipped with a two channel digital unit from SPL, the same as the Guildford digital 
beacon receiver described earlier. However, both polarisation channels of the receiver were utilised at 
Chilton and Sparsholt, whereas only the horizontal channel was used at Guildford. The SPL units 
provided measurements at a sampling rate of 100 Hz. This was averaged over one second resulting in 
a1 Hz sampling rate. The 12.5 GHz receiver was of conventional design. Meteorological data were 
collected on humidity, temperature and rainfall rate. The 20 GHz system had 8 channels namely, hhi, 
hhq, vvi, vvq, vhi, vhq, hvi and hvq each of which was recorded every second. The 30 GHz hhi and 
hhq channels, 30 GHz radiometer, analogue 30 GHz, and rain gauge were recorded every second, 
while relative humidity, external roof temperature and radiometer load temperature were recorded 
every minute. 
3.5.2 Sparsholt Facility 
Measurements were also taken at Sparsholt with a duplicate of the Chilton 20 GHz system. There 
were no radiometer or meteorological measurements at Sparsholt. However, the use of a signal 
sampling rate of 10 Hz at Sparsholt made the data very suitable for scintillation study. 
3.5.3 Chilbolton Facility 
A fast-switching dual-polarisation 3 GHz radar capable of measuring cross-polar signals, pulse to 
pulse correlation, and differential reflectivity was operated at Chilbolton. The main features of the 
radar system are given in table 3.4. Radar information was obtained by scanning the radar beam 
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along the receiver-satellite path, a single scan to a height of 10 km lasting about 22 seconds. The 
radar provided information on the height of the melting layer and the rain drop size distribution 
which enabled reliable prediction of slant path attenuation at the frequency of interest [23,24]. 
Table 3.3 Path to Olympus from RAL experimental sites 
Site Elevation Azimuth Distance 
(degrees) (degrees East of North) (km) 
Chilbolton 29.17 202.12 38,769.57 
Chilton 28.71 202.19 38,811.14 
Sparsholt 28.50 201.99 38,829.81 
3.6 BT SLANT PATH MEASUREMENT COMPLEX 
The British Telecommunications plc slant-path measurement complex for the Olympus campaign was 
located at Martlesham (52.06°N, 1.2857°E). Access to the Olympus satellite from the Martlesham 
station was at elevation angle 27.53°, azimuth angle 205.11° E of N and path distance 38,917.91 km. 
The main elements of the facility were a receive system for the three Olympus beacons, sky noise 
radiometers, rain gauges, temperature and humidity sensors and a data logging and analysis system. 
Measurements with Olympus were taken by BT between November 1989 and November 1991. A 
subset of these data for the period from 1 December 1989 to 31 December 1990 were used in the study 
of meteorological and link factors in scintillation presented in this thesis. 
3.6.1 The Receive System 
A block diagram of the receive system is shown in figure 3.9. The diagram shows two antennas, a 6.1 
m offset Cassegrain used for the B1 and B2 beacons and a smaller 1.8 m antenna for the BO beacon. 
The smaller antenna was mounted on the 6.1 in antenna support structure and tracked in azimuth 
with it. The feed of the 6.1 m antenna consisted of an electroformed conical horn followed by an 
orthomode transducer (OMT). The low noise front-end FET amplifiers were housed in a temperature- 
controlled box located immediately adjacent to the OMT, while the main receiver was housed in an 
air-conditioned cabin mounted on the antenna support structure and rotated in azimuth with the 
antenna. The antenna was computer program-tracked to an accuracy of ±0.010 to follow the true 
position of the satellite and to keep the antenna crosspolar null accurately pointed at the satellite in 
order to minimise the contribution of the measurement system to depolarisation. To further reduce 
the antenna crosspolar vector, crosspolar cancellation was applied at IF. This is indicated in figure 
3.9 by the box marked CN. The cancellation technique involves adding some coupling between the 
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receive co- and crosspolar channels so as to introduce a signal into the crosspolar channel which is 
equal but opposite in phase to that produced by the system, thus cancelling out the system vector [25]. 
As shown in figure 3.9 the RF section of the receiver system consisted of a separate chain of filtering, 
amplification and downconversion for the co- and crosspolar output of each OMT. At the IF 
receiving section the signal was further downconverted from about 100 MHz to 10.7 MHz and passed 
to phase-locked receivers, typically having a loop bandwidth of about 100 Hz. The receivers 
measured the copolar signal amplitude and the amplitude of the crosspolar components in phase with 
and in quadrature to the copolar signal by using coherent detectors phase-locked to the copolar signal. 
3.6.2 The Radiometers 
Three radiometers at frequencies 12.9,19.8 and 29.7 GHz were operated within 30 m from the main 
6.1 m antenna at 28.8° path elevation. Front-fed paraboloidal antennas of different diameters were 
used to give a 1° beamwidth at each frequency. The major use of the radiometers was to establish 
accurate zero dB reference levels for the satellite beacon attenuation measurements. In this way the 
measured attenuation could be accurately referenced to vacuum, or to the non-raining condition to 
give the magnitude of rain attenuation. Stutzman et al [26] have outlined a step by step procedure for 
using radiometer data to correct beacon data for spacecraft-induced diurnal fluctuations and to extract 
clear-air attenuation. 
3.6.3 Meteorological Measurements 
Two drop counting rain gauges with an integration time of 10 s were operated at the BT slant-path 
measurement complex. The principle of operation of these rain gauges was to direct rain water 
collected from a 140 mm diameter funnel through a small hole to produce drops of a known constant 
size. The number of these drops breaking a beam of light in a 10 s interval were counted. The rain 
rate in mm/hr was computed from this count. Other meteorological parameters measured included 
the waveguide temperature, ambient temperature, and relative humidity. 
3.6.4 Data Logging 
All measurements were taken at a sampling rate of 2 Hz and recorded on a central data logger. A 
week of measured data was stored in hourly files on a single magnetic tape cartridge. There were 24 
data channels in each file, stored in the data fields given by table 3.6. The raw data was processed to 
reduce the long term data size. Clear weather data were processed to obtain the 5-minute maximum, 
minimum and mean values which were stored in average files, while measurements taken during 
events were stored in high resolution (2 Hz sampling rate) in event files. Events were defined to be 
any period during which attenuation of any of the three beacons exceeded 3 dB, or the crosspolar 
discrimination of any of the beacons was less than 20 dB, or the measured rainfall rate exceeded 25 
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mm/hr. A few minutes (15 minutes for example) of data not meeting the above conditions were 
included on either time side of each event in the event file 
Table 3.6 BT Olympus data channels 
Field Number Channel 
0 12.5 GHz vhi 
1 12.5 GHz vhq 
2 12.5 GHz vh magnitude 
3 20 GHz vhi 
4 20 GHz vhq 
5 20 GHz vh magnitude 
6 20 GHz hvi 
7 20 GHz hvq 
8 20 GHz by magnitude 
9 30 GHz vhi 
10 30 GHz vhq 
11 30 GHz vh magnitude 
12 12.5 GHz vv magnitude 
13 20 GHz hh magnitude 
14 20 GHz vv magnitude 
15 30 GHz vv magnitude 
16 12.85 GHz radiometer 
17 20 GHz radiometer 
18 30 GHz radiometer 
19 Waveguide temperature 
20 Ambient temperature 
21 Relative humidity 
22 Rain gauge 1 
23 Rain gauge 2 
24 unused 
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3.7 PROPAGATION DATA PROCESSING 
Raw satellite beacon propagation data must be processed in order to isolate variations caused by the 
phenomenon under study from the jumble of fluctuations in the raw data. In order to accomplish this, 
the component fluctuations and the rate of variations which they impose on the received signal level 
must be known. The following variations of the received signal level on a satellite downlink can be 
identified 
1. Variation caused by long term change in the performance specifications of spacecraft or earth 
station receive equipment. 
2. Satellite-induced diurnal variation arising from a number of causes such as, eirp variations 
(Olympus satellite exhibited peak to peak eirp variations of the B2, B1 and BO beacons over a 24 
hour period of 0.86 dB, 0.4 dB and 0.25 dB respectively) and the proper motion of the spacecraft 
platform in its geostationary orbit; the latter affecting only nontracking stations. After the North- 
South station keeping of Olympus was abandoned in April 1992 some stations without antenna 
tracking systems were experiencing diurnal variations in excess of 15 dB [28]. 
3. Clear-air effects - these impose an attenuation which has a slowly varying component that 
depends on local weather. 
4. Rain attenuation with typical fade rates not exceeding 1.5 dB/minute [7] 
5. Scintillation-induced fluctuation 
6. Abrupt change in the received signal level caused by spacecraft manoeuvres or inadvertent 
operator action at receive station. 
7. Signal spikes generated in the earth station receiver hardware or software. 
The last two variations must be eliminated first in all cases, and this can be done by examining plots 
of the raw data or by an automated inspection with a suitable maximum allowable rate of signal level 
change. The first approach is more reliable but can be prohibitively time-consuming. For rain 
attenuation measurement, the first two variations are eliminated using simultaneous radiometer data 
at a close frequency along the same path. In the absence of radiometer data, these slow variations can 
be removed by subtracting a template obtained by fitting a polynomial of sufficiently high order (e. g. 
6) to say 10-minute averaged data samples of the nearest clear sky day. A tangible source of error in 
the last approach is that the clear sky signal pattern may change noticeably within a period of a few 
days due to spacecraft control activities. A digital filtering procedure which permits the isolation of 
both scintillation and rain attenuation data has been devised [29] and is discussed below. 
3.7.1 Scintillation Processing 
Radiowave amplitude scintillation is the rapid and nondeterministic fluctuation of the received signal 
amplitude about its mean level arising from a number of causes discussed in Chapter two. 
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Measurement and analysis of scintillation require knowledge of the frequency range of the spectral 
content of the fluctuations in order to select an appropriate sampling rate to satisfy the Nyquist 
criterion, and to apply a suitable digital processing algorithm to isolate this phenomenon from other 
causes of variations of the received signal level. Karasawa and Matsudo [27] experimentally 
confirmed that spectral powers of frequencies above 1 Hz were negligibly small for signal variation on 
Ku-band low elevation earth-space paths. Therefore the BT data sampling rate of 2 Hz was 
considered to be sufficiently fast for scintillation study, and the Sparsholt data sampling rate of 10 Hz 
was reduced to 2 Hz through a lowpass filtering process discussed below. 
The task of data processing for scintillation study entails a procedure of isolating scintillation-induced 
fluctuation from all other variations listed above. This task may be approached by noting that the last 
three variations are rapid changes in the received signal sample, while the first four are comparatively 
slower. Thus the contributions of the first four variations to the signal fluctuation may be rejected by 
passing the raw data through a high pass filter algorithm of appropriate cut off frequency. The last 
two variations can be eliminated by manual or automated data inspection using a suitable criterion 
based on a good idea of the maximum possible rate of signal level change that can be caused by 
scintillation. The fluctuation rate is limited by a bulk effect of atmospheric properties. It seems that a 
maximum change of 1 dB in half a second is a reliable criterion [30]. In practice variations 6 and 7 
are eliminated before 1-4. 
The scintillation data processing procedure employed is summarised in block diagram form in figure 
3.10 shown immediately below for convenience. 
variations variations variations variation 
1,2,3,4,5,6,7 1,2,3,4,5,6, II 1,2,3,4,5 r-1 5 
Raw Data LPF INSPEMON iri sei til aGOn 
7 reduced I"I 
Figure 3.10 Scintillation processing 
LPF: Low pass filtering (LPF) and INSPECTION processing were targeted at eliminating the rapid 
non-scintillation variations numbered 6 and 7 above. The LPF block was applied only to the 10 Hz 
sampled Sparsholt data to reduce the sampling rate to 2 Hz which, as has been pointed out is adequate 
for scintillation measurement. It involved selecting the median of the 5 samples in each 0.5 s interval 
thereby reducing the sampling rate to 2 Hz and greatly reducing but not completely eliminating the 
spikes (variation 7) 
INSPECTION: The inspection processing was particularly necessary for the Sparsholt data. For 
some unknown reason - even to the manufacturers SPL, the digital beacon receiver used for the 
Olympus 20 GHz switched beacon in the RAL and University of Surrey Olympus experiments 
frequently generated spikes in the data. It is thought that this was due to a slight timing mismatch of 
polarisation switching between the receiver and the Olympus spacecraft. An example of the received 
Sparsholt signal at the output of the LPF block is shown in figure 3.11a. It shows several spikes 
97 
which are clearly not scintillation-induced, and also a large diurnal variation. Figure 3.1 lb shows the 
signal at the output of the INSPECTION block. The spikes have been eliminated. A criterion 
whereby a jump (up or down) of more than 1 dB from one half second sample to the next identified 
that next sample as a spike was utilised. A spike so identified was replaced by the value of the 
previous sample. The automated inspection process is initiated at the beginning of the data by 
selecting the median of the first m (user-specified, e. g. m= 11) samples as reference. The first m data 
samples are compared to this reference. The inspection process continues until the end of the data or 
until a change in signal level to a sustained new level (variation 6) is reached upon which the 
inspection process is re-initiated. At the end of the inspection process all contributions from 
variations 6 and 7 to the received signal fluctuations have been eliminated leaving contributions from 
variations 1 to 5. 
HPF: High pass filtering was implemented in the time domain through the moving average 
technique. Let the array of samples of the data taken at sampling intervals At be designated 
x(n), n =1,2,3, - " ", N Rapid fluctuations can be eliminated from the data by smoothing. The M- 
sample moving average achieves this smoothing by replacing each sample of the data from 
n=2 (M + 1) to n=N- (M -1) with the average of M samples of the raw data centred on the 
sample. Designating the resulting samples x(n), we may write 
1 2(M'>> 
x(n) =MI: x(n+k) n =2 (M+1), Z (M+3), """, N-Z (M-1) (3.11) 
where N is the total number of elements in the data array, and M the number of samples summed in 
the moving average must be an odd integer less than (2N+1)/3. 
Equation 3.11 defines the operation of a simple digital filter which in this case produces a smoothing 
action on the input data and abstracts signal variations due to lower frequency components (LPF). A 
recursive version of this filter which is much more efficient, requiring far fewer computations may be 
derived if it is observed that each output value is almost exactly the same as the one before it, except 
that one new input sample is included while one old sample is discarded in the averaging process. It 
follows that 
x(n) = x(n-1)+M{x(n+z[M-1]ý-a(n-2[M+1])}, n=2(M+1), 2(M+3), ""; N-2(M-1) 
(3.12) 
The higher frequency components (HPF output) for the same data points are then given in dB by 
X(n) = 201og, o[x(n) / x(n)], n =1,2,3, .. ", N (3.13) 
which is the scintillation log-amplitude at the output of the HPF block. The cut-off frequency (-3 dB 
bandwidth) fc of the filter is related to the number of averaging points M and the sampling interval At 
by [27] 
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0.443 
M& 
Hz (3.14) 
For example, if At = 0.5 s and M= 201 samples, then fc = 0.00441 Hz. That is, the HPF block will 
reject all signal components whose frequency is less than 0.00441 Hz or whose period is greater than 
3.8 minutes. Karasawa and Matsudo [27] experimentally determined a good value to use for fc in the 
following way. They examined the power spectra of clear air scintillation at 11 and 14 GHz and 
found them to be surprisingly similar. They then obtained the spectra of signal level variations at 11 
and 14 GHz during 24 rain events. They found that the difference in spectral powers for the two 
frequencies gradually increased with decreasing spectral frequency from about 0.004 Hz. On the 
other hand there was less difference between the two spectra (as is the case for clear weather 
scintillation) toward higher frequencies beyond about 0.004 Hz. They inferred that the effect of rain 
(which has a strong frequency dependence) appears for frequencies below about 0.004 Hz, whereas 
that of scintillation (with weaker frequency dependence) tends to appear toward higher frequencies 
beyond about 0.004 Hz. Thus a high pass filter with a cut-off frequency of about 0.004 Hz can 
separate between the effects of rain attenuation and scintillation in the raw data and yield time- 
dependent data whose fluctuations are mainly due to scintillation. It should be noted that when 
scintillation has been properly separated from rain attenuation effect in this manner the spectrum of 
scintillation when rain occurs is similar to that of clear air scintillation [31]. There is then no need to 
exclude `wet data' in the study of scintillation. This approach was followed in our study. 
The result of applying the lowpass filtering operation defined by equation 3.7 (with M= 201 and At = 
0.5 s) on the `inspected' propagation data is shown in figure 3.12a. The rapidly fluctuating 
components of the data have been eliminated, and the small rain attenuation and large diurnal 
variation are more apparent. The final output of the data processing blocks for the input data plotted 
in figure 3.1 la is shown in figure 3.12b. This is the propagation data whose variation is caused only 
by scintillation on the link. This signal output may then be subjected to detailed scintillation analyses 
as will be done in the remaining chapters of the thesis. 
3.7.2 Rain Attenuation Processing 
Rain attenuation effects can be extracted by digital band pass filtering with lower and upper cut off 
frequencies fi and f2 as shown below in figure 3.13. 
variations variations variations variation 
1,2,3,4,5,6,7 1,2,3,4,5,6,7 1,2,3,4,5 4 
Raw Data I, pp 
7 reduced 
INSPECTION ý` 
[BPF 
ýy rain attenuation data 
Figure 3.13 Rain attenuation processing 
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The LPF and INSPECTION blocks function in the manner earlier discussed. In the BPF block, the 
lower cut-off frequency fl is selected to eliminate the first three variations which typically have 
periods in excess of one hour, while f2 is selected as discussed above to eliminate scintillation. Thus 
rain attenuation time series is obtained in the BPF by first obtaining x(n) with fc = f2, and then high 
pass filtering x(n) with fc = ft . 
Figure 3.14 provides a demonstration of the above procedure on the 
Sparsholt raw data of 9th July 1993 when there was a significant rain event recorded by a distrometer. 
The raw data is shown in figure 3.14a. Figure 3.14b shows the output of the BPF implemented with 
ft = 4.63 x 10-5 Hz and f2 = 4.41x10-3 Hz. To show the rain attenuation more clearly, figure 3.14c 
zooms in on the 20-minute period of most intense rain. 
It should be noted that the output of the digital filter discussed above starts at the (M+1)/2th sample of 
the input raw data and ends at the {N-(M-1)/2}th sample. Therefore in order to obtain output 
samples at all raw data points, the raw data must be padded on either side with (M-1)/2 samples from 
adjacent blocks before processing by the filter. 
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3.8 CONCLUSION 
Radiowave propagation measurement techniques and their potential errors have been discussed. The 
experimental arrangements used for the Olympus measurement campaign by BT, RAL, and the 
University of Surrey were also described. The BT complex provided the most comprehensive 
Olympus scintillation measurement. However, the BT data was little used in the experimental 
investigations reported in subsequent chapters. This was because of some errors in the reading of the 
BT binary data files which resulted in very poor correlations between the beacon data channels and a 
complete departure from expected seasonal trends. The files were stored on HP tapes which take 
several months to read and there was insufficient time to try to resolve the problem which was spotted 
only after full analysis. 
An important treatment in this chapter has been the identification of the different causes of received 
signal fluctuations on a satellite downlink. A means was then devised to abstract scintillation-induced 
fluctuations from the jumble of fluctuations in the raw data. A new method was also proposed for 
extracting rain attenuation time series by band pass filtering with a careful choice of cut-off 
frequencies. 
This and the two previous Chapters have led the theoretical and experimental framework for the study 
of amplitude scintillation. In the next Chapter we begin a careful and detailed analysis of the 
scintillation data. Our aim in each of the Chapters that follow will be to give an up to date summary 
of the state of knowledge of the aspects of concern in the Chapter, understand and quantify amplitude 
scintillation, and to present our findings in a form that is useful for satellite system design and the 
possible application of scintillation as a remote sensing tool. 
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Figure 3.2 Contour plot of Olympus B1/B2 propagation beacons. 
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Figure 3.3 Configuration of the University of Surrey Olympus Propagation Experiment 
105 
MIXER AND PRE-AMPLIFIER 
U-1 
RF METER 7 
z 
LO 1.57-1.65 GHZ 
10.75 GH i 
Figure3.4 Block diagram of total power radiometer 
OUTDOOR DOWNCONVERTER 
Splitter ---- 
- --- --`ý 
FADE 
LNA 
ti A2 ýý%ttenuator COUNTER- 
350 MHz MEASURE 
BPF LO SYSTEM 
INDOOR DOWNCONVERTER 
w 
Digital aLjQ_ c 
w 
VH1 Z Beacon A3 A4 VHQ Lu 70 
F2 F3 MH 
p 
Receiver 2j 
75 44 M_ 
U aU 
v) 
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4. DISTRIBUTION OF SCINTILLATION INTENSITY 
4.1 SUMMARY 
Knowledge of the distribution of scintillation intensity can be applied to obtain an expression for the 
long term probability distribution of scintillation amplitude fluctuations which in turn permits a 
detailed evaluation of the availability of a satellite link that takes into account the contribution of 
scintillation to link degradation. In addition, an understanding of the seasonal and diurnal 
dependence of scintillation is useful in the design and operation of satellite systems. With this 
information occasional-use satellite services such as satellite news gathering, database updates and 
tele-education may be able to avoid known periods of high scintillation activity while exploiting more 
the intervals of low scintillation. Besides, other services which utilise fade countermeasures may be 
able to more efficiently target these resources to service periods which are more prone to scintillation- 
induced degradation. 
A detailed study of the distribution of amplitude scintillation intensity is presented in this chapter 
based on satellite beacon propagation measurements taken over a period of one year on the Sparsholt- 
Olympus link. Seven different intensity measurement intervals are employed in the data analysis to 
investigate the effect of the choice of the length of measurement interval on the statistics of 
scintillation intensity. A summary of meteorological factors in scintillation based on the ITU-R 
scintillation model is given. Empirical equations are developed which relate measured intensity to the 
peak-to-peak scintillation amplitude excursion of the interval. The overall distribution of scintillation 
intensity is presented. An empirical expression, obtained by applying best fit formulations to the 
measured intensity distributions, is derived which gives the percentage of time P that a given intensity 
level ß is exceeded, and a simple method of scaling this expression to other elevation angles, signal 
frequency and antenna diameter is given. Analysis of the measurements classed by time of day and by 
season of year provides information on the diurnal and seasonal trends and addresses a number of 
important questions. Extensive tests of the annual, seasonal and monthly distributions of the 
intensities measured with seven different measurement intervals are performed to determine whether 
they follow the lognormal or gamma distributions with statistical significance. An attempt is made to 
interpret the results in terms of the meteorological factors which influence scintillation. 
Numerous graphs are involved in the presentation of results in this chapter. To preserve the 
continuity of the thesis, these graphs have been placed in the appendix. Therefore the figures referred 
to within the chapter are to be found in Appendix II. 
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4.2 LITERATURE REVIEW 
Measurements of the temporal distribution of scintillation on satellite links at several frequencies and 
elevation angles have been reported in the literature. Haidara et al [1] recently reported measurements 
of tropospheric scintillations at 12,20, and 30 GHz on a 14° path between Blacksburg Virginia and 
ESA's geostationary satellite, Olympus over a period between August 1990 and mid 1993. Their 
analyses revealed the following behaviour at all three frequencies: 
" An increase of the monthly average of scintillation intensity as the season shifts from winter to 
summer 
" Strong diurnal trend in scintillation during spring and summer with a maximum in the 
afternoon between local times 13: 00 and 15: 00 
" Little diurnal variation in winter scintillation and no well defined hour of peak scintillation 
Vogel et al [2] analysed data collected at University of Texas, Austin over a four-year period between 
June 1988 and May 1992 during which the right-hand circularly polarised (RHCP) 11.198 GHz 
beacon from a succession of three INTELSAT geostationary satellites located at 335.5°E was 
monitored with a 5.8° elevation angle. They noted a preponderance of scintillations during summer 
months and afternoons. 
Another low-elevation (6.5°) propagation experiment designed to investigate tropospheric scintillation 
due to irregularities of the refractive index in the troposphere was carried out by Karasawa et at [3,41 
in Japan, a region with a considerably large seasonal dependence of meteorological variables. An 
11.452 GHz RHCP satellite beacon from the INTELSAT-V satellite positioned over the Indian Ocean 
(60°E) and a looped-back 14.266/11.176 GHz linear-polarised wave were received by a 7.6-m 
Cassegrain antenna at the Yamaguchi experimental station during the year of 1983. Subsequent 
analyses showed that the scintillation intensity had a marked seasonal dependence, the extent of 
scintillation being about three times larger in summer than in winter. However, there was no marked 
diurnal dependence, except for a small peak around 12: 00 - 15: 00. The same INTELSAT-V beacon 
was received in Chilbolton UK between July 1983 and September 1984 with a path elevation of 8.9° 
(until March 1984) and 7.1° (after March 1984) [5,6]. It was also observed that scintillation intensity 
was very small during winter and large during summer. However, unlike the Yamaguchi station, 
there was a clear diurnal dependence during summer with a pronounced peak around 1400 GMT, but 
none at all during winter when scintillation was very weak. 
Earlier measurements of tropospheric scintillation and their temporal distribution were carried out 
between 1978 and 1983 at various sites in Europe at higher elevation angles (around 300) using the 
11.786 GHz beacon transmitted by the orbital test satellite (OTS). Watson et al [71 collated and 
analysed the propagation data received at 20 of these stations. Observation of seasonal and diurnal 
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trends of scintillation during this measurement campaign, for example by Vander Vorst et al [8] and 
Ortgies and Rucker [9] generally revealed the behaviour summarised above. In particular, Ortgies [9] 
noted that a given scintillation variance was exceeded in summer with a significantly higher 
probability than in winter; the ratio of the variances exceeded for 10% of the time in summer and in 
winter respectively being 2.2 and rising to 3.0 for I% of the time. He also reported a diurnal pattern 
which exhibited a strong maximum in the early afternoon during July and two small maxima around 
0800 and 1800 GMT during December. 
It seems from the above experimental observations that summer is the season of strongest 
scintillations in the temperate regions. This is not necessarily the case in the tropics. Wang et al [10] 
observed seasonal peaks of occurrence of scintillation in spring and autumn with diurnal maximum in 
the afternoon on a 6.9° elevation, 6.2 GHz satellite uplink between a tropical earth station at Si Racha, 
Thailand (101°E, 13°N) and the INTELSAT IV F8 Pacific Ocean Region satellite (174°E). 
The probability distribution of scintillation intensity, which gives the percentage of time that a given 
intensity level is exceeded, is useful for evaluating the performance of a satellite link in the presence 
of scintillation [11]. It has also been applied to derive an expression for the long term probability 
distribution of scintillation amplitude fluctuations by Moulsley and Vilar [12] who assumed a 
lognormal distribution of & and by Ortgies [13] whose data exhibited a Gaussian distribution of 
109(((Y-(Tv)/dB), where aN is the standard deviation due to thermal noise alone. We note that they used 
different measurement intervals of 10 minutes and 1 minute respectively. 
Vogel [2] performed a Kolmogorov-Smimov distribution test on the hourly values of a in monthly 
periods to determine whether they follow a lognormal or gamma distribution with statistical 
significance. This test compares the measured cumulative distribution to the theoretical one, the test 
statistic being the maximum deviation between matching cumulative frequencies. Of 48 months 
tested he found that 23 (48%) were lognormal, 29 (60%) were gamma, 18 (38%) were both, and 14 
(29%) were neither. 
Karasawa's results [4] indicated that a for long term variations over a month can be closely 
approximated with a gamma distribution. Jones et at [14] analysed a four year database collected on 
an INTELSAT-V satellite link operating in the 11/14 GHz bands at 10° elevation. They found that 
I the monthly distribution of 10-minute a calculated from de-rained data were generally closer to 
lognormal than to gamma, and that the long term distribution of a for the four year data was 
"decisively lognormal". 
Nearly all the above investigations were performed at frequencies below Ka-band, with the exception 
of Haidara's work [1] which included a low elevation Ka-band link. This chapter presents results of 
analyses of observed scintillation on a moderate elevation (29.2°) Ka-band link between Olympus 
(19°W, 0°N, 35786km) and Sparsholt (1.39°W, 51.1°N, 50m). 
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4.3 SCINTILLATION INTENSITY 
Radiowave amplitude scintillation is conveniently characterised by the scintillation intensity a, 
defined as the standard deviation of the received signal amplitude expressed in dB relative to the 
mean signal level during the measurement interval: 
1 r=N ? (xi )2 (4.1) 
ý 
' where 
xi = 201oglo( 
) (4.2) 
N is the number of valid samples x; per measurement interval, x and x are respectively the mean 
of xi and Xi in the interval. a is sometimes referred to as RMS amplitude fluctuation. For a 
sampling rate of 2 Hz and a one minute measurement interval, N= 120. We shall refer to X as the 
scintillation amplitude. The length of measurement interval used must be significantly greater than 
the correlation time of the amplitude fluctuations in order to yield a statistically reliable value of a, 
but must be short enough for the meteorological variables to remain approximately constant. 
Different experimenters have used intervals ranging from one minute to one hour. To investigate the 
effect of the measurement interval on the statistics of a seven different intervals (1,5,10,15,20,30 
and 60 minutes) were used in the intensity analysis. The results are reported in this chapter. 
The above procedure for obtaining scintillation amplitude is a type of high pass filtering process. It 
differs from the moving average filter discussed in chapter 3 in that a single mean signal level is used 
for a block of samples within a stationary period. The moving average filter computes the mean at 
each sampling instant. Most of the analysis results presented in this chapter were based on 
scintillation intensity values obtained as above (equations 4.1 and 4.2), except for the generalised 
model of equation 4.34 and the hourly cumulative distributions of figures 4.35 to 4.39 in which 
scintillation amplitudes were extracted by the filtering techniques discussed in chapter 3. The reason 
for this is that the procedure of chapter 3 was perfected only after this chapter had been written. 
There does not appear to be any statistically significant difference between the results obtained by both 
methods. However the moving average filter is considered more accurate since it is not subject to 
possible errors from samples near block boundaries. 
4.3.1 ITU-R Scintillation Model 
The ITU-R [15] has adopted the following tropospheric scintillation model based on measurements 
covering elevation angles from 4° to 32°, antenna diameters from 3m to 36m and frequencies in the 
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range 7 GHz to 14 GHz, and based on the work of Crane [16], Haddon and Vilar [17] and Karasawa 
and Yamada [18]: 
The standard deviation of the scintillation is predicted as 
a- 
anpfx/ -Ax) 
M 1 2 (4.3) P . (sin 0) 
where f is the frequency in GHz, 0 is the apparent elevation angle, and 
-a rcf = 
3.6 x 10-3 + 1.03 x 10-` N,, r 
(4.4) 
describes the meteorological influence, with N,, a the wet term of tropospheric refractivi ty given 
by 
N,,. f = 3.73 x 10' Z 
T (4.5) 
and e is the water vapour pressure in mb: 
He, He= 
00 - 100 x 6.1121 expl t+ 
40 t7) 
- 20: 5 t: 5 50 (4.6a) 
where H is the relative humidity (%) and t is the temperature in °C each averaged over a minimum 
period of one month. The saturation water vapour pressure e, may also be determined, with 
negligible difference from that given by equation 4.6a above, using the equation 
e- 
5854 x 1020-z950/ 273+r) 
s (4.6b) ' (273 + t) 
In equation 4.3 g(x) is the antenna averaging factor given by 
arctan(l/x)] - 7.08xý g(x) = 3.86(x2 + 1)X2 sin[ (4.7) 6 
with 
x=0.0584 
D`L k, 
Dff = Dk = 2nf /c (4.8) 
and 
L= 2h 
sine 0+ (2h/RR) + sin0 
(4.9) 
where c= velocity of light (m/s) 
D= receive antenna diameter (m) 
11 = receive antenna efficiency 
L= effective turbulent path (m) 
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R. = effective Earth radius (= 8.5x106 m) 
h= height of turbulence (h = 1000 m suggested) 
The scintillation fade depth A(p) exceeded for p% of the time is given by 
A(p) =ß prc(-0.061(log p)3 + 0.072(log p)2 -1.71 
log p+3.0) (4.10) 
for 0.01Sp550 
Thus an estimate of the mean signal loss caused by scintillation may be obtained directly from 
scintillation intensity through equation 4.10. The above model embodies the following general 
characteristics of tropospheric scintillation: 
" Scintillation intensity is strongly dependent on temperature and humidity 
" It increases with frequency as f X2 . This frequency dependence 
is bluffed at elevation angles 
below about 4° when multipath propagation effects begin to be significant 
" It increases as elevation angle decreases 
" It decreases as the receive antenna diameter increases - this is the antenna averaging effect. 
Since tropospheric scintillation increases with frequency and decreases as path elevation increases it is 
interesting to compare the scintillation on a moderate elevation Ka-band link with that of a low- 
elevation C band link. Figure 4.1 provides this comparison for frequencies between 4 and 30 GHz 
and elevation angles between 4 and 30° using the above ITU-R scintillation model with receive 
antenna diameter equal to 1.2 m, and mean meteorological condition given by an ambient temperature 
of 15°C and relative humidity equal to 60%. We note, for example that the predicted scintillation 
intensity on a 29° elevation, 20 GHz link is about the same as that on a 13° elevation 4 GHz link. 
The effects of ambient temperature and humidity on tropospheric scintillation are illustrated in figure 
4.2 for a 29.2° elevation link which utilises a 1.2 m antenna to receive a 20 GHz satellite signal. 
Relative humidity is varied between 0 and 100% corresponding to a completely dry atmosphere and a 
saturated atmosphere, while ambient temperature is varied between -20°C and 40°C. It is seen that 
scintillation is smaller for low temperatures and small relative humidity. This has been confirmed in 
several experiments [19] which showed that the cold, less humid climate at high latitudes had greatly 
reduced scintillation effects. 
An important fact on the effect of these two meteorological variables on scintillation is apparent from 
the figure: the effect of a change in one parameter depends on the magnitude of the other. A change 
in one parameter will significantly influence the level of scintillation only if the magnitude of the 
other parameter is large. For example, at -20°C scintillation intensity increases by a factor of only 1.2 
from 0.0470 dB to 0.0568 dB when relative humidity increases from 0 to 100%, whereas at 40°C it 
increases by a factor of 9.04 from 0.0470 dB to 0.4249 dB for the same increase of humidity. 
Similarly, at a relative humidity of 0% scintillation intensity does not depend at all on temperature but 
remains constant at 0.047 dB for all temperatures, whereas it increases by a factor of 7.48 for a 100% 
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relative humidity when temperature increases from -20°C to 40°C. This observation highlights the 
fact that the ITU-R scintillation model depends on N,,, the wet term of atmospheric refractivity and 
only indirectly on temperature and relative humidity. Thus, the model predicts that two climates will 
have the same level of scintillation irrespective of their temperature difference if both are completely 
dry. It would be interesting to experimentally verify this rather surprising result. 
43.2 Relation Between Scintillation Intensity and Peak to Peak Scintillation 
Amplitude 
Another quantitative measure of scintillation activity on a communication link is the peak to peak 
scintillation amplitude y which is the difference between the maximum enhancement in dB above 
the mean signal level and the maximum fade in dB below the mean signal level in a given 
measurement interval: 
X pp = maximum enhancement +I maximum fade 
1 (4.11) 
where II denotes absolute magnitude. 
It is expected that there should be a strong positive correlation between a and XpP , large values of a 
indicating large amplitude excursions. A simple empirical relation between these two quantitative 
measures of scintillation was obtained as follows: The whole scintillation data set for the 12 month 
period between September 1992 and August 1993 was analysed using seven measurement intervals. 
We shall use the symbols a; and xPq to denote values calculated with measurement interval i 
minutes, where i=1,5,10,15,20,30,60 minutes. For each measurement interval, a1 and Xpp; were 
calculated from equations 4.1 and 4.11 respectively. The XPPi values of the whole data were then 
grouped according to their corresponding a1 (i-minute intensity) value in 0.1 dB intensity bins 
between 0 and 2 dB. Each of the 20 groups had associated with it an intensity value equal to its bin 
centre, and a peak-to-peak amplitude fluctuation equal to the mean of the xPp. values of the group. 
The results are given in Table 4.1 which shows the mean peak-to-peak amplitude fluctuation 
associated with a given level of scintillation intensity for all measurement intervals. Blank cells in the 
table indicate i-minute intensities not observed during the experimental period. For example, the 9th 
element in the xpp, s column is blank. This means that there was no 15-minute interval (taken 
contiguously from midnight) with intensity in the range 0.8 - 0.9 dB. 
A measure of the strength of association between two parameters x and y is given by the RZ statistic, 
the correlation coefficient squared [21]: 
1=Na k. NN 2 1 [NN 
I IxJyk_ 5 
_sr k1 (4.12) 0 
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where 
NX 
, 
NY are the number of samples of parameters x and y, and x, y, ßx, (T y are their respective 
means and standard deviations. When R2 = 1, x and y are perfectly correlated. The closer R2 is to 1, 
the stronger is the association between the two parameters. The RZ statistic for a and xpp is given in 
Table 4.2 for the seven measurement intervals. R2 exceeds 0.9 in all cases except for the longest 
measurement interval (60 minutes). We note that this interval is at least twice as long as the other 
intervals. Thus a strong positive relation exists between scintillation intensity and scintillation peak- 
to-peak amplitude, a large value of one indicating a large value of the other. It is therefore possible to 
predict the peak-to-peak amplitude of scintillation in a short interval from a knowledge of the 
interval's scintillation intensity, and vice versa. Table 4.2 suggests that good prediction results may 
be obtained for interval lengths up to 30 minutes. 
Table 4.1 Peak-to-peak amplitude Xuýpj of various scintillation intensities a for measurement 
intervals i =1,5,10,15,20,30,60 minutes 
Intensity Xppi xPPS xpp10 %pplS Xpp20 Xpp30 Xpp6O 
ß dB dB dB dB dB dB dB dB 
0.05 0.3252 0.5099 0.6150 0.6821 0.7333 0.8059 0.9380 
0.15 0.7371 0.9870 1.1303 1.2268 1.2999 1.4070 1.6129 
0.25 1.2274 1.6135 1.8174 1.9768 2.0523 2.2863 2.7304 
0.35 1.6384 2.0906 2.4205 2.6074 2.8602 3.2085 3.7715 
0.45 1.8491 2.4367 2.8329 3.4760 3.6298 4.3117 4.2965 
0.55 1.9731 2.8010 3.8955 3.8377 4.3994 5.2752 7.3146 
0.65 2.2060 3.2350 4.7926 4.9840 5.2752 - 9.5686 
0.75 2.5311 4.0977 4.3994 4.5400 - 7.3146 7.1842 
0.85 2.6889 4.3687 5.5202 - 7.7202 9.5686 - 
0.95 3.0350 4.6958 - 7.7202 6.9090 - - 
1.05 3.4088 5.1117 - 6.9090 9.5686 - - 
1.15 3.8328 5.5565 - 9.5686 7.1842 - - 
1.25 3.9927 - 7.3146 - - - - 
1.35 4.8908 - - - - - - 
1.45 4.9262 - 9.5686 - - - - 
1.55 5.4599 - - - - - - 
1.65 4.7844 7.7202 - - - - - 
1.75 - 6.9090 - - - - - 
1.85 - 9.5686 - - - - - 
1.95 - - - - - - - 
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Table 4.2 Correlation Coefficient Squared for a and XpP determined using seven different 
measurement intervals 
Measurement 
interval 1 5 10 15 20 30 60 
(minutes) 
R2 Statistic 0.9744 0.9706 0.9841 0.9546 0.9234 0.9797 0.8716 
A plot of peak-to-peak amplitude versus intensity is shown in figure 4.3 for all measurement intervals. 
We observe that all but the 1-minute measurement interval have a maximum peak-to-peak amplitude 
of 9.5686 dB occurring with intensities which decrease as the interval increases. This is caused by a 
single occurrence of an amplitude excursion of this magnitude within only one 5-minute period 
during the entire measurement year. This gave rise to the largest standard deviation, and hence 
observed scintillation intensity in the 1.8 - 1.9 dB group within the 5-minute period. The larger 
measurement intervals which enclose this 5-minute period have the same peak-to-peak amplitude but 
increasingly smaller intensities as more and more samples of small deviations from the mean are 
incorporated into the interval. Since the intensity group resulting from this single event in each 
measurement interval had only one element and the averaging of peak-to-peak amplitudes described 
above could not be performed, their contribution was disregarded in deriving the following models for 
the relationship between intensity and peak-to-peak amplitude. 
It is found that for short measurement intervals not exceeding 10 minutes, a linear regression model 
gives good estimates of scintillation peak-to-peak amplitude from scintillation intensity, and vice 
versa. Simple non-linear equations were obtained for the longer intervals less than 60 minutes. An 
equation was not attempted for the 60-minute measurement interval since the correlation between the 
two parameters is not sufficiently strong for this length of time. For the short measurement intervals, 
the following linear regression equations give the best agreement with measurements: 
xPp1 = 0.3236+3.0454x, 
X 
Pp5 
= 0.4568+4.4056a5 
xpp1o = 0.2885+6.094ß10 
0<a1<1.7dB (4.13) 
0<a3<1.7dB (4.14) 
0<a, o<1.5dB (4.15) 
with standard errors 0.24 dB, 0.13 dB and 0.33 dB respectively; while for the longer measurement 
intervals the relation is non-linear and best fits are given by the equations 
xpp15 = 
(0.6160+3.7568a15)'a1s6 0 <a15 <1.0 dB (4.16) 
xppzo = (0.7144+ 3.1588a20)''6667 0 <a20< 0.9 dB (4.17) 
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Ibpp30 = 
(0.5726+63.31ß30)0.55s6 
0 <a30 < 0.8 dB (4.18) 
with respective standard errors 0.12 dB, 0.10 dB and 0.05 dB. The standard error is the square root of 
the mean of the squares of the deviations of the model prediction from the experimentally observed 
values. Equations 4.13 to 4.18 are shown on figure 4.3 in broken lines. We note that equation 4.17 
and 4.18 give practically perfect fits. Results from equation 4.16 are also excellent if we disregard the 
observations in the 0.7 - 0.8 dB intensity group for the 15-minute measurement interval as was done 
in calculating its standard error. 
The above empirical equations are very important. Scintillation intensity a is a parameter which 
gives an indication of the amount of fluctuation about the mean level present in the received signal 
amplitude. It may give the system designer a useful estimate of the mean scintillation-induced fade as 
shown in equation 4.10. When a=0, all samples of the received signal during the measurement 
interval have the same level. This never happens in practice (unless the quantisation interval of the 
receiver is unreasonably large). Small values of a correspond to weak scintillation while large values 
of a indicate strong scintillation. The fact that table 4.1 shows more and more empty groups for large 
intensities as the measurement interval increases is an indication that strong scintillations are in 
general a short-lived phenomenon. This issue will be more clearly demonstrated later when we 
discuss the probability distribution of scintillation. Now, from a system impact perspective, the more 
useful parameter is the peak-to-peak amplitude of scintillation Xpp, which, if we assume a symmetrical 
distribution of amplitude fluctuation about the mean also yields the scintillation fade depth and 
scintillation amplitude enhancement as 0.5xpp. Equations 4.13 to 4.18 therefore provide a means of 
calculating a useful communications link parameter. It is a simple matter to invert these equations for 
a as a function of XPp. 
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4.4 PROBABILITY DISTRIBUTION OF SCINTILLATION INTENSITY 
The ITU-R model discussed in Section 4.3.2 gives the long term average scintillation intensity for 
periods of time not less than one month as a function of the earth station system and meteorological 
variables. The model however does not give any indication of the distribution of short term intensities 
which would permit a reliable estimate of the scintillation intensity exceeded for a given time 
percentage of an average year. The one year scintillation data was carefully analysed to provide this 
information. The results are presented and discussed in this section. 
4.4.1 Data Analysis Procedure 
Scintillation intensity was computed using equation 4.1 for successive periods of measurement 
interval T covering the whole one year scintillation data: 
T=1,5,10,15,20,30,60 minutes (4.19) 
Only periods which had a majority of its received beacon samples correctly acquired were utilised in 
the analysis. For a sampling rate of 2 Hz, this meant that there had to be at least 60T valid samples in 
a T-minute period before the T-minute scintillation intensity was calculated on that period using the 
valid samples. Table 4.3 gives the number of periods of each measurement interval used in the 
analyses along with the percentage of the total year which this number represents. The small 
percentages are due mostly to measurements not being taken during twenty days in September 1992 
(when the experiment got under way) and twenty days in August 1993 (after the final loss of the 
Olympus satellite on 12th August 1993). There were also short system downtimes in between. 
Table 4.3 Number of intervals used for analysis 
Measurement 
Interval, T 1 5 10 15 20 30 60 
(minutes) 
Number of 
intervals used 
386,917 77,392 38,699 25,801 19,358 12,903 6,457 
Percentage of 
year (%) 
73.61 73.62 73.63 73.63 73.66 73.65 73.71 
The T-minute intensities were then sorted into 0.01 dB bins in the range 0 to 3.0 dB. 
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4.4.2 Frequency of Occurrence 
Figures 4.4 to 4.6 give staircase plots of the frequency of occurrence of the scintillation intensity 
measured over the seven measurement intervals. There were only very few events with intensity 
above 1 dB. The graphs have been divided into two sections for clearer illustration of the occurrences 
above 1 dB. Figures 4.4 and 4.5 plot the intensities less than 1 dB while figure 4.6 plots those above 1 
dB. The maximum observed intensity of each measurement interval during the entire year is also 
shown in figure 4.5. This is actually the second maximum of each interval to omit the large isolated 
event described in section 4.3.2. These graphs reveal several important features: 
1. All the measurement intervals have the same modal intensity of 0.052 ± 0.005 dB. This intensity 
compares well with a value of 0.0552 dB predicted by the ITU-R model as the average intensity for 
the Sparsholt earth station in a cold dry winter month (average temperature = 0°C; average 
relative humidity = 20%), but is less than the predicted value of 0.0989 dB for a typical average 
weather condition (temperature = 12°C and relative humidity = 60%). 
2. The frequency curves all have the same general shape. However there is a noticeable difference in 
the tails of the curves, where the shorter measurement intervals have comparatively larger 
numbers of occurrence. 
3. The maximum observed intensity decreases significantly as the measurement interval increases. 
The frequency of occurrence of events with intensities above 1 dB also shows a dependence on the 
length of measurement interval. In the whole year there were 47 occurrences or 0.012% of 1- 
minute intensities above 1 dB, seven occurrences or 0.0090% of 5-minute intensities above 1 dB, 
three occurrences or 0.0078% of 10-minute intensities above 1 dB, two occurrences or 0.0078% of 
15-minute intensities above 1 dB, two occurrences or 0.010% of 20-minute intensities above 1 dB, 
and no 30- or 60-minute intensity above 1 dB. The falling trend in frequency of occurrence of 
events with intensities above 1 dB as measurement interval increases is apparent. 
It is therefore clear that strong scintillations are short-lived phenomena, which tend to occur in bursts 
lasting for only a few minutes at the most. Similarity of the shapes of the frequency curves suggests 
that one type of probability distribution function will be adequate to characterise the distribution of 
intensities of all measurement intervals with some selection of the distribution function parameters. 
However, it should be recalled from section 4.3.2 that as the measurement interval increases the 
association between scintillation intensity and peak to peak amplitude of the interval becomes less 
linear. We saw that peak to peak amplitudes could be predicted from intensity with acceptable 
accuracy for measurement intervals up to 30 minutes, but not for the 60-minute measurement interval. 
4.4.3 Probability Density Function p((Y) 
The probability density function (pdf) of a random variable such as the scintillation intensity a is a 
nonnegative function which gives a description of the relative distribution of the variable. If p(a) 
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denotes the pdf of a, then p(a)da gives the probability that a lies in the interval a± Ida . Another 
important property of the pdf is that its integral over all possible values of the random variable must 
be unity: j p(a)ds = 1. The curves of figures 4.4 and 4.5 were transformed to give the pdf of 
intensity through a two-stage process of smoothing and normalisation: 
I. Smoothing: Starting from the largest observed intensity bin and working downwards, each 
empty lower intensity bin was merged with its nonempty upper neighbour. The merging involved 
sharing the number of occurrences in the nonempty bin equally among all the empty bins 
immediately below it. Thus if there were m contiguous empty intensity bins below a bin with N 
occurrences, then after this smoothing process the m+1 bins will each have N/(m+l) occurrences, 
which will not necessarily be an integer. 
2. Normalisation: The pdf p(a) was obtained as the scaled frequency curve with unit area 
such that 
rmu 
p(a)da =1 (4.20) 
The resulting pdfs are plotted in figures 4.7 and 4.8. Several curves are plotted in each window of the 
figures. The measured pdf is labelled curve 1. The third curve is the lognormal pdf obtained using 
experimentally determined mean n and standard deviation a1ýe of the logarithm of intensity ß. 
These parameters are determined from the intensity histograms using the expressions 
m1cQ = If, lnak/I 
., 
f (4.21) 
and 
2 f (lnßk) -m, ýaý, fk (4.22) a'°g° - (ý f)-1 
Here the summation is done over all intensity bins and fj and ß, are respectively the frequency and 
midpoint of the kth bin. The results of equations 4.21 and 4.22 for each measurement interval are 
given in Table 4.4. This pdf matches the measured pdf (curve 1) very well at low scintillations (ß < 
0.3 dB) but departs significantly at higher scintillations. A procedure which sought to minimise the 
statistic 
Ai 
xz _ 
fý -f 
fk 
(4.23) 
where f is the expected frequency of the kth bin for a lognormal distribution was employed with 
different values of the standard deviation parameter. It was found that a slightly better fit of a 
lognormal distribution to the measured pdf at the high end of the distribution which still retains the 
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excellent low end agreement could be obtained by using the measured m,., a parameter together with 
a new standard deviation parameter a given by 
(;;. g,, = 1.2811(;,,, g,, -0.1196 
(4.24) 
Curve 2 of the graphs shows this lognormal pdf. The slight improvement is noticeable. The fourth 
curve is the gamma distribution pdf with parameters v and a given in terms of the mean mQ and 
standard deviation ßQ of the measured scintillation intensity a: 
v= (ma ýaa ýZ (4.25) 
a= maße (4.26) 
ma and as are obtained from the intensity histogram in a similar manner to m, ý, and a,.,,, : 
mp = I: fßkll: f (4.27) 
CT _ 
Jfa2 
me afk (4.28) CF (If)-1 
where, as previously, the summation is done over all intensity bins and fj and ae are respectively 
the frequency and midpoint of the kth bin. The values of mQ and as for the seven measurement 
intervals are also shown in Table 4.4. It is seen that there is good agreement of the measured pdf with 
the gamma distribution at values of scintillation intensity close to the modal intensity. 
Table 4.4 Summary of parameters of measured distribution of scintillation intensity ß 
Measurement 
Interval (mins) 
Mean of ß 
mQ (dB) 
Standard 
Deviation of a 
6Q (dB) 
Mean of lna 
mloga (dB) 
Standard 
Deviation of lna 
ßtoga (dB) 
1 0.0717 0.0480 -2.7896 0.5390 
5 0.0741 0.0482 -2.7448 0.5150 
10 0.0750 0.0475 -2.7286 0.5060 
15 0.0755 0.0470 -2.7192 0.5025 
20 0.0759 0.0468 -2.7122 0.4993 
30 0.0765 0.0464 -2.7024 0.4962 
60 0.0777 0.0453 -2.6822 0.4886 
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However there is a larger departure of the measured pdf from the gamma distribution at large 
scintillation values compared to the lognormal pdf. 
For each of the measurement intervals the Chi-square goodness-of-fit test was performed on the 
values of a to determine if they follow a lognormal or gamma distribution with statistical significance. 
Intensities of all measurement intervals failed the test even at the 1% confidence level. However, the 
graphs of figures 4.7 and 4.8 show that there is a noticeable tendency towards lognormal distribution 
of a as the measurement interval increases. We may therefore conclude that intensities measured 
with longer time intervals are more likely to have a log-normal distribution. It should be noted that 
though our results indicate that none of the intensities is lognormal or gamma distributed with 
statistical significance, all the intensities have distributions which are not far from the gamma and 
lognormal distributions. This point is demonstrated in figures 4.9 and 4.10 where figures 4.7 and 4.8 
are redrawn with a linear ordinate. The curves of measured pdf and lognormal pdf are very close 
indeed. 
4.4.4 Cumulative Distribution Function 
Propagation phenomena such as scintillation are not deterministic and can only be quantified 
statistically. Experimental measurements of these phenomena are most effectively presented in the 
form of cumulative distributions on an annual or monthly basis. In this format the contribution of the 
phenomenon to link outage can be determined and margins designed into the system to achieve the 
desired performance against impairments imposed by this phenomenon. The cumulative distribution 
function P(a) of intensity gives the percentage of time that a exceeds a given level. P(a) may be 
obtained from the integral of the pdf of ß, p(a) as 
P(Q) = 100 x 
rp(a')da' 
CF 
(4.29) 
However, it is more straightforward to determine the measured cumulative distribution P((Y) directly 
from the intensity histogram: 
Nhrn Nhin 
Pk =EfIf X100% 
J-k J-1 
(4.30) 
where Pk is the percentage of time that v exceeds the lower limit of the kth intensity bin, fi . is the 
frequency of the jth bin and Nbin is the total number of bins. We note that equation 4.29 is the 
limiting case of 4.30 in the limit when the bin size is made infinitesimally small and designated da. 
The act of grouping the measured ß values into bins is a discretisation process which introduces a 
quantisation error equal to half the bin size. Therefore it should be borne in mind that with a bin size 
of 0.01 dB, an error oft 0.005dB is inherent in any value of ß determined from the histogram. 
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The measured Pk curve of a for each of the seven measurement intervals is plotted in figures 4.11 and 
4.12. Also shown in the last window of figure 4.12 are the curves of all measurement intervals to 
demonstrate that the distribution of a is largely independent of measurement intervals at small values 
of a. An extensive regression analysis was performed to obtain an analytical function for Pk. It was 
found that an exponential function involving polynomials in a and Ina gave excellent fits to Pk. 
Specifically, for the 1-minute and 60-minute intensities (the other measurement intervals can be 
realised with functions of similar form): 
258.79a; - 0.12125/x; - 20.432/x1- 242.61-1na, x P(O) = exp (92.928a; + 0.016715/x; + 3273a 1+4.7309/a 1+ 116.89 
0.005: 5 a, :51.0 dB (4.31) 
-1.2905/a 60 - 6.851 3.62639a 
bo - 8.7017 x 10-4/a 2 60 P(am) = exp 
-1n a 60(0.24982/0 60 + 7.479 
2 
9 
0.005 S aw S 0.8 dB (4.32) 
where P(ß, ) and P(ß. ) are respectively the percentages of time that the 1-minute intensity 61 and 
the 60-minute intensity 060 are exceeded. Equations 4.31 and 4.32 are also plotted in figures 4.11 
and 4.12. Each matches the measured cumulative distribution with an R2 statistic of 0.9999 which is 
an excellent fit. A comparison of these empirical equations with the measured distributions at a few 
values of intensity is given in Table 4.5. 
Equations 4.31 and 4.32 are based on measurements at a frequency of 20 GHz and elevation angle of 
29.2° using a receive antenna of diameter 1.2 m. The distribution of intensity at an earth station with 
frequency f (GHz), elevation angle 0 and receive antenna diameter D is obtained by replacing ß! and 
660 on the right hand side of equations 4.31 and 4.32 with 
_ 
13.029(sin9)''2a, 
_ 
13.029(sin0)1'2 60 a60 - 7 
g(x). f `Z g(x)f 
(4.33) 
where g(x) is given by equations 4.7,4.8 and 4.9 as a function of D. With these substitutions on the 
RHS, equations 4.31 and 4.32 give the percentage of time that intensities ßi and a60 are exceeded 
for an earth station with link parameters f, 0, D. 
[20] 
Since this section was written, a more practical generalised model has been developed through 
further analysis in which scintillation amplitudes were extracted by high pass filtering as described in 
chapter 3 and the distribution of the one-minute scintillation intensity was computed directly from the 
intensity samples without grouping into bins. This eliminates the small discretisation error 
introduced by grouping. The measurements were taken at the stated link parameters, and annual 
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average relative humidity H and temperature t of 79.63% and 9.82°C, respectively. Assuming that 
ITU-R scintillation scaling laws of section 4.3.1 apply, we obtain the following general model for the 
measured distribution by regression analysis: 
ßl = 2.89OPteexp{7.3673x10'6/p2+0.0169p+ (1.3038x10-6 /p2-0.004695p-0.3436482)lnp} 
..... (4.34) 
where ax (dB) is the one minute intensity exceeded on the satellite link at an annual time percentage 
p, (50 zpZ0.003 %), and apre is a function of f, D, 0, t, and H as given by equations 4.3 to 4.9, 
except that the exponent of sine is 11/12 instead of the 1.2 prescribed. The excellent agreement 
between (1) and our measurements (for which apte = 0.0869 dB) is demonstrated in figure 4.12b. 
Table 4.5 Comparison of measured intensity distribution with prediction from analytic equations 
Intensity Percentage of Time ßl is exceeded Percentage of Time 660 is exceeded 
(dB) Measured Analytic Equation Measured Analytic Equation 
0.055 64.7 65.2 73.3 72.3 
0.105 17.2 17.1 21.0 21.0 
0.205 2.0 2.0 2.3 2.2 
0.305 0.55 0.55 0.42 0.41 
0.405 0.24 0.23 0.11 0.12 
It has been observed earlier that strong scintillations (a > 0.5 dB) are short duration phenomena, 
occurring rarely and lasting at most for a few minutes at a time. In figure 4.13 the percentage of time 
that strong scintillations were observed are plotted against the measurement interval. It may be seen 
that the frequency of occurrence decreases with measurement interval. For example, scintillations 
larger than 0.5 dB in intensity occurred for 0.122% of the year in 1-minute periods, but only 0.054% 
of the year in 30-minute measurement intervals. The 60-minute intensity measurement departs from 
this trend of decreasing frequency of occurrence with increasing length of measurement interval. 
Only 6457 valid one-hour intervals of scintillation data were used in the analysis and the plotted 
0.062% corresponds to only 4 events of one-hour scintillation intensity above 0.5 dB in the entire 
year. Thus it should be safe to ignore this single departure and base our conclusion on the trends 
exhibited by all the other measurement intervals. 
4.4.5 Seasonal Dependence of Scintillation Intensity 
The analyses of the previous section were performed on the scintillation data obtained during each of 
the 12 months and 4 seasons of the year to investigate the monthly and seasonal trends of scintillation 
intensity. For each month and season of the measurement year the following analyses were performed 
on the period's scintillation data 
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1. The measured probability density functions of 1-, 10-, 20-, 30- and 60-minute intensities were 
computed. This gave 5 intensity measurement intervals in 16 periods (12 months and 4 seasons) 
and a total of 80 pdfs. 
2. Gamma and lognormal distributions were constructed from the means and standard deviations of 
the measured scintillation intensity data calculated as discussed in section 4.4 
3. The Chi-square goodness-of-fit test was performed on the measured intensity values to determine 
if they follow a lognormal or gamma distribution with statistical significance. 
4. The measured cumulative distribution of intensity was computed on each of the five measurement 
intervals 
5. The mean square intensity was computed directly from the raw intensity values and the mean and 
standard deviation of intensity were calculated from the intensity histograms. 
Results of the above analyses are presented and discussed in this section 
4.4.6 Seasonal Probability Density Function 
1-minute Intensity 61: The measured monthly and seasonal pdf of 61 was computed and tested 
against the gamma and lognormal distributions. None of the 16 periods tested passed the Chi-square 
goodness-of-fit test even at the 1% confidence level. The closest monthly pdf to lognormal 
distribution was observed in February and is plotted in figure 4.14 along with the gamma and 
lognormal pdfs constructed using the measured means and standard deviations of the month's values 
of 6I and ln(a 1). The lognormal distribution gives a better fit which is close to the measured pdf at 
low scintillations, a1<0.25 dB. 
10-minute Intensity 610: The monthly and seasonal pdfs of 610 were tested against the gamma 
and lognormal distributions. None of them passed the test at the 1% confidence level. However, the 
September and February pdfs passed the Chi-square goodness-of-fit tests for lognormal distribution at 
the 0.3% and 0.4% confidence levels respectively. Their plots, along with the corresponding 
lognormal and gamma pdfs are shown in figure 4.15. Again the agreement of the measured pdf is 
better with the lognormal distribution than with the gamma distribution. 
20-minute Intensity a 20: The monthly and seasonal pdfs of a 20 were also tested to 
determine their 
closeness to the lognormal and gamma pdfs. Of the 12 months tested, none of them followed the 
gamma distribution. None of the 4 seasons followed either the gamma or the lognormal distribution. 
However, the monthly pdfs of 620 showed some amount of lognormal variation. Eight of them failed 
the test for lognormal distribution, while the September, February, May and August variations passed 
the Chi-square test at the 25%, 3%, 1% and 1% confidence levels respectively. The pdfs of these four 
months are shown in figure 4.16. 
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30-minute Intensity 630: The variation of a30 in monthly periods showed strong lognormal 
trends. Of the 12 months tested, five of them or 42% were clearly lognormal with statistical 
significance, passing the Chi-square goodness-of-fit test at the 38%, 36%, 15%, 11% and 2% 
confidence levels. The pdfs of these 5 months are plotted in figure 4.17. The May pdf passed the test 
for lognormal distribution only at the 0.6% confidence level and is therefore not sufficiently 
lognormal. Of the 4 seasons, none showed either lognormal or gamma variations. Also, none of the 
12 months followed the gamma distribution. The closest month to a gamma pdf of 6 30 was 
September which passed the Chi-square test for this distribution only at the 0.7% confidence level. 
60-minute Intensity a60: Tests performed on the values of 660 confirmed an observation made 
earlier that there is an increasing tendency towards the lognormal and gamma distributions of 
intensity as the measurement interval increases. Of the 12 months tested, 9 or 75% followed the 
lognormal distribution in 660 of which two also followed the gamma distribution with strong 
statistical significance. Of the remaining three months one passed the Chi-square test for lognormal 
distribution at the 1% confidence level, one passed the tests for gamma and lognormal distributions at 
the 0.6% and 0.3% confidence levels while the third was definitely neither lognormal nor gamma 
distributed. However the values of ß60 over each of the seasons did not follow these distributions. 
The closest season to a lognormal distribution of 1160 was autumn which passed the test only at the 
0.3% confidence level. Figure 4.18 shows the 660 pdfs of September 1992 and August 1993 which 
were both lognormal and gamma, and the 660 pdfs of January and May 1993 which were strongly 
lognormal but not gamma. The 660 pdfs of February and June 1993 both strongly lognormal but not 
gamma, the December 1992 060 pdf - neither lognormal nor gamma, and the autumn 1992 pdf are 
shown in figure 4.19 along with the lognormal and gamma pdfs constructed from the measured mean 
and variance of 6 60 in the month or season. 
Based on the above results and the annual distributions of scintillation intensities of various 
measurement intervals discussed earlier it is found that 
" 60-minute intensities follow a lognormal distribution and occasionally a gamma distribution over 
periods not much more than one month 
" As the distribution period increases to, say three months (one season) or a year, or the 
measurement interval decreases there is a marked departure from both the lognormal and gamma 
distributions constructed from the measured mean and variance of the intensity data. However, it 
is possible to improve the lognormal fit by using a variance larger than the measured value. 
" The distribution of scintillation intensities measured in intervals less than 20 minutes is 
predominantly non-lognormal and non-gamma. 
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4.4.7 Seasonal Cumulative Distribution Function 
Monthly Trends: The cumulative distributions of 1-, 10-, 20-, 30- and 60-minute intensities in each 
of the 12 months were determined from their respective histograms in each distribution period. These 
distributions are plotted in figures 4.20 to 4.22. The percentages of time for which three one-minute 
scintillation intensity thresholds are exceeded are also shown as a function of the month in the lower 
window of figure 4.22. These threshold levels are 0.1 dB, 0.3 dB and 0.5 dB. It is obvious that the 
lowest percentages for all three thresholds were recorded in February and the highest in June. The 
monthly curves for all measurement intervals are bounded at the top by the June and July curves and 
at the bottom by the December and February curves. The month of August is right at the middle of 
the set of curves. This might suggest that August is a month of moderate scintillation activity. 
However, no reliable conclusion can be reached concerning August since data was collected during 
only one third of the month. 
Scintillations of all measurement duration were most severe during the months of June and July and 
least severe in the months of December and February. A given scintillation intensity was exceeded in 
June and July with a much higher probability than in December or February. To illustrate this more 
clearly, figure 4.23 shows the ratios of the percentages of time that one-minute intensities are 
exceeded during these months. It can be seen that the exceedance ratio for June and February rises 
sharply from 1 at 0 dB to a maximum of 155.2 at 0.21 dB and then falls to a sustained value of about 
30 beyond 0.4 dB. This indicates that scintillation events were much more frequent in June than in 
February. For example, a one-minute intensity level of 0.21 dB was exceeded in June for 6.9 % of 
the time, whereas it was exceeded only 0.0445% of the time in February. This gives the plotted 
exceedance ratio of 155.2 at 0.21 dB. The June/July comparison reveals that one-minute intensities 
less than 0.5 dB were more frequent in June, whereas higher intensities occurred more frequently in 
July. However the maximum ratios for these two summer months are only 2.05 at 0.22 dB for June to 
July and 3.65 at 1.56 dB for July to June. It can also be seen that scintillation levels up to 0.5 dB were 
exceeded in December with a higher probability than in February, though with a much smaller 
margin than between June or July and December or February. 
Seasonal Trends: The cumulative distribution of intensities in each season is shown in figures 4.24 
to 4.26 for each of five intensity measurement intervals. The set of curves exhibit the same trend in 
all measurement intervals - they are bounded on top by the summer curve and below by the winter 
curve with the autumn and spring distribution curves sandwiched in between and very close to each 
other. This shows that a given scintillation intensity of whatever measurement interval is exceeded 
with a higher probability in summer than in any of the other seasons. It is also exceeded more 
frequently in autumn or spring than in winter. The trend of exceedance of three 1-minute intensity 
thresholds 0.1 dB, 0.3 dB and 0.5 dB is shown in the lower window of figure 4.26. There is a 
consistent pattern in all three thresholds: the highest exceedance is in summer and the lowest in 
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winter. The autumn and spring exceedances are quite close and fall somewhere between these two 
extremes. 
A quantitative estimate of how much more likely a given scintillation intensity level is to be exceeded 
in one season compared to another may be gained by computing the ratios of percentage exceedances 
in the four seasons. Only three such ratios are required to determine all other possible ratios. As an 
illustration, let rj denote the ratio of percentage exceedance of a given level in season i to the 
percentage exceedance of the same level in season j; and let the seasons autumn, winter, spring and 
summer be denoted by the subscripts a, w, p and s; then given the ratios rap, r,,,, r,, we can obtain all 
the other ratios in terms of these. For example 
Taw = rrwIäa (4.35) 
gives the ratio of percentage exceedance in autumn to that in winter. Plots of these ratios for 
summer/autumn, autumn/spring and summer/winter are shown in figure 4.27. It can be seen that the 
distributions of 1-minute intensities in autumn and spring are very similar up to 0.71 dB above which 
occurrences are more frequent in autumn than in spring, the ratio of percentage exceedance rising 
sharply beyond 1.12 dB to about 8.4 at 1.16 dB. The seasons of spring and autumn have comparable 
average temperatures and relative humidity. It is therefore expected that the severity of scintillation 
should be similar in the two seasons. However the greater incidence of strong scintillations in autumn 
than in spring may be attributed to the fact that strong winds occur more frequently in autumn than in 
spring. 
Summer is a period of high temperatures and relatively high humidity. The strong positive 
correlation that exists between scintillation and the wet term of refractivity leads us to expect larger 
scintillation activity in summer than in any of the other seasons. Figure 4.27 shows that the 
percentage of time that one-minute intensity exceeds any level above 0.14 dB in summer is at least 
twice the percentage exceedance in autumn. Scintillation intensities above 0.16 dB are exceeded in 
summer for a percentage of the time at least 10 times that of exceedance of the same level in winter. 
Based on the above results, it is found that 
1. Scintillation exhibits a strong monthly and seasonal dependence 
2. Scintillation is weakest in winter and strongest in summer 
3. The severity of scintillation in spring and autumn are comparable and falls somewhere between 
the autumn and winter levels. However, strong scintillations (above 0.7 dB) occur more frequently 
in autumn than in spring. This is probably due to the contribution of crosspath wind to 
scintillation. 
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4.4.8 Seasonal Mean and Standard Deviation of Intensity 
The distributions of intensity a have been discussed in detail in sections 4.5.1 and 4.5.2. In this 
section attention is focused on a summary of these distributions in terms of the mean and standard 
deviation of a. These two important statistical parameters give very useful information on the 
location and variability or dispersion of a. Their monthly and seasonal variations will be presented to 
gain more insight into not only the relative magnitudes of scintillation in each season but also their 
relative variability. Thus we address two questions in this section: 
1. Which period of the year has on the average the largest scintillation intensity? 
2. Which period of the year has the largest spread of scintillation magnitudes, or in which period is 
the magnitude of scintillation least predictable? 
The graphs of mean intensity mQ is shown in figure 4.28 as a function of the month of year. The two 
levels drawn in dotted lines and called ITU-R 2 and ITU-R 1 are respectively the predictions of the 
ITU-R scintillation model for a month's average temperature and relative humidity of 0°C, 20% and 
12°C, 60%. These means were calculated from the intensity histograms of each month using equation 
4.27 and considering only intensities less than 1 dB to protect the results from distortion by a single 
unusually high occurrence in a certain month. It should be recalled that there were only very few 
occurrences of 1- to 20-minute intensities above 1 dB, and no 30- or 60-minute intensity above 1 dB 
in the whole year. The mean intensities of four measurement intervals are shown in the figure. It can 
be seen that apart from a small increase of the mean intensity as the measurement interval increases 
the shape of the monthly variation is the same for all measurement intervals. The peak mean 
intensity is in June followed closely by July, while the minimum is in February followed by December. 
There is a strong monthly periodicity of scintillation mean intensity of whatever measurement 
interval. The monthly means of 60-minute intensity gives the closest agreement with the ITU-R 
scintillation model, the December value being equal to the model's prediction for a cold dry winter, 
while the June, July and September values exceed the prediction of the model for an average ambient 
temperature of 12°C and average relative humidity of 60%. 
Figure 4.29 plots the monthly values of root-mean-square (RMS) intensities ß,,,, s of 
four 
measurement intervals computed directly from all the measured scintillation data. This confirms the 
monthly trends discussed above and gives better agreement with ITU-R prediction. The dashed line 
labelled `annual' in the figure is the measured annual RMS intensity which had a value of 0.09 dB for 
all measurement intervals. The RMS intensity of all months except February exceeds the ITU-R 
prediction of 0.055 dB (labelled ITU-R 1 in figure 4.29) for a cold dry winter. The February RMS 
intensity equals this prediction. We may classify each of the months as having high scintillation, 
moderate scintillation, or low scintillation. The high scintillation months are those whose RMS 
intensity exceed ITU-R 2- the prediction for 12°C average temperature and 60% average relative 
humidity. Moderate scintillation months have RMS intensities less than ITU-R 2 but larger than or 
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close to the measured annual RMS intensity, while low scintillation months have RMS intensities well 
below the annual value. Thus 
" January, February, March, October and December are months of low scintillations 
" November, April and August are months of moderate scintillations 
" May, June, July and September are months of high scintillations 
The standard deviation 6Q of scintillation intensity in each month was also computed to give 
summary information concerning the spread of values of intensity in each month about the month's 
mean value discussed above. The results are presented in figure 4.30 and reveal a number of 
interesting features: 
1. The monthly periodicity of aQ is in exact correspondence to that of mQ . Months of high mean 
intensity are also the months of highest variability in intensity values, while months of small mean 
intensity have intensity values which are more tightly clustered around the mean. 
2. As intensity measurement interval increases periodicity is maintained, m, increases somewhat 
and a, decreases noticeably. Therefore intensities measured over longer measurement intervals 
have less variability. This agrees with results presented earlier which showed that the variation of 
60-minute intensities in a one-month period follows a lognormal distribution, whereas intensities 
of shorter measurement intervals do not, their pdfs exceeding lognormal values in the tail of the 
distribution. 
The seasonal trends of ma , a,,,. and c are shown in figures 4.31,4.32 and 4.33 respectively. 
Based on these results the following conclusions may be drawn about scintillation activities in the four 
seasons of the year: 
Scintillation is strongest in summer and also most variable in intensity. The ratios of RMS intensity 
a,,, in summer to the RMS intensities in other seasons are 1.9 for winter, 1.4 for spring and 1.3 for 
autumn; while the ratios of the standard deviation of intensity aQ (a measure of variability of 
intensity) in summer to aQ in other seasons are 2.2,1.6 and 1.4 for winter, spring and autumn 
respectively. Thus we see that scintillation quantified by its intensity is nearly twice as strong in 
summer as in winter and more than twice as variable. It is also seen from these ratios that spring and 
autumn scintillations are comparable in magnitude and variability, both parameters being slightly 
larger in autumn than in spring. 
Winter mean intensity is approximately equal to the ITU-R 2 level 
RMS intensity in summer exceeds both the annual RMS intensity and the ITU-R 1 level. RMS 
intensity in spring is just below the annual value, while autumn's intensity is just above this annual 
average, both seasons falling below the ITU-R 1 level. However, the winter RMS intensity is well 
below the annual value but larger than the ITU-R 2 level. Thus following our adopted classification 
we conclude that 
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" summer is a season of high scintillation 
" spring and autumn are seasons of moderate scintillations 
" winter is a season of low scintillation. 
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4.5 DIURNAL VARIATION OF SCINTILLATION INTENSITY 
The monthly and seasonal trends of scintillation have been discussed at length in the previous section. 
Our attention will now be turned to an examination of the diurnal variation of scintillation intensity. 
Knowledge of this variation is very important especially for occasional use services. We are interested 
in finding out if there exists any dependence of scintillation on the time of day and whether any such 
dependence is in turn dependent on the season of the year. To provide insights into these important 
issues the scintillation data was grouped by hour of day and analysed. Analysis of the whole year's 
data in this manner gave the overall diurnal pattern, while the seasonal diurnal variation was obtained 
by analysis of the hourly grouped data of each season. Results are presented below in two subsections 
and involve only one-minute intensities. 
4.5.1 Hourly Distribution of Intensity 
Probability Density Function (pdf): The pdf of the variation of ßt in each hour of the whole year 
was computed from the annual hourly histogram. A chi-square distribution test was performed on 
each of the 24 annual hourly pdfs to determine if they follow a lognormal or gamma distribution with 
statistical significance. It was found that not one of these measured distributions passed the test even 
at the 0.1% confidence level. It has been shown earlier that the distribution of 1-minute intensity 61 
over a period of one year is non-lognormal and non-gamma. Since each hourly pdf over the year's 
period is also non-lognormal and non-gamma we conclude that there is no evidence for a preferred 
time of day for either a lognormal or a gamma distribution of intensities, and that the variation of 1- 
minute intensities over a period of one year is neither gamma nor lognormal irrespective of the time 
of day considered. 
The pdf of the variation of 61 in each hour of each of the four seasons was also computed. This 
yielded a total of 96 pdfs each of which was subjected to a goodness-of-fit test to determine whether it 
was lognormal or gamma with any significance. None of the distributions tested passed the test for 
gamma distribution even at the 0.1 % confidence level. This means that there is not even a chance of 
1 in 1000 that any of the 96 pdfs is from a gamma distributed population. Of the 96 hourly seasonal 
pdfs tested for lognormal distribution none passed the test at the 5% confidence level. However, the 
variation of 61 in the 5th hours of autumn passed the test at the 1% level. This measured autumn 
hour 5 pdf is shown in figure 4.34 along with the lognormal and gamma distributions constructed 
from the mean and variance of the values of (71 observed in autumn between the hours of 4 and 5 in 
the morning. Also shown in figure 4.34 are the pdfs of autumn hour 8, autumn hour 15, and winter 
hour 2 which passed the lognormal test at the 0.3%, 0.2% and 0.5% confidence level respectively. 
The rest of the pdfs failed the lognormal test even at the 0.1% level. That only 4 out of 96 of these 
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pdfs passed the test even at a confidence level as low as 0.1% leads us to conclude that the distribution 
of 1-minute intensities in each hour of day over a seasonal period is non-lognormal and non-gamma 
for all seasons and time of day. There is however a small possibility that the early morning autumn 
and winter hours could have a lognormal distribution of ßl . 
Cumulative Distribution Function: Figure 4.35 shows the hourly annual cumulative distribution of 
61 . This gives the percentage of time of the measurement year that a given level of 1-minute 
intensity was exceeded in each hour. The set of curves is bounded at the top most prominently by the 
11th hour of day and at the bottom by the 6th hour of day although certain portions of the bottom 
envelope is bordered by the 2nd and 4th hours of the day. The hourly distributions of 61 in the four 
seasons are plotted in figures 4.36 to 4.39. The spread of these curves is an indication of diurnal 
variation in the distribution of 61. This variation is more concisely summarised by the mean, 
median and standard deviation of 61 in each hour taken over the whole year or in a particular season 
of the year. 
4.5.2 Hourly Mean, Median and Standard Deviation of Intensity 
The arithmetic mean is the most commonly used measure of central tendency of a random variable. It 
gives the value taken by the random variable on the average. However, when the variable has a 
skewed frequency distribution such as is the case with scintillation intensity, the contribution of one 
very large sample value might so influence the mean that it becomes a poor description of the entire 
group. In such cases it is best to take an average of position, called the median in which each sample 
value makes the same contribution irrespective of their relative magnitudes. This is certainly more 
`democratic'. The magnitude of scintillation in each hour during the year or season was summarised 
by both the mean and the median. The variability of scintillation in each hour was summarised by the 
standard deviation. These results are presented. Where there was a small difference between median 
and mean periodicity, conclusions were based on the median. 
Hourly Annual Trends: Figure 4.40 shows the diurnal variations of the mean, median, and standard 
deviation of 1-minute intensities measured over the whole year. It can be seen that on an annual basis 
there is a clear diurnal variation of scintillation intensity and its variability. In particular 
1. Scintillation is highest during local daylight hours and lowest at night 
2. The level of mean scintillation intensity is remarkably approximately constant during all night 
hours. However the hourly median measure reveals a shallow trough before 6 in the morning. 
3. In the daylight hours scintillation increases in intensity steadily from 6 in the morning, reaching a 
peak between noon and 1 in the afternoon and then falling steadily till the night level is reached 
beyond 9 p. m. 
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4. Intensity is most variable in the day and most predictable or steady at night. Most night hours 
have a standard deviation of at most 0.04 dB while most daylight hours had a variability above 
0.05 dB. In the night hours variability was lower before sunrise than after dusk. 
5. On the whole scintillation is highest between 11 am and 2 p. m., lowest between 4 am and 6 am, 
most variable between 10 am and 5 p. m., and least variable between midnight and 4 am. 
Hourly Seasonal Trends: Figures 4.41 to 4.44 present the hourly trends of mean, median, and 
standard deviation of intensity within the four seasons. The trends of these parameters in all seasons 
are compared in composite staircase plots in figures 4.45 to 4.47. The circles on these figures indicate 
annual values. 
Diurnal variation is very weak in winter. All hourly median intensities fall between 0.04 dB and 0.05 
dB except for a small peak which occurs at night between hours 2 and 5 and an even smaller daytime 
peak also between hours 2 and 5. Winter scintillation is the least variable of all seasons, the 
maximum hourly standard deviation being less than 0.035 dB. Variability is more before 1 p. m. and 
less after this time. 
In autumn, spring and summer, scintillation has a strong diurnal periodicity of its magnitude and 
variability, both parameters being highest in the daytime. Spring scintillation has a clear minimum 
between 4 am and 6 am and maximum between 10 am and 12 noon, and is least variable around 
midnight. 
Autumn and summer scintillations reach a peak between 12 noon and 2 p. m., two hours later than the 
time of peak scintillations in spring. Minimum scintillation in the two seasons occurs just before 
sunrise and just after sunset. Variability is less periodic in the two seasons. However, there is 
generally more variability in the daytime than at night. Summer scintillations are least variable 
between midnight and 4 am, and most variable between 10 am and 3 p. m., while autumn 
scintillations are least variable between 2 and 5 am and have two peaks, one in the morning between 9 
am and 11 am, and another in the afternoon between 3 and 4 p. m. 
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4.6 CONCLUSION 
A detailed study of scintillation quantified by its intensity has been presented based on analysis of 
scintillation measurements performed at Sparsholt using the Olympus satellite. It has been shown 
that strong scintillations are in general short-lived phenomena occurring in short bursts lasting only a 
few minutes at the most. Empirical equations were presented which relate scintillation intensity and 
peak-to-peak scintillation amplitude of scintillation. The annual cumulative probability distribution 
of scintillation intensity was computed and an excellent empirical fit was obtained through extensive 
regression analysis of the distribution. A straightforward method of scaling the expression to give 
expected annual cumulative intensity distribution at other frequencies, elevation angles and receive 
antenna diameter was also discussed. The variability of scintillation intensity measured with seven 
different measurement intervals over periods extending from one month to one year was studied. It 
was found that 60-minute intensities follow a lognormal distribution and occasionally a gamma 
distribution over periods not much more than one month. There is significant departure from both 
lognormal and gamma statistics as the distribution period increases to three months or the intensity 
measurement interval decreases below 20 minutes. In all cases, the fit to lognormal distribution is 
better at low scintillations. 
It was also found that there is significant seasonal dependence of the magnitude and variability of 
scintillation. On a monthly basis, May, June, July and September are months of high scintillations; 
November, April and August are months of moderate scintillations; while January, February, March, 
October and December are months of low scintillations. Scintillations were highest in June and 
lowest in February. Periods of high scintillations were also found to be periods of greatest variability 
in its intensity. On a seasonal basis, scintillations were highest and most variable in summer, and 
lowest and most stable in winter. Autumn and spring scintillations were of comparable magnitudes 
and variability; however strong scintillations occurred more frequently in autumn than in spring. 
Diurnal variation is weak in winter but significant in the other seasons and on an annual basis. 
Winter scintillations have a peak in the night between hours 2 and 5, and a smaller peak in the 
daytime between hours 2 and 5 p. m. In summer, spring and autumn scintillations are higher in 
daylight than at night. Autumn and summer scintillations reach a peak between 12 noon and 2 p. m., 
two hours later than the time of peak scintillations in spring. Autumn and summer scintillations are 
at their lowest levels just before sunrise and just after sunset whereas in spring there is a clear period 
of minimum scintillations between 4 a. m. and 6 a. m. 
The observed seasonal variations of scintillation are in agreement with expected effects of 
meteorological factors on scintillation. Winter is the season of lowest temperatures, summer the 
season of high temperatures and high humidity, and autumn and spring are seasons of comparable 
moderate temperatures and humidity. That there is greater incidence of high scintillations in autumn 
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than in spring is thought to be due to the enhancement of scintillation magnitude by crosspath wind 
which is preponderant in autumn. 
This chapter has focused exclusively on the intensity of scintillation. In the next chapter the 
fluctuations of scintillation amplitude will be studied. The performance of the ITU-R scintillation 
fade model and the Moulsley-Vilar model of scintillation amplitude distribution will be compared 
with our measurements. 
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5. CHARACTERISATION OF SCINTILLATION AMPLITUDE 
FLUCTUATIONS 
5.1 SUMMARY 
A study of the statistical characterisation of scintillating signals in both time and frequency domains 
is presented. In the time domain theoretical considerations and extensive experimental evidence for 
both the short and long term distributions of scintillation fades and enhancements are discussed. The 
short term distributions of scintillation amplitude are characterised by various statistical parameters, 
namely skewness, spread index, kurtosis, goodness-of-fit to a Gaussian model, and scintillation 
intensity during the short term interval. It is shown that the variation of scintillation amplitude 
follows a Gaussian distribution during short term intervals of weak-to-moderate fluctuations but 
departs significantly from this model during strong scintillations or long time periods for which 
meteorological conditions are not constant. Examination of seasonal and diurnal trends of short term 
distributions reveals that stationarity of the scintillation process over time intervals approaching an 
hour occurs more often during night hours and in the winter season. 
It is shown that observed long term distributions of scintillation fades agree well with the predictions 
of the Moulsley-Vilar model for annual time percentages larger than 0.01% and with the ITU-R 
model for annual times in excess of 0.4%. However, we point out several important deficiencies of 
these models. Unfortunately lack of sufficient data prevents any comprehensive improvements to the 
models and restricts us to only a semi-empirical extension of the ITU-R model to predict both 
scintillation fades and enhancements with better accuracy. A model for worst month statistics of the 
observed scintillation is also developed to aid the design of those low availability satellite systems 
which specify performance in terms of worst month. 
In discussing the spectral characterisation of scintillating signals, a detailed procedure for computing 
the power spectral density of scintillation is outlined. The observed distribution of spectral shape 
parameters, namely corner frequency and spectral slope are presented. The dependence of these 
parameters on scintillation intensity and their seasonal trends are discussed. A treatment of remote 
sensing applications is deferred to the next chapter of the thesis. 
All experimental results presented in this chapter are from measurements on the Sparsholt"Olympus 
link described in chapter three. 
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5.2 SHORT TERM DISTRIBUTION OF SCINTILLATION AMPLITUDE 
5.2.1 Introduction 
The predicted probability distribution function of radiowave amplitude fluctuations in a scattering 
medium depends on the theoretical model assumed for the random medium. Over a short time period 
when meteorological variables may be regarded as constant, theoretical considerations [1]-[3] indicate 
that the probability distribution of scintillation amplitude x (defined as the received amplitude 
expressed in dB relative to the instantaneous mean signal level, and called scintillation log-amplitude 
by some authors) in the weak fluctuation regime follows a normal distribution. It is assumed that the 
receiver is located in a turbulent region composed of a large number of independent slabs oriented 
perpendicular to the direction of propagation. The independence of the slabs is assured if their 
thickness is much larger than the outer scale of the turbulent medium. Each slab imposes a random 
modulation on its incident field so that the received amplitude is the result of a large number of 
multiplicative effects and therefore follows a lognormal distribution, i. e., the logarithm of the 
amplitude has a Gaussian or normal distribution (see chapter two sections 2.3.1 and 2.3.2). 
If instead of the above multiple-slab geometry we have a situation where turbulence is confined to a 
thin slab located far from the receiver a different theoretical distribution of x results. In the most 
general situation the received field comprises the average field <E> and the quadrature components X 
and Y of the sum of a large number of wavelets scattered from different- points of the slab. By the 
central limit theorem, X and Y are normally distributed and it follows [4]-[5] that the amplitude of the 
received wave obeys a Nakagami-Rice distribution ( section 2.3.4). In the limiting case of a strongly- 
scattering slab when the coherent field <E> is absent the amplitude distribution reduces to Rayleigh 
(section 2.3.3) while the phase distribution is uniform over 2n [6]. 
Furthermore, it has been shown [7] that in the saturation region where multiple-scattering effects are 
important, both additive and multiplicative effects may occur and neither the lognormal nor the 
Rayleigh distribution will be strictly true. However, sparse experimental evidence [8]-[9] seems to 
support the claim for a lognormal distribution. The experiment of Medeiros et al [9] involved 
measurement of turbulence induced amplitude scintillation on two millimetre wave links at 36.1 and 
55.5 GHz sharing a common 4.1 km path at an average height of 50 m above central London. They 
found that the lognormal distribution applied for the case of 36.1 GHz but not for 55.5 GHz. The 
significant departure from lognormal distribution at 55.5 GHz was attributed to oxygen absorption at 
this frequency which possibly leads to both multiplicative and additive effects being present. In this 
section we present the results of our experimental investigation of the probability distribution of short 
term scintillation amplitude X on an earth-space path at 20 GHz. 
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5.2.2 Experiment and Analysis 
The experimental arrangement was described in chapter 3. The data pre-processing technique 
employed to obtain samples of scintillation amplitude x from the raw data was also discussed. The 
pre-processing routines reduced data sampling rate from the initial 10 Hz in the raw data to 2Hz for 
scintillation amplitude samples. The distribution of x in the horizontal polarisation 20 GHz channel 
of the Sparsholt-Olympus link (path elevation = 29.2°) was studied and is reported. Measurement 
spanned a 12-month period between September 1992 and August 1993 although there was a 
significant amount of system downtime. 
In a one-minute time period meteorological variables vary little and we may safely assume that 
stationarity applies to the induced fluctuations. We then examine the distribution of x in these one- 
minute intervals. To ensure accuracy of results only intervals with more than 90% valid samples were 
used. In all a total of 389,383 one-minute distributions ( representing 74.1% of annual period) were 
analysed. A Chi-square goodness-of-fit test was performed on each of these distributions to determine 
if they follow a normal distribution with statistical significance, i. e., to determine whether the signal 
amplitude fluctuations are lognormal. We then studied the effect of scintillation intensity on the 
distribution to determine whether there is a significant difference between the distributions in the 
weak and strong fluctuation regimes. This was done by grouping the distributions according to their 
scintillation intensity (dB) in 40 bins between 0 and 2 dB and computing for each group 
1. The mean probability that the distribution of x is normal 
2. The percentage of distributions that pass the Chi-square test at the 5% significance level 
3. The mean kurtosis 
4. The mean skewness, and 
5. The percentage of distributions with negative skewness 
It was shown in chapter two that the variable attenuation of the coherent received signal in rain makes 
a significant contribution to scintillation. The effect of this superposition of turbulence and rain 
effects on the amplitude fluctuation was examined by comparing the amplitude distribution in rain to 
the overall distribution. 
The form of the one-minute distributions was also characterised in terms of a new parameter called 
the spread index defined by 
mode - mean)' + (median - mean)' spread index = standard deviation 
(5.1) 
Spread index is the root sum square deviation of the mode and median from the mean of the 
distribution expressed in standard deviation units. It gives an indication of how much the median and 
mode of a distribution differ from the mean. We note that the spread index of a normally distributed 
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random variable is zero. The spread indices of all the observed one-minute distributions of x were 
computed. 
The distribution of amplitude fluctuations over 30-minute and 60-minute periods when the 
assumption of stationarity is no longer strictly true was also studied. The same criterion of discarding 
periods with less than 90% valid samples was applied. In all a total of 12,913 30-minute and 6438 
60-minute distributions were studied. 
Results of the above analyses are now presented. 
5.2.3 Results and Discussion 
The null hypothesis that the x samples represent a Gaussian distribution with mean and standard 
deviation as computed from the measured data was tested on each of the 389,383 one-minute 
distributions at the 5% and 1% significance levels. This allows a 5% (1%) chance of rejecting the 
null hypothesis when in fact the distribution is Gaussian. 57.3% of one-minute distributions passed 
the test at the 5% significance level while 70.0% of the distributions passed at the 1% level. A similar 
test performed on 12,913 distributions of X over 30-minute periods gave much smaller figures. Only 
2.3% and 3.9% of the distributions passed the Chi-square test at the 5% and 1% significance levels. 
The significant departure of x variations over long integration times from a Gaussian distribution was 
confirmed by testing the 60-minute distributions. Of 6438 distributions tested only 0.08% or 5 of the 
distributions passed the test at the 5% significance level. Even at the 1% significance level only 9 or 
0.14% of the distributions passed the test. 
An example of a one-hour distribution of scintillation amplitude which passed the chi-square test at 
the 5% significance level is shown in figure 5.1 along with the Gaussian distribution computed using 
measured mean amplitude and standard deviation. The Moulsley-Vilar distribution [11] developed to 
describe long-term variation of x is also shown. The plotted pdf was observed on the 9th of January 
1993 between 2200 and 2300 hours local time. Some of the relevant parameters of the measured 
distribution were computed, namely, mean amplitude = -0.00024 dB, standard deviation (or one-hour 
scintillation intensity) = 0.0717 dB, peak-to-peak amplitude = 0.592 dB, skewness = 0.043, kurtosis = 
3.12, mean one-minute variance = 0.0052 dB2, standard deviation of the natural logarithm of one- 
minute variance a=0.2006, and spread index = 0.1625. Clearly, the goodness-of-fit and the 
closeness of the measured skewness and kurtosis to their respective Gaussian values of 0 and 3 
demonstrate that the distribution of X during this one-hour period is Gaussian. The chi-square test is 
therefore a very reliable method for determining how well a measured distribution fits a theoretical 
model. It should be noted that the Moulsley-Vilar distribution reduces to Gaussian form in the special 
case of a stationary scintillation process when a6 = 0. 
The spread index of each of the 389,383 one-minute distributions was computed. It was found that 
0.004% or 16 of the distributions had a spread index of exactly zero; 3.475% or 13,531 of the 
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distributions had a spread index less than 0.05; 69.522% had a spread index less than 0.5; while 
97.079% had a spread index less than 1. 
A Chi-square test of 5683 one-minute distributions of scintillation amplitude measured in the 
presence of significant rain attenuation yielded 59.4% and 72.11% pass at the 5% and 1% 
significance levels. This does not differ much from the overall result and we conclude that though 
rain contributes to scintillation it does not appear to alter the probability distribution of the amplitude 
fluctuations. 
Figure 5.2 plots the mean probability that the one-minute distribution of scintillation amplitude x is 
Gaussian against the scintillation intensity of the distribution period. This probability is interpreted 
as the fraction of samples drawn from a Gaussian population which would by chance sampling error 
have a Chi-square statistic equal to or larger than that of the tested distribution. Multiplied by 100 it 
gives the significance level at which the x variation passes the Chi-square test. Clearly the probability 
decreases sharply as scintillation becomes stronger. On the average, amplitude distributions observed 
in time periods during which scintillation intensity exceeded 0.5 dB fail the test at the 5% 
significance level, whereas distributions during time periods when scintillation intensity is less than 
0.5 dB pass the test. Based on this result we conclude that weak scintillations follow a lognormal 
short-term amplitude distribution whereas strong scintillations do not. The threshold scintillation 
intensity for a lognormal distribution to be followed is about 0.5 dB. To further substantiate this 
conclusion, we show in figure 5.3 a plot of the percentage of distributions at various scintillation 
levels that passed the Chi-square test at the 5% significance level. This figure shows for example that 
65% of one-minute distributions of X during periods with a scintillation intensity of 0.025 ± 0.025 dB 
are Gaussian with statistical significance, whereas only 1.69% of distributions at intensity 
0.625 ± 0.025 dB are Gaussian. Of 534 one-minute intervals (or 0.137% of total valid intervals) 
which had scintillation intensities larger than or equal to 0.5 dB, it was found that only 6.4% had a 
Gaussian distribution, while 57.4% of periods with intensity less than or equal to 0.5 dB were 
Gaussian in X. All distributions at intervals with intensity larger than or equal to 1 dB failed the test. 
Further indication of the dependence of the shape of short-term scintillation amplitude distribution on 
scintillation intensity is given by table 5.1 which relates the skewness and kurtosis of one-minute 
distributions of x to the corresponding one-minute intensity. To ensure statistically significant results, 
only levels of intensity which have a large number of distributions are used. It is seen that a larger 
percentage of the distributions are sufficiently negatively skewed ( skewness S -0.1) during strong 
fluctuations ( large ßx) than during weak fluctuations ( small ar ). The column of mean skewness 
also shows a definite trend of increased negative skewness of the probability density of short-term 
scintillation amplitude x as scintillation intensity a increases, in agreement with the observations of 
Banjo and Vilar [10] on a low-elevation satellite downlink at X-band. It can also be seen that the 
kurtosis decreases steadily as scintillation intensity increases. We note that a Gaussian pdf has a 
kurtosis of 3. The kurtosis of distributions with an excess of density in the tails exceeds 3. The 
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increased negative skewness coupled with decreasing kurtosis as scintillation increases suggests that 
on the average large intensities are caused by the occurrence of one or at most a very few scintillation 
amplitude faded samples during a short term interval (one minute in our case) in which most of the 
scintillation amplitude samples are small. 
Table 5.1 Skewness and Kurtosis of short-term distribution of X during various levels of 
scintillation intensity ax 
Range of ax 
(dB) 
Number of one- 
minute 
distributions 
Distributions with 
skewness S -0.1 
(%) 
Mean 
skewness 
Mean 
Kurtosis 
0-0.1 321,455 51.3 -0.392 5.756 
0.1-0.2 59,491 52.7 -0.389 5.442 
0.2-0.3 6,069 57.3 -0.394 4.072 
0.3-0.4 1,321 66.2 -0.531 3.930 
0.4-0.5 513 69.8 -0.605 3.409 
0.5-0.6 235 76.2 -0.686 3.126 
The diurnal and seasonal trends of the short-term amplitude distributions were examined and are 
plotted in figures 5.4 and 5.5. The percentages of one-minute and 30-minute distributions of x 
classed by hour of day which follow a Gaussian distribution at the 5% and I% significance levels are 
shown in figure 5.4. There is no strong diurnal pattern. However, the 30-minute distributions exhibit 
a slight depression in the centre indicating a somewhat smaller likelihood for the amplitude 
fluctuations to follow a lognormal distribution over a 30-minute period in the daylight hours when 
meteorological parameters are more variable. We observe in figure 5.5 that the variation of X over 
one-minute time intervals obeys the Gaussian distribution in a fairly uniform manner in all the 
months except during the summer months when a significantly larger percentage of the distributions 
are Gaussian. On the other hand, over a longer time interval a larger percentage of the distributions 
are Gaussian during the winter and spring months. 
5.2.4 Summary of Trends 
The results of a very extensive study of experimentally observed short-term probability distribution of 
radiowave amplitude fluctuations in a turbulent medium have been presented. These results indicate 
that 
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1. Weak amplitude fluctuations are lognormal in a majority of the cases during time intervals which 
are short enough for meteorological variables to remain approximately constant. This is an 
indication that multiplicative effects are dominant in the scattering process. 
2. Intense amplitude fluctuations do not obey the lognormal distribution. The threshold between 
weak and intense fluctuations based on a criterion of lognormality of their amplitude fluctuations 
seems to be a scintillation intensity of about 0.5 dB, corresponding to a scintillation variance of 
0.25 dB2. 
3. Over longer time periods when the scattering process is no longer stationary due to changing 
meteorological conditions, amplitude fluctuations depart significantly from a lognormal 
distribution as already noted by Moulsley and Vilar [11], except in rare cases of a very stable 
atmosphere. Examination of the diurnal patterns of the distributions indicates that such stable 
conditions appear to occur mostly during night hours. 
4. Rain does not appear to have any effect on the short-term probability density function of 
scintillation amplitude. 
The form of the distribution of scintillation amplitude over long-term periods is required for a detailed 
evaluation of satellite link availability and is examined in the next section. 
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5.3 LONG TERM DISTRIBUTION OF SCINTILLATION AMPLITUDE 
5.3.1 Introduction 
It has been shown that the long term pdf of x is not Gaussian. The reason for this is that due to the 
variability of meteorological conditions, the standard deviation of X( the so-called scintillation 
intensity (; x) measured over short time intervals also 
becomes a random variable. Therefore, though 
the variation of X over such short time intervals is Gaussian for small ax, i. e., in the weak fluctuation 
regime, the overall pdf of x departs from a Gaussian distribution being significantly larger in the tails 
and non-symmetrical about the mean. As shown in chapter 2, the form of the long term pdf of X will 
be a function of the pdf of ax and the short term pdf of X. The Moulsley-Vilar model [11] for the long 
term pdf of X assumes a Gaussian short term pdf of X and a lognormal pdf of a X. Though 
it has given 
good agreement with several experimental results [10]-[12], this model (discussed at length in chapter 
2, section 2.3.7) does not appear to be very useful in practical situations since it requires accurate 
determination of two complicated parameters - the mean of short term variance of x and the 
standard deviation of the log-variance of x, which are usually not available on a given satellite link 
without full experimental measurements. In addition, being a symmetrical distribution model for the 
long term variation of x which is experimentally [10] known to be definitely negatively skewed, the 
model consistently overpredicts scintillation enhancement especially at the distribution tails 
(corresponding to small time percentages of the distribution period). 
A more practical albeit more restricted scintillation model is the ITU-R model [13] which was 
presented in full in chapter 4. It incorporates the antenna averaging effects discussed in chapter 2 and 
predicts scintillation intensity over a minimum period of one month, and scintillation fade exceeded 
for annual time percentages between 0.01 and 50%. Required input parameters are more readily 
obtainable, namely, receive antenna diameter, signal frequency, path elevation angle, and relative 
humidity and ambient temperature both averaged over a minimum period of one month. However, 
the ITU-R model has a number of deficiencies. It does not predict scintillation-induced enhancements 
of the signal amplitude which is of importance especially in systems which use multi-carrier satellite 
transponders. The model also fails to provide the distribution of scintillation intensity in any time 
period, and the distribution of scintillation fade in sub-annual periods. Furthermore, because the 
effect of meteorological variables on scintillation is included in the model only through the wet term 
of atmospheric refractivity, it fails woefully to predict the dependence of scintillation on temperature 
in a dry atmosphere when Nwet is negligible, and to reflect the observed [14] positive correlation 
between scintillation and wind speed. 
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The experimentally observed long-term probability density of scintillation amplitude p(x) on the 
Sparsholt-Olympus path -a moderate-elevation Ka-band satellite downlink is reported in this 
section. The overall p(x) observed during the 12-month measurement period, and the seasonal pdfs 
are presented and compared with the Gaussian and Moulsley-Vilar distributions (see chapter 2, 
section 2.3). The cumulative distributions of scintillation-induced fading and enhancements of the 
received signal amplitude during these periods are also compared with the ITU-R scintillation model. 
Finally empirical equations are fitted to the measured annual fade and enhancement distributions to 
give a new model which extends the ITU-R model to predict scintillation with good accuracy and 
reflect the observed skewness of long term scintillation amplitude distributions. 
5.3.2 Analysis and Results 
Daily histograms of scintillation amplitude were computed by sorting valid samples of x during one- 
minute intervals with more than 90% duration of correct beacon acquisition into bins of size 0.01 dB 
in the range between the minimum and maximum values of x during the given day. These 
histograms were then combined to obtain the long-term histograms during autumn 1992, winter 
1992/93, spring 1993, summer 1993 and the whole measurement period (September 1992 - August 
1993). The long-term histograms give the number of observations of X in bins of size 0.01 dB 
between -10.00 dB and 5.78 dB from which the pdf of x is obtained following a procedure described 
in chapter 4. 
Several parameters of the long-term pdfs were computed and are given in table 5.2. The mean 
amplitude <x>, long term standard deviation a'x (computed over all valid samples of x in the 
distribution period), mean square amplitude <i>, skewness S, kurtosis K, mean of short-term (one- 
minute) variance <a'X>, and standard deviation of the natural logarithm of short-term variance 66 
were all computed directly from the samples of x, while modal and median amplitudes of each period 
were determined from the histogram of x for the period. as was obtained from the kurtosis of the 
distribution as discussed in chapter 2 Section 2.3.7. The mathematical expressions used for the other 
quantities are well known. For example: 
(x) =N xi (5.2) 
=t 
N 
ax Nv yi2-N(x)2 (5.3) 
3-3(x)X12 +2(x)' (5.4) 
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K=aN2: X, 4-4(y )I xr3+6(X)2, xr2 -3(X)` (5.5) 
where N is the number of valid scintillation amplitude samples Xi in the period. 
Table 5.2 Parameters of observed long term distribution of scintillation amplitude 
Distribution Period 
Parameter Autumn Winter Spring Summer Annual 
Mean amplitude, -0.0007 -0.0003 -0.0006 -0.0013 -0.0007 
<X>, dB 
Median amplitude, -0.0090 -0.0092 -0.0091 -0.0085 -0.0090 
dB 
Long-term standard 0.0947 0.0631 0.0885 0.1319 0.0961 
deviation, dx, dB 
(measured) 
dx, (0) - ITU-R 0.1078 0.0943 0.1019 0.1231 0.1064 
Model (0.0880) (0.0770) (0.0831) (0.1005) (0.0868) 
Mean square 0.0090 0.0040 0.0078 0.0174 0.0092 
amplitude, <X2>, dB2 
Skewness, S -10.2638 -1.4574 -4.3897 -15.4184 -12.7605 
Kurtosis, K 725.0 38.3 196.8 1374.7 1381.9 
Modal amplitude, dB 0.0050 0.0050 0.0050 0.0050 0.0050 
Mean of short-term 0.0076 0.0039 0.0072 0.0150 0.0082 
variance, <a2x>, dB' 
Standard deviation 2.3426 1.5963 2.0454 2.4754 2.4764 
of ln(a2x), Cr,, 
The standard deviation a'x for each of the seasons as predicted by the ITU-R scintillation model is 
also included in table 5.2 for comparison. The ITU-R prediction was made using the recommended 
sinO exponent of 1.2 and also using the theoretical exponent of 11/12. The two results are shown in 
the table with the latter in bracket. The following average temperature and relative humidity obtained 
from the Meteorological office were used in the model for each period: autumn (9.6°C, 82.4%); 
winter (4.8°C, 86.3%); spring (9.1°C, 76.7%); summer (15.4°C, 73.3%); annual (9.8°C, 79.6%). The 
agreement between measurement and prediction is very good for the annual, spring and autumn 
periods where the deviation is an underprediction by 9.6%, 7.1% and 6.1%, respectively, using the 
theoretical exponent. However, the recommended sinO exponent overpredicts scintillation by more 
than 10% in each of these periods. Average winter scintillation is overestimated by 49.5% and 
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22.0%, whereas summer average scintillation is underestimated by 6.7% and 23.8%, using the 
recommended and theoretical exponents of sinO, respectively. 
On the whole it seems that our measurement upholds the theoretical dependence of scintillation on 
elevation angle 0 as (sin0)-11112 as predicted by theory, and not as (sin0)'1.2 as recommended by the 
ITU-R. Since dx was computed from all valid samples of X during the measurement period, the 
observed agreement with theoretical prediction gives confidence to both the experimental data and the 
pre-processing method employed to obtain x from the raw data. The small underprediction of 
scintillation in most of the seasons may be due to the non-inclusion of wind effects in the ITU-R 
model. 
The seasonal characteristics of scintillation was extensively studied in chapter 4. However, we may 
readily observe the seasonal pattern by examining the magnitudes of the parameters listed in table 5.2 
in the various seasons. In terms of <x> we see that scintillation fading is largest in summer followed 
by autumn, spring and winter in that order. In terms of a'X, <x2> or <a2x> we infer that scintillation 
intensity follows the pattern summer > autumn z spring » winter. And in terms of as we infer that 
the variability or nonstationarity of scintillation follows the pattern summer > autumn > spring > 
winter. A value of as =0 would be the case for a constant intensity or stationary process in which 
case the Moulsley-Vilar model would reduce to the Gaussian form. For example, the one-hour 
distribution of scintillation amplitude shown in figure 5.1 followed the normal pdf with statistical 
significance and had as = 0.2006. The magnitude of skewness and kurtosis given in table 5.2 are 
much larger than the mean values given in table 5.1 for the short term distributions of X, and much 
larger than the values skewness =0 and kurtosis =3 in a Gaussian distribution. This supports the 
conclusion of the previous section that the long term distributions of scintillation amplitude are not 
Gaussian. Again, a seasonal trend is apparent here. Departure of long term pdf of x from a Gaussian 
distribution is smallest in winter and largest in summer. The autumn and spring seasons come 
between, but there is a much larger difference between autumn and spring kurtosis and skewness than 
seen in the other parameters. 
We also consider the values of aß given in the above table and note that the inventors of the 
Moulsley-Vilar model obtained values of as between 1.0 and 1.8 on a 30° elevation X-band link while 
Banjo and Vilar [10] obtained as = 0.941 on a 7.1° elevation X-band link. There is in table 5.2 a 
clear seasonal trend of Ga. We may therefore conclude that as depends significantly on 
meteorological variables, path elevation angle, and link frequency. The frequency dependence of 
scintillation is also reflected in the model through the mean variance parameter <&x>" Unfortunately 
there is insufficient data for us to obtain explicit expressions for these Moulsley-Vilar model 
parameters in terms of link variables. Such expressions would obviate the need for full measurements 
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to determine the model parameters and would make the model more practical for engineering 
applications. 
We now present the measured probability density of scintillation amplitude for the seasonal and 
annual periods and compare them with Gaussian and Moulsley-Vilar pdfs. It was found that using 
experimentally determined values of the parameter as listed in table 5.2 gave a Moulsley-Vilar pdf 
which significantly exceeded the measured pdf in the tails. An algorithm was implemented which 
used the measured mean variance <a2x> but varied Qß to obtain a value that yielded the smallest sum 
of the square deviation between a Moulsley-Vilar predicted histogram and the measured histogram. 
Since the Moulsley-Vilar distribution is symmetrical about zero ( i. e., scintillation fades and 
enhancements have the same distribution) while the measured distribution is negatively skewed, the 
optimisation was done to obtain as which gave the best fit of fades, and aße which gave the best fit 
of enhancements. The results are given below in table 5.3. 
Table 5.3 MoulsleyVilar as parameter which gives the best fit to measured pdf. Qße is the 
value of as when the fit is done on the positive side of the measured pdf, while acrf results from fitting 
the Moulsley-Vilar pdf to the negative side of the measured pdf. 
Distribution Period 
Parameter Autumn Winter Spring Summer Annual 
lae 1.158 
1.272 
0.994 
1.133 
1.120 
1.235 
1.258 
1.372 
1.226 
1.346 
The probability density functions of x in the four seasons and the whole measurement period are 
shown in figures 5.6 and 5.7, respectively. The Gaussian pdf obtained using the measured mean 
amplitude and standard deviation (table 5.2) is shown on each figure. It is obvious that the fluctuation 
of X over long term periods does not obey the Gaussian distribution. There is considerable departure 
from a Gaussian pdf especially for the larger scintillation amplitudes. An indication of this was 
evident in table 5.2 from the measured negative skewness and kurtosis which far exceeded those of a 
Gaussian distribution. 
The Moulsley-Vilar pdf derived using the measured mean variance and values of 66 given in table 5.3 
is also shown on each plot. In all cases there is good agreement between the model and the measured 
pdf for both choices of as - whether acre or a0f. However, in the tails of the distributions, 
corresponding to small time percentages of the distribution period, the Moulsley-Vilar model 
underestimates scintillation fading in all cases, and overestimates enhancements in some cases. Thus 
the model gives good results for moderate scintillations, but fails in the strong scintillation regime, 
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where, as shown earlier the assumption of normality of the short term distribution of X is no longer 
valid. The goodness-of-fit of the measured seasonal and annual distributions to a Moulsley-Vilar pdf 
was tested using a chi-square test and it was found that none of the distributions passed the test even 
at the 1% confidence level. Thus the chi-square test must be seen as a strict test which may be failed 
by measured distributions even when they appear to have good agreement with the theoretical 
distribution. To obtain the range of time percentages of annual period for which the Moulsley-Vilar 
model is applicable, we consider the cumulative distributions of measured scintillation fades and 
enhancements and compare these to the prediction of the M-V and ITU-R scintillation models. 
5.3.3 Long Term Scintillation Fade and Enhancement Model 
The observed annual cumulative distributions of scintillation fade and enhancement are shown in 
figure 5.8a. The predicted distribution by the ITU-R model is also shown along with two Moulsley- 
Vilar cumulative distributions, one derived from measured values <02 x> = 0.0082, ßa = 2.4764, and 
the other from measured <cex> but with Qß = a01 = 1.346. Figure 5.8a reveals a number of important 
features: 
1. Moderate-to-strong scintillations occurring for annual time percentages less than 4.5% are clearly 
negatively skewed. Weak fluctuations less than ± 0.2 dB about the mean are symmetrical, that is, 
a scintillation-induced amplitude enhancement of 0.2 dB or less is as likely to occur as a fade of 
the same magnitude. Above this threshold fluctuation or below this time percentage, strong signal 
fades occur more frequently than enhancements. For example, scintillation fades of 0.33,0.84 and 
2.18 dB are exceeded 1,0.1 and 0.01% of the time, respectively compared with enhancements of 
0.29,0.58 and 1.10 dB exceeded for the same time percentages. 
2. The ITU-R scintillation model predicts scintillation fades and enhancements reasonably well for 
annual time percentages above 0.4%. For smaller time percentages the model is not useful. It 
seriously underpredicts both fading and enhancement. We recall from table 5.2, however that the 
ITU-R model gives good predictions of the average standard deviation of scintillation. 
3. The Moulsley-Vilar model derived from measured parameters yield good fit to the measured fade 
distribution down to an annual time percentage of about 0.01% On the other hand, the 
distribution of enhancement is well fitted down to about 0.01% with a Moulsley-Vilar model 
derived from the measured mean variance <a2x> but with vß = 1.346. The model underestimates 
scintillation-induced fading at time percentages less than 0.01% This failure is due to the fact that 
one of the fundamental assumptions of the model that the short term scintillation amplitude 
variation is Gaussian is not valid during strong amplitude fluctuations which occur at this small 
time percentages. 
Extensive regression analysis was performed on the observed annual cumulative distributions to 
obtain analytic expressions for the scintillation fade Xf and scintillation enhancement Xe exceeded for 
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p% of the time. The following expressions were obtained which fit the measured distributions with 
standard errors of 2.8 and 1.9%, respectively: 
Xf = 0.32785exp(10'(2.9271/p - 3.05608p2) - 0.405471np) (5.6a) 
for 0.001Sp585% 
Xe = 0.2992exp{-104(2.6609/p + 167.25p) - 0.288621np} (5.6b) 
for 0.001Sp555% 
With sufficient data from various sites it should be possible to derive a global model for scintillation 
fade and enhancement of the form given by the above equations but with the constant factor replaced 
by a parameter which is a function of frequency, antenna diameter, path elevation angle, and average 
local weather condition. As a first step towards this goal we assume as is done in the ITU-R 
scintillation model that the constant factor follows the theoretically predicted dependence on link 
parameters. Thus we obtain the following global model for scintillation fading and enhancement in 
terms of "pre: 
Xf = 3.7770p1e exp{ 104(2.9271 /p - 3.05608p2) - 0.405471np } (5.7a) 
for 0.0015 p: 85 % 
Xe = 3.447opre exp{-10'(2.6609/p + 167.25p) - 0.288621npj (5.7b) 
for 0.0015 p: 55 % 
where 
ßpre = Qref f7/12g(x)/(sinO)11/12 (5.8) 
and aref and g(x) are as given by equations 4.4 to 4.9 in chapter 4, f is the signal frequency in GHz, 
and 0 is the path elevation angle. Note that the exponent of sine is the theoretical value of 11/12 
which differs from the value of 1.2 recommended by the ITU-R. The theoretical value gave better 
agreement with our measurement. The superior performance of the theoretical exponent was also 
observed by Haidara [12]. 
5.3.4 Worst Month Statistics 
Another long term distribution of practical importance in system design is the worst month 
cumulative probability distribution. Some satellite services such as the BSS (broadcasting satellite 
service) specify availability requirements on a worst month basis. The worst month denotes the 
calendar month where the propagation effect, such as scintillation, produces the largest degradation 
on the system parameter. To derive the worst month statistics of the measured scintillation the 
monthly cumulative probability distributions of scintillation fades and enhancements were computed 
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directly from the raw samples of scintillation amplitude. This eliminates the quantisation error 
introduced by grouping the raw samples into bins. The worst month cumulative distribution of 
scintillation fade was obtained from the monthly distributions by selecting at each percent of time, the 
maximum fade exceeded in the 12 months. Worst month scintillation enhancement distribution was 
also obtained in a similar manner. 
The results are plotted in figure 5.8b. Following the same approach as before for annual distributions, 
we obtain the following model for the worst month cumulative distributions of scintillation induced 
amplitude enhancement x (dB) and scintillation induced amplitude fade x (dB): 
Xwlm = 5.6267aexp{-104(946.849p + 4.4974p2) + (0.023573p - 0.261135)lnp} (5.9a) 
x=6.9168a exp{-104(913.12/p + 1.8264p2) - (0.023027/p + 0.51664)lnp) (5.9b) 
where a.. is as given by equation 5.8, and p is the percent of time in the range 50 Zp20.01 for X, 
and in the range 50 Zpz0.03 for x. Equation 5.9a and 5.9b fit the observed worst month 
statistics with standard errors 1.36% and 1.40%, respectively. This excellent fit is demonstrated in 
figure 5.8b. 
5.3.5 Scintillation Envelope Amplitude 
For completeness we conclude our discussion in this section by presenting in figure 5.9 the observed 
seasonal and annual distributions of peak-to-peak scintillation envelope amplitude. The ordinate 
gives the percentage of time during the indicated period that one-minute peak-to-peak scintillation 
amplitude xpp exceeded the abscissa. The expected seasonal trend of strongest fluctuations in 
summer and smallest peak-to-peak amplitude excursions in winter is apparent. We summarise the 
seasonal trend of xpp exceedance at five time percentages in table 5.4 
Table 5.4 Peak-to-peak scintillation amplitude (dB) exceeded at various time percentages of the 
distribution period 
Distribution Period 
Time (%) Autumn Winter Spring Summer Annual 
50 0.38 0.27 0.33 0.44 0.34 
10 0.80 0.55 0.67 0.94 0.74 
1 1.24 1.00 1.22 1.75 1.35 
0.1 2.02 1.37 2.11 2.70 2.24 
0.01 4.42 2.00 4.49 5.30 4.44 
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5.4 SPECTRAL ANALYSIS 
Spectral analysis of scintillation data time series finds a number of practical applications. The 
relationship (discussed in chapter 2) of the temporal scintillation spectrum with transverse wind speed 
and the spatial spectrum of refractive index fluctuations in the turbulent medium may be exploited for 
remote sensing of atmospheric wind speed and turbulence parameters. The magnitude of the power 
spectral density at a given frequency is an indication of the contribution of fluctuations at that 
frequency to the total scintillation variance, and the area under the power spectral density gives the 
variance of the process. The latter results from a more general Fourier-transform pair relationship 
between the power spectral density and the autocorrelation function of a stationary process. In 
scintillation stationarity is assured by computing these functions over time periods which are short 
enough for meteorological variables to remain approximately constant. From our study of the short 
term distributions of scintillation amplitude it is evident that this time period must be well below one 
hour. 
The computation of the power spectral density of scintillation and determination of the spectral shape 
parameters, namely, spectral slope and corner frequency are discussed in this section. These 
parameters are then related to scintillation intensity, while an examination of remote sensing 
applications is deferred to the next chapter of the thesis. 
5.4.1 Computation of Power Spectral Density 
The power spectral density (psd) Sx(f), dB2/Hz, of scintillation amplitude x (dB) was computed on 
4096 samples of X. At a sampling rate of 2 Hz this corresponded to a time period of 34 minutes and 8 
seconds. Only time periods in which all 4096 samples of X were valid were used in the computations. 
This stringent condition was imposed to ensure that the sampling rate was strictly the same in all 
cases. A total of 9498 such data blocks (representing 61.68% of total annual period) were used. 
We may estimate Sx(f) simply as the periodogram of the data block, which is the magnitude squared 
of the discrete-time Fourier transform of the X samples computed using a fast Fourier transform (FFI') 
algorithm. However this periodogram estimate has a large variance S2x(f) ) which does not 
decrease as the number of samples is increased. To reduce the variance of the estimate we break the 
data block into nonoverlapping sections, compute the periodogram of each section and average them 
to obtain Sx(f). Increasing the number of sections further reduces the variance. However, we are 
limited in the number of sections possible by the requirement that the data block length be short in 
order to ensure stationarity. The best way to improve the psd estimate given the above constraints is 
to break the data block into overlapping sections and multiply the sections with a non-rectangular 
window (e. g. Hamming, Hanning or Kaiser) in order to reduce the effect of section dependence. 
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Each 4096-sample block was divided into seven overlapping segments of 1024 samples each. 
Consecutive segments overlapped on half or 512 samples of their interval. Each segment was 
multiplied by a Harming window w(k) given by 
w(k) = 0.5[ 1- cos(2nk/ 1025)] k=1,2,..., 1024 (5.10) 
A modified periodogram was determined for each segment as the square magnitude of the FFT of the 
resulting segment. The psd was then computed by averaging the seven periodograms. The frequency 
resolution of the computed spectra, equal to the sampling frequency divided by the number of data 
samples in a segment, is 0.00195 Hz; and the maximum frequency, equal to half the sampling 
frequency, is 1 Hz. We recall that at the pre-processing stage, scintillation-induced fluctuations were 
separated from rain by using a high pass filter with a cut-off frequency of 0.00441 Hz. Thus the 
computed psd cover frequencies from 0.00586 Hz (the next Fourier component above 0.00441 Hz) to 
1 Hz. 
The final step in the computation of the psd was to employ a sliding median algorithm to smooth the 
power spectrum in order to reveal its shape more clearly. This is acceptable since our interest is 
mainly in the shape of the spectrum rather than the fine details of the various frequency components. 
The kth sample of psd S(k) was replaced by the median of the spectral components from S(k-12) to 
S(k+12) inclusive, the psd being treated as zero beyond the end points. The resulting psd was again 
put through the median filtering to obtain the final smoothed spectrum. It should be noted that the 
smoothed psd has exactly the same number of frequency points as the unsmoothed one. A 
demonstration of this smoothing process is shown in figure 5.10 which plots the psd for the period 
01: 08: 18 to 01: 42: 26 hours local time on 20th September 1992 on the Sparsholt-Olympus link. The 
unsmoothed spectrum is shown in dotted line, and the smoothed spectrum in solid line. The 
smoothed spectrum reveals its shape more clearly and may be more easily used to determine the 
corner frequency and spectral slope. 
It is important to note that the effects of thermal noise and detection filters in the receiver is to raise 
the power spectral density by an amount equal to the approximately flat noise power density in the 
spectral frequency range covered by the spectrum. System noise does not alter the spectral shape 
parameters of interest and is therefore completely ignored in the spectral computations. 
5.4.2 Spectral Shape Parameters 
The two parameters of importance in describing spectral shape are the corner frequency (the 
intersection between the asymptotes to the flat and sloping portions of the spectrum), and the high 
frequency roll-off slope. Theoretically, the temporal power spectrum of amplitude scintillations has a 
`low pass filter' shape, with a well-defined flat region followed by a single-slope high frequency roll- 
off as fs, where s is referred to as the spectral slope. However, in practise the spectral shape is not so 
well defined and it is difficult to obtain the exact point of intersection between the two asymptotes. To 
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obtain an objective estimate of the comer frequency fc we defined it as the frequency point at which 
the smoothed psd is 3 dB down from its flat level. The spectral slope was then computed by 
performing a linear least-square-fit through a minimum of 26 frequency points of the smoothed psd 
starting from fc. Of the 9498 spectra studied, 534 departed significantly from the theoretical shape 
and did not have a comer frequency as defined above either because their smoothed spectra lay within 
3 dB of the flat level for most of the spectral frequency range, or had a nonnegative slope beyond the 3 
dB point. The following results are therefore presented for the 94.4% of the power spectra which 
followed the theoretical `low pass filter' shape model. 
The corner frequency ranged from 0.0332 Hz to 0.9492 Hz with a mean value of 0.2728 Hz and a 
standard deviation of 0.1527 Hz. This exceeds the theoretical prediction of 0.1 Hz but compares well 
with a value of 0.3 Hz observed on an X-band link at 30° elevation [15]. The 10th, 50th and 90th 
percentile values of corner frequency were respectively 0.0957,0.2520 and 0.4570 Hz. A histogram 
of the distribution of comer frequencies is shown in figure 5.11 where it may be seen that 51 % of the 
spectra had comer frequencies between 0.2 and 0.4 Hz. 
The computed spectral slopes were much more variable with a mean of -1.27 and a standard 
deviation of 0.753. The 10th, 50th and 90th percentile values of spectral slope were -2.41, -1.12 and 
-0.41, respectively. This indicates that more than 90% of the spectra rolled off less rapidly with 
frequency than predicted by a theoretical slope of -2.67. Figure 5.12 gives a histogram of the 
observed spectral slope distributions. It shows that only about 6% of the observed spectra followed the 
predicted theoretical slope, with 3% falling off more rapidly and 91% less rapidly than predicted. The 
predominantly slow spectral roll-off with Fourier frequency is an indication of a higher density at the 
high frequency end of the power spectrum and a larger contribution to scintillation variance by 
fluctuations occurring at a faster rate than predicted. However, we note that the above spectral 
analysis was performed on all the data and not just on a few selected `scintillation events' as usually 
reported in the literature. For the event with psd shown in figure 5.10, the corner frequency and 
spectral slope are respectively 0.21 Hz and -2.65. The drop in spectral density at the low frequency 
end of the plotted spectrum is likely to be the effect of the pre-processing high pass filter which had a 
3 dB cut-off point of 0.00441 Hz. We now examine the relation of spectral shape to scintillation 
intensity. 
5.4.3 Relation of Spectral Shape to Scintillation Intensity 
The power spectral densities were grouped according to the scintillation intensity of the data blocks 
from which the spectra were computed. The mean psd of each group was then obtained by averaging 
over all spectra in the group. Figure 5.13 shows the mean psd at five intensity levels. The high- 
frequency portion of the spectra tend to exhibit two distinct slopes, the first and smaller slope starting 
just beyond the corner frequency, and the second and steeper slope beyond about 0.7 Hz. This dual- 
slope pattern could arise from propagation through atmospheric layers with significantly different 
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turbulence characteristics. Computed spectral shape parameters are given in table 5.5, where the 
slope refers to the portion of the spectrum immediately beyond the corner frequency. The listed 
parameters showed correlations of -0.8261 between corner frequency and intensity, -0.8288 between 
spectral slope and intensity, and 0.4223 between corner frequency and spectral slope. It must be 
understood that because spectral slopes are negative, the positive correlation between corner frequency 
and spectral slope signifies that spectra with larger corner frequencies tend to roll off less rapidly with 
frequency. It may be seen from these results that 
1. The area under the spectral density curve increases with scintillation intensity. This is as 
expected since this area is proportional to the variance of scintillation amplitude. 
2. On average, the corner frequency tends to decrease as scintillation intensity increases, while 
the spectral slope is steeper at higher scintillation intensities. This trend suggests that 
contributions to scintillation variance tend to be more evenly spread out among the Fourier 
frequency components at small fluctuations, whereas at strong turbulence conditions a 
significantly larger fraction of the energy comes from fluctuations at low frequencies. 
Table 5.5 Spectral Shape Parameters of Mean Power Spectral Density at various scintillation 
intensity levels. 
Scintillation Intensity 
(dB) 
Number of spectra 
averaged 
Corner Frequency (Hz) Spectral Slope 
0-0.05 2643 0.2441 -0.8572 
0.05-0.1 4819 0.2383 -0.8756 
0.10-0.2 1373 0.1348 -0.7923 
0.2-0.3 91 0.0664 -0.7359 
0.3-0.4 25 0.0762 -0.7554 
0.4-0.5 9 0.0566 -0.9156 
0.5-0.6 2 0.0527 -1.2993 
0.6-0.7 1 0.0703 -2.1534 
0.7-0.8 1 0.0430 -2.2571 
5.4.4 Seasonal Trend of Spectral Shape 
Theoretical considerations outlined in chapter 2 predict a direct relationship between corner frequency 
and wind speed. Lack of simultaneously measured wind speed and scintillation data prevents a 
detailed experimental examination of wind effects on scintillation. However, we may gain some 
insight into this relationship by looking at the seasonal pattern of spectral shape. 
The seasonal trends of the spectral shape parameters were examined and is reported in table 5.6. The 
mean intensity given in the table refers to the average of the scintillation intensity in each of the data 
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periods in the season for which the power spectral density was computed. The magnitude of the mean 
intensity reflects the expected seasonal trend of scintillation intensity. It is interesting to observe that 
the mean comer frequency is largest in autumn even though the negative correlation noted above 
between corner frequency and scintillation intensity would suggest that winter corner frequency 
should be the largest. However, we recall from chapter 2 that the corner frequency is directly 
proportional to wind speed, the effect of strong winds being to distribute scintillation energy over a 
wider frequency band. The comer frequency values therefore give an indication of the relative 
magnitudes of average wind speeds in the various seasons, and show that wind speed is on the average 
largest in autumn and that during the experimental period wind speed roughly followed the trend 
autumn > winter > summer > spring. 
It is also clear from table 5.6 that the magnitude of spectral slope follows the trend summer > spring > 
winter > autumn which is nearly a reversal of the corner frequency trend. A slow decay of spectral 
density with frequency implies a significant contribution to the scintillation process by fluctuations at 
high frequencies. Thus, as a result of wind effects, fluctuations at frequencies larger than about 0.3 
Hz make a larger contribution to scintillation during autumn than in the other seasons. 
Table 5.6 Mean seasonal values of spectral shape parameters 
Season Number of 
spectra 
Mean Scintillation 
Intensity (dB) 
Mean Corner 
Frequency (Hz) 
Mean Spectral 
Slope 
Autumn 706 0.0812 0.3186 -0.9155 
Winter 3284 0.0577 0.2762 -1.2149 
Spring 2691 0.0724 0.2632 -1.2635 
Summer 2283 0.0916 0.2651 -1.4434 
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5.5 CONCLUSION 
We have presented the most extensive and compelling experimental evidence available for the normal 
distribution of scintillation amplitude x over short term intervals. By analysing nearly half a million 
measured distributions of scintillation amplitudes over one-minute, 30-minute, and 60-minute 
intervals we showed that x follows a normal distribution over short term intervals when 
meteorological conditions are approximately constant and when atmospheric turbulence is weak or 
moderate. However, as turbulence increases giving rise to scintillation intensities above 0.5 dB, or as 
the time interval increases to time periods above about one hour when as a result of changing 
meteorological conditions the scintillation process is no longer stationary, the variation of X can no 
longer be described by a normal distribution. 
We found that in the long term x is definitely negatively skewed and has larger density in the tails of 
its pdf than the normal distribution. Though the ITU-R model gives good prediction of the standard 
deviation of x over seasonal and annual periods, and the Moulsley-Vilar gives good agreement with 
observations of scintillation fades down to the 0.01 % annual time percentage, the limitations of both 
models were highlighted and semi-empirical models for annual and worst month scintillation fade 
and enhancement distributions were developed. These models require the same readily obtainable 
input parameters as the ITU-R model, but uses new relations with time percentage to more accurately 
predict annual scintillation fade and enhancement distributions from the computed annual mean 
standard deviation of scintillation amplitude, Qp1e. The prediction of worst month statistics for 
scintillation is novel. However, due to lack of data, the new model does not correct the deficiency of 
the ITU-R model which ignores wind effects in predicting "pre- 
Spectral analysis yielded a mean corner frequency of 0.27 Hz and a highly variable spectral slope. 
Some of the spectra exhibited dual roll-off slope while a few departed noticeably from the predicted 
low pass filter shape. There was appreciable correlation between the power spectral shape and 
scintillation intensity. Observed seasonal trends of the spectral shape agreed with theoretically 
predicted influence of wind effects. 
Time and frequency domain characterisation of scintillation amplitude have been presented here. In 
the next chapter we give experimental evidence for the way in which scintillation intensity depends on 
various meteorological and earth station link parameters, and briefly outline the applications of 
scintillation to remote sensing. 
164 
5.6 REFERENCES 
1. FANTE R. L., 1980, "Electromagnetic beam propagation in turbulent media: an update", Proc. 
IEEE Vol. 68 pp. 1424-1442 
2. STROHBERN J. W., WANG T. and SPECK J. P., 1975, "On the probability distribution of line- 
of-sight fluctuations of optical signals", Radio Science, Vol. 10(1) pp. 59-70 
3. STROHBEHN J. W., 1968, "Line-of-sight wave propagation through the turbulent atmosphere". 
Proc. IEEE Vol. 56(8) pp. 1301-1318 
4. NORTON K. A., VOGLER L. E., MANSFIELD W. V. and SHORT P. J., 1955, "The probability 
distribution of the amplitude of a constant vector plus a Rayleigh-distributed vector", Proc. IRE, 
Vol. 43(10), 1354-1361 
5. BECKMANN P., 1967, Probability in Communications Engineering, Harcourt, Brace and World, 
New York, pp. 511 
6. ISHIMARU A., 1978, Wave propagation and scattering in random media Vol. 1, Academic Press 
New York 
7. WANG T. AND STROHBEHN J. W., 1974, "Log-normal paradox in atmospheric scintillations", 
Journ. Opt. Soc. Amer. Vol. 64(5) pp. 583-591 
8. FRIED D. L., MEVERS G. E and KEISTER M. P., 1967, "Measurements of laser beam 
scintillation in the atmosphere", Journ. Opt. Soc. Amer. Vol. 57 pp. 787-797 
9. MEDEIROS F. C., JAYASURIYA D. A. R. and COLE R. S., 1981, "Probability distribution of 
amplitude scintillations on a line-of-sight link at 36 GHz and 55 GHz", Electronics Letters Vol. 17 
pp. 393-394 
10. BANJO O. P. and VILAR E., 1986, "Measurement and modeling of amplitude scintillations on 
low-elevation earth-space paths and impact on communication systems", IEEE Trans. COM Vol. 
34 pp. 774-780 
11. MOULSLEY T. J. and VILAR E., 1982, "Experimental and theoretical statistics of microwave 
amplitude scintillations on satellite downlinks", IEEE Trans. AP, Vol. 30 pp. 1099-1106 
12. HAIDARA F. M., BOSTIAN C. W. AND PRATT T., 1994, "Measurements of tropospheric 
scintillations on a 14 degree path at 12,20, and 30 GHz", AIAA-94, pp. 921-931 
13. CCIR, 1990, "Effects of tropospheric refraction on radio-wave propagation", Reports of the CCIR 
( Also Decisions) - Annex to Volume V: Propagation in non-ionized media, pp. 149-188 
165 
14. BANJO O. P. and VILAR E., 1987, "The dependence of slant path amplitude scintillations on 
various meteorological parameters", ICAP'87 5th Int. Conf. on AP Vol. 2 pp. 277-280 IEE 
London 
15. HADDON J., LO P., MOULSLEY T. J. and VILAR E., 1980, "Spectra of amplitude scintillations 
in X-band satellite down-link", Electronics Letters Vol. 16 pp. 619-620 
166 
5.7 DIAGRAMS 
101 
100 
2:. 
d 
G 
CO 
ä 10"t 
10-2 
9 Jan 1993; 2200-2300 hours (local time) 
l\ 
i l 
/ 
Gaussian pdf 
Moulsley-Vilar pdf 
,% 
Measured pdf 
-0.3 -0.2 -0.1 0 0.1 
Scintillation Amplitude (dB) 
Figure 5.1 Distribution of scintillation amplitude x over a one-hour period 
0.2 0.3 
167 
0.3 
0.25 
0.2 
C 
t0 
N 
Uf 
Co 
a 
,? ý. 
0.15 
Co 
0 I- a 
0.1 
0.05 
0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 
Scintillation Intensity (dB) 
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6. METEOROLOGICAL AND LINK FACTORS IN 
SCINTILLATION 
6.1 SUMMARY 
Experimental investigations of the dependence of scintillation on various meteorological and link 
parameters are presented. Parameters examined include signal polarisation, signal frequency, rain, 
ambient temperature, relative humidity, and antenna diameter. A theoretical basis for the effect of 
most of these parameters on scintillation was presented in chapter two. 
The investigation of polarisation effects is novel and reveals that scintillation is polarisation sensitive, 
being more pronounced on vertically polarised signals than on signals transmitted with horizontal 
polarisation. It is also shown that the sensitivity is somewhat reduced in the presence of rain and this 
is explained in terms of the superposition of two independent scintillation inducing mechanisms 
during rain. 
Examination of signal frequency and antenna diameter effects leads to the development of a novel 
procedure for the application of dual frequency scintillation measurements to remote sensing of wind 
speed and atmospheric turbulence parameters. That scintillation increases with signal frequency and 
is reduced by antenna aperture averaging are both confirmed. 
A novel study of rain induced scintillation using concurrent measurement of raindrop size distribution 
by a distrometer and scintillation measurements by a satellite beacon receiver provides convincing 
evidence that variations of drop size distribution and rain rate makes a significant contribution to 
scintillation of radio signals propagating through rain. It is shown that rain induced scintillation is 
greater on horizontally polarised signals and this is explained in terms of drop growth and break up 
interactions in rain. 
Meteorological effects could not be studied in any detail. However, it is pointed out that the seasonal 
and diurnal trends reported in Chapter 4 confirm the positive correlation between scintillation and 
wind effects and the strong dependence of scintillation on temperature and humidity. 
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6.2 DEPENDENCE OF SCINTILLATION ON SIGNAL POLARISATION 
6.2.1 Introduction 
It is well known as is shown in appendix I that rain attenuation is polarisation sensitive; horizontally 
polarised radiation being the most affected. Surprisingly, the effect of wave polarisation on amplitude 
scintillation of the received signal in satellite and terrestrial links has received very little attention in 
radio propagation research. Olympus satellite transmitted a 20 GHz beacon signal which was 
continuously switched between horizontal and vertical polarisations at 1866 Hz, a rate much faster 
than the decorrelation time of atmospheric refractive index fluctuations. This in effect availed 
Olympus experimenters with simultaneously propagated orthogonally polarised satellite-to-ground 
Ka-band radio signals, and made experimental investigation of polarisation sensitivity of scintillation 
much easier. 
The author [1] was the first to recognise this opportunity and to carry out a detailed analysis of a one- 
year measurement of differential amplitude scintillation intensity in rain and in clear weather. The 
results of that investigation showed that clear weather scintillation is polarisation sensitive especially 
during night hours, scintillation being more severe for vertically polarised radiation. It was found that 
in the presence of rain when variable attenuation makes a significant contribution to scintillation, no 
noticeable polarisation sensitivity was present. The database used for that investigation has been 
more carefully re-analysed to improve accuracy. Specifically three important changes were made in 
the analysis procedure. First, only one-minute intervals with more than 90% raw propagation data 
samples valid in both the horizontal and vertical polarisation channels were included. Secondly, 
received signal variation caused by rain attenuation was carefully separated from scintillation-induced 
fluctuations using the high pass filtering method described in chapter three instead of the block mean 
approach of [1]. Also, a rainy day in May 1993 which was excluded during that initial study was 
included in this one. 
6.2.2 Analysis and Results 
Scintillation intensity aH and av, respectively of the received horizontally polarised and vertically 
polarised satellite beacon signals were computed as the standard deviation of scintillation amplitude X 
over one-minute intervals in the two orthogonally polarised channels. The annual and seasonal 
cumulative distributions of ßH and a`, were calculated and are shown in figures 6.1 and 6.2 which 
give the percentage of time in the measurement period that scintillation intensity in each channel 
exceeded the indicated abscissa values. The exceedance ratios, that is the percentage of time a given 
intensity is exceeded in the vertical channel divided by the percentage of time the same intensity is 
exceeded in the horizontal channel during each measurement period, are shown in figure 6.3. It is 
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evident that during summer 1993 scintillation was more severe on the vertically polarised radiation. 
This significantly influenced the annual trend. For example a scintillation intensity of 0.64 dB was 
exceeded during 0.061% and 0.298% of the measurement year in the horizontal and vertical channels, 
respectively. Scintillation distribution in the orthogonal channels were comparable during autumn 
1992. Table 6.1 gives the mean scintillation intensity in the two channels in the annual and seasonal 
periods. It is seen that during autumn the mean intensity <av> of the vertical channel equals the 
mean intensity <OH> of the horizontal channel to two decimal places. However, <av> exceeds <aH> 
in all other seasonal and annual periods as indicated by the ratio <aV>/<cH> given in the table. 
Table 6.1 Mean scintillation intensity <aH> and <av> in linear orthogonally polarised channels 
H and V 
Period 
Autumn '92 Winter '92/93 Spring '93 Summer '93 Annual '92/93 
Number of one- 
minute intervals 70,740 120,911 100,442 97,113 389,206 
<a11> (dB) 0.0744 0.0545 0.0702 0.0951 0.0723 
<ßv> (dB) 0.0724 0.0758 0.1033 0.1129 0.0916 
<aV>/<aH> 0.9739 1.3916 1.4723 1.1873 1.2667 
We compare the instantaneous values of scintillation intensity in the orthogonal channels in figure 
6.4. There is as expected a positive correlation between ßH and (; V. The correlation coefficient 
describing the strength of linear relationship between the two parameters equals 0.7784. A least- 
squares-fit straight line through the scatter plot is also shown in figure 6.4, and gives the following 
approximate linear relation: 
av = 0.9862aH + 0.0203 dB (6.1) 
We see from the scatter plot that an accurate deterministic relation does not exist between 
scintillations in the two channels. We can only observe from the plot that for horizontal channel 
intensities below about 0.5 dB (which applied on the Olympus-Sparsholt Ka-band link for 99.87% of 
the annual period) V channel scintillation exceeds H channel scintillation on the average. However, 
at higher scintillation levels which occur only rarely (0.13% or 11.4 hours in a year), scintillation of 
the H channel is more likely to exceed that of the V channel. 
In order to examine the relative magnitude of the instantaneous values of scintillation intensity in the 
two channels we introduce a quantity which we refer to as differential amplitude scintillation intensity 
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ad and define as the difference in dB between instantaneous values of short term (- one minute in this 
case) scintillation intensity in the vertical and horizontal channels: 
ad = aH - ßV dB (6.2) 
The number of ad samples used in each season is given in table 6.1. It was found that 86.81%, 
60.99%, 95.73%, 95.39% and 85.62% of ad values, respectively were negative in the annual, autumn, 
winter, spring and summer periods. That is, scintillation in the V channel exceeded H channel 
scintillation for these time percentages. We note that small differences in scintillation in the two 
channels can arise as a result of system noise. The modal intensity of the H and V channels over the 
entire measurement period determined by grouping intensities in bins of size 0.004 dB were found to 
be 0.048 and 0.060 dB. Therefore if we assume that the standard deviation of the noise floor can take 
on values up to the modal intensity, then we may attribute values of ladl less than about 0.05 dB to 
system noise and consider only the values outside this range to be significant. Of 11.43%, 4.44%, 
7.84%, 24.96% and 6.98% of ßd values which lay outside the range ±0.05 dB in the annual, autumn, 
winter, spring and summer periods, respectively, we found that 90.93%, 5.19%, 98.92%, 99.24% and 
88.78% were less than -0.05 dB. We see that values of ßd in the significant range show stronger 
scintillations in the vertical channel for all seasons except autumn, where a huge 94.81 % of the 4.44% 
of ad samples in the significant range are positive. It is of interest to discover what factors influence 
the magnitude and sign of differential scintillation intensity. To do this with the limited data 
available, we examine its trend with scintillation intensity and with rain as well as its diurnal pattern. 
To examine the relation between ad and intensity we group the 389,206 one-minute intervals 
according to their H channel scintillation intensity at 20 levels, each of width 0.05 dB. Then for each 
group we obtain the mean differential intensity <ad>, and the percentage of ad samples which lie in 
the ranges (yd :5 -0.05 dB, Qd S0 dB, -0.05 dB < ad 5 0.05 dB, and ad ý 0.05 dB. Results are given 
in table 6.2 
We observe that the fraction of samples of ad which are negative decreases steadily as intensity 
increases, and differential intensity is on the average more likely to be significantly positive when 
scintillation intensity is high. In fact, the mean value of differential intensity is negative for all 
scintillation intensities below 0.45 dB and positive above this threshold. We may therefore infer that 
weak-to-moderate turbulence occurring in clear sky and light cloud conditions give rise to scintillation 
which is more severe on vertically polarised radiation than on horizontally polarised waves. As 
turbulence increases, scintillation in both channels increases but with that of the horizontal channel 
increasing more rapidly. 
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Table 6.2 Relation between differential intensity ad and H channel scintillation intensity all 
Intensity One-min Mean, <ad> Percentages 
ßg, (dB) Intervals (dB) ßd 5 -0.05 ßd S0 -0.05 Sad S 0.05 as ". 05 
0-0.05 136761 -0.0206 6.37 97.16 93.63 0 
0.05-0.10 184694 -0.0178 11.96 86.61 87.91 0.12 
0.10-0-15 48081 -0.0124 11.83 68.14 83.71 4.40 
0.15-0.20 11410 -0.0158 13.32 63.87 80.37 6.21 
0.20-0.25 4362 -0.1046 31.32 68.23 65.22 3.28 
0.25-0.30 1707 -0.0856 28.24 58.00 62.39 8.73 
0.30-0-35 852 -0.0566 25.82 52.35 57.98 14.32 
0.35-0.40 469 -0.0631 31.98 51.17 47.55 17.91 
0.40-0.45 308 -0.0345 32.79 46.10 35.06 28.57 
0.45-0.50 205 0.0064 25.37 35.12 27.80 40.49 
0.50-0-55 139 0.0740 19.42 30.94 30.94 47.48 
0.55-0.60 96 0.0747 16.67 28.13 29.17 46.88 
0.60-0-65 59 0.1688 8.47 11.86 18.64 69.49 
0.65-0.70 40 0.1992 10.00 15.00 15.00 70.00 
0.70-0.75 33 0.2440 3.03 6.06 27.27 57.58 
0.75-0.80 28 0.2520 3.57 3.57 21.43 60.71 
0.80-0.85 21 0.2104 9.52 19.05 14.29 66.67 
0.85-0.90 17 0.1266 5.88 5.88 29.41 41.18 
0.90-0.95 17 0.1857 11.76 11.76 11.76 70.59 
0.95 -1.00 12 0.0712 0 8.33 25.00 50.00 
To examine the magnitude and sign of differential scintillation intensity during rain, 5682 samples of 
vd were computed from 26 rain events. It was found that 72.88% of the samples were negative; and 
9.77% had values outside ±0.05 dB, of which 67.57% were less than -0.05 dB and 32.43% exceeded 
0.05 dB. Comparing this with the overall results given earlier of 90.93% of samples in the significant 
range being negative, it seems that the polarisation sensitivity of scintillation is appreciably reduced in 
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rain. This observation is further supported by noting that the mean of the 5682 rain samples of Qd 
was -0.0069 dB, a value nearer zero than any of the mean differential intensities given in table 6.2 for 
various H channel scintillation intensity. 
In order to gain more insight into the influence of meteorological factors on differential scintillation, 
the diurnal variation of ad was also studied. Results for the annual period are plotted in figures 6.5 to 
6.6. Figure 6.5 gives the percentage of time during each hour that ad exceeded 0.05 dB, and the time 
when it was less than -0.05 dB. The amount of separation between the two staircase plots gives an 
indication of polarisation sensitivity in the scintillation process during the year. The separation is 
largest during night hours, increasing after sunset to a maximum after midnight and then decreasing 
to a minimum in the late afternoon. Figure 6.6 gives the hourly mean and median values of 
differential intensity. The mean and median values are negative, indicating that on the average 
scintillation in the vertical channel exceeded that of the horizontal channel during every hour of the 
day. There is again a diurnal pattern with mean differential intensity being smallest in magnitude 
during the early evening hours and largest in the early morning hours. 
6.2.3 Discussion 
Results of an experimental investigation of the influence of wave polarisation on scintillation on a 
satellite link were presented. Based on these results we infer that 
1. On an annual basis vertically polarised radiation experiences a larger scintillation intensity at a 
given time percentage than horizontally polarised waves. It therefore seems that in low- 
availability satellite communication systems for which rain attenuation is not a limiting factor, 
utilisation of horizontal polarisation could lead to a significant performance improvement against 
scintillation effects. 
2. Clear weather scintillation seems to impact vertically polarised radiation more severely especially 
during night hours. As atmospheric turbulence increases giving rise to scintillation intensities 
above about 0.5 dB (which occurred for about 0.13% of the year on our link), the likelihood of H 
channel scintillation exceeding that of the V channel increases with the result that the mean value 
of differential intensity under such strong turbulence conditions is positive. 
3. The polarisation sensitivity of scintillation seems to be significantly reduced in the presence of 
rain. 
The reason for the above scintillation trends is not yet clear. Atmospheric turbulence which gives rise 
to scintillation is a complex and nonstationary process. We noted that in autumn the mean 
scintillation intensity of H and V channels were approximately equal in contrast to the other seasons 
where <GV> clearly exceeded <aH>. Since the most important weather distinction of autumn is the 
preponderance of strong winds, part of the explanation could lie in the type of mechanism that 
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initiates turbulence, whether buoyancy which is related to tropospheric temperature gradient, or wind 
shear which relates to spatial variation in average wind speed. 
However, the observed tendency of reduced polarisation sensitivity of scintillation in rain is the result 
of a superposition of two independent scintillation-inducing mechanisms. In the presence of rain, 
turbulence in the rain bearing cloud and the general troposphere continues to cause scintillation. But 
there is now an additional scintillation of the received signal amplitude arising from random 
variations of rain attenuation due to fluctuations in drop size spectra and rain rate. The first 
component of scintillation is on a statistical average larger in the V channel, while the second 
component due to rain is larger in the H channel. The result is then a net reduction in polarisation 
sensitivity. 
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6.3 DEPENDENCE OF SCINTILLATION ON SIGNAL FREQUENCY AND 
RECEIVE ANTENNA DIAMETER 
6.3.1 Introduction 
It is of interest to know the manner in which scintillation depends on signal frequency and the size of 
the receiving antenna. Measurements of scintillation at one frequency and antenna diameter can then 
be reliably extrapolated to another frequency and diameter. The effects of signal frequency and 
antenna diameter are interrelated and best considered together. For example, even if the same 
antenna is used to receive two signals at different frequencies, the amount of scintillation reduction 
due to aperture averaging will be different on each signal, the higher frequency signal undergoing a 
larger reduction in scintillation. 
Theoretical considerations of the effects of signal frequency and antenna size on scintillation were 
discussed at length in chapter two and is summarised here for convenience. We saw that by assuming 
that 
1. The fluctuations of refractive index m have a Kolmogorov spectrum em(u) = 0.033CM 2K-1 1/3 for 
21/Lo Sx S2ir/lo 
2. The refractive index structure constant Cm2 is constant along the turbulent path of length L 
3.10 < I(XL) << Log where ?. is the signal wavelength, and 10 and Lo are the inner scale and outer scale 
of the turbulence and are of the order of 1-10 mm and 50 -100m, respectively, and 
4. L02 xn, 2 » 1, where iý,, = 5.91 /lo 
then the variance of scintillation amplitude X in a point receiver is given by 
ax2= 23.162Cm2k7/6Lt1/6 (dB2) (6.3a) 
and the structure constant Cm is related to the mean square value of the refractive index fluctuations 
<Am2> by 
Cm2 = 1.92<Am2>Lo v3 (6.3b) 
where k= 27t/ß, is the wave number. 
We note that (6.3a) is simply equation 2.75 expressed in units of dB2. It suggests a dependence of 
scintillation intensity Qx on frequency as f7112. It was shown in chapter two that the third assumption 
given above is satisfied at Ka-band frequencies throughout most of the earth's atmosphere, but that if 
Lo becomes much smaller than say 20 m such that '(.. L) » Lo then vx will depend on frequency as f 
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rather than (fh2. Thus in general ßx « f°, where n is typically 7/12 but may lie in the range 
7/12 < n: 5 1. 
The effect of a finite antenna aperture was shown in chapter two to result in a reduction of ox from its 
point receiver value by a factor g(x) given by 
g(x) = 
j3.8637( 
x2 + 1YVI2 sin[ 
- 
arctan lx IJ - 7.0835x'16 (6.4) 
where x=0.0584k(Dil)2/L, D is the physical diameter of the antenna, the antenna efficiency r is 
about 0.75 for typical reflector antennas, L is the effective turbulent path given in terms of the height 
of turbulence h (of the order of 1000 m) by L= 2h/{J[sin2A+(2h/Re)]+sinO), 0 is the path elevation 
angle, and R. is the effective Earth radius (= 8.5x106 m) 
Thus if we assume similar meteorological conditions at two satellite links 1 and 2, the ratio between 
scintillation intensities on the two links will be given by 
aXZ - 
(f2 )n( 
sin01)'u1z(8(XZ)) 
(6.5) 
where the subscripts 1,2 denote parameters for links 1,2 respectively, and 7/12: 5 n: 5 1. 
In this section we present the results of simultaneous measurements of scintillation on four satellite 
links and examine the performance of the scintillation scaling equation of (6.5) in the light of these 
measurements. 
6.3.2 Experiment 
Measurements of scintillation at three frequencies using the Olympus satellite was carried out at 
Martlesham (52.06°N, 1.2857°E) at a path elevation of 27.53° between November 1989 and 
November 1991. A description of the experimental arrangement was given in chapter three. A subset 
of the data between 1 December 1989 and 30 November 1990 was used in our study of scintillation 
scaling with link parameters. The received signal frequencies were 12.501866 GHz with an antenna 
of diameter 1.8 m (henceforth referred to as link B1), 19.770393 GHz with an antenna of diameter 6.1 
m (subsequently referred to as links B2 and B3 for the horizontal and vertical polarisations, 
respectively), and 29.655589 GHz with a 6.1 m diameter antenna (labelled link B4). Since the 20 
GHz beacon signal was continuously switched between two orthogonal polarisations and we have 
shown using measurements from another site (Sparsholt) that scintillation is polarisation sensitive, we 
effectively have four satellite links under the same meteorological conditions and can therefore 
perform a very useful experimental study of scintillation scaling and compare results with theoretical 
prediction. 
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6.3.3 Analysis and Results 
Scintillation intensity ax was computed for each link in one-minute intervals during which at least 
90% of the beacon samples were valid on all four links. This gave 453,479 one-minute samples of 
simultaneously measured scintillation intensity on each link representing 86.28% of the 12-month 
period between December 1989 and November 1990. Correlation between the resulting one-minute 
scintillation intensities of the four channels were much lower than expected. Values of correlation 
coefficients were 0.2003 between B1 and B2,0.2027 between B1 and B3,0.1977 between B1 and B4, 
0.8796 between B2 and B3,0.3766 between B2 and B4, and 0.2852 between B3 and B4. Manual 
inspection of all the raw BT data to identify the cause of the poor correlations was too time-consuming 
to be done. Since scintillation intensities exceeding I dB occur very rarely (at small time percentages 
for which rain attenuation is by far the dominant degradation factor), we selected those one-minute 
intervals during which scintillation intensity on all four links were in the range 0.0001 dB to I dB. 
The lower limit of 0.0001 dB rejects any one-minute interval during which the raw data samples of 
any of the channels remained approximately constant ( this being a situation which is impossible in 
practical atmospheric conditions). A total of 409,787 one-minute intervals passed the above selection 
criterion which improved correlations among B2, B3, and B4. However, the correlation of B1 with 
the other links dropped to about 0.12 in all cases. Ratios of ax between six link pairs namely B4/B1, 
B4/B2, B4/B3, B3/B2, B3/B1, and B21B1 were calculated. A very large variation of the ratios were 
observed due to the poor correlation of all the link pairs except B3/B2. A detailed study of the trends 
of instantaneous scintillation intensity ratios on the links is therefore not feasible. However, we can 
obtain reliable average estimates of scintillation scaling ratios by examining the median of ratios of 
one-minute scintillation intensities, and the ratios of median intensity. The use of median values 
rather than the mean protects the results from the undue influence of extreme sample values. We 
present a summary of these results and obtain the turbulence path length at several frequency scaling 
exponents which give the observed median scintillation intensity ratios and ratios of observed median 
intensity. 
The distribution of observed instantaneous one-minute scintillation intensity ratios between the first 
and third quartiles on the six link pairs is shown in figure 6.7. On each graph of figure 6.7, the ratio 
exceeded 100% of the time corresponds to the 25th percentile, while the 0% and 50% points give the 
75th percentile and median ratio. We note that the difference between link B2 and B3 is only in the 
polarisation, B2 being horizontally polarised and B3 vertically polarised. Scintillation intensity ratios 
of B4/B2 and B3/ BI exceed the ratios B4/B3 and B2/B1, respectively, and the scintillation ratio 
B3/B2 exceeds unity 70% of the time. These results serve to further corroborate our earlier 
observations (using the Sparsholt-Olympus link data) that scintillation is predominantly higher on 
vertically polarised signals than on horizontally polarised waves. 
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Table 6.3 compares the measured median scintillation intensity ratio on the six link pairs with ratios 
computed from equation 6.5 at seven different heights of turbulence assuming n= 7/12, that is Qx « 
f7112. These results confirm that amplitude scintillation increases with frequency. Comparing the 
measured median ratios and computed ratios for a point receiver (columns 2&3 of table 6.3), we see 
a noticeable effect of aperture smoothing on B4, B3 and B2 which involved a 6.1 m antenna. The 
point receiver estimate ignores aperture smoothing by the large antenna and yields scintillation ratios 
between B4, B3 or B2 and BIwhich exceed measured median values. We also observe from the table 
that agreement between predicted scaling ratio and measured median scaling ratio is obtained for n= 
7/12 with heights of turbulence above 3 km in all cases. 
To further examine the effects of n and turbulence height h on predicted scaling ratios, we show in 
figures 6.8 to 6.10 plots of the scintillation ratios of three link pairs B4/131, B4/B2 and 132/131, 
respectively, predicted by equation 6.5 at turbulence heights between 10 m and 40 km, and six 
frequency exponents n= 7/12,8/12,9/12,10/12,11/12 and 1. The measured median scintillation 
scaling ratio of the link pair is shown in dotted lines on each figure. The figures reveal the 
combination of n and h which gives the observed scintillation ratio. This is summarised in table 6.4 
which gives the height of turbulence that would produce the observed scintillation ratios (given in 
table 6.3) on the link pairs assuming different values of frequency scaling exponent n. Similarly, we 
present in table 6.5 the n and h values corresponding to the ratios of observed median . intensity given 
in the table. 
Table 6.3 Comparison of measured scintillation intensity ratios on six Martlesham-Olympus links 
with values predicted for a point receiver and for aperture smoothing at various heights of turbulence. 
Measured Point Aperture smoothing at height of turbulence (km) _ 
Link median Receiver 0.5 1.0 2.0 3.0 4.0 5.0 10.0 
B4/B 1 1.3680 1.6551 0.8208 1.0384 1.2282 1.3183 1.3726 1.4095 1.4987 
B4/B2 1.2775 1.2667 1.0713 1.1240 1.1705 1.1918 1.2044 1.2128 1.2327 
B4/B3 1.2244 1.2667 1.0713 1.1240 1.1705 1.1918 1.2044 1.2128 1.2327 
B3/B1 1.1606 1.3065 0.7662 0.9238 1.0493 1.1061 1.1396 1.1621 1.2157 
B3/B2 1.0633 1 1 1 1 1 1 1 1 
B2B 1 1.1256 1.3065 0.7662 0.9238 1.0493 1.1061 1.1396 1.1621 1.2157 
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Table 6.4 Heights of turbulence h (km) which yield observed scintillation ratios on five Martlesham- 
Olympus link pairs assuming various frequency scaling exponents n 
(ax « fn), Link Pairs 
n= B4/B1 B4/B2 B4B3 B3/B1 B2/B1 
7/12 3.90 - 7.22 4.92 3.53 
2/3 2.43 11.10 2.55 3.29 2.53 
3/4 1.69 3.15 1.33 2.39 1.92 
5/6 1.25 1.55 0.80 1.83 1.52 
11/12 0.96 0.90 0.49 1.46 1.24 
1 0.77 0.56 0.28 1.20 1.04 
Table 6.5 Heights of turbulence h (km) which yield observed ratio of median scintillation intensities 
on five Martlesham-Olympus link pairs at various frequency scaling exponents n 
(ax _ fn), Link Pairs (ratio of median intensity) 
n= B4/B1(1.252) B41B2 (1.165) B41B3 (1.153) B3B1(1.086) B2B1(1.075) 
7/12 2.22 1.82 1.52 2.57 2.38 
2/3 1.56 1.03 0.89 1.95 1.83 
3/4 1.17 0.63 0.55 1.54 1.46 
5/6 0.91 0.39 0.33 1.26 1.19 
11/12 0.73 0.19 0.12 1.05 1.00 
1 0.60 0.03 0.03 0.89 0.85 
6.3.4 Summary of Observations and Application to Remote Sensing 
The observed median ratio of scintillation intensity between the 30 and 20 GHz links are very close to 
the predicted values for a point receiver with ax « f7112, while the 20/12 GHz scaling ratios are 
smaller than predicted for point receivers. When aperture smoothing effects are included, in general 
n> 7/12 or h> 1000 m is required to obtain the observed ratio of scintillation. That is, observed 
ratios exceed predicted values for n= 7/12 and h=1 km. 
It is observed that the scaling ratios are polarisation-sensitive, the ratios of B4/B2 and B3B 1 being 
respectively larger than B4/B3 and B2/B1 in agreement with our findings on the Sparsholt link that 
vertically polarised radiation experience larger scintillation levels on the average than horizontally 
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polarised radiation. Thus in employing scintillation intensity ratios between two signals to determine 
effective turbulence path length as discussed below, it is necessary to transmit both signals with the 
same polarisation. 
Determination of scintillation ratio as the median of ratios of instantaneous scintillation intensities 
lead to effective turbulent heights above 3 km in all cases and outside the troposphere in one case 
(B4/B2), whereas scintillation ratios computed as the ratio of the median of observed intensities 
during the measurement period yield h between 1 and 3 km in all cases. The later is therefore 
considered a more reliable measure of scintillation ratio. 
If we assume that n= 7/12, then using the observed ratio of median intensities in equation 6.5 gives 
heights of turbulence between 1.5 and 2.6 km on the Martlesham-Olympus link pairs. Though in 
practical atmospheric conditions turbulence is not uniform, we can treat h as an equivalent height 
over which a uniform turbulence structure results in the observed ratio of scintillation between two 
signals at different frequencies. In this way, a dual-frequency scheme can be employed to determine 
the equivalent height of turbulence and hence the crosspath wind speed. We recall from chapter two 
that the crosspath wind speed v is related to the effective turbulence path length L and corner 
frequency we of scintillation spectrum by 
(oc = 1.43v 4(k/L) 
where k= 21t/, % is the wave number 
(6.6) 
The following procedure may therefore be employed to obtain atmospheric turbulence parameters: 
1. The corner frequency c; c of the power spectral 
density of scintillation at one frequency is 
determined as discussed in chapter five. 
2. The effective slant path length L corresponding to the height of turbulence h which gives the 
observed scintillation intensity ratio between the two frequencies is determined from equations 6.4 
and 6.5 for n= 7/12, using a numerical algorithm or graphs similar to figures 6.8 to 6.10 
3. The crosspath wind speed v is then determined from equation 6.6 
4. The refractive index structure constant Cm is calculated from equation 6.3a using the measured 
variance of the signal frequency used in step 1. Note that before equation 6.3a is used the 
measured variance must first be scaled to the point receiver value by dividing by g(x). 
5. The mean square value of refractive index fluctuations is estimated from equation 6.3b for an 
assumed outer scale of turbulence Lo 
For example, let us assume that f,, has a mean value of 0.3 Hz at 12 GHz ( see chapter 5), i. e., m,, (= 
21cfc) is 1.89 radians, and h equals 2.22 km as in table 6.6 for the B4 and B1 links which have the 
same polarisation. The corresponding slant path at 27.53° elevation is L=4.80 km. Equation 6.6 
then gives v=5.7 m/s. A point receiver variance of 10-2 to 104 dB2 at 12 GHz yields from equation 
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6.3a a structure constant Cm2 = 4.86x10'13 m'2/3 to 4.86x10-15 m'2/3. From equation 6.3b, the 
corresponding mean square atmospheric refractive index fluctuations <Am2> for LO of about 50 to 100 
m lies in the range <Am2> = 3.44 x 10-14 to 545 x 10-14. These are realistic figures which compare 
very well with radiosonde measurements of wind speed [2] and Cole's measurement of Cm2 along a 
4.1 kin terrestrial radio path at 50 m above central London [3]. It must be noted that v is only the 
wind component in the direction perpendicular to the propagation path. The component along the 
propagation path cannot be estimated by this procedure. A dual antenna facility would be required in 
order to apply satellite downlink scintillation measurements to obtain full estimate of wind velocity. 
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6.4 RAIN-INDUCED SCINTILLATION 
6.4.1 Introduction 
The primary effect of rain on a communications link is a reduction of the received signal amplitude. 
Rain fade countermeasure systems relying on uplink power control would normally increase the 
transmitted power according to the perceived mean fade depth during the response time of the system. 
For such systems it is useful to know the amount of amplitude fluctuation or scintillation about the 
mean signal level during rain to avoid fade overcorrection and a possible satellite transponder 
saturation or interference noise increase in multicarrier transponders. 
Amplitude scintillation during propagation in the presence of rain involves both random continuous 
and particulate media effects. The effects of a random distribution of rain drops become 
superimposed on scintillation caused by turbulence in the rain bearing cloud medium. Turbulence 
effects are always present, for example in clear air, even in the absence of rain. In our treatment of 
the contribution made by rain to amplitude scintillation in chapter 2, two components of rain-induced 
scintillation were identified namely, that due purely to scattering by the rain drops, and that due to the 
time variability of attenuation of the direct received coherent signal. It was shown that rain- 
scattering-induced scintillation variance is negligible in finite aperture antennas, but that the second 
component (which we called apparent scintillation) is significant and comparable to that due to 
turbulence. We identified temporal fluctuation of rain drop size distribution as the major cause of 
apparent scintillation in rain - the effects of drop canting angle variation being negligible at 
common temperate rainfall intensities, and obtained estimates of apparent scintillation based on 
theoretical drop size distribution models. 
This section gives a detailed experimental investigation of apparent scintillation due to rain. A 
distrometer experiment is briefly described followed by a discussion of the procedures employed for 
computing apparent scintillation from the experimental data, and a comparison with Olympus beacon 
measurements. 
6.4.2 Experiment 
A distrometer measurement of drop size distribution was carried out in Sparsholt, UK between 
September 1992 and December 1993. A total of 86 significant rain events were recorded during the 
16-month period. However, we consider only 61 of these events which occurred between 17th 
September 1992 and 11th August 1993 when there was simultaneous Olympus scintillation 
measurements at 20 GHz. The distrometer counted the number of rain drops occurring in 20 drop 
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radius categories between 0.0175 cm and 0.2700 cm in time intervals of 30 seconds. This gives the 
percentage of total water falling per drop size interval which, as outlined in chapter two, is sufficient 
to obtain the drop size distribution ( cm'cm 3 ), rain rate (mm/hr) and propagation constant of the 
rain filled medium from a knowledge of drop terminal velocity and scattering amplitude. Our purpose 
is to examine the variation of the measured drop size distributions and hence rain attenuation in 
consecutive 30 second intervals during rain, and to obtain the resulting amplitude fluctuation of the 
received signal due exclusively to temporal variation of drop size spectra. We then calculate 
scintillation intensity from the computed 30 second attenuation samples over periods of 10 minutes 
after high pass filtering at a cut off frequency of 0.003 Hz to isolate the rapidly fluctuating signal 
components usually identified as scintillation. 
6.4.3 Analysis and Results 
The distrometer measurement of a rain event on the 5th of July 1993 is shown in figure 6.11. The 
plot gives the number of rain drops as a function of drop radius (cm) and time (minutes). It should be 
noted that both the time and drop radius variables were necessarily discretised, time at a constant step 
size of 0.5 minutes and drop radius at a variable step size ranging from 0.005 cm at the smallest drops 
to 0.065 cm for the largest drop. The point rainfall rate R of this event is shown in figure 6.12. It 
was computed from the drop counts ni during each 30-second interval according to the formula 
R= 
961c 
na; 3 mm/hr (6.7) 
where the summation is done over all drop sizes and ni and ai (cm) are the number of drops and bin 
centre of the ith drop size interval, and the constant factor in (6.7) depends on the area of the 
distrometer sensor used. These graphs demonstrate the significant temporal variation of rainfall both 
in its intensity and its size distribution at a given point during a rain event. 
At each 30-second interval we also calculated 
1. the drop size distribution n(R, a) in cm'cm 3- which gives the number of drops per unit radius 
interval in a unit volume of space, using equation 2.118, 
2. the specific rain attenuation from equation 2.158 and 2.163 with the vertical and horizontal 
incidence scattering amplitudes at the drop sizes measured by the distrometer obtained by cubic 
spline interpolation of scattering amplitude values computed by the Fredholm integral equation 
method, and scaled to the oblique incidence of the Sparsholt-Olympus link (29.2° elevation) 
through equation 2.101, and 
3. the total attenuation using the monthly European rain heights of Watson et al (equation 1.34, 
appendix I) 
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When negated, the total attenuation time series obtained as above gives a direct measure of the 
received signal variation in dB caused solely by a time variable rain attenuation. To obtain the 
scintillation amplitude this time series was high pass filtered at a cut off frequency of 0.003 iiz. 
Scintillation intensities ß were calculated as the standard deviation of scintillation amplitude samples 
in ten-minute periods, and corresponding peak-to-peak scintillation amplitude Xpp as the difference 
between the maximum and minimum scintillation amplitudes. 
The cumulative distributions of rainfall intensity for the period September 1992 to August 1993 is 
shown in figure 6.13. Also shown is the cumulative distribution of rain attenuation at 20 GHz and 
horizontal and vertical polarisations computed from the measured drop size distributions of rain 
events in the experimental period. As expected, rain attenuation is larger on the horizontally 
polarised signal. An important explanation must be made at this point about these and other 
distributions to follow. Only 30-second intervals which recorded at least one rain drop in any of the 
drop size intervals were included. In all, only 12.2% of the time from the on set of rain to its final 
complete termination were occupied in this way. Therefore the ordinate of the distribution plots refers 
not to the percentage of the year, but rather to the percentage of rain filled periods. 
The cumulative distribution of amplitude scintillation caused by the temporal variation of signal 
attenuation in a rain event is shown in figure 6.14. It is noted that large scintillation fades are much 
more likely than scintillation enhancements of the same magnitude. Comparing this distribution to 
the Olympus beacon measurements presented in chapter 5 we see that rain induced scintillation is 
more negatively skewed than scintillation produced by turbulence. The figure also reveals that the 
observed fluctuations in drop size distribution and rain intensity during rain events give rise to larger 
amplitude scintillations in a horizontally polarised signal than in a signal transmitted in vertical 
polarisation. This agrees with our explanation in section 6.2 that polarisation sensitivity of 
scintillation is reduced in rain because of a superposition of both rain and turbulence induced 
scintillations which are larger in the horizontal and vertical polarisation channels respectively. 
Scintillation intensity and peak-to-peak amplitude were computed over 10-minute periods that had at 
least one recorded rain drop. Figure 6.15 plots the results in the form of cumulative distributions 
which are summarised at selected time percentages in table 6.7. We see that amplitude fluctuations of 
more than 6 dB peak to peak can arise for short time periods during rain. For large rain time 
percentages rainfall is light and composed mostly of small spherical drops so that the resulting 
amplitude scintillation is small and independent of signal polarisation. However, during brief periods 
of high rain intensity, a significant amount of large distorted drops are present whose attenuation is 
appreciably polarisation dependent. Enhanced drop growth and break-up interactions aided by wind 
effects result in a rapidly changing drop size distribution and rain intensity scenario which impacts 
more on horizontally polarised waves. For example, if we concentrate exclusively on one large 
distorted drop at time tl which breaks up into two small spherical drops at time t2 it is easy to see that 
since aH wave was more attenuated than aV wave at time t1, whereas they become equally 
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attenuated at t2, then the H wave has undergone a larger amplitude change. Similarly, we can argue 
that drop growth will produce larger amplitude fluctuations of H signals. It is therefore not surprising 
in figure 6.15 that the H and V curves tend to diverge at small time percentages with fluctuations in H 
signals being larger than those of V signals of the same frequency. 
Table 6.7 Scintillations exceeded at various rain time percentages for horizontal (I1) and 
vertical (V) polarised 20 GHz signals propagating at 29.2° path elevation. 
Percentage of 
rain time 
Envelope amp 
H 
litude (dB p-p) 
V 
Scintillation i 
H 
ntensity (dB) 
V 
50 0.0396 0.0361 0.0092 0.0084 
10 0.3066 0.2778 0.0725 0.0656 
5 0.5211 0.4695 0.1250 0.1130 
3 0.6955 0.6229 0.1685 0.1533 
2 0.8698 0.7715 0.2047 0.1838 
1 1.3529 1.2101 0.3182 0.2781 
0.5 2.5621 2.2694 0.5053 0.4590 
0.1 6.9742 5.4775 1.4467 1.1100 
It is of interest to see how the intensity a and peak-to-peak amplitude xpp of rain induced scintillation 
induced by rain relates with rain rate R and fade depth A. Scatter plots of ß and Xpp against mean 
rain rate and mean fade depth computed in rain filled 10-minute intervals are shown in figure 6.16. 
Correlation coefficients expressing the strength of linear relationship between these four quantities are 
given in table 6.8. 
Table 6.8 Correlation coefficients between rain induced scintillation intensity Q and peak-to- 
peak amplitude Xpp, mean fade depth A, and mean rain rate R in 10-minute intervals during 
rain. The subscripts V and H refer to vertical and horizontal polarisations. 
QH aV XppH XPp' A R 
all 1 0.9971 0.9905 0.9891 0.7184 0.7823 
QV 0.9971 1 0.9854 0.9901 0.7040 0.7857 
xppH 0.9905 0.9854 1 0.9966 0.7005 0.7390 
xppv 0.9891 0.9901 0.9966 1 0.6878 0.7442 
A 0.7184 0.7040 0.7005 0.6878 1 0.8906 
R 0.7823 0.7857 0.7390 0.7442 0.8906 1 
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The correlations are generally high and positive. This suggests that heavy rain (large R) produces 
both large attenuation and large amplitude fluctuations or scintillations quantified by v and xpp. 
Because the scatter plots of aH versus aV and CH versus Xpp give a thin cluster of points about a 
straight line, the following least-squares linear equations provide good estimates of one quantity from 
a knowledge of the other: 
(TH = 1.1962aV - 0.0022 dB 
aH = 0.2147Xp pH + 0.0024 dB 
(6.8) 
(6.9) 
It has already been shown in Chapter 4 that such linear relations exist between turbulence induced 
scintillation intensity and its accompanying peak-to-peak scintillation amplitude. It is clear from 
(6.8) that ßH exceeds o'V for intensities above about 0.01 dB. 
Finally, we compare our computation of scintillation intensity from distrometer measurements of drop 
size distribution with simultaneous beacon measurements of scintillation along the satellite path 
during a rain event. The rain rate of the event used in the comparison is shown in figure 6.17 as a 
function of time. It spans a period of 2.8 hours from which 17 samples each of 10-minute scintillation 
intensity aD, aB and peak-to-peak amplitude X D, XppB were computed from distrometer and beacon 
measurements, respectively. Scatter plots of these results (listed in full in table 6.9) are also shown in 
figure 6.17. A correlation of 0.99 was found between aD and %, and 0.97 between X ,D and XPpB. 
These are very high values indeed. Particularly it was found that the maximum scintillation during 
this rain event was recorded by the beacon receiver during the 10 minutes of most intense rain. The 
mean ratio of aD to aB was 1.56 in the H channel and 1.33 in the V channel, while the mean ratios of 
XppD to XppB were 0.73 and 0.62 in the H and V channels. 
We bear in mind that ßD and XppD give a measure of the contribution of rain effects to scintillation, 
while aB and XB give a measure of the total scintillation which includes turbulence effects. That ao 
exceeds aB is because (YD is computed from only 20 half-minute scintillation amplitude samples, 
whereas aB is computed from 1200 half-second samples in each 10-minute period. The peak-to-peak 
values therefore provide a more reliable comparison, and they indicate that part of the amplitude 
scintillation observed on a link during rain is due to variable rain attenuation brought about by a 
rapidly varying rain drop size distribution. 
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Table 6.9 Scintillation intensity and peak-to-peak amplitude during a rain event: comparison of 
direct beacon measurements with estimates of rain contribution from distrometer measurements 
Distrometer Beacon 
Intensity (dB) P-p Am 1 dB Intensity (dB) P-p Am 1dß 
H V H V H V Ii V 
2.2195 1.9339 8.9796 7.7559 0.7999 0.7454 4.7844 4.4576 
0.1270 0.1165 0.6189 0.5678 0.1163 0.1173 0.8188 0.9027 
0.1309 0.1195 0.4996 0.4563 0.0692 0.0793 0.8339 1.1071 
0.1021 0.0935 0.3229 0.2952 0.0523 0.0584 0.3527 0.3599 
0.0976 0.0892 0.3417 0.3121 0.0409 0.0529 0.3690 0.4480 
0.0521 0.0474 0.2235 0.2038 0.0543 0.0622 0.3846 0.4893 
0.0418 0.0382 0.1364 0.1248 0.0581 0.0669 0.6495 0.7028 
0.1079 0.0986 0.5480 0.4992 0.0748 0.0817 0.7532 0.8576 
0.2120 0.1867 0.7938 0.7048 0.0788 0.0804 0.8914 0.9431 
0.1071 0.0972 0.4244 0.3848 0.0931 0.0881 0.6577 0.6687 
0.0976 0.0882 0.4547 0.4110 0.0558 0.0613 0.8715 0.8011 
0.0418 0.0383 0.1552 0.1418 0.0566 0.0591 0.7349 0.5598 
0.0345 0.0311 0.1176 0.1070 0.0580 0.0610 1.0667 0.9065 
0.0626 0.0542 0.2290 0.2052 0.0823 0.0852 0.6633 0.6668 
0.1669 0.1513 0.6290 0.5774 0.0809 0.0851 0.5966 0.6521 
0.4131 0.3732 1.7058 1.5586 0.1342 0.1298 0.9045 1.0199 
0.0517 0.0471 0.2245 0.2047 0.1360 0.1311 1.1676 1.1658 
6.4.4 Summary of Trends 
Our results have shown that variations in drop size distribution and rainfall intensity do make a 
significant contribution to amplitude scintillation in propagation through rain. We found that 
amplitude fluctuations exceeding 6 dB peak-to-peak at 20 GHz are possible solely through this effect 
alone. High correlations were observed to exist between this type of scintillation and rain rate and the 
resulting rain attenuation. Rain induced scintillation was found to be larger in horizontally polarised 
signals than signals transmitted in vertical polarisation. An explanation for this was given in terms of 
drop growth and break up interactions in rain. 
Comparison of simultaneous distrometer and beacon measurements gave high correlations (>0.9) 
between the total scintillation recorded by the beacon receiver and the rain contribution to scintillation 
computed from the distrometer rain drop counts. The contribution of rain effects to the peak-to-peak 
fluctuations of the received beacon signal were on the average 73% in the H channel and 62% in the 
V channel. However, the distrometer estimate of intensity exceeded that measured by the beacon 
receiver by mean factors of 1.55 and 1.33 in the H and V channels. This was attributed to the small 
number of scintillation amplitude samples (=20) used in the distrometer estimate compared to 1200 
samples in the beacon receiver estimate of intensity. There is another reason for the somewhat large 
values of rain-induced intensity predicted from distrometer measurements. This deserves some 
comments. 
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Our estimate of rain-induced scintillation has been based on distrometer measurement of the 
`instantaneous' number of raindrops in various drop size categories at a fixed point. Let us call this 
quantity nl(t, z), where i denotes the ith drop size category, t denotes time, and z is the propagation 
path co-ordinate. However, the actual contribution of rain to scintillation on the link depends on 
n; (t) , the mean number of drops in the ith size category at a time t obtained by averaging ni(t, z) over 
the whole rain filled path. It is clear that n; (t) will vary more slowly with time than ni(t, z) because 
the chances are that while the drop population of the ith size interval is decreasing at some point 
along the link for any number of reasons, it will at the same time be increasing at some other point on 
the link. Therefore computations based on at one point is likely to overestimate the contribution of 
rain to scintillation on the link. We measured nl(t, z) at z=0. Careful radar measurements to provide 
information on both the spatial and temporal variation of drop size distribution is required in order to 
obtain n; (t) . 
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6.5 WEATHER EFFECTS ON SCINTILLATION 
Scintillation measurements at one location can be scaled and applied to another climate if the effects 
of meteorological variables such as pressure, temperature, relative humidity and wind are known. 
This would make it possible to develop a reliable global model for scintillation. 
Comprehensive concurrent beacon and meteorological measurements are required for a detailed 
experimental investigation of weather effects. Unfortunately, weather parameters were not measured 
at Sparsholt, and the BT measurements at Martlesham which included temperature and relative 
humidity could not be fully accessed. However, the results of our examination of seasonal and diurnal 
trends of scintillation in Chapter 4 provide some confirmation of the following trends: 
1. There is a positive correlation between scintillation intensity and average wind speeds [4]. We 
saw that there is a higher probability of occurrence of very strong scintillations in autumn than in 
spring even though both seasons have comparable average temperature and relative humidity. 
This, it was suggested, is probably due to the preponderance of strong winds in autumn. 
2. Scintillation is strongly dependent on temperature and relative humidity [5]. We observed 
maximum scintillations during the summer season, and a diurnal peak during the afternoon. 
The exact forms of the dependence of scintillation on these meteorological variables require further 
investigation. As previously noted, the current ITU-R expression of weather effects in terms only of 
the wet term of refractivity excludes both wind effects under all conditions and temperature effects in 
a dry atmosphere. 
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6.6 CONCLUSION 
Results of a one-year measurement of differential amplitude scintillation of simultaneously propagated 
orthogonally polarised satellite-to-ground Ka-band radiowaves were presented. Based on the reported 
measurements, it seems that clear weather scintillation is polarisation sensitive, especially during 
night hours. Observed scintillation was most severe in the vertical channel resulting in 
predominantly negative differential scintillation values. In the presence of rain, where a rapidly 
varying attenuation of the wave by raindrops makes a larger contribution to scintillation in the 
horizontal channel, polarisation sensitivity of scintillation was noticeably reduced. Utilisation of the 
horizontal polarisation in low availability satellite links for which rain attenuation is not a limiting 
factor should therefore provide a significant improvement in performance against scintillation effects. 
Concurrent measurements of scintillation on three satellite downlinks at Martlesham, UK, over a one- 
year period were compared. On the whole, the results confirm the increase of scintillation with 
frequency and the reduction of scintillation intensity by aperture smoothing. The observed 
polarisation sensitivity of the scintillation ratios between the link pairs was in agreement with 
observation on the Olympus-Sparsholt downlink that scintillation is generally higher on vertically 
polarised signals than on signals transmitted with a horizontal polarisation. 
The study of the dependence of scintillation on frequency and antenna diameter led to the 
development of a dual frequency scintillation measurement scheme on a satellite downlink that 
exploits for remote sensing the relationships of temporal scintillation spectra to transverse wind speed 
and atmospheric turbulence parameters. The new scheme obviates the need for secondary 
measurements in determining these parameters and was shown to give results that compare well with 
other measurements. 
Using concurrent measurement of drop size distribution by a distrometer and amplitude scintillation 
by a satellite beacon receiver it has been shown that in the presence of rain, the observed scintillation 
of radiowaves arises from turbulence and from a rapidly varying rain attenuation. In one rain event 
that was studied in detail, the period of maximum scintillation of the beacon signal coincided with the 
period of maximum rain intensity when the drop size distribution is most variable. The study 
provided experimental evidence that rain-induced scintillation is largest in horizontally polarised 
radiation. 
It is worth noting that while turbulence induced scintillation is non-absorptive, rain induced 
scintillation is an absorptive mechanism that is accompanied by thermal noise increase. This further 
degrades the carrier-to-noise ratio of the satellite link, as is also discussed in the next chapter that 
concludes the thesis. 
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7. CONCLUSION 
Previous chapters have given a detailed treatment of radiowave amplitude scintillation on satellite 
links. Experimental measurements and extensive analysis aimed at investigating various aspects of 
the subject were done and the results were presented. This final chapter of the thesis gives a brief 
summary of our findings, highlights the application of scintillation to remote sensing of atmospheric 
turbulence parameters, discusses the impact of scintillation on communication systems in the light of 
our findings, and gives indications of areas that require further investigation. 
7.1 THEORY AND FACTORS IN SCINTILLATION 
Radiowave scintillation is the condition of rapid fluctuations in the parameters of the wave such as its 
amplitude, phase, angle of arrival, or polarisation due to random variations in the propagation 
constant of the medium. The medium could be a random continuum such as a turbulent clear 
atmosphere, or it could be a random particulate medium such as a precipitation-filled atmosphere. 
Atmospheric turbulence is produced by kinetic energy from wind shear and buoyancy. This energy is 
imparted to eddies of size Lo or larger and is then sequentially transferred to smaller and smaller 
eddies up to a limiting size 1o when the energy is completely dissipated, due to viscous effects 
becoming dominant. These interactions give rise to random motion and mixing of eddies of different 
temperature and humidity which creates refractive index variations of a form similar to the random 
velocity field fluctuations in the atmosphere. Lo is referred to as the outer scale of turbulence while lo 
is called the inner scale or microscale of turbulence. Typical values of these parameters are Lad 50 to 
100 m, and 10 M1 to 10 mm. 
In a locally homogeneous atmosphere, the fluctuations of refractive index m has the power spectral 
density 
(Dm(x) = 0.033Cm2(x2 +1 02)-11/6eXp(_K/K2) (7.1) 
where 1cm = 5.91/10. 
Equation (7.1), sometimes called the von Karman spectrum is the generalised form of the 
Kolmogorov spectrum ibm(u) = 0.033Cm21C'113 This form (7.1) of the power spectral density (psd) 
gives good results in the inertial subrange (Lo > eddy size > lo) where the Kolmogorov spectrum 
applies, and in the dissipation range (lo > eddy size) where the spectrum is extremely small, but it 
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gives only approximate results in the input range (eddy size > Lo) where turbulence is anisotropic and 
a general formula does not exist. 
In the weak fluctuation regime, the scattering cross section per unit volume of the random medium is 
given by 
a(es, ei) = 21tk4sin2ß4>m(ks) (7.2) 
where ks = 2ksin(0/2), 0 is the scattering angle, that is, the small angle between the unit vector ej in 
the direction of incidence and the unit vector es in the direction of scattering (which is also the 
direction of observation), 0 is the angle between the polarisation direction ep of the incident wave and 
es, and bm(k) is the spectral density of m evaluated at ic = ks. The sin2ß, dependence of the scattering 
implies that the incident wave produces an equivalent dipole source in the turbulent medium. 
If in addition to the assumptions of local homogeneity and weak fluctuations we further assume 
" frozen turbulence, i. e., the medium is transported by the wind without changing its detailed 
variation 
" fluctuations of m follow a Kolmogorov spectrum 
" refractive index structure constant Cm is constant along the turbulent path of length L 
" 10 < I(XL) « Lo, i. e., the size of the dominant eddies lie well within the inertial subrange 
" 021C m2 »1 
then the variance of scintillation amplitude ßx2 in a point receiver is given by 
ßx2 = 23.162Cm2k7i6Llli6 (dB2) (7.3) 
the mean square atmospheric refractive index fluctuations <Am2> is given by 
Cm2=1.92<Am2>LO-213 (7.4) 
and the power spectral density (psd) of the amplitude fluctuations has a low-pass filter shape with low 
and high frequency asymptotes 
Wo = 2.765ax2/0)0 dB2/Hz w« coo (7.5) 
W. = 7.13ax2(0)/cQ)' /wo dB2/Hz CO» wo (7.6) 
that meet at a corner frequency 
we = 1.43(io = 1.43v I(k/L) (7.7) 
where v is the crosspath wind speed, and wo, referred to as the Fresnel frequency is the ratio between 
v and the eddy size that is most efficient at causing scintillation. 
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A finite aperture receiver of diameter D reduces the observed scintillation variance vx2 below its point 
receiver value by a factor g0(x). It also reduces the low-frequency portion of the psd W. by a factor 
go(x) and the high-frequency portion W((o) by a factor g(w), where 
ga (x) = 3.8637(x2 + 1102 sinl 
6 
azctanl 
z]-7.0835x5/6 
(7.8) 
go(x) = 
4x4'3-2(1ýx2r 
sin g3 arctan 
zI 
(7.9) 
g((O) = 1.053(ws/w)exp(-O/(0,2) (7.10) 
where x=0.0584k(Drl)2/L, D is the physical diameter of the antenna, the antenna illumination 
efficiency 1 is about 0.75 for typical reflector antennas, L is the effective turbulent path given in terms 
of the height of turbulence h (of the order of 1000 m) by L= 2h/{'[sin2O+(2h/Re)]+sin9}, 0 is the 
path elevation angle, Re is the effective Earth radius (= 8.5x106 m), and o=4.1391v/D 
We observe that the corner frequency cwc is proportional to wind speed. The effect of wind therefore is 
to redistribute scintillation energy over a wider spectral band. Secondly, aperture smoothing of 
scintillation variance is reduced on long turbulent paths. Note that the smoothing factor ga(x) tends 
towards unity as x decreases, and x is inversely proportional to L. Thus scintillation effects will 
remain large on low-elevation paths even with the use of large antennas. 
In the presence of a random distribution of scatterers such as rain, the above turbulence-induced 
scintillation is superimposed on signal fluctuations in the particulate medium caused by incoherent 
scattering of the signal, and by rapid variation in the attenuation of the coherent signal. 
In examining the component of scintillation caused by pure scattering by raindrops, we assumed 
9a single scattering regime 
" Rayleigh scattering, and 
" an exponential rain drop size distribution noexp(-coa) 
and obtained the variance ag2 of this component of scintillation in a point receiver to be 
age = 480rmoLk4M/c0 (Np2) (7.11) 
However, a finite aperture intercepts only a small fraction of the isotropically scattered radiation. age 
is therefore drastically reduced to a negligible level in finite apertures by the factor 
g(01/2) = 01/22/81n2 (7.12) 
where 01/2 is the half-power antenna beamwidth in radians. 
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We studied the component of rain-induced scintillation caused by rapid variation in the attenuation of 
the direct received coherent signal. To do this, we employed concurrent satellite beacon measurement 
of scintillation and distrometer measurement of drop size distribution in rain. Rain-induced 
amplitude scintillation intensity was defined as the standard deviation of high pass filtered 10-minute 
time series of total rain attenuation A(n) on the link. A(n) was computed at 30 second intervals 
during rain, using the expression 
A(n) = 8.686 x 105Lý1 
2n I Im{ ja- f (ej, e,, a)N(R, a, n)da} (7.13) 
where Le is the effective path length in rain, k is the free space wave number, a is the drop radius, 
f(e1, es, a) is the scattering amplitude, N(R, a, n) is the drop size distribution measured by the distrometer 
during the nth 30-second interval. It was found that 
" Variations of raindrop size distribution are large enough and sufficiently rapid to cause significant 
fluctuation in rain attenuation. This fluctuation is perceived in the receiver as scintillation which 
we referred to as apparent scintillation 
" Rain-induced scintillation intensity and peak-to-peak amplitude fluctuation are on the same order 
of magnitude as those resulting from turbulence 
" There is a high correlation between apparent scintillation computed from distrometer 
measurement of point rain drop size distribution and scintillation measured directly by a beacon 
receiver. Especially noteworthy is the fact that the period of maximum scintillation on the link 
coincided with the period of maximum rain rate 
" Rain-induced scintillation increases with rain rate and hence with fade depth 
" Rain-induced scintillation is larger in horizontally polarised radiation than in signals with vertical 
polarisation. This was explained by observing that it is the attenuation of a horizontally polarised 
signal that undergoes the greatest change as small drops coalesce to form a larger drop, or large 
drops break up into smaller ones. 
Knowledge of rain-induced scintillation is important for example in fade counter measure systems 
utilising uplink power control. Rapid amplitude fluctuations of 4 dB peak-to-peak at 20 GHz are 
possible in rain and must be taken into account in order to avoid overcorrecting the rain fade. This 
could degrade satellite transponder performance or cause interference in adjacent spacecraft or 
terrestrial systems. 
Although there is nothing in the theory of scintillation to suggest any polarisation dependence of the 
phenomenon, we found that in the absence of rain, weak-to-moderate scintillation are predominantly 
more severe in vertically polarised signals. In the presence of rain we observed a reduced polarisation 
sensitivity. This is a clear indication that observed scintillation during rain is a superposition of 
turbulence and variable rain attenuation effects. Thus turbulence induced scintillation is 
predominantly larger in the vertical channel and rain-induced scintillation is larger in the horizontal 
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channel, so that when both types of scintillation occur together, there is no marked polarisation 
dependence in the total scintillation. 
7.2 STATISTICS OF SCINTILLATING SIGNALS 
The predicted probability distribution function of radiowave amplitude fluctuations in a scattering 
medium over a short time period when meteorological variables may be regarded as constant depends 
on the theoretical model assumed for the random medium. If it is assumed that the receiver is located 
in a turbulent region composed of a large number of independent slabs oriented perpendicular to the 
direction of propagation, then in the weak fluctuation regime the probability distribution of 
scintillation amplitude X (defined as the received amplitude expressed in dB relative to the 
instantaneous mean signal level) follows a normal distribution. On the other hand, if turbulence is 
confined to a thin slab located far from the receiver the amplitude of the received wave obeys a 
Nakagami-Rice distribution, which in the limiting case of a strongly-scattering slab reduces to a 
Rayleigh distribution. Furthermore, in the saturation region where multiple-scattering effects are 
important, both additive and multiplicative effects may occur and neither the lognormal nor the 
Rayleigh distribution will be strictly true. 
Our study of nearly half a million short term distributions of scintillation amplitude revealed that 
9 Weak scintillation amplitude fluctuations are normal in a majority of the cases during time 
intervals which are short enough for meteorological variables to remain approximately constant. 
" Intense fluctuations do not follow a normal distribution of scintillation amplitude. The threshold 
between weak and intense fluctuations based on a criterion of normality of their scintillation 
amplitude fluctuations seems to be a scintillation variance of about 0.25 dB2. 
" Over longer time periods when the scattering process is no longer stationary due to changing 
meteorological conditions, scintillation amplitude variations depart significantly from a normal 
distribution, except in rare cases of a very stable atmosphere which seemed to occur more often 
during night hours and in the winter months. 
" Strong scintillations are in general short-lived phenomena occurring in short bursts lasting only a 
few minutes at the most. While scintillation intensity exceeded 1 dB in 0.019% of all one-minute 
intervals, there was no occurrence of 30- or 60-minute intensities up to 1 dB. The percentage of 
strong scintillations ((; x>0.5 
dB) decreased steadily with integration time, being for example 
0.137% for one minute intensities and only 0.054% for 30-minute intensities 
In the long term when meteorological variables are not constant, the scintillation process ceases to be 
stationary and the variation of scintillation amplitude x no longer follows a Gaussian distribution. 
Under these conditions the short term standard deviation of X, referred to as scintillation intensity r 
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is also a random variable. We found that the variations of ax (computed in short term periods of 20 to 
60 minutes) over long term periods not exceeding about 3 months are well approximated by a 
lognormal distribution, and sometimes by a Gamma distribution. The fit to these distributions were 
better in the weak fluctuation regime. However the annual distribution of 20- to 60-minute 
scintillation intensities and all (monthly to annual) distributions of 1- to 15-minute intensities failed 
the Chi square test for both the Gamma and lognormal distributions. 
The ITU-R model prediction of annual and seasonal average scintillation intensity agreed with our 
measurements to within 10% except in summer where the model underestimated by 23.8% and in 
winter where it overestimated by 22.0%. The theoretical dependence of scintillation intensity on path 
elevation angle as (sin9)'11/12 was used since it gave better agreement with our measurements than the 
ITU-R recommended (sin0)-1.2 dependence. Haidara [1] found a similar superior performance of the 
theoretical exponent of sing in measurements on a 14° elevation Olympus-Blacksburg path. 
By employing theoretical scintillation scaling laws and regression analysis on observed scintillation 
intensity, a generalised expression was derived for the cumulative probability distribution of 
scintillation intensity ax. For a set of easily obtainable link and meteorological parameters the model 
gives the one-minute intensity ax exceeded for p% of an annual period, with p between 0.003 and 
50%. 
We also examined the long term distribution of scintillation amplitude x by classing the negative 
samples as positive fades and the positive samples as enhancements. The long term distribution of X 
was definitely negatively skewed contrary to the prediction of symmetry by the Moulsley-Vilar (M-V) 
model. A negatively skewed X distribution had also been observed at X-band by Banjo [2]. Weak X 
fluctuations of not more than 0.2 dB were symmetrical. Above this threshold, large scintillation fades 
occurred more frequently than enhancements of the same magnitude. The M-V model gave good fit 
to observed annual distribution of scintillation fade for time percentages above about 0.01% but 
overestimated scintillation enhancements. The model fails below about 0.01% since the strong short 
term fluctuations of X occurring at these small time percentages do not follow the Gaussian 
distribution assumed by the model. 
The M-V model cannot be readily used to predict scintillation on a satellite downlink since its input 
parameters can only be determined through full measurements on the link. We derived semi- 
empirical models for worst month and annual cumulative probability distributions of scintillation fade 
and enhancement. Input parameters to the models are the annual average temperature and relative 
humidity at the ground station, and the frequency, antenna diameter, and path elevation angle of the 
satellite link. These parameters are easily obtainable and the models can thus be readily used to 
estimate the worst month and annual statistics of scintillation on any link. The results summarised in 
this form can then be directly applied in satellite system design. 
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7.3 SYSTEM IMPACT 
Radiowave amplitude scintillation has a three-fold impact on satellite communication systems: 
" Scintillation fade necessitates the inclusion of a margin in the carrier-to-noise ratio (C/N) 
predicted by free space calculations in order to maintain an acceptable level of communication 
system performance. 
" Large scintillation induced enhancement of the carrier signal level may be sufficient to drive the 
satellite transponder into a non-linear region of operation thereby causing signal distortion, or it 
may significantly lower the carrier-to-interference ratio (Cl! ) of other carriers that share the same 
transponder, or it could cause interference with adjacent spacecraft or terrestrial systems. 
" Fade countermeasure systems designed to mitigate rain degradation, and some antenna tracking 
systems may malfunction in the presence of strong scintillations. 
The impact of scintillation on system margin, fade countermeasure systems and antenna tracking 
systems require further comments. 
The availability of satellite communication systems are usually specified on a percent of time basis, 
that is the percent of time in a year or worst month that the system carrier-to-noise ratio (CIN)s of the 
satellite link must exceed the receiver threshold value. The RF transmit power and antenna size are 
selected on the downlink and uplink segments to achieve this threshold plus a power margin to 
account for propagation impairments such as atmospheric absorption, rainfall attenuation (including 
noise enhancement), scintillation, and pointing error loss. The power margin required to achieve an 
availability of say p% would normally be the total attenuation exceeded by all the above causes for 
(100 - p)% of the specification period. The broadcast satellite service (BSS) uses a worst month 
period while the fixed satellite service (FSS) specifies availability in percent of annual period. 
Considering the individual contributions to atmospheric attenuation to be statistically independent, 
the total margin will be the sum of the individual margins required for each degradation mechanism 
considered alone. We are concerned here with the effect of tropospheric scintillation. 
The effect of the occurrence of scintillation on the downlink and uplink paths depends on the values 
of such system parameters as transmit power, antenna gain, noise figure, and information bandwidth. 
The uplink carrier-to-noise ratio at the satellite antenna port is given by 
(c/n) = 
PcrBcr10auBsR (7.14) 
u Zcbu[tu(l - au)+tsw + 290(fsR -1)] 
and the downlink carrier-to-noise ratio at the earth station antenna port is 
PSTgST`DaDgGR 
lCl nýD 
JD[tD(1-aD)+tGA+290(fGR-1)] 
(7.15) 
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The total system carrier-to-noise ratio of the satellite link in a frequency translation satellite is given 
in terms of (c/n)U and (c/n)D by 
(c/n)s = 
(cl n)U(cl n)D (7.16) 
+ (c/n)u + (c/n)o 
The parameters of equations 7.14 to 7.16 are as follows: 
bU, bD: uplink and downlink signal bandwidth (Hz) 
PGTI PST: ground station and satellite transmit power (Watts) 
gGT' 9s1: ground station and satellite transmit antenna gain (ratio) 
au, aD: uplink and downlink propagation loss (ratio) 
tU, tD: uplink and downlink mean atmospheric temperature (Kelvin) 
gsR' gGR: satellite and ground station receive antenna gain (ratio) 
fsR' fGR: satellite and ground station receiver noise figure (ratio) 
tsA, tGA: satellite and ground station receiver antenna temperature (Kelvin) 
k: Boltzmann's constant (1.38x10'23 J/K) 
The free space path loss is given by 1= (4nVr)2, where r is the distance between satellite and earth 
station, and ? is the signal wavelength. The clear sky CIN is obtained by setting au and aD to unity. 
In On-board processing satellites, the uplink and downlink are independent. Degradation added to 
the uplink are not transferred to the downlink. Equations 7.14 and 7.15 are employed separately to 
evaluate each segment of the link. 
Note that equations 7.14 and 7.15 include noise enhancement terms lbUtU(1-au) and kbDtD(1-aD) 
due to attenuation au and aD on the uplink and downlink. This assumes that the attenuation is 
absorptive. Turbulence induced scintillations arise solely from scattering. Being non-absorptive 
mechanisms, they do not contribute to sky noise temperature. These noise enhancement terms will 
therefore not appear in these equations when the degradation considered is turbulence induced 
scintillation. However, we note that rain induced scintillation is an absorptive mechanism since it 
arises mainly from a variable attenuation (absorption) of the signal by rain. Thus the component of 
scintillation induced by rain will therefore be accompanied by noise enhancements which will 
fluctuate in sympathy with the rapid variation in rain attenuation. As scintillation is most significant 
on systems without a rain margin, turbulence induced scintillation may be assumed. The noise 
enhancement terms can then be dropped from the denominator of equations 7.14 and 7.15. 
Scintillation will usually occur on the downlink and uplink paths independently. As earlier 
mentioned, the effect of a given scintillation fade on either link will depend on system parameters. 
The generalised scintillation models developed in chapter 5 gives the cumulative probability 
distribution of scintillation fade. These models along with equations 7.14 to 7.16 and the system 
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parameters can be applied to determine the overall link degradation caused by the occurrence of a 
given scintillation fade level on each segment of the link. In this way the scintillation fade margin 
required to provide a desired system availability is determined. 
Site diversity is often used to achieve improved system performance during periods of intense rain. It 
takes advantage of the limited horizontal and vertical extent of intense rain cells. If two or more 
receiver stations are separated by at least the average horizontal extent of a rain cell, it is unlikely that 
a rain cell will intercept all the stations at the same time. The signal from the least attenuated station 
can be selected sometimes resulting in spectacular improvement. The selection can be done using a 
number of decision algorithms. A primary predominant scheme keeps a primary site on line until its 
signal level falls below a pre-set threshold when a secondary site is then switched on. A dual active 
scheme continuously selects the highest level signal for processing. A combining scheme additively 
combines the signals from all diversity sites for processing. 
The occurrence of strong scintillation induced fades may initiate rapid switching between sites in the 
first two diversity processing schemes in an attempt to combat what the system perceives to be rain 
attenuation. This could result in loss of information especially in analog systems. Since such strong 
scintillations are of short duration, this problem can be avoided by switching only after the fade 
persists beyond a pre-set threshold duration. 
Power control techniques (especially uplink power control) are often used on a satellite link to 
maintain a desired power level at the receiver in the presence of rain by varying the transmit power. 
In a closed loop uplink power control system, the received signal level at the satellite is returned to the 
ground station via a telemetry link. This signal is then used to adjust the ground station transmit 
power. Open loop power control systems estimate the fade on the uplink from the fade on the 
downlink signal, or a beacon signal at or near the uplink frequency, or a ground based radiometer or 
radar. 
Closed loop uplink power control systems require a much faster response time to remedy the effects of 
scintillation than is required for the comparatively slower rain attenuation. Open loop power control 
systems which rely on ground based radiometers are not able to detect scintillation events since such 
events are mostly not accompanied by sky noise enhancements. The power control systems which 
estimate fade levels by monitoring a lower frequency signal could overestimate the uplink fade if the 
lower frequency fade is caused by scintillation. This arises because scintillation increases less rapidly 
with frequency than does rain attenuation. The estimation algorithm of the power control system uses 
a rain attenuation prediction model and therefore overpredicts the uplink scintillation induced fade. 
Such over-prediction can cause more uplink power to be transmitted than necessary and result in 
serious interference to other satellite channels or ground terminals. 
Strong scintillation can severely degrade the performance accuracy of antenna tracking systems. The 
rapid amplitude fluctuations can lead to a complete loss of signal as a result of antenna mispointing. 
This problem may be alleviated by a number of measures. The tracking mechanism may be switched 
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off at a predetermined threshold. The time constant of the tracking system can be lengthened to 
smooth out most of the signal amplitude peaks. A quasi-program tracking system that relies on 
knowledge of the satellite's location over the last 24 hours could be incorporated. 
7.4 REMOTE SENSING 
Radiowave amplitude scintillation is a source of significant degradation in satellite communication 
systems. However, the relationships between measurable scintillation quantities on a satellite 
downlink and atmospheric turbulence parameters can be exploited for active remote sensing of the 
atmosphere. 
We proposed a new dual frequency scintillation measurement scheme for remote sensing of crosspath 
wind speed and atmospheric turbulence parameters. The main advantage of the scheme is that it 
obviates the need for secondary measurements. First, the effective turbulence path length L is 
determined from the ratio of the measured scintillation variance at the two frequencies. Then the 
wind speed is determined using equation 7.7 and the corner frequency of the power spectral density of 
the observed scintillation process. Finally the path integrated average structure constant C. and 
hence the mean square refractive index fluctuations <dm2> are determined from equations 7,3 and 
7.4. The point receiver variance required in equation 7.3 is obtained by dividing the measured 
variance by g0(x). 
The results of the above method are sensitive to the illumination efficiency n of the antenna. This 
must be accurately determined. The derived quantities are path integrated values. The scheme does 
not provide any information on the profile of the parameters along the propagation path. Scintillation 
is sometimes caused by turbulence which is confined to a thin layer (such as a cumulous cloud layer) 
at some height above the earth's surface. In such a situation, the new scheme gives the structure 
constant Cm that characterises a uniform turbulence along an equivalent path L which would produce 
the same amount of scintillation as the thin layer. Determining the exact path profile of turbulence 
requires more measurements and is beyond the capability of satellite downlink scintillation 
measurements at one point. 
Furthermore, we note that the component of wind velocity along a propagation path has no effect on 
the scintillation process. Thus only the transverse component of wind velocity can be determined 
from scintillation measurements along a single path. To determine the longitudinal component of 
wind velocity along a path requires additional scintillation measurements on another inclined path. 
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7.5 FURTHER WORK 
Olympus provided a unique opportunity for propagation measurements at Ku- and Ka-band 
frequencies. As this opportunity is not likely to be available again in the foreseeable future due to 
prohibitive costs, it is necessary that the data accumulated during this measurement campaign be 
carefully preserved and analysed for maximum benefit to the communication systems community. 
One of the most comprehensive measurements of scintillation in Europe was carried out over a period 
of about 2 years at the British Telecommunications (BT) propagation measurement complex at 
Martlesham Heath using the three Olympus satellite beacons. The experiment involved concurrent 
rain rate, relative humidity, and temperature measurements. Unfortunately this data has only been 
analysed for rain attenuation effects. It could not be analysed in our study because of tape access error 
and the prohibitively slow tape reading speed -A period of nine months is required by conventional 
procedure just to read the 100 HP data tapes in which the hourly data files for the two-year period are 
stored. In view of the vital significance of the data and the growing importance of scintillation in 
earth-space communications it is imperative to re-store the data on a more modern and faster medium 
such as an exabyte tape, and to analyse the data in detail for scintillation. If the available on-site 
weather data are supplemented with wind speed data from a nearby meteorological station, then the 
data can be analysed as well to obtain the dependence of scintillation on meteorological variables. A 
new model for the average standard deviation of scintillation intensity can then be developed which 
includes wind speed and vastly improves the accuracy of estimates of scintillation from meteorological 
variables. 
Performance objectives of integrated services digital network (ISDN) are stated in terms of percentage 
of degraded minutes, percentage of errored seconds, and percentage of severely errored seconds. The 
design of low availability satellite systems to meet such performance objectives without an excessive 
and expensive provision of scintillation margins requires a more detailed study of the dynamic 
characteristics of scintillation. It would be useful to extend the study of scintillation to obtain 
information on the distribution of scintillation fade and enhancement duration, scintillation fade and 
enhancement rate, and level crossing rate. Such a study would provide information which could be 
used to devise signal processing algorithms that reduces the bit error rate on digital communication 
systems affected by scintillation. It would also give firm indication of the response times needed by 
closed loop uplink power control systems in order to perform correctly during strong scintillations. 
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Appendix I: KA-BAND PROPAGATION EFFECTS 
A. SUMMARY 
A brief and up to date discussion of propagation effects at Ka-band frequencies is given along with 
models for estimating their impact on communication signals. Emphasis is laid on the effects which 
are of particular interest to low-margin Ka-band systems for which scintillation plays a significant 
role. Signal attenuation in clear weather arising from atmospheric gaseous background/resonance 
absorption, and from refractive and reflective effects in the atmosphere are discussed. Signal 
attenuation and depolarisation in non-clear weather are treated and include hydrometeor and dust 
particle effects. The problem of radio and interference noise in an earth-space link is examined. 
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B. INTRODUCTION 
The interaction between microwave earth-space signals and the atmosphere generally involve 
absorption by atmospheric gases ( oxygen and water vapour ), refraction or ray bending, and 
scattering and attenuation by aerosols and hydrometeors ( rain, cloud, fog, and ice particles ). These 
interactions introduce several undesirable effects in the communications link, namely: 
1. Attenuation: A reduction in signal strength or amplitude due to absorption in the medium or 
scattering of power out of the beam. 
2. Noise increase: This arises from incoherent re-radiation of absorbed radio energy by absorbers in 
the medium or scattering of unwanted signal energy into the desired signal beam. 
3. Depolarisation: A change in the polarisation of the wave caused by medium anisotropy whereby 
the transmission characteristics of the medium depend on the polarisation of the wave. 
4. Scintillation: Rapid and random enhancements and fades of certain signal parameters such as 
amplitude, phase, angle of arrival and polarisation due to time-dependent irregularities in the 
transmission path. This has been exhaustively treated in the main part of the thesis and is not 
discussed further here. 
Knowledge of the vertical structure of the earth's atmosphere will enhance our understanding of the 
above propagation effects on an earth-space path. The earth's atmosphere may be divided into about 
four shells of given thicknesses. 
1. The troposphere is the lowest layer of the atmosphere extending to a height of about 16 km in the 
equator and about 8 km at the Poles. It contains 75% of total gaseous mass, and virtually all water 
vapour and aerosols. It has a negative temperature gradient of about -6.5 C°/km and terminates in 
most places with a temperature inversion layer called the tropopause which effectively limits 
convection. 
2. Above the tropopause lies the stratosphere, a region which contains most of atmospheric ozone 
and extends to about 50 km. Temperature increases with height to a maximum of about 0°C at the 
stratopause. Heating of the stratopause is caused by absorption of the Sun's ultraviolet radiation 
by ozone. 
3. The mesosphere is a region of negative temperature gradient above the stratopause. It extends to 
about 80 km where temperatures reach a minimum of about -90°C. 
4. The thermosphere or ionosphere is a region of plasma and large quantities of neutral molecules 
extending from about 80 km to 2000 km above the Earth's surface. 
The terms homosphere and heterosphere are sometimes used to refer, respectively, to the first 80 km 
of the atmosphere where atmospheric gases are well mixed, and the rest of the atmosphere beyond this 
height where the gases tend to stratify according to weight. About 99.9998% of the atmosphere is 
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contained in the homosphere [1], of which 75% lies in the comparatively small tropospheric volume. 
The ionosphere is therefore very tenuous. Ionospheric impact on radiowaves decreases rapidly with 
frequency [2] becoming practically negligible at Ka-band frequencies. This is illustrated in Table I. 1 
(from ref. 2) which shows some typical values of ionospheric effects for frequencies 1,3, and 10 Gliz. 
Table 1.1 Estimates of maximum ionospheric effects in the United States on paths with elevation 
angles of about 30° 
Effect Frequency 
Dependence 
1 GHz 3 GHz 10 GIIz 
Faraday Rotation 1/ f2 108° 12° 1.1° 
Propagation Delay µs 1/f2 0.25 0.028 0.0025 
Refraction 1/f 2 S 0.6' < 4.2" 5 0.36" 
Variation in the 
Direction of arrival 
V2 12" of arc 132" of arc 0.12" of arc 
Absorption (auroral and polar 
cap), dB 
1/ f" ,1<x.: r. 2 
0.2 0.04 0.008 
Absorption (mid-latitude), dB 1/ fz < 0.01 0.001 < 10-4 
Dispersion, ps/Hz 1/ f3 0.0004 1.5 x 10-' 4x 10"' 
As signal frequency increases the moist and turbulent troposphere becomes increasingly significant in 
earth-space wave propagation. The above atmospheric effects therefore arise entirely within the 
troposphere for Ka-band frequencies. In this appendix the impact of each of the above effects on 
satellite communications and the global models currently used for predicting their severity are 
summarized. 
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C. ATTENUATION 
Attenuation A is usually expressed in dB as the ratio of the transmitted electric field amplitude ET to 
the electric field amplitude E' received in the same polarisation, that is 
A= 201og1O(ET/ER) dB 
Radiowave attenuation arises from: 
(1.1) 
1. free space transmission loss of 201og, o(4ttd/X) dB, caused by the spreading of wave energy over 
a progressively increasing wave front as the wave of wavelength X traverses a distance d between 
the antennas; 
2. absorption and scattering losses due to the ionosphere, atmospheric gases, hydrometeors, and 
aerosols. This includes diffraction losses, and aperture-to-medium coupling loss or antenna gain 
degradation which is caused by the presence of substantial scatter phenomena on the path; 
3. polarisation coupling loss caused by polarisation mismatch between the antennas; 
4. multipath loss arising from destructive interference between the direct ray and secondary rays 
reflected from the ground, other obstacles or atmospheric layers. Multipath effect is negligible in 
satellite links except at very low elevation angles. 
Once the frequency and antenna spacing is chosen, free space loss on a link is determined. This type 
of nonvariable loss is overcome simply by a suitable choice of transmit power and antenna gain. It 
does not pose a serious problem to satellite communications. It is the variable and nondeterministic 
attenuation arising from wave-matter interactions in the atmosphere that gravely affects link quality. 
Such attenuation occurs in a clear atmosphere and more seriously when there is substantial 
precipitation like fog, cloud, rain, ice and snow. 
1. Attenuation in Clear Atmosphere 
a) Refractive Effects 
The clear atmosphere is characterised by its refractive index m or, more conveniently, refractivity 
N= (m-1) x 106 which has a value contributed by clean dry air and water vapour presence. Variations 
in N give rise to a number of propagation phenomena in clear air. The turbulent mixing of air masses 
of different temperature and pressure causes rapid and random fluctuations in refractivity over small 
temporal and spatial scales and produces scintillation, a problem which is addressed in more detail 
later. The mean value of refractivity also varies slowly with height. 
An important consequence of atmospheric refractivity gradient is that radiowaves do not propagate in 
straight lines but are bent due to progressive refraction . And since the beamwidth of an earth station 
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antenna is not infinitesimally small, the upper and lower portions of the beam are bent by slightly 
different amounts, the beam thereby becoming defocussed. This problem was investigated by Yokoi et 
al [3] and Crane [4]. Defocusing loss is independent of frequency between 1 and 100 G1lz, and 
increases as elevation angle decreases. It is neglible for elevation angles above about 5 degrees but 
may exceed 2 dB for angles below 0.2°. 
In the presence of turbulence, strong scattering of the wave leads to phase incoherence across the 
aperture of the receive antenna and an apparent antenna gain reduction which increases as the 
effective antenna aperture and hence frequency increases. If elevation angle is larger than 5° and the 
beamwidth exceeds 0.3° then the loss due to antenna gain degradation is less than 0.5 dB [2]. 
Angle of arrival fluctuations also occur because the refractivity and hence the amount of ray bending 
is not constant but fluctuates rapidly and randomly about a more slowly varying mean value. This 
leads to a small rms error in elevation angle, having median values of only 0.03° at 0.3° elevation and 
less than 0.002° at elevation above 10° in the summer months when the effect is greatest [5]. The loss 
introduced by this elevation angle scintillation is therefore very small. It is negligible for beamwidths 
larger than 0.3° at all elevation angles and for beamwidths as small as 0.01° if the elevation angle 
exceeds 10°. 
Multipath attenuation arises in situations of large-scale stability in the propagation medium when 
several simultaneous paths exist in the atmosphere between the transmitter and receiver. The 
components of the wave which travel through the various paths will arrive at the receiver with 
different amplitudes and phases and interfere, sometimes destructively for periods of time ranging 
from seconds to several minutes. Multipath from refractive index variation is virtually nonexistent on 
satellite paths above an elevation angle of 10°. 
b) Reflective Effects 
Appreciable reflection of wave energy occurs at boundaries between two media of very different 
refractive indices such as air-sea boundary, air-ground boundary, and boundaries formed by inversion 
layers in the lower atmosphere. The reflection coefficient is defined as p=E, /E,, where E, is the 
incident electric field amplitude and E, is the reflected amplitude. Naturally occuring surfaces are 
hardly smooth. Vegetation cover, buildings, and hills introduce roughness in air-land boundary; 
while sea ripples make the air-sea boundary rough. A reflecting surface is regarded as smooth if the 
Rayleigh criterion [6] H:! 5 7.29/x, is met; otherwise the surface is considered rough. H is the height 
of rough points or obstacles on the surface, and 0 the elevation angle of the incident wave in degrees. 
For rough surfaces, we modify the reflection coefficient by a factor f (G) = exp[- 1 
(4n f sin 9)2] 
called the roughness factor to obtain the reflected wave coefficient in the specular direction, where a 
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is the standard deviation of H. The specular reflection coefficient depends on the polarisation of the 
wave and is given for vertical and horizontal polarisations by the Fresnel's formulae [7]: 
m2 sine - 
(m2 
- cost ()f2 
Pv 
m2sinO+(m2-cos26f, 
PH = 
sing - m2 -cos2 OZ 
sine +(m2 -Cos2 e2 
(I. 2) 
where the refractive index m is related to the complex permittivity e and conductivity 8 of the medium 
by m2 = c/c. = F, - j8/cam; with co the angular frequency (2irf), Cr the relative permittivity or relative 
dielectric constant of the medium, 0 the elevation angle, and c. the permittivity of free space 
(8.854x10-12 F/m) 
Reflection-induced multipath effects are in general much stronger than multipath effects caused by the 
creation of simultaneous multiple paths by atmospheric refractive index variations. Multipath arising 
from ground reflection is the most common cause of outage on terrestrial links at frequencies between 
1 and 10 GHz. However, reflective effects are insignificant in satellite communications at elevation 
angles larger than 30 or half the beamwidth of the antenna, whichever is the smaller [2]. 
c) Absorption by Atmospheric Gases 
Oxygen and water vapour are the main absorbers of radiowave energy, though at frequencies above 70 
GHz absorption by the trace gases such as CO, NO, SO2 and NO2 may become significant [8]. In 
addition, at frequencies above about 150 GHz there is a noticeable pressure-induced absorption by 
nitrogen [9]. 
Oxygen is a paramagnetic molecule with a permanent magnetic moment which causes resonant 
absorption at 118.74 GHz and at a series of frequencies between about 50 and 70 GHz. On the other 
hand water vapour is a polar molecule. Due to electric dipole resonance it has weak absorption lines 
at frequencies 22.2 GHz, 67.8 GHz, 120.1 GHz and 321.2 GHz, and much stronger lines at 183.3 
GHz, 325 GHz, and in the far infrared region of the electromagnetic spectrum. In addition, both 
oxygen and water vapour exhibit a background absorption at all frequencies. 
Liebe [10] developed the millimeter-wave propagation model (MPM) that predicts attenuation, delay, 
and noise properties of moist air for frequencies up to 1000 GHz. This involves summing some non- 
resonant contributions and the contributions from 48 oxygen lines (each described by five spectral 
parameters) and 30 water-vapor lines (each described by four spectral parameters), for each value of 
frequency, temperature, pressure and water-vapor density. Gibbin [9] derived the following best fit 
formulations for the specific attenuation of oxygen and water vapour by comparison with the MPM 
prediction for frequencies from 1 to 350 GHz using a multiparameter, nonlinear least squares 
regression technique. 
The specific attenuation of oxygen at a pressure of 1013 mb and a temperature of 15°C is 
238 
70 = 
[7.19X10-3 
+ r+ 0.227 + 
4.81 10-3f2 dB. km'' (I. 3a) 
6,09 
.f 
(f - 57)2 + 1S0 
for 1<f< 57 GHz, and 
y = 
[3.97x10-71+ 0.265 
+ 
0.028 (f+ 198)210"3 dB. km-' (I. 3b) (f-63) +1.59 (f-118) +1.47 
for 63 <f< 350 GHz 
with a deviation of -1.0% (in windows regions) per degree rise in temperature from 15°C within the 
temperature range -20°C to 40°C. Equations 1.3 exclude frequencies between 57 GHz and 63 GHz 
where many overlapping absorption lines exist. Oxygen attenuation for these frequencies can be 
computed from Liebe's MPM model. 
The specific attenuation of water vapour at a pressure of 1013 mb and a temperature of 15°C is 
= 
[0.050 
+0.0021p+ 
3.6 
+ 
10.6 
+ 
8.9 f2p10"' dB/km Y'" (f-22.2Y+8.5 (f-1833) +9.0 (f-325.4) +26.3 
1<f< 350 GHz (1.4) 
with a temperature dependence of -0.6% per deg C from 15°C within the temperature range -20°C to 
40°C; p is the water vapor density in g. m3. 
The total gaseous attenuation A over a satellite slant path r0 (kin) is obtained by integration along the 
path: 
ro 
A= j[Y. (r)+YW(r)]dr = hYo(O)+h, Yw(O) dB 
0 
where 
(I. 5) 
how, = 
hkm 
for 9> 10°, and k,,,,, _ 
h°''" 
km for 0 510° 
sinA cos9 0.661 T-tan9+0339, T-tan'0+5.51 
(I. 6) 
ho =6 km for f< 57 GHz, and h,, =6+ 40/[(f -118.7)2 + 1] km for 63 <f< 350 GHz (1.7) 
hW = h,, a 1+ 
222 
+5 
+f 
183.3 +6 
+ 
325.4 +4 
f< 350 GHz (1.8) 
where hx, 0 equals 1.6 km in clear weather and 2.1 km in rain. 
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In these equations h.,,,, refers to h., and h,,, the equivalent slant path through dry air and moist air, 
respectively; h0,,,, designates the dry air equivalent height ho and water vapour equivalent height h., 
0 is the elevation angle, yo(0) is the specific attenuation due to oxygen at ground level, and y W(0) 
is 
the specific attenuation due to water vapour at ground level. The equivalent heights are based on the 
assumption of an exponential atmosphere specified by a scale height to describe the decay in water 
vapour concentration with altitude [11]. For ground temperatures other than 15°C, hW is corrected by 
0.1 %/C° in clear weather and 1 %/C° in rain. 
Figure 1.1 gives the ground level specific attenuation yo(0) and effective height ho of oxygen for 
frequencies between 2 GHz and 350 GHz. The corresponding parameters y w(0) and 
h., for water 
vapour are plotted in figure 1.2. The product of the two graphs in each figure gives the total zenith 
attenuation of each gas. It should be noted that the actual slant path through the equivalent region of 
each gas is higher than the plotted heights by a factor that depends on the elevation angle. On a 30° 
elevation path, the slant path is twice the equivalent height. At 10° this has increased to at least 5.7 
times the equivalent path; and at 00 this factor is more than 55. A rough idea of the gaseous 
attenuation to be expected at Ka band window frequencies is useful at this point. Typical values of 
atmospheric gaseous attenuation (such as would occur at 15°C and 60% relative humidity) on a 30° 
path at 20 GHz and 30 GHz are about 0.56 dB and 0.50 dB, respectively. These increase to about 
1.59 dB and 1.41 dB at 100 elevation, and 20.28 dB and 17.55 dB at 01. Obviously, the elevation 
angle is an important factor and utilisation of angles below 10° attracts a substantial penalty in highly 
increased atmospheric attenuation. 
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2. Attenuation In Non-Clear Weather 
The largely unpredictable presence of atmospheric particles such as liquid water drops, ice particles 
and dust can limit the performance of telecommunication systems. In this section we discuss the 
attenuation caused by fog, cloud, snow and ice particles, rain, and sand and dust particles. 
a) Attenuation in Fog 
Fog is supersaturated air in which some of the water has precipitated into small droplets of water of 
diameter usually less than 0.1 mm. It may be formed by an advection process where moist air blown 
over a cool surface gets sufficiently cooled to saturation , or through a radiation process in which the 
ground cools at night and cools the moist air above it into supersaturation. Altshuler [12] performed a 
regression analysis on the theoretical attenuation due to fog and obtained the following expression for 
the specific attenuation: 
fog = WL(-1.347 + 0.0372% + 18/k - 0.022t) dB/km (1.9a) 
for 3mm S? S 3cm and -8°C 5t5 25°C, where ?. is the wavelength in mm, t is the ground 
temperature in °C, and WL the fog density is given by [13] 
wL = (0.024/V)t"54 g/m3 (I. 9b) 
V being the visibility expressed in km. 
In a very dense fog with a visibility of say 20 m, attenuation may reach about 0.77 dB/km at 20 GHz 
and 1.33 dB/km at 30 GHz in very cold weather. However fog thickness is typically not much more 
than about 100 m. The total fog attenuation will therefore be less than about 0.4 dB and 0.7 dB at 
these frequencies down to 10° elevation. 
b) Attenuation due to Cloud 
Clouds consist of water droplets of less than 0.1 mm in diameter, the average liquid water content 
ranging from 0.05 to over 2 g/m3. It is observed that cloud water remains mostly in the liquid phase 
down to temperatures of -12 to -16 °C [14]. However, high level clouds such as cirrus, cirrocumulus 
and cirrostratus, with bases 6 km or more above ground consist of ice crystals. Such ice clouds do not 
cause any noticeable attenuation of radiowaves but may make a significant contribution to 
depolarisation. Typical cloud thickness ranges from about 500 m to 2000 m for stratus and fair- 
weather cumulus clouds, though some cloud formations such as the cumulonimbus may reach 7 to 10 
km [14]. 
Cloud may be present for 50% of the time as a yearly average [15], and its attenuation increases with 
frequency. Cloud attenuation is equivalent to very light rainfall of less than 10 mm/hr. The effect of 
cloud will therefore be an important propagation factor for low availability (S 99.9% of the year) 
earth-space Ka-band communication systems. The combined effect of attenuation by cloud water 
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droplets and cloud turbulence-induced scintillation fading may determine the required margin of such 
systems. Unfortunately, knowledge of cloud characteristics and types is still at its infancy. 
Parameters such as cloud particle size distribution, particle shape and temperature, vertical and 
horizontal extent of cloud, and the frequency of occurrence of various cloud types, required to make 
reliable estimates of cloud attenuation on a satellite link, are only very vaguely known. A recent book 
by Brussaard and Watson [16] summarize the scanty experimental information available on cloud 
characteristics. 
(1) Theoretical Considerations 
The condition 
21ca/X «1 ((. 10) 
for the Rayleigh approximation to be employed to reduce the Mie extinction cross section [ 17] 
at =22 i(2n+1)Re[a+b] (1.11) 
to the Rayleigh extinction cross section [18] 
W-a3I 2-11 
m2+2 
(I. 12) 
is satisfied for cloud water droplets up to about 100 GHz. In these equations m is the complex index 
of refraction of the droplet, a is the equivalent radius, ao and bo are the Mie scattering coefficients, X is 
the wavelength, and Re and Im refer to `real part of' nd `imaginary part of, respectively. Using 
equation 1.12, the specific attenuation yc (dB/km) of cloud is obtained by integrating over all drop 
sizes using an assumed drop size distribution of the form 
n(a) = da°`exp(-ba) (1.13) 
Then 
yc= 4343f a , n(a)da dB /km (1.14) 
The main difficulty in obtaining y, from equation I. 14 is that n(a)da, the number of drops per cm' in 
the radius range (a, a+da), exhibits significant spatial and temporal variation within a given cloud and 
between cloud types. In a representation of n(a) in equation 1.13 by Khrgian and Mazin [19], the 
parameter a=2, and the parameters d and b are obtained from any two moments of the distribution. 
In terms of the zeroth moment (which gives the total concentration nT) and the ratio of the first 
moment to the zeroth moment (giving the average drop radius ä) we have 
nT =f n(a)da = 2d/b' (I. 15) 
0 
and 
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= 
jan(a)da 
= 3/b 
1 
r0 
(I. 16) 
The Khrgian-Mazin distribution parameters d and b may also be related to the total mass 
concentration of liquid water WL g/m3, a quantity frequently used in the description of cloud and fog. 
wL is obtained by summing the volumes of all drops in a cubic meter volume of space and multiplying 
by the mass density of water p,, : 
WL (Sm 3) = 106(4n/3)P». 
f 
a'n(a)da (1.17) 
0 
where pW is in g/cm3 and a is in cm. It then follows that [19] 
d =1.45 x 10-Vv) L and n,. s- 1.07 x 10''( 
WL I (1.18) 
Pwd ) 
The quantity wL is also highly variable. Even when equation 1.14 is evaluated for yc using average 
distributions, uncertainty still remains in the cloud macrostructure (vertical and horizontal extents) 
which gives the required equivalent slant path for calculating total cloud attenuation from y,. 
(2) Cloud Attenuation Models 
We will now briefly present the most significant models available for predicting cloud attenuation. 
1. The model of Liebe, Manabe and Hufford [20] gives the specific attenuation yc , the specific phase 
shift 0 (deg/km), and the specific propagation delay T (ps/km) in terms of the complex refractivity 
N=N, + N'(f) - JN"(. f) =w3£' 
-1 (PPm) 2ps, +2 (1.19) 
of the cloud particle (ice or liquid water) by the equations 
yc=0.1820 fN"(f ), ß =1.2008 f [N, + N'(f )] and T=3.3356[N0 + N'(f )] (1.20) 
where w is the mass concentration in g/m', p is the mass density (=1.000 kg/m' for water and 
0.916 kg/m3 for ice), and F. = ct'(f) - jr"(f) is the complex relative permittivity of the particle. 
2. Semi-empirical relations for y, are given by Goldstein [211 as 
and 
y, = 0.483s(T,, %) 
W2 dB/km for liquid-water clouds (I. 21) 
ye=u wem` dB/km for ice' crystal clouds (1.22) 
in the frequency range 3 GHz S f: 5 90 GHz, 
where wL (g/m3) is the mass concentration of liquid water, ?. (cm) is the wavelength, T is the 
temperature, s(T,? ) is a correction factor given by Guissard [221 as s(T, X) = c' 'X/l c, + 212 , and u 
an ice shape factor of the order of 0.005 at T= 0°C and 0.0005 at T= -40°C. 
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3. Altshuler and Man [23-24] propose an attenuation model based on observed correlation between 
zenith attenuation A. at 15 GHz and 35 GHz during complete cloud cover and ground-measured 
absolute humidity WL, and an assumption that cloud attenuation has the same frequency 
dependence as fog: 
A, (?, WL) = (-0.0242+0.00075?. +0.403/, ''15X11.3+WL) dB (I. 23) 
Attenuation on a slant path of elevation 8 is obtained by multiplying A. by a slant path factor D(O) 
given by 
D(A) = 1/sine for 0> 8° 
and 
(1.24) 
D(A) = 
[(a, +, ze)2_acos2or_a. sino for O5 8° (I. 25a) 
where a. = 8497 km is the effective earth radius, and h., the effective height is correlated with the 
absolute humidity wL and given approximately by [23] 
he = 6.35 - 0.302WL (I. 25b) 
The main difficulty in the first two models is the uncertainty in w and E,. The last cloud attenuation 
model though simple and involving an easily measureable parameter suffers the drawback that 
absolute humidity at ground level cannot adequately describe cloud behaviour. We note that the 
attenuation estimate given by equation 1.23 for the Altshuler and Marr model includes the effects of 
oxygen and water vapour. 
Perhaps the most useful presentation of cloud attenuation data for low-availability satellite 
communications system design would be in the form of annual and monthly percentage exceedances. 
Very little work has been done in this regard. Slobin [15] carried out a detailed study of the effects of 
cloud on radiowave propagation at various locations in the U. S. A. and developed a model which 
determines cloud attenuation and noise temperature on radiowave links. He defined 12 cloud types 
based on liquid water content, cloud thickness, and the base heights above the surface, and calculated 
by radiative transfer methods the total zenith attenuation for frequencies from 10 to 50 GHz for each 
of the cloud types. Based on raw meteorological data which consisted of hourly surface observations 
and twice-daily upper-air ( radiosonde ) measurements of temperature and relative humidity, and 
measurement of percent cloud cover Slobin also developed annual cumulative distributions of cloud 
attenuation at 15 frequencies from 8.5 to 90 GHz for each of the 15 U. S. A cloud regions. Table 1.2 
gives the zenith cloud attenuation (- the quoted figures include gaseous attenuation) at 4 Ka-band 
frequencies predicted by the Slobin model. The main drawback of this model is that it is based 
entirely on measurements in a particular region and has no climatic input variables for application to 
other regions such as Europe. 
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Table 1.2 Zenith attenuation of Slobin model Cloud types at some Ka-band frequencies 
Very Very 
Cloud Type Light, Light Medium Heavy Heavy Heavy Heavy 
thin Cloud Cloud Clouds I Clouds Clouds I Clouds Il 
Cloud II 
Liquid Water 
Content m3 0.2 0.5 0.5 0.5 1.0 1.0 1.0 
Thickness 2000 2000 3000 4000 
(m) 200 500 1000 2-layer 2-layer 2-layer 2-layer 
Attenuation 
at 20 GHz 0.242 0.298 0.370 0.566 0.900 1.338 1.864 
Attenuation at 
30 GHz 0.242 0.367 0.529 0.970 1.722 2.708 3.891 
Attenuation at 
40 GHz 0.424 0.646 0.934 1.719 3.055 4.808 6.912 
Attenuation at 
50 GHz 1.545 1.892 2.342 3.569 5.656 8.395 11.682 
c) Attenuation by Snow and Ice Particles 
Snow particles are a mixture of ice with air, water, or both. The empirical model of the complex 
refractive index of ice obtained by Ray [25] showed various absorption bands in the wavelength range 
between 1 and 100 km and in the infrared region. In the microwave and millimeter wave region the 
real part of the refractive index has a nearly constant value of 1.78 while the imaginary part ( the loss 
) takes an extremely small value. Thus dry snow should cause little attenuation in the Ka-band 
frequencies though melting snow or sleet is heavily attenuating [26] and has been observed, for 
example in Japan [27], to have 6 to 7 times the attenuation in dB for the same amount of ground 
rainfall. Calculation of attenuation caused by snow requires knowledge of the shape, fall velocity, and 
size distributions of the snow and ice particles as well as the effective dielectric function of the 
mixture of ice, air and water. 
Snowflakes ( an aggregation of snow crystals ) have typical diameters in the range 2 to 5 mm, though 
some may have diameters up to a maximum of about 15 mm. Their shapes are indefinite and their 
surface structure very uneven. However, photographic measurements [28] show that the mean value 
of the ratio of the maximum horizontal dimension to height is about unity for snowflakes with 
diameters less than 10 mm and about 0.9 for larger ones. Snowflakes fall in stagnant air with 
oscillatory angular motion of modal amplitude in the range 5° to 10° [29] and a terminal fall velocity 
which increases with the size, mass and water content of the snow particle. Magono and Nakamura 
[28] propose the following semi-empirical formula for fall velocity u (in ms-1) 
u=3.91(p, - Pour (1.26) 
where p, and pp are the densities of snowflakes and air respectively in g/cm3 and a is the mean 
radius of snowflakes in mm. Typical values of u are 1.0 to 1.5 m/s for relatively dry snowflakes and 5 
m/s for snowflakes with high water content. 
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Gunn and Marshall [301 propose the following size distribution of aggregate snowflakes based on 
extensive measurements 
n(a)da = noe-"°da (I. 27) 
where no = 7.6 x 103R-0,87 
(M-3. mm-1) ,A=5.1R -0.48 
(MM-1 ) for the Gunn and Marshall data, 
and no = 5.0 x 103 R-0 . 94 
(M -3. mm-), A= 458R-0 . 45 (MM-1 ) with additional data obtained by 
several workers [31]. n(a)da is the number of snowflakes per unit volume in space with melted 
radius in the range (a, a+da) mm and R is the rate of snowfall in millimeters of water per hour. 
Gunn and East [32] obtained the following formula for specific attenuation by dry snow at OTC: 
A=0.00349 R16/ß. ° + 0.00224 R/X (dB / km) (I. 2$) 
where R is the rate of snowfall in millimetres of water per hour and ?. is the wavelength in cm. 
Equation 1.28 is based on an assumption that A, is long compared with particle radius. However, 
Gunn and East state that the equation may be a valid approximation for frequencies above 20 GHz. 
This would give dry snow specific attenuations of 0.04 and 0.16 dB/km at 20 GHz and 30 GHz, 
respectively, for a snowfall rate of 10 mm/hr. It is evident that attenuation by dry snow is very small 
and up to one order of magnitude less than that by rain of the same precipitation rate. 
d) Attenuation by Rain 
Rain attenuation is by far the greatest obstacle to the design of high availability satellite 
communication systems at frequencies above 10 GHz. Specific rain attenuation yR (dB/km) at a 
given frequency may be related to the rainfall rate R (mm/hr) from a knowledge of the complex index 
of refraction of water at the temperature of the raindrops, the terminal velocity, and the size 
distribution of the raindrops. For practical applications the relationship between specific attenuation 
and rain rate is approximated by the power-law [33] 
1R = 
kRa (I. 29) 
where k and a are polarisation, frequency, and temperature dependent constants. Table I. 3 gives 
values of k and a( for both horizontal and vertical polarisations) at a temperature of 2* using the 
Laws and Parsons dropsize distribution [34], the Gunn and Kinzer terminal velocity of raindrops [35], 
the refractive index of water compiled by Ray [25], and regression analyses performed by Fedi [36] 
and Maggiori [37]. Values k(f) and a (f) at a frequency f not in the table are obtained using linear 
interpolation for a and logarithmic interpolation for k and f. That is, if f lies between two adjacent 
listings f and f2 in the table, then 
k(f) = exp{ln(k2/4)x[ln(f/f, )/ln(f2/fi)]+lnk, 
} (1.30) 
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and a(f) _ (a2-a1)x[ln(f/f, )/In(f2/f, )]+a, (1.31) 
where k, and al are the coefficients at frequency f1, and k2 and a2 are the coefficients at frequency f2. 
Table 13 Regression coefficients for estimating specific attenuation due to rain 
Frequency 
(GHz) 
kh k, ah av 
1 0.0000387 0.0000352 0.912 0.880 
2 0.000154 0.000138 0.963 0.923 
4 0.000650 0.000591 1.121 1.075 
6 0.00175 0.00155 1.308 1.265 
7 0.00301 0.00265 1.332 1.312 
8 0.00454 0.00395 1.327 1.310 
10 0.0101 0.00887 1.276 1.264 
12 0.0188 0.0168 1.217 1.200 
15 0.0367 0.0335 1.154 1.128 
20 0.0751 0.0691 1.099 1.065 
25 0.124 0.113 1.061 1.030 
30 0.187 0.167 1.021 1.000 
35 0.263 0.233 0.979 0.963 
40 0.350 0.310 0.939 0.929 
45 0.442 0.393 0.903 0.897 
50 0.536 0.479 0.873 0.868 
60 0.707 0.642 0.826 0.824 
70 0.851 0.784 0.793 0.793 
80 0.975 0.906 0.769 0.769 
90 1.06 0.999 0.753 0.754 
100 1.12 1.06 0.743 0.744 
120 1.18 1.13 0.731 0.732 
150 1.31 1.27 0.710 0.711 
200 1.45 1.42 0.689 0.690 
300 1.36 1.35 0.688 0.689 
400 1.32 1.31 0.683 0.684 
For linear and circular polarisations, the coefficients k and a are obtained from the values in Table 
1.3 using the relations [2]: 
k= 
I[kh+kv+(k. 
-kk)cosZAcos2i] (I. 32) 
1 
a= [khaki+iaV+(khah-kYa, )cos2Acos2ti] (I. 33a) 
where 0 is the path elevation angle and 
T= arctan{tan(LAT)/sin(LOND)} (I. 33b) 
is the polarisation tilt angle relative to the horizontal [38]; (ti = 45o for circular polarisation ). LAT is 
earth station latitude (positive for the northern hemisphere) and LOND is the satellite longitude 
minus the earth station longitude, with longitude expressed in degrees East. Calculation of the total 
slant path rain attenuation requires knowledge of the horizontal and vertical structure of rain. This 
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varies widely with rain type, geographic region and local terrain features. However, a few general 
features may be identified. 
1. Specific attenuation tends to increase towards ground [39]. 
2. The diameters of intense rain cells decrease as the average rain rate within the cell increases [401. 
Convective rain is typically multicellular [2] with intercellular separation of about 5-6 km. The 
lifetime of each cell is usually brief. 
3. The maximum rain height hR is considered to be the 0°C isotherm, though super-cooled liquid 
water occurs above this level in some convective cells and the tops of clouds and hence rainfall are 
sometimes well below it [41]. 
4. There is significant vertical and horizontal spatial inhomogeneity in the rain structure below the 
0°C isotherm height. Most notably is the presence of the melting region beneath with specific 
attenuation properties quite different to that of rain. Horizontal inhomogeneity is accounted for by 
multiplying the slant path by an empirically determined reduction factor to obtain the effective 
slant path, Lff . 
This is the length of a hypothetical path given by the ratio of total rain 
attenuation over the path and the specific attenuation measured at the ground and exceeded for the 
same percentage of time 
The yearly mean effective rain height depends on latitude C. For the European region, Watson et al 
[42] give the equation 
h1ey = 5.8 - 0.07264 km, hR, = hRy + Ah.. km (1.34) 
for the yearly and monthly mean rain heights h,,, and hR,., respectively. The monthly correction 
AhRm is given in table 1.4 (from ref. [16] ) for January to December. 
Table 1.4 Variation AhRm of difference between yearly average 0° isotherm and monthly average 
Month 123456789 10 11 12 
AhRm (km) -0.990 -0.895 -0.750 -0.575 0.085 0.770 1.150 1.165 0.835 0.340 -0.375 -0.750 
The ITU-R [43] recommends the following global empirical model for effective rain height which, in 
the European region, is not as accurate as equation 1.34: 
_ 
3.0+0.0284 OS0<36° 
hR 
4.0-0.075(-36) 0 2! 36° (I. 35) 
The concept of effective path length Leff is used by the ITU-R [43] to predict the cumulative 
distribution of total rain attenuation along a slant path, and is given for the 0.01% time attenuation 
level by 
250 
1 
L'ff' = L, xs001=4x1+Lfcos6 (35e-0'o`s, ý. °' 
km (1.36) 
with 
4= (hR -h, )/sinO for 0z 5° (I. 37a) 
and 
2(hR -h) Lt - for 6< 5° (I. 37b) (sine 6 +2(hR -k)/aý)2 +sin9 
where soon is a reduction factor, I. is the slant path length below rain height, h, is the height of earth 
station above mean sea level, a. is the effective earth radius (= 8500 km), 0 is the path elevation angle, 
and R&. oi is the ground-measured rain intensity (mm/hr) exceeded for 0.01% of an average year at the 
earth station. 
Rain attenuation exceeded for 0.01% of an average year is then obtained from 
Ao. o1 = YRLff (I. 38) 
Rain attenuation data are usually presented in the form of cumulative distributions on an annual or 
monthly basis. In this format the rain margin required to achieve a desired link performance can be 
easily determined. The attenuation AP exceeded for other percentages p of an average year is 
estimated from A0.01 in equation 1.38 by using [43] 
A=0.12[p (0.546+o. o431o P)1, ß 
. o1 
(I. 39a) 
The equiprobable values of excess attenuation (dB) A, and A2 at frequencies f, and f2 (GHz) are 
related by the ITU-R attenuation scaling law: 
A2 = A, ((p2/(ps)'-H(mi. qP2. Al) (I. 39b) 
with 
f2 
(P(f) = 1+ 0-4f2' 
H((Pi, (P2, Al) _ 1.12x10''11 
0.3(p1A1)0.55 
(1.39c) 
More sophisticated rain attenuation models are discussed in the literature, for example [44-46]. 
However, the simple ITU-R model presented above is a combination of several techniques based on 
many site-years of propagation data. It gives good results globally especially in temperate climates. 
For example, the attenuation model has been found to give good agreement with the recent Olympus 
propagation measurements at Guildford [47], while the scaling law is consistent with observations in 
the ACTS (Advanced Communications Technology Satellite) propagation experiment at Vancouver, 
Canada [48]. Rain intensity is strongly climate-dependent, and the ITU-R currently defines 15 
climate zones for rainfall intensity (see Chapter 1). Figure 1.3 shows the cumulative distribution of 
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rain attenuation on the Guildford-Olympus path for three polarisations at frequencies of 20 and 30 
GHz. A 0.01% rain rate of 28 mm/hr (ITU-R climate zone F) was used. We see that rain attenuation 
is largest for horizontally polarised radiation and least for vertical polarisation. The attenuation of 
circular polarisation radiation lies between these two limits. The large levels of attenuation incurred 
at time percentages less than 0.1% (99.9% annual availability and higher) clearly shows that rain 
attenuation is a serious obstacle to the design of high availability communication systems at Ka-band 
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frequencies. 
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Figure 1.3 Cumulative distribution of rain attenuation on the Guildford-Olympus path for three 
polarisations at frequencies of 20 and 30 GHz 
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e) Attenuation by Sand and Dust Particles 
A distinction between sand and dust particles is made on the basis of size, maximum height above 
ground, and composition [2]. Sand particles have diameters in excess of 10 gm and do not usually 
rise above a height of 10 m. Their composition is less than than 1% absorbed water in air of 91% 
relative humidity, about 7% iron oxide, and more than 80% silica. On the other hand, dust particles 
have diameters less than 10 µm, can rise to heights above 1 km, and have composition less than 55% 
silica, 20-30% iron oxide and 6-9% absorbed water in air of 91% relative humidity. Because of their 
small heights of occurrence sand particles will have negligible effect on earth-space communications 
links at elevations above about 5°. However, the effect of dust at frequencies above 3 GHz may be 
significant especially in desert regions prone to dust storms. 
Radiowave propagation in dust storms has been studied by several authors [16], [49]-[56]. Attenuation 
by dust particles follows the same principles as raindrop attenuation and requires knowledge of the 
shape, orientation, size distribution, and dielectric constant of the dust particles. To estimate the 
impact of dust particle attenuation on communication systems knowledge of dust storm structures and 
their frequency of occurrence are also required. 
Shape: Based on aggregated data from various dust storms [50,531, McEwan et al [52] adopted a 
standard size-independent shape model which is an ellipsoid with ratio between horizontal minor axis 
and major axis equal to 0.71, and ratio between vertical minor axis and major axis equal to 0.57. 
Orientation: Dust particle orientation is influenced by [16,53] 
" turbulence which tends to destroy bulk alignment 
" electrostatic forces which tend to align the longest particle axis along the field 
" inertial torque produced by air flow round a particle which tends to make the shortest axis vertical 
" asymmetry torque (for departures from an ellipsoid) which tends to align the longest axis vertically 
For propagation calculations, a model is used in which a fraction qm of the particles are horizontally 
aligned while the rest (1-qm) are randomly aligned, where qm is a function of visibility and exceeds 
80% in most dust storms. 
Size Distribution: There is currently no model for the size distribution of dust particles. The usual 
approach is to relate dust concentration p (g/cm3) to visibility V (km) at a height of 2m [55]: 
p= 56 x 10-9/V'2 
Flock [57] gives an objective estimate of V by defining it as 
(I. 40a) 
V= 15/a0 (I. 40b) 
where a0 (dB/km) is the optical attenuation coefficient. Assuming a uniform radius a (cm) for the 
dust particles, the number of dust particles per cubic metre nr is related to V (km) as defined above by 
[57] 
nT = 5.51 / Vat (I. 40c) 
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Dielectric Property: The complex relative permittivity Cr _'- jC" of dust particles depends on 
temperature and the particle's moisture regain (defined as the mass of absorbed water as a fraction of 
the sample's mass when oven dried). Measurements at 10 GHz [52] indicate that e ranges in values 
between 4.09 for 0% regain and 14.45 for 10% regain with corresponding Cr" values between 0.020 
and I. 95. 
Dust Storm Structure: A dust cell model consisting of a vertical cylinder 10 km in diameter is used. 
Within this cylinder it is assumed [54] that dust concentration p follows a power law decay with 
height up to a ceiling of 2 km. Values of the power law index of 0.77,0.57 and 0.33 have been used 
for V=0.002,0.01 and 1 km, respectively. p is horizontally uniform inside the cylinder and 
negligible outside. The effective path length L through the dust storm structure is defined [16] as 
that length which, multiplied by the dust density p (at a reference height of 2 m) gives the actual path 
integral of suspended mass density. 
Dust Storm Occurrence: The occurrence of significant dust particles in the atmosphere is a very 
regional problem restricted mostly to desert regions. A map of the world showing the areas affected 
by dust storms is given in [2]. McEwan et al [52] defined dust storm occurrence to be when visibility 
drops below 1 km. On this basis, they used the somewhat sparse data, "best guesses", and an assumed 
lognormal distribution of visibility exceedance to compile a table (reproduced in [2]) of estimated 
yearly statistics of dust storm visibility for various locations of the world. By this table, the worst case 
visibility of 0.01 km for 0.01 % of the year occur in three towns in Sudan. 
Specific attenuation: The specific attenuation yd (dB/km) for propagation through dust of visibility V 
(km) is given by [57] 
189a 3E', ' dB/km (I. 40d) 7a = Lcý22+c2j 
where A, is the wavelength and a is the particle radius, both expressed in the same units.. 
Example: To get a rough idea of the maximum level of dust particle attenuation which can be 
encountered at Ka-band frequencies we insert the following worst case values into (I. 40d): ?. =0.75 
cm (40 GHz frequency); V=0.01 km; a=0.001 cm; eT = 14.45, c" = 2.95 (10% regain). We obtain 
yd = 1.02 dB/km. We note that the above combination of values are highly unlikely to ever occur even 
in the worst affectted dust storm spots of the world. The same values of a,, V and a, but with e' _ 
4.09, ej" = 0.02 (0% regain) gives yd = 0.08 dB/km. 
The very small frequency of occurrence of dust storms in most regions of the world coupled with the 
small values of specific attenuation and storm spatial extent indicate that for all practical purposes 
attenuation from dust storms will be negligible on earth-space paths at elevation angles above about 
50. 
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D. NOISE INCREASE 
Noise increase on a communication link arises from interference caused by scatter of energy from 
another system operating at the same frequency, or from radio noise generated by extra-terrestrial 
sources (e. g. galactic noise, solar noise, noise from the surface of the Moon, and the 2.7 K cosmic 
background noise ), atmospheric sources ( e. g. emission from hydrometeors, aerosols, and 
atmospheric gases ), and the surface of the Earth. 
1. Interference Noise 
When the radiation lobes of two antennas intercept a common precipitation-filled volume in space, 
the resulting scattering causes some measure of coupling between the two antennas. The coupling is 
reduced by attenuation along the two paths between the common volume and the antennas and by 
polarisation mismatch between the interfering signal and the receiving antenna. The ratio of 
unwanted power P, scattered into the receiving antenna to the transmitted power P of the interfering 
system may be calculated using the bistatic radar equation [58,59]: 
P, /P = C. IV/A (I. 41) 
where 
2 
C= 
(4n')3r 
/ 
2Z 
(I. 42a) 
n 
=MX 10-18Z (m2/m3) (I. 42b) 
IA1Z = 
I(Eº-1)/(eº+212 (I. 42c) 
Z= Jo mu n(D)D6dD mm6 / m3 (I. 42d) 
In the above equations, A is the attenuation (in ratio) outside the scattering volume V, 'ff is the 
average scattering cross-section per unit volume, Gi and G2 are the antenna gains, ri and r2 are the 
distances between the antennas and the scattering volume, ? is the wavelength, Z is the radar 
reflectivity defined as the sum of the sixth power of the diameters of the particles per unit volume, e, 
is the complex relative permittivity of the scatterers, and M is the polarisation decoupling factor (M = 
1 for matched polarisations). In rain at frequencies below 8 GHz, Rayleigh scattering applies and Z is 
related to rain rate for the Laws and Parsons drop size distribution by [60] 
Z= 400R'-4 (1.43) 
Terrain scatter may also be a factor in interference as for example when the signal from a terrestrial 
source is scattered by a nearby building into an earth station receive antenna. This problem may be 
mimimized by careful siting of the earth station. 
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2. Radio Noise 
Under thermal equilibrium an absorbing medium re-radiates the radio wave energy it absorbs. This 
re-radiation constitutes noise for a receive antenna. The resulting effective noise temperature of the 
antenna is obtained by applying the equation of radiative transfer. The brightness temperature or 
noise temperature of a source is a measure of the power which it radiates in a given band in the 
direction of a receive antenna, and is equal to the physical temperature of a blackbody emitting the 
same power in that band. The major sources of radio noise in the Ka-band are the atmosphere, the 
surface of the earth, and the cosmic background. Of course the Sun is a strong noise source at all 
frequencies of interest to satellite communications, ranging from 106 K at 100 MHz to about 104 K at 
frequencies above 10 GHz under quiet Sun conditions, with the Sun fully illuminating the antenna 
main beam [18]. Direct viewing of the Sun by a communications satellite antenna will therefore 
cause immediate outage. 
The brightness temperature T, (4) of the surface of the Earth on which radio energy is incident at an 
angle 4 is given by 
M4) = CWT . "f (I. 44) 
where T4, f is the surface temperature in kelvins and t(4) is the emissivity of the surface defined as 
the ratio of the absorbed power to the power incident at an angle () to the horizontal. Land surfaces 
have lower dielectric constants and hence higher emissivities than water surfaces. The brightness 
temperatures of land surfaces are therefore higher than those of water surfaces. Radiation from the 
surface of the earth usually enters the earth station receive antenna through the sidelobe which is 
typically at least a factor of 100 ( 20 dB ) below the main lobe gain. Thus even in the worst case 
where e(4) = 1, the contribution to the system noise temperature would be at most about 3 K. 
Assuming negligible reflection and scattering in the atmosphere, the brightness temperatures T1 and 
TB2 received by an upward-looking antenna and a downward-looking one are given, respectively by 
[61] 
TBl _ Tkye-4o + Taan 
TB2 = Ta, a + 
(cT,., 
f + pTB1)e-'° 
(I. 45) 
(I. 46) 
where C and p are the emissivity and the reflectivity ( square of the reflection coefficient given by 
equation 1.2) of the Earth's surface, respectively, related by £+p=1. 
The first term of (1.45) is the extra-terrestrial brightness temperature attenuated by the atmosphere, 
while the second term is the brightness temperature of the atmosphere received at the Earth's surface: 
Taoýý = 
JT(r)((r)e-t, (')dr (1.47) 
: mac. 
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where 
r 
llrý = 
jy(r')drr 
surface 
(I. 48a) 
is the optical depth from Earth to point r along the downlink path, T(r) is the physical temperature (in 
kelvins) of the atmosphere at point r, y(r) is the absorption coefficient ( power absorption per unit 
length) of the medium (in km"') at point r, T,., f is the physical temperature (in kelvins) of the Earth's 
surface, T, ky is the extra-terrestrial noise temperature (= 2.7 K at Ka-band frequencies), and 
4o =f y(r')dr' (I. 48b) 
surface 
is the optical depth through the atmosphere along the downlink path. 
The first term of equation (1.46) is the brightness temperature of the atmosphere between the Earth's 
surface and the satellite antenna, and the second and third terms are the brightness temperature of the 
Earth's surface and the brightness temperature from reflection at the Earth's surface, respectively, both 
attenuated by the same factor in the atmosphere. In this case: 
Tl,. z 
antenna 
=J T(r)y (r)e2 (')dr (I. 49a) 
surface 
with 
4z(r) 
antenna 
= JY(r')dr' (I. 49b) 
and 
40 = 
antenna 
5y(r')dr' (I. 49c) 
surface 
the optical depth from point r to the satellite antenna along the uplink path, and, the optical depth 
along the entire uplink path. 
If in equation 1.47 we replace T(r) by a mean radiating temperature Tm, then equation 1.45 simplifies 
to 
TB, = Tm(1-1/L)+Tky/L = Tm11-10 10 
)+7 
IL (1.50) 
where 
L_e{o =e«"3)'434 =10A(d8 IO (1.5 1) 
and A is the total one-way dB attenuation through the atmosphere which includes all the absorptive 
effects discussed earlier. 
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The effective or mean path temperature depends on such factors as the contribution of scattering to 
attenuation, the physical extent of clouds and rain cells, the vertical variation of the physical 
temperature of the scatterers, and, to a lesser extent, the antenna beamwidth [43]. Using a model 
atmosphere Wolfsburg [62] developed an expression for estimating the mean path temperature T,  
from the surface temperature T,,,, c(K): 
Tm = 1.12 T. t - 50 (1.52) 
Simultaneous measurements of attenuation ( using a satellite beacon) and noise temperature ( using a 
radiometer) on a satellite slant path shows that the best statistical correlation of noise temperature 
and attenuation measurements is obtained with T. values between 270 K and 280 K [63,64]. The 
CCIR [43] recommends a value of T. = 280 K and 260 K, respectively, for obtaining the upper limit 
to sky noise temperature due to clouds and rain. Equations 1.50 to 1.52 provide a simple method of 
determining the antenna noise temperature received by an earth station receive system. The 
attenuation in dB due to gaseous absorption, cloud, and rain at the required time percentage are added 
to obtain the total attenuation A which is then inserted in the above equations to obtain the antenna 
noise temperature. This adds directly to the receiver system noise temperature and degrades the 
performance of the link. Furthermore, the noise power increase occurs at the same time as the 
attenuation event causes a reduction in the received signal power. Both effects are additive and 
contribute to a reduction in the carrier to noise ratio of the link. The overall downlink degradation 
DND in the presence of absorption-induced fade A dB is therefore the sum of the fade and the 
resulting increase in system noise: 
DND = A+101og 
TyJ f°k 
T. 
rys clear sky 
(1.53) 
where the system noise temperature in clear sky Tryl , k,,, ky and in fading T,,, 
I,,, are determined by 
first calculating the antenna noise temperature in clear sky T,, I ckafky and in fade T,, 
) 
Fk from 
equations 1.50 and 1.51: 
TAI 
clear sky = 
Tm(1-10-Aino)+Tky x10-A, 1110 
TAI fý=Tß, 
(1-10""/10)+TkyX10-"no 
(I. 54a) 
(I. 54b) 
where Aa denotes gaseous attenuation. The system noise temperature TSys referenced to the receiver 
input as shown in figure 1.4 is then obtained as 
Try, = TR+(1-a f)1 +a fTA (1.55) 
where 6f is the transmissivity of the feed run; this is the reciprocal of the power loss expressed as a 
ratio. 
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TA 
TA = Antenna Noise Temperature 
If 
T 
Sys = System Noise Temperature 
R 
Lossy Feed Run Tf = Physical temperature of feed run 
Tsys TR = Equivalent Noise temperature of receiver 
Figure I. 4 Earth station system noise components 
If there is no loss between the antenna and the receiver ßf=1 and 
Tss = TR +TA (1.56) 
If for example Ag = 0.6 dB, Tsky = 2.7 K, T. = 275 K, ßf=0.95 and Tf = 280 K, then by substituting 
in equations 1.53 to 1.55 it is found that an 8 dB fade causes a DND of 10.4 dB in a system with 
equivalent noise temperature TR = 200 K. On the other hand, a 50 K system is degraded by 12.5 dB. 
Thus the effect of a given antenna noise temperature on link performance depends on the noise 
temperature of the receiver system, a low noise system being more severely degraded. 
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E. DEPOLARISATION 
Telecommunications channel capacity can be increased (without increasing bandwidth) through 
frequency-reuse whereby orthogonally polarised channels are utilised to simultaneously transmit 
information at the same frequency along the same path. However, interference or coupling between 
the two channels may occur due to antenna imperfections, mutual antenna pointing errors, or 
depolarisation in the intervening medium. Our concern here will be with depolarisation which is a 
change in the polarisation characteristics of a radiowave caused by hydrometeors and multipath. 
Depolarisation caused by Faraday rotation of the electric vector in the ionosphere is negligible at Ka- 
band frequencies and will not be considered. 
Depolarisation arises from propagation medium anisotropy when the electrical characteristics of the 
medium is no longer independent of direction. The shapes of raindrops become nonspherical as their 
sizes increase. Such predominantly oblate spheroidal drops fall through the atmosphere with their 
major axis canted to the horizontal at angles which may vary randomly in space and time. A wave E 
of arbitrary polarisation incident on the drop may be resolved into two components El and F, , 
perpendicular and parallel to the major axis of the drop, respectively. These components will 
experience different amounts of attenuation or phase shift. Therefore at the exit from the medium 
their sum will yield a wave whose polarisation is different from that of E. In effect, the medium has 
introduced a crosspolar component into the received wave. In rain, differential phase effects dominate 
at frequencies below 10 GHz, while differential attenuation dominate above 20 GHz. Clearly there 
are two situations in which depolarisation will not occur in hydrometeor"filled media: 
1. The precipitation droplets are spherical. This is the case in fog, water clouds and light rain. 
2. The polarisation of the incident wave is exactly aligned with either of the principal axes of the 
droplets. In practice, the canting angle of the drops vary randomly and this condition is hard to 
fulfil. 
Ice crystals above the melting layer cause significant depolarisation as a result of differential phase 
shift even in the absence of significant attenuation [65,66]. This is in contrast with rain-induced 
depolarisation which shows a strong correlation with copolar attenuation [431. It is not very certain 
what mechanism is responsible for the alignment of the ice crystals which are shaped mainly as 
needles below -25°C and mainly as plates for temperatures between -25°C and -9°C. However, the 
observation of rapid changes in depolarisation in either direction associated with lightning bolts 
provides a strong evidence that elecctrostatic forces may be involved. 
Other hydrometeors and aerosols may also cause noticeable depolarisation in the atmosphere. Dry 
snow on paths near ground exhibits depolarisation characteristics similar to ice on slant paths. Sand 
and dust particles carried in equatorial storms are non-spherical, and though their attenuation is 
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negligible at Ka-band frequencies, they may nonetheless cause noticeable depolarisation on low 
elevation paths[67]. 
Severe depolarisation may accompany deep multipath fading of the copolarised signal [18]. This 
involves contributions from antenna cross-polarisation patterns, depolarisation of the direct 
copolarised signal by atmospheric turbulence and refractive bending, and depolarisation of an indirect 
component of the copolarised signal due to reflections from atmospheric layers, land or water 
surfaces. However, though important for terrestrial links, multipath depolarisation is insignificant on 
earth-space paths operating at frequencies above 3 GHz with elevation angles above about 5 to 100. 
The most commonly used measures of depolarisation are crosspolarisation discrimination, XPD and 
crosspolarisation isolation, XPI. In figure 1.5 two equal-amplitude waves Ei and E2 with orthogonal 
polarisation states 1 and 2, are transmitted through a depolarising medium. Copolarised signals E'i, 
En and crosspolarised signals Eil, E21 are observed at the receiver. In this notation, EQ denotes the 
signal transmitted in 'i' polarisation and received in `j' polarisation. 
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Figure 1.5 Depolarisation 
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The ratio of the amplitude of the received copolarised wave in one channel to the amplitude of the 
received crosspolarised wave in the same channel is called the cross-polarisation isolation. That is 
XPI, = 201ogQEýF2, I) dB, XPI2 = 201o#-72VF. 121) dB (1.57) 
On the other hand, crosspolarisation discrimination is the ratio of the amplitude of the copolarised 
received wave to the crosspolarised received wave when only one polarisation is transmitted. Thus 
XPD, = 201090"7111AF, 121) dB, XPD2 = 201ogQF22I/F, 1, 
I) (1.58) 
Knowledge of cross-polarisation isolation is required in the engineering of frequency-reuse systems 
but it is a difficult quantity to measure. However, it has been shown by Watson and Arbarbi [681 that 
if the medium contains only scatterers with two orthogonal axes of symmetry then XPI and XPD are 
equal. 
The ITU-R [36] has developed a model for calculating the long-term statistics of depolarisation 
through successive improvements of the original semi-empirical model proposed by Olsen and 
261 
Nowland [69]. The model requires as input parameters AP the copolar rain attenuation (d13) 
exceeded for the required time percentage p for the path in question, T the tilt angle of the linearly 
polarised electric field vector with respect to horizontal (t= 45° for circular polarisation), f the 
frequency in GHz, and 0 the path elevation angle. It comprises the following steps to compute the 
respective contributions due to separate factors: 
1. The frequency-dependent term is calculated: 
Cf = 30 log f 8: 5 f5 35 GHz (1.59) 
2. The rain attenuation dependent term is calculated: 
1201og(Ap) 8: 5 fS 15 GHz 
C" 231og(Ap) 15 <fS 35 GHz 
(1.60) 
3. The polarisation improvement factor is calculated: 
C, = -10log[1-0.484(1+cos(4ti))] (1.61) 
4. The elevation angle-dependent term is calculated: 
C9 = -401og(cosO) 0S 60° (1.62) 
5. The canting angle dependent term is calculated: 
CQ = 0.0052x2 (1.63) 
where a is the effective standard deviation of the raindrop canting angle distribution, expressed in 
degrees. It has the following values for the indicated time percentages 
Time (%): 1 0.1 0.01 0.001 
a: 05 10 15 
6. The rain-induced XPD not exceeded for p% of the time is calculated: 
XPDialn = Cf - CA +c+ Ce + Ca ýI. 64) 
7. The ice crystal dependent term is calculated: 
C_ 
XPD, a; (0.3+0.1log p) dB (1.65) III 
8. Finally, the XPD not exceeded for p% of the time and including the effects of ice is determined: 
XPDP = XPDa,, - 
Ck, dB (1.66) 
Equiprobable XPD values may be scaled in frequency and polarisation tilt angle for the same path 
using the following relation: 
XPD= XPDI -201og 
f -0.4841+cos4ti2) (I. 67) Zf 1- 0.484(1 + cos 4T 1) 
UL, 
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where XPD, and XPD2 are the XPD values not exceeded for the same percentage of time at 
frequencies f and f2 and polarisation tilt angles tl and t2 
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F. CONCLUSION 
A discussion of Ka-band propagation effects in clear and non-clear weather has been given. It was 
shown that path elevation angle is an important factor in determining the magnitude and impact of 
these effects on a communication link. Utilisation of elevation angles below 10° attracts a substantial 
penalty in highly increased atmospheric degradation. For example, atmospheric gaseous attenuation 
which is only about 0.6 dB at 20 GHz at 30° elevation approaches 20 dB as the elevation angle is 
reduced to 00. It was also shown that the smoothing effect of finite aperture antennas depends on the 
ratio between receive antenna diameter and the size of the first fresnel zone of the turbulent layer. On 
low elevation paths where the distance to this layer is large, the fresnel zone size is also large and the 
smoothing effect of large antennas is significantly reduced so that observed scintillations remain 
large. Also at low elevation a number of propagation effects which are negligible at larger path 
inclinations become significant. These include multipath, refractive effects (giving rise to ray bending 
and even ducting), reflective effects, and rough surface scattering. In view of this, most commercial 
systems specify a minimum elevation angle below which performance is not guaranteed. 
The scattering and absorption effects of atmospheric water droplets present in fog, cloud and rain 
were discussed and models were given for estimating their attenuation. Because of the small vertical 
and horizontal extent of fog layers and their low frequency of occurrence, the effect of fog is 
negligible at Ka-band frquencies though the specific attenuation in thick fog may be large. Since 
cloud may be present for 50% of the time on a yearly average and its attenuation increases with 
frequency, cloud attenuation will be significant in low-availability and low-margin Ka-band systems. 
As is well known, rain attenuation was shown to be the most important obstacle to the design of high 
availability Ka-band systems, imposing margins in excess of 30 dB for 99.999% availability at 30 
GHz in a moderate elevation path. It was also noted that absorbed radiowave energy is usually re- 
radiated as noise. This increases the noise power in the receiver and adds directly to the signal 
attenuation to further degrade the signal to noise ratio of the communication system. A method for 
calculating the total downlink degradation was given. Signal depolarisation in a population of 
distorted rain drops or ice particles was also discussed. 
Propagation in suspended dust particles was examined. It was seen that dust storm occurrence is a 
highly regional problem, and that the effect of dust and sand particle attenuation can be regarded as 
completely negligible on earth-space paths except at elevation angles below about 5". 
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Appendix II: CHAPTER FOUR DIAGRAMS 
Figure 4.1 ITU-R model predicted scintillation intensity versus frequency and path elevation. 
Antenna diameter = 1.2 m; Average temperature = 15 °C; Average re'ative humidity = 60 % 
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Figure4.2 ITU-R model predicted scintillation intensity versus ambient temperature and relative 
humidity. Antenna diameter = 1.2 m; Elevation angle = 29.2°; Frequency = 20 GIIz 
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Figure 4.3 Observed mean peak to peak scintillation log-amplitude of 7 measurement intervals 
plotted against the corresponding scintillation intensity of the interval. The length of the 
measurement intervals are shown against each plot in minutes. Also shown in dotted and broken 
lines are the regression models for each interval. 
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Figure 4.4 Frequency of occurrence of scintillation intensities in the range 0 to 1 dB for 
measurement intervals 1,5,10 and 15 minutes 
105 
10° 
103 
U 
0 
0102 
d 
10 
I no 
1-minute intensity (0->1 dB) 
ýx 
° 10 
IV 0 0.2 0.4 0.6 0.8 
Intensity (dB) 
105 
104 
010 V 
0 
O 102 
d 
. 12 E 
10' 
(o 
1 
5-minute intensity (0-> I dB) 
IV 0 0.2 0.4 0.6 0.8 
Intensity (dB) 
U 
1 03 
i L 
U 
0102 
O 
E 10' 
Z 
100 
10-minute intensity (0-> 1 dB) 
0 0.2 0.4 0.6 0.8 
Intensity (dB) 
104 
a 1U3 L 
L 
U 
102 
O 
E 10 
Z 
100 
1 
15-minute intensity (0-> 1 dB) 
0 0.2 0.4 0.6 0.8 
Intensity (dB) 
1 
273 
Figure4.5 Frequency of occurrence of scintillation intensities in the range 0 to 1 dil for 
measurement intervals 20,30 and 60 minutes. Also shown is the maximum observed intensity of 
each interval 
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Figure 4.6 Frequency of occurrence of scintillation intensities in the range 1 to 3 (111 for 
measurement intervals 1,5,10,15,20,30 and 60 minutes. There were no 30-minute and 60" 
minute intensities above 1 dB. 
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Figure 4.7 Probability Density function (pdf) of 1- 5- 10- and 15-minute intensities. The solid 
curve is the measured pdf. Other curves plotted are (2) the best-fit lognormal pdf 
parameterised by mjoga and a'logo; (3) the lognormal pdf using measured values of the 
distribution parameters (mI0g0, aIog(; ), (4) the gamma pdf using measured mQ and a0 values. 
102 
10 
100 
10"' 
10 Q. 10.2 
10'3 
10-4 
10- 
0 
102 
10' 
100 
ä10. ' 
102 
10.3 
4 
5-minute Intensity 
1 
vMI \ 
4 ýý ` 
IV 
0 0.2 0.4 0.6 0.8 
Intensity (dB) 
102 
10 
100 
w 10"ä ' 
10,2 
10.3 
1 U"4 
0 
102 
10 
100 
10-, 
10'2 
10.3 
104 
15-minute Intensity 
,V' % 
\\. 
0 0.2 0.4 0.6 0.8 
Intensity (dB) 
1 
276 
0.2 0.4 0.6 0.8 
Intensity (dB) 
0.2 0.4 0.6 0.8 
Intensity (dB) 
Figure 4.8 Probability Density function (pdf) of 20- 30- and 60-minute intensities. The solid 
curve is the measured pdf. Other curves plotted are (2) the best-fit lognormal pdf 
parameterised by mloga and a'togß; (3) the lognormal pdf using measured values of the 
distribution parameters (miogo, aiog(y), (4) the gamma pdf using measured ma and a values. 
Also shown are the measured pdfs of all measurement intervals for easy comparison - they 
show remarkable agreement except at the tails of the distributions. 
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Figure 4.9 Probability Density functions (pdf) of figure 4.7 redrawn with a linear ordinate 
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Figure 4.10 Probability Density functions (pdf) of figure 4.8 redrawn with a linear ordinate 
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Figure 4.11 Cumulative Distributions of 1-, 5-, 10- and 15-minute intensities 
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Figure 4.12 Cumulative Distributions of 20-, 30 and 60-minute intensities. Also shown in the 
last window are the distributions of all measurement intervals for comparison. 
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Figure 4.12b: Annual cumulative probability distribution of onc"minutc scintillation intcnsity: 
comparison of measurement with generalised empirical model 
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Figure 4.13 Percentage of time in the year that scintillation intensity exceeds 0.5 (111 plotted 
against the length of measurement interval. 
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Figure 4.14 pdf of 1-minute intensity al in February. Of the 12 months analysed, this was the 
closest monthly pdf to the lognormal distribution. The lognormal and gamma distributions 
constructed from the measured mean and variance of at are shown in dotted and dashed lines. 
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Figure 4.15 pdfs of 10-minute intensity alo in February 1993 and September 1992.11C 
lognormal and gamma distributions constructed from the measured mean and variance of d10 
are shown in dotted and dashed lines. 
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Figure 4.16 pdfs of 20-minute intensity for September 1992, and February, May und August 
1993. These passed the Chi-square test for lognormal distributions at 25%, 3%, 1% and I% 
confidence levels respectively. 
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Figure 4.17 Monthly pdfs of 30-minute intensity plotted for sonic months of the year 
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Figure 4.18 Monthly pdfs of 60-minute intensity for September 1992 and August 1993 (boil, 
lognormal and gamma distributed), and January and May 1993 (both lognormal but not gamma) 
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Figure 4.19 Monthly pdfs of 60-minute intensity for February and June ( both strongly 
lognormal but not gamma) and December which was neither lognormal nor gamma distributed. 
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Figure 4.20 Monthly cumulative distribution of 1- and 10-minute intensity. Each curve is 
identified by the first letter(s) of the month 
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Figure 4.21 Monthly cumulative distribution of 20- and 30-minute intensity. Lach curve 11 
identified by the first letter(s) of the month 
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Figure 4.22 (a) Monthly cumulative distribution of 60-minute intensity. Each curve is identitird 
by the first letter(s) of the month. (b) Staircase plots of the percentage of time that 1-minute 
intensity exceeded 0.1 dB, 0.3 dB and 0.5 dB during each month of the measurement year. 
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Figure 4.23 Ratio of the percentages of time that 1-minute intensity exceeded the abscissa value 
in the two months compared on each graph. 
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Figure 4.24 Seasonal cumulative distribution of 1. and 10-minute intensities. 
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Figure 4.25 Seasonal cumulative distribution of 20- and 30-minute intensities. 
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Figure4.26 (a) Seasonal cumulative distribution of 60-minute intensity. (b) Staircase plots or 
the percentage of time that 1-minute intensity exceeded 0.1 dli, 0.3 till and 0.5 till during; eacil 
season of the measurement year 
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Figure 4.27 Ratio of the percentages of time that 1-minute intensity exceeded the abscissa value 
in the two seasons compared on each graph. 
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Figure 4.28 Mean intensity during each month of the measurement year. The levels marked 
ITU-R1 and ITU-R2 are the ITU-R predicted month's average intensity for monthly average 
temperature and relative humidity of 0°C, 20% and 12°C, 60% respectively. 
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Figure 4.29 RMS intensity during each month of the measurement year. The levels marked 
ITU-R1 and ITU-R2 are the ITU-R predicted month's average intensity for monthly average 
temperature and relative humidity of 0°C, 20% and 12°C, 60% respectively 
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Figure 4.30 Variability of scintillation intensity during each month of the year. 
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Figure 4.31 Seasonal trend of mean intensity 
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Figure 4.32 Seasonal trend of RMS intensity 
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Figure 4.33 Seasonal trend of variability of scintillation intensity 
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Figure 4.34 Hourly seasonal pdf of 1-minute Intensity. The four pdfs plotted gave the closest 
agreement with lognormal distribution of a total of 120 hourly pdfs tested. 
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Figure 4.35 Hourly Annual Cumulative Distribution of 1-minute Scintillation intensity. 
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Figure 436 Hourly Autumn Cumulative Distribution of 1-minute Scintillation intensity. 
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Figure 4.37 Hourly Winter Cumulative Distribution of 1"minutc Scintillation Intensity. 
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Figure 4.38 Hourly Spring Cumulative Distribution of 1-minute Scintillation Intensity. 
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Figure 4.39 Hourly Summer Cumulative Distribution of 1-minute Scintillation Intensity. 
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Figure 4.40 Annual Diurnal Trend showing hourly mean intensity, hourly median intensity and 
hourly standard deviation of the measured intensity in each hour over the whole year 
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Figure 4.41 Diurnal Trends in autumn showing hourly mean intensity, hourly median lntctuity 
and hourly standard deviation of the measured intensity in each hour over the whole `caws 
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Figure 4.42 Diurnal Trends in winter showing hourly mean intensity, hourly median intensity 
and hourly standard deviation of the measured intensity in each hour over the mholc season 
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Figure 4.43 Diurnal Trends in spring showing hourly mean Intensity, hourly median intcnsily 
and hourly standard deviation of the measured intensity in each hour over the Kholc season 
CD 0. 
v 
N 0. 
a 
C 
C 0, 
M 
Q0 
0.08 
M 0.07 
0.06 
0.05 
Spring Mean 
------------ 
ILL1.1. 
Intensity 
2468 10 12 14 16 18 20 22 24 
Hour of Day (local time) 
a r 
0.04 
eß 
0 0.02 
0.06 
0.055 
a 0.05 
0.045 
0 0.04 
a 0.035 
aýi 0.03 
0 0.025 
ß 0.02 
t7 
cd 
N 
, Sp[ina Vatiabitity 
i LH 
2468 10 12 14 '16 18 20 22 74 
Hour of Day (local lima) 
313 
123456789 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 
Hour of Day (local time) 
Figure 4.44 Diurnal Trends in summer showing hourly mean intensity, hourly tiudian intensity 
and hourly standard deviation of the measured intensity in each hour over the Hholc srasOH 
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Figure 4.45 Composite staircase plots of hourly mean of scintillation intensity in each srasan. 
The annual values are shown in circles 
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Figure 4A6 Composite staircase plots of hourly median of scintillation intensity in raclt season. 
The annual values are shown in circles 
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Figure 4.47 Composite staircase plots of hourly standard deviation of scintillation intensity in 
each season. The annual values are shown in circles 
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