A new grammar-based language for defining informationextractors from textual content based on the document spanners framework of Fagin et al. is proposed. While studied languages for document spanners are mainly built upon regex formulas, which are regular expressions extended with variables, this new language is based on context-free grammars. The expressiveness of these grammars is compared with previously studied classes of spanners and the complexity of their evaluation is discussed. An enumeration algorithm that outputs the results with constant delay after cubic preprocessing in the input document is presented.
Introduction
One of the core operations for text analytics in data-driven workflows is Information Extraction (IE)-the extraction of structured data from text. IE arises in a large variety of domains. Instantiations of IE include various tasks, amongst are segmentation, named-entity recognition, relation extraction, and coreference resolution [17] . Rules have always been a key component in various paradigms for IE with roles ranging from relation extraction [19] to feature generation [12] .
The framework of document spanners that was presented by Fagin et al. provides a theoretical basis for investigating the principles of relational rule systems for IE [4] . The research on document spanners has focused on their expressive power [16, 7, 8, 14, 10] their computational complexity [1, 6, 9, 15] , incompleteness [13, 15] , and other system aspects such as cleaning [5] , distributed query planning [2] and an annotated variant [3] .
In the documents spanners framework, a document d is a string over a fixed finite alphabet, and a spanner is a function that extracts from a document a relation over the spans of d. A span is an half open interval of positions of d and it represents a substring that is identified by these positions. A natural way to specify a spanner is by a regex formula which are extended regular expressions with embedded capture variables that are viewed as relational attributes. To date, the most studied class of spanners is that of regular spanners whose definition is based on regex formulas.
While regular expressions are useful for segmentation and tokenization, context-free grammars are useful in describing complex nested structures (e.g., the syntactic structure of a natural language sentence) and relations between different parts of the text. Motivated by this, in this work we propose a new grammarbased approach for defining a new class of context-free spanners. We study the expressiveness of this class compared to previously studied classes of spanners and present a result on efficient evaluation, that is, an enumeration with a constant delay after cubic preprocessing in the input document.
Context-Free Spanners
Preliminaries: We set an infinite set Vars of variables and fix a finite alphabet Σ that is disjoin of Vars. A document d is a finite sequence over Σ whose length is denoted by |d|. A span identifies a substring of d by specifying its bounding indices. Formally, if d = σ 1 · · · σ n where σ i ∈ Σ then a span of d has the form
Vars be a finite set of variables and let d be a document. A (X, d)-mapping assigns spans of d to variables in X. An (X, d)-relation is a finite set of (X, d)-mappings. A document spanner (or spanner, for short) is a function associated with X that maps documents d into (X, d)-relations.
Syntax:
The variable operations of a variable x ∈ Vars are x and x where, intuitively, x denotes opening of x and x closing. For a finite subset X ⊆ Vars, we define Γ X as the set that consists of all the variable operations of all variables in X. Formally, Γ X := { x , x x ∈ X}. A variable-set context-free grammar, or vset-grammar for short, is a tuple G := (X, V, Σ, P, S) where -X ⊆ Vars is a finite of variables; -V is a finite set of non-terminal symbols 1 ; -Σ is a finite set of terminal symbols; -P is a finite set of production rules of the form A → α where A is a nonterminal and α ∈ (V ∪ Σ ∪ Γ X ) * ; and -S is a designated non-terminal symbol. Example 1. In this and in the following examples, we consider the grammar disEqLen with variables {x, y} that is given by the following production rules:
where upper-case letters denotes elements in V , and lower-case Σ.
By application of production rules, vset-grammars produce words (finite strings) over the extended alphabet Σ ∪ Γ X ; we refer to these as ref-words [18] . Similarly to Hopcroft et al. [11] , we define the relation symbol ⇒ * to denote zero, one, or many applications of production rules.
Semantics: To define the semantics of a vset-grammar G, we first define the ref-language R(G) of G as follows:
Example 2. The ref-word r 0 = x aa x y ab y is in R(disEqLen) due to the following sequence of productions (⇒ stands for a single application of a production rule):
A ref-word r is said to be valid for X if each variable in X is opened and then closed exactly once. Formally, for each x ∈ X it holds that r has precisely one occurrence of x , precisely one occurrence of x , and the former occurrence takes place before (i.e., to the left of) the latter. We denote by Ref ( We define the class of context-free spanners as the spanners that can be represented by vset-grammars.
Expressiveness and Complexity
Regex formulas [4] are defined via the following recursive rule: B and B ⊆ A) . Solid directed arrow from class A to class B denotes that there is a strict containment A B. Gray arrows represent connections that are already known [4] .
set of all ref-words in R(α) that are valid for Vars(α). The result of evaluating the spanner α on a document d is then defined as follows:
Regular spanners are the closure of regex formulas under the classic relational algebra: projection, natural join, union, and difference. Core spanners are obtained by extending the positive relational algebra with string-equality selection on span variables. Generalized core spanners are defined as the closure of core spanners under difference. (See full definitions by Fagin et al. [4] .) We refer to spanners that can be evaluated in polynomial time in data complexity (that is, when the spanner representation is regarded as fixed) as polynomially computable. Figure 1 presents the connections between the above-mentioned classes of spanners. As the figure suggests, context-free spanners are computable in polynomial time in data complexity. This, indeed, can be shown by using Cocke-Younger-Kasami algorithm for context-free grammars [11] . Note, however, that the output size might be quite big. More precisely, there are grammars G with output size Ω(|d| 2k ) where k is the number of variables of G. Since an evaluation algorithm must at least write down this output, alternative complexity yardsticks for efficiently should be used. This leads to the following result: Theorem 1. Let G be a context-free vset-grammar. For every document d, one can enumerate G (d) with constant delay after quadratic O(|d| 3 ) preprocessing.
Our enumeration algorithm relies on Amarilli et al.'s algorithm for enumerating regular spanners [1] and uses the automaton representation of G which is given as a push-down transducer.
Conclusion
We propose a new grammar-based language for document spanners and present preliminary results on its expressiveness and evaluation complexity. To fully understand the expressiveness of context-free spanners it is required to analyze their closure properties and to characterize explicitly the string relations that can be recognized by them. In terms of efficient enumeration of context-free spanners, there might be a way to decrease the preprocessing time of our algorithm by using ideas that inspired Valiant's parser [20] .
