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Abstract
A matrix completion problem, which aims to recover a complete matrix from
its partial observations, is one of the important problems in the machine learning
field and has been studied actively. However, there is a discrepancy between the
mainstream problem setting, which assumes continuous-valued observations, and
some practical applications such as recommendation systems and SNS link predic-
tions where observations take discrete or even binary values. To cope with this
problem, Davenport et al. (2014) proposed a binary matrix completion (BMC)
problem, where observations are quantized into binary values. Hsieh et al. (2015)
proposed a PU (Positive and Unlabeled) matrix completion problem, which is an
extension of the BMC problem. This problem targets the setting where we cannot
observe negative values, such as SNS link predictions. In the construction of their
method for this setting, they introduced a methodology of the classification prob-
lem, regarding each matrix entry as a sample. Their risk, which defines losses over
unobserved entries as well, indicates the possibility of the use of unobserved en-
tries. In this paper, motivated by a semi-supervised classification method recently
proposed by Sakai et al. (2017), we develop a method for the BMC problem which
can use all of positive, negative, and unobserved entries, by combining the risks
of Davenport et al. (2014) and Hsieh et al. (2015). To the best of our knowledge,
this is the first BMC method which exploits all kinds of matrix entries. We exper-
imentally show that an appropriate mixture of risks improves the performance.
Keywords: Matrix completion, Binary matrix completion, Learning from positive and
unlabeled data
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1 Introduction
A matrix completion problem, which aims to recover a complete matrix from its
partial information, is an important problem in machine learning and has been well
studied (Fazel, 2002; Cande`s and Recht, 2009; Davenport and Romberg, 2016). It
has been applied to a wide variety of practical problems such as collaborative filter-
ing (Goldberg et al., 1992), system identification (Liu and Vandenberghe, 2009), sensor
localization (Biswas et al., 2006), and rank aggregation (Gleich and Lim, 2011). Re-
cently many theoretical analyses on the matrix completion have been conducted (Recht,
2011; Cai and Zhou, 2016; Ge et al., 2016), and they typically guarantee the accurate
recovery of the target matrix under a sufficient number of observed entries.
A mainstream approach to the matrix completion problem assumes continuous-
valued observations. However, there is a discrepancy between those problem settings
and real-world applications. There are some real-world applications, whose observations
take discrete or even binary values. For instance, in a famous collaborative filtering prob-
lem of the Netflix Prize (net, 1997, 2007), the input ratings take integer values from 1
to 5. Also, in the YouTube rating system, there are only two values (“good” and “bad”)
for input. These quantized observations can be considered to be generated based on
some underlying real-valued matrix, but it is difficult to estimate this matrix without
considering how the quantization occurs.
To cope with such problems, Davenport et al. (2014) proposed a new problem setting
called the binary matrix completion (BMC) problem, where observations take binary
values. They also demonstrated the superior performance of their method in the exper-
iment with a movie rating dataset. Although their setting can handle problems with
binary quantized observations, there are more difficult situations in practice. For ex-
ample, in some social networking services, we only observe “like” as a response to web
articles and articles without responses are not directly considered as “unlike” but can
be either “like” or “unlike”.
This type of problem is called learning from positive and unlabeled data (PU learning)
and has been widely studied in the classification field (Elkan and Noto, 2008; Niu et al.,
2016; Kiryo et al., 2017). However, there is a gap between the classification and matrix
completion problems, for instance, unlabeled samples do not exist in the context of
matrix completion. To address the PU matrix completion problem, where there are no
negative observations, Hsieh et al. (2015) regarded unobserved entries as unlabeled data.
Their PU matrix completion method is based on well-studied PU learning techniques
in classification tasks (Hsieh et al., 2015).
An advantage of the PU matrix completion method is that it can take unobserved
entries into account, unlike other existing matrix completion methods which use only
observed entries. This suggests that we can utilize unobserved entries for estimating
matrices, also in the BMC problem, where both positive and negative entries are observ-
able. One way to achieve that would be to extend the PU matrix completion method
so that it can also handle negative observations.
In this paper, we propose a novel BMC method by incorporating unobserved entries
in addition to positive and negative observations. More specifically, we combine the PU
matrix completion method (Hsieh et al., 2015) and its counterpart, the NU (negative
and unlabeled) matrix completion method, with a BMC method. Our approach is moti-
vated by a semi-supervised learning method based on the PU learning for classification
tasks (Sakai et al., 2017). Their idea is to combine a supervised learning method with
a PU learning method so that it can utilize unlabeled data for learning classifiers.
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In the work of Sakai et al. (2017), the authors considered combinations of supervised
learning, PU learning, and NU learning, and concluded that combinations of supervised
learning with either PU or NU learning is a promising approach from the viewpoint
of both theory and empirical results. To extend the PU matrix completion method to
handle negative entries, we also need to investigate promising combinations for the BMC
problem setting. Since the matrix completion problem is substantially different from
the classification problem considered in Sakai et al. (2017), we discuss an appropriate
approach in the context of matrix completion.
The rest of this paper is structured as follows. In Section 2, we first introduce
notations and then formulate the binary matrix completion problem. In Section 3 and
Section 4, we review existing matrix completion and PU classification methods. In
Section 5, we propose a binary matrix completion method based on a BMC method
and a PU matrix completion method. In Section 6, we experimentally analyze our
approach and demonstrate the effectiveness of the proposed method on benchmark
datasets. Finally, in Section 7, we conclude the paper and discuss our future work.
2 Preliminaries
In this section, we introduce notations we use in this paper and then give a problem
setting of the binary matrix completion problem.
2.1 Notations
For any positive integer n, denote {1, 2, 3, . . . , n} by [n]. For any pair of real numbers a
and b, define a∨ b := max(a, b) and a ∧ b := min(a, b). We use Sd and Sd1×d2 to denote
a space of all d-dimensional vectors and all d1 × d2-matrices, which consist of elements
of a set S, respectively. For example, {0, 1}d denotes the space of all zero-one vectors of
length d. We write the i-th element of a vector v as vi and the (i, j)-entry of a matrix
X as Xij .
For a vector v ∈ Rd and 0 < p < ∞, let ‖v‖p = (
∑d
i=1 |vi|p)
1
p be the lp-
norm, and ‖v‖∞ = maxi |vi| be the l∞-norm. For a matrix M ∈ Rd1×d2 , let
‖M‖F =
√∑
(i,j)∈[d1]×[d2]M
2
ij and ‖M‖∞ = max(i,j)∈[d1]×[d2]Mij be the Frobenius
norm and the entry-wise infinity norm, respectively. With two norms lp and lq on R
d2
and Rd1 respectively, define an operator norm of M as ‖M‖p,q = sup‖x‖p=1 ‖Mx‖q.
For the sake of simplicity, for a set of matrix indices Ω ⊆ [d1]×[d2], we write
∑
(i,j)∈Ω
as
∑
Ω, as long as the meaning is clear from the context. Throughout this paper, we
consider matrices of size d1 × d2.
2.2 Quantization process and observation process
A matrix completion is the problem of recovering an underlying target matrix M ∈
R
d1×d2 given its partial information. Here, we define how this input is generated from
M in the binary matrix completion (BMC) problem. Basically, we follow the definition
of Davenport et al. (2014).
In the BMC problem, a set of observed indices Ω = {(it, jt)}nt=1 ⊂ [d1]× [d2] and cor-
responding entries of a matrix Y ∈ {±1}d1×d2 called the quantization matrix are given
as an input. We call a matrix A ∈ {−1, 0,+1}d1×d2 defined as follows the observation
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matrix.
Aij =
{
Yij if (i, j) ∈ Ω,
0 otherwise.
The generation process of the input consists of two steps, how the values of M are
quantized (i.e., how Y is generated) and which entries are observed (i.e., how Ω is
chosen). We assume that these two steps are independent and we can consider them
separately. That is, the generation processes of Y and Ω do not depend on each other.
Below, we explain these two steps in more detail.
2.2.1 Quantization process
We first consider the former step. In a standard matrix completion setting with exact
observations, we get a true value of the underlying matrix, i.e., Y = M . When noisy
observations are considered, we are given noisy values instead of exact ones, that is,
Y = M + Z where Z ∈ Rd1×d2 is a matrix containing noise. We assume these noisy
elements {Zij}(i,j)∈[d1]×[d2] are independent and identically distributed (i.i.d.) according
to a fixed distribution.
On the other hand, in the binary matrix completion setting, observed values are
quantized into a binary value ±1. First consider the following thresholding model.
Yij =
{
+1 if Mij + Zij ≥ 0,
−1 if Mij + Zij < 0.
(1)
Here for each entry (i, j), a noisy value Mij + Zij is generated in the same way as the
noisy setting, then it is quantized into ±1 according to the threshold value 0. Since
there are no assumptions on the noise matrix Z we can use any value as the threshold
without loss of generality, and we simply use zero.
Interestingly, the noise term Z plays an important role in the well-posedness of the
binary matrix completion problem (Davenport et al., 2014). That is to say, if we set Z
to be constant, the problem becomes ill-posed. To see this, consider the case where the
target matrix M can be decomposed as M = uv⊤ with some vectors u ∈ Rd1 , v ∈ Rd2 ,
and Z = 0. Then we can easily see that replacing an element of u or v with a value of
the same sign yields the same quantization matrix. This means even if we observe all
entries of Y , we cannot distinguish M . This ill-posedness does not change if we have
further information of M , such as the norm. However, when the stochastic noise Z is
introduced, the problem becomes well-posed, and we can recover M in some degree of
accuracy similarly to the standard setting (Davenport et al., 2014).
Next, to make this model more tractable, we transform it and remove Z. Letting
the cumulative density function (CDF) of the distribution of the negative noise −Z as
f , the above model can be rewritten as follows.
Yij =
{
+1 with probability f(Mij),
−1 with probability 1− f(Mij).
(2)
We call this f a quantization probability function (QPF). As long as the QPF satisfies
properties of the CDF of some distribution, this model is equivalent to the previous
one with that distribution. For the purpose of theoretical analysis, we make some more
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assumptions on the QPF. For α > 0, we define two quantities Lα and βα as follows.
Lα := sup
|x|≤α
|f ′(x)|
f(x)(1− f(x)) , βα := sup|x|≤α
f(x)(1 − f(x))
(f ′(x))2
. (3)
We assume that these terms are well-defined with f , more precisely, f is differentiable
and takes a value in range (0, 1) for x ∈ [−α, α], and f ′ is non-zero in [−α, α].
We list some possible choices for the QPF, proposed in Davenport et al. (2014).
• Probit regression / Gaussian noise
The probit regression model is represented by the model (2) with f(x) = Φ(x
σ
),
where Φ is the CDF of Gaussian distribution N(0, 1), N(a, b2) denotes the Gaus-
sian distribution with mean a and variance b2, and σ is a parameter for the stan-
dard deviation. This is equivalent to the model (1), where Zij are i.i.d. according
to N(0, σ2). We have
Lα ≤ 4
σ
(
α
σ
+ 1), and βα ≤ piσ2 exp( α
2
2σ2
).
• Logistic regression / Logistic noise
The logistic regression model is represented by the model (2) with f(x) =
1
1+exp(−x) , or equivalently the model (1) where Zij are i.i.d. according to the
standard logistic distribution. We have
Lα = 1, and βα =
(1 + eα)2
eα
.
2.2.2 Observation process
Next we consider how the set of observed indices Ω is chosen. We define three
models used in existing methods (Cande`s and Recht, 2009; Cai and Zhou, 2013;
Davenport et al., 2014). Let Π = {piij}(i,j)∈[d1]×[d2] be a distribution over [d1] × [d2],
which satisfies piij ∈ [0, 1] and
∑
[d1]×[d2] piij = 1. We consider the case where the
number of observed indices is n.
One is a multi-Bernoulli model, which is used in Davenport et al. (2014). In this
model, each entry (i, j) is observed independently according to the distribution Π
rescaled so that E[|Ω|] = n, that is, P ((i, j) ∈ Ω) = npiij for all (i, j) ∈ [d1] × [d2],
where P (·) denotes the probability of an event. Note that the expected size of Ω is n,
and in practice, we cannot know the actual n used in the process.
The second is a multinomial model, which is used in Cai and Zhou (2013). In this
model, we repeatedly sample an index according to Π with replacement n times. For-
mally, Ω = {(it, jt)}nt=1 ∈ ([d1]× [d2])n and P ((it, jt) = (k, l)) = pikl for all t ∈ [n] and
(k, l) ∈ [d1] × [d2]. This model is analogous to the sampling model of the classification
problem. However, there exists a clear drawback that we sample some entries multiple
times with high probability.
The last one is an all-at-once model, which is used in Cande`s and Recht (2009).
Given Π, the joint probability for the set of indices can be calculated. This model
directly samples Ω of size n according to these probabilities.
The most popular choice for the sampling distribution Π is the uniform observation
assumption, where all of piij have the same value
1
d1d2
. We denote this distribution by
Πuni. This simple assumption has an advantage in theoretical analysis and has been
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used in previous research such as Ge et al. (2016). However, from the viewpoint of
real-world application, the uniform observation assumption seems too idealistic and not
to hold (Cai and Zhou, 2016), so we leave Π general in this paper.
2.3 Underlying matrix and constraints
To recover the underlying matrix, we make some assumptions onM , since, without any
assumptions, unobserved entries can take arbitrary values. Here, we discuss what kind
of assumptions we will use.
A basic assumption used in the matrix completion problem is the low-rankness ofM ,
that is, for small r ≪ min(d1, d2),M satisfies rank(M) ≤ r. This is equivalent to thatM
can be factorized as UV ⊤ =M , where U ∈ Rd1×r and V ∈ Rd2×r. From the viewpoint
of singular values, the assumption rank(M) = r means that the first r singular values of
M are non-zero and others are exactly zero. However, in many real-world applications,
the singular values of M gradually decreases to zero (Davenport et al., 2014). Thus
separating them into zeros and non-zeros exactly can be problematic. Another problem
of the rank constraint is that the optimization problem becomes non-convex and NP-
hard in general (Fazel, 2002). So in this paper, we use relaxation of the low-rank
constraint.
A popular option is the nuclear norm (a.k.a. the trace norm) ‖ · ‖∗, which is the
sum of singular values. In contrast to the rank, which counts the number of non-zero
singular values, the nuclear norm takes the sum of singular values. As discussed in Fazel
(2002), as a function of a matrix, the nuclear norm is a convex envelope of the rank,
and thus replacing the rank constraint in the optimization problem with the nuclear
norm makes the problem convex. This is a big advantage of using this constraint.
Another option is the max norm, which is defined as follows.
‖M‖max = inf
U,V :M=UV ⊤
{‖U‖2,∞‖V ‖2,∞}.
The max norm is also a convex surrogate of the rank (Foygel and Srebro, 2011), and
comparable to the trace norm, which can be written as
‖M‖∗ = inf
U,V :M=UV ⊤
{‖U‖F‖V ‖F} = 1
2
inf
U,V :M=UV ⊤
{‖U‖2F + ‖V ‖2F}.
From above and an inequation ‖M‖F ≤
√
max(d1, d2)‖M‖2,∞, we have
‖M‖∗ ≤
√
d1d2‖M‖max.
For more discussions on the comparison of the trace and max norms, see Cai and Zhou
(2013) and Srebro and Shraibman (2005).
In addition to them, we also constrain the infinity norm. When we use a QPF
listed above, entries with a large absolute value will be quantized almost deterministic.
Thus this assumption is important to keep the randomness of the quantization process.
Overall, we focus on matrices in the following spaces.
K∗(α, r) :=
{
M ∈ Rd1×d2 | ‖M‖∞ ≤ α, ‖M‖∗ ≤ α
√
rd1d2
}
, (4)
Kmax(α,C) :=
{
M ∈ Rd1×d2 | ‖M‖∞ ≤ α, ‖M‖max ≤ C
}
. (5)
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Here α, r, C are free parameters to be determined. For a matrix M of rank r, we have
‖M‖F ≤ ‖M‖∗ ≤
√
r‖M‖F ≤
√
rd1d2‖M‖∞,
and ‖M‖∞ ≤ ‖M‖max ≤
√
r‖M‖1,∞ ≤
√
r‖M‖∞.
From these inequations, we can consider K∗ and Kmax as relaxed versions of the rank
constraint and the infinity norm constraint. As discussed, if a matrix M satisfies
rank(M) ≤ r and ‖M‖∞ ≤ α, then
M ∈ Kmax(α, α
√
r) ⊂ K∗(α, r).
3 Existing methods
In this section, we review existing studies on the matrix completion problem. Although
studies on this problem have a long history and there are various kinds of problem
settings and approaches, we mainly focus on studies which are directly related to our
method and ones which give a theoretical recovery guarantee.
3.1 Matrix completion
First, we review the standard matrix completion problem, where quantization does not
happen. Let M ∈ Rd1×d2 be a target matrix, A ∈ Rd1×d2 be an input matrix which
contains observed values, and Ω ⊂ [d1]× [d2] be a set of observed indices. The common
problem setting assumes rank(M) ≤ r for some constant r > 0 (Jain and Netrapalli,
2015), and then the optimization problem to solve becomes
min
X∈Rd1×d2
‖PΩ(X −A)‖2F
s.t. rank(X) ≤ r,
(6)
where PΩ is a projection which sets each entries not in the set Ω to 0. Here ‖PΩ(·)‖2F
measures the discrepancy between the estimation and the observation. The following
alternative form is used in Jiang et al. (2017).
min
X∈Rd1×d2
rank(X)
s.t. ‖PΩ(X −A)‖2F ≤ t,
where t ≥ 0 is a constant. As discussed in Fazel (2002), these two problems are closely
related and the solutions become equivalent by properly adjusting r and t.
Because of the discreteness of the rank operator, these optimization problems are
NP-hard in general (Fazel, 2002), and thus it is difficult to solve directly. There are two
major approaches to solve them efficiently. One is based on the technique called matrix
factorization or alternating minimization (Koren et al., 2009; Jain et al., 2013). This
method decomposes the estimation matrix as X = UV ⊤ using matrices U ∈ Rd1×k and
V ∈ Rd2×k for k ≤ d1 ∧ d2, and iteratively optimizes U and V .
Another approach uses the relaxation of the rank constraint. As the trace norm and
the max norm are semi-definite representable (Fazel, 2002; Srebro et al., 2005), replacing
the rank constraint with them enables us to solve the problem using well-studied semi-
definite programming. We introduce some theoretical guarantees of recovery proved in
former studies.
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3.1.1 Uniform sampling distribution with the trace norm
For the all-at-once model with the uniform observation distribution, there are many
types of research (Davenport and Romberg, 2016). Here we consider trace norm relax-
ation of the optimization problem in Eq. (6). In the specific case where we are given
noise-free observations, Cande`s and Recht (2009) proved a strong guarantee that un-
der some assumptions, we can recover the exact target matrix by solving the following
optimization problem:
min
X∈Rd1×d2
‖X‖∗
s.t. PΩ(X) = PΩ(M).
Their result is further improved by Recht (2011).
Next, we introduce the work of Cande`s and Plan (2010), which considers the noisy
observation. Let the noisy observation Y =M +Z. Supposing that ‖PΩ(Z)‖F ≤ δ with
a positive constant δ > 0, consider the following optimization problem.
min
X∈Rd1×d2
‖X‖∗
s.t. ‖PΩ(X − Y )‖F ≤ δ.
Then under some more assumptions on M , the solution M∗ of this problem satisfies
‖M −M∗‖F ≤ 2δ
(
1 + 2
√
(2 + p)(d1 ∧ d2)
p
)
,
where p = n
d1d2
is the fraction of observed entries.
3.1.2 General sampling distribution with the max norm
After the work of Foygel and Srebro (2011) which used the max norm constraint and the
uniform observation model, Cai and Zhou (2016) studied the case of general observation
distributions. They solved the following optimization problem:
min
X
n∑
t=1
(Yitjt −Xitjt)2
s.t. X ∈ Kmax(α, α
√
r),
(7)
where Kmax is defined in Eq. (5), under the following assumptions.
• The set of observed indices Ω is drawn according to the multinomial model defined
in Sec. 2.2.2, with a general distribution Π.
• The given noisy observations {Yitjt}nt=1 indexed by Ω satisfy Yitjt = Mitjt + σzt,
where σ is a constant and zt is i.i.d. noise with mean 0 and variance 1.
• For constants r and α, M ∈ Kmax(α, α√r). As discussed in Sec. 2.3, this is
relaxation of rank(M) ≤ r and ‖M‖∞ ≤ α.
With the uniform sampling distribution, it is common to use the scaled Frobenius
norm 1
d1d2
‖·‖F to measure the estimation error. As sampling distribution Π is arbitrary,
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we rescale it according to Π. For a matrix X , define the weighted Frobenius norm as
follows.
‖X‖Π :=
√
E(i,j)∼Π
[
X2ij
]
=
√ ∑
[d1]×[d2]
piijX2ij .
Note that when Π = Πuni, this is equivalent to the scaled Frobenius norm.
Then the following theorem holds.
Theorem 3.1. (Cai and Zhou (2016)) Suppose that d1 + d2 < n < d1d2 and noise
sequence {zt}nt=1 are independent sub-exponential random variables. That is, there exists
a constant K > 0 such that
max
t∈[n]
E
[
exp
( |zt|
K
)]
≤ e,
where e is the Napier’s constant. Then for the solution M∗ of the optimization problem
in Eq. (7) with probability at least 1− 2e−(d1+d2),
‖M∗ −M‖2Π ≤ C(α ∨Kσ)α
√
r(d1 + d2)
n
,
where C is an absolute constant. If in addition, piij ≥ 1νd1d2 is satisfied for all (i, j) ∈
[d1]× [d2] and a constant ν ≥ 1, with probability at least 1− 2e−(d1+d2),
1
d1d2
‖M∗ −M‖2F ≤ Cν(α ∨Kσ)α
√
r(d1 + d2)
n
.
3.2 Binary matrix completion
The binary matrix completion (BMC) problem, proposed by Davenport et al. (2014),
aims to recover the underlying target matrix given binary quantized observations.
There are several papers which consider the quantized input before their work such
as Srebro and Shraibman (2005) and Srebro et al. (2005). However, they only focused
on the classification task, that is, the recovery of only signs of the target matrix, while
the BMC problem aims to recover the actual target matrix.
3.2.1 Binary matrix completion with the trace norm constraint
The problem setting of Davenport et al. (2014) is basically same as that we introduced
in Sec. 2. Let M be the target matrix, Ω be the set of observed indices, Y be the
quantization matrix and A be the observation matrix. Specific assumptions used in
their work are as follows.
• For constants r and α, M ∈ K∗(α, r). K∗ is defined in Eq. (4). As discussed in
Sec. 2.3, this is relaxation of rank(M) ≤ r and ‖M‖∞ ≤ α.
• Both Lα and βα (defined in Eq. (3)) are well-defined with the quantization prob-
ability function (QPF) f .
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• In the observation process, Ω is drawn according to the multi-Bernoulli model
with the uniform distribution Πuni, with E[|Ω|] = n.
Under these assumptions, we can write the entire generation process of A as follows.
Aij =

+1 with probability (1− ρ)f(Mij),
−1 with probability (1− ρ)(1 − f(Mij)),
0 with probability ρ,
where ρ = 1− n
d1d2
is a misobservation rate. Based on these probabilities, we can derive
the likelihood of each entry of the estimation. The negative log-likelihood function for
an entry and an entire matrix are defined as follows.
l(x, a) :=− 1a=+1 log f(x)− 1a=−1 log(1− f(x)),
L(X,A) :=
∑
[d1]×[d2]
l(Xij , Aij).
Note that it is equivalent to define L(X,A) =
∑
Ω l(Xij , Aij) in this setting, but we
use this general definition for later use. Davenport et al. (2014) used this L to measure
the discrepancy between the estimation and observation matrices. The optimization
problem is defined as follows.
min
X
L(X,A)
s.t. X ∈ K∗(α, r).
For the solutionM∗ of this problem, they obtained an upper bound of the estimation
error.
Theorem 3.2. (Davenport et al. (2014)) Under the above assumptions, with probability
at least 1− C1
d1+d2
,
1
d1d2
‖M −M∗‖2F ≤ Cα
√
r(d1 + d2)
n
√
1 +
(d1 + d2) log(d1d2)
n
,
where Cα := C2Lαβα and C1 and C2 are absolute constants. If n ≥ (d1 + d2) log(d1d2)
then this is simplified to
1
d1d2
‖M −M∗‖2F ≤
√
2Cα
√
r(d1 + d2)
n
.
3.2.2 Binary matrix completion with the max norm constraint
As discussed in Sec. 2.2.2, the uniform observation assumption used in Davenport et al.
(2014) is too idealistic for some practical applications. Instead of this, Cai and Zhou
(2013) considered a more general observation model. They also used the max norm
constraint in exchange for the trace norm. Assumptions used are:
• For constants r and α,M ∈ Kmax(α, α√r). This is also relaxation of rank(M) ≤ r
and ‖M‖∞ ≤ α.
• Both Lα and βα (defined in Eq. (3)) are well-defined with the QPF f .
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• In the observation process, Ω is drawn according to the multinomial model with
a general distribution Π.
The optimization problem is basically same as the one in Sec. 3.2.1 and only the
constraint is changed.
min
X
L(X,A)
s.t. X ∈ Kmax(α, α
√
r).
We define a term Uα used in the estimation error upper bound for the solution M
∗
of this problem proved in Cai and Zhou (2013).
Uα := sup
|x|≤α
log
1
f(x)(1 − f(x)) .
This term is well-defined under the second assumption. Then the following theorem
holds.
Theorem 3.3. (Cai and Zhou (2013)) Under the above assumptions, with probability
at least 1− δ,
‖M −M∗‖2Π ≤ Cβα
(
Lαα
√
r(d1 + d2)
n
+ Uα
√
log(4/δ)
n
)
,
where C is an absolute constant.
This bound is comparable to the one shown in Th. 3.1,
‖M −M∗‖2Π ≤ C′(α ∨Kσ)α
√
r(d1 + d2)
n
.
Consider the special case where the noise {zt}nt=1 is taken from the Gaussian distribution
N (0, σ2), or equivalently the QPF is f(x) = Φ(x/σ). Then we have
Lα ≤ 4
σ
(α
σ
+ 1
)
, βα ≤ piσ2 exp
(
α2
2σ2
)
, Uα ≤
(α
σ
+ 1
)2
,
and thus the bound in Th. 3.3 becomes
‖M −M∗‖2Π ≤ C exp
(
α2
2σ2
){
(α+ σ)α
√
r(d1 + d2)
n
+ (α+ σ)
2
√
log(4/δ)
n
}
.
With inequality (α ∨ σ) ≤ (α+ σ) ≤ 2(α ∨ σ), they claim that there is no essential loss
of recovery accuracy caused by the quantization of the observation, if α
σ
is bounded. On
the other hand, if signal-to-noise ratio α
σ
is large, that is, α ≫ σ, the setting becomes
relatively noise-less and this bound deteriorates.
3.3 PU matrix completion
The PU matrix completion problem, proposed by Hsieh et al. (2015), is a further exten-
sion of the binary matrix completion setting. This problem is named after the PU learn-
ing in the classification field, which stands for “positive and unlabeled” (Letouzey et al.,
2000). In this setting, we can only observe positive entries, i.e., entries quantized into
+1. Recommender systems and SNS link prediction where only “like” and “friendship”
are observed are possible applications.
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3.3.1 Problem setting
The main change of the PU matrix completion setting from the binary matrix com-
pletion lies in the observation process. In this setting, instead of observing a subset of
whole entries, we only observe a subset of positively quantized entries. Note that thus
the observation process and the quantization process depend on each other.
LetM ∈ Rd1×d2 be the target matrix and Y ∈ {±1}d1×d2 be the quantization matrix.
Y is generated in the same way as the binary matrix completion setting with the QPF
f . Given a misobservation rate ρ ∈ (0, 1), the observation matrix A ∈ {0,+1}d1×d2 is
observed according to the following probabilities.
P (Aij = +1) = ρ1Yij=+1,
P (Aij = 0) = 1− P (Aij = +1),
where where 1c denotes the indicator function outputting 1 if the condition c is true
and 0 otherwise. Using the definition of the quantization process, we can rewrite this
as
Aij =
{
+1 with probability (1− ρ)f(Mij),
0 otherwise.
This model can also be considered as the multi-Bernoulli model over only positive
entries.
3.3.2 Method
It is easy to see that methods for the standard and binary matrix completion problems
are not applicable to this PU setting, since a matrix whose entries are filled by 1 can
be a solution. To overcome this problem, Hsieh et al. (2015) introduced the idea of the
classification problem.
Given a quantization matrix Y , consider an entry (i, j) as an instance and the
corresponding quantized value Yij as its label. From this interpretation, we can regard
Y as a set of d1d2 i.i.d. training samples drawn from a distribution parametrized by the
target matrixM and the QPF f . Then our goal now is to estimate unknown parameters
of the underlying distribution. Since Y has only two kinds of values, ±1, we can consider
this as a binary classification problem.
The actual input we are given is an observation matrix A, where some entries of Y
are misobserved and become 0. However, the number of values in A is still only two,
that is, 0 and +1. Thus regarding 0 in A as negative labels, we can consider what
happened in the observation process as a label perturbation or the addition of label
noise. Precisely, in the observation process, positive labels are flipped to negative labels
with a probability ρ while negative labels are not.
Natarajan et al. (2013) studied the classification problem with this kind of label
perturbation. Let ρ+1 and ρ−1 be the perturbation rates of the positive and negative
labels respectively, that is, the true label y ∈ {±1} and the corresponding perturbed
label y˜ ∈ {±1} satisfy
P (y˜ = −1|y = +1) = ρ+1,
P (y˜ = +1|y = −1) = ρ−1.
Then the following theorem tells us how to construct an unbiased estimator of the loss
with noisy labels.
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Theorem 3.4. (Natarajan et al. (2013)) Given any loss function l : R × {±1} → R,
define l˜ as
l˜(x, y) :=
(1 − ρ−y)l(x, y)− ρyl(x,−y)
1− ρ+ − ρ− .
Then for any x and y, we have
Ey˜ [l˜(x, y˜)] = l(x, y).
Hsieh et al. (2015) used this modified loss function in their method. Since in the PU
matrix completion setting, ρ+1 = ρ and ρ−1 = 0, the modified loss function for given l
becomes
l˜(x, a) :=
{
l(x,+1)−ρl(x,−1)
1−ρ (a = +1),
l(x,−1) (a = 0).
Note that negative labels are represented in different ways in the observation matrix A
and the quantized matrix Y and we bridge this gap in this definition. Define the loss
for the entire matrix as follows.
LPU(X,A) :=
∑
[d1]×[d2]
l˜(Xij , Aij).
Then from Th. 3.4, we have
EA [LPU(X,A)] = EY [L(X,Y )] .
Here EA is a expectation over the generation process of Y and Ω. The optimization
problem is given as follows.
min
X
LPU(X,A)
s.t. X ∈ K∗(α, α
√
r).
(8)
Here we leave the loss function l free for the purpose of generality, while their theoretical
analysis focused on specific choices.
3.3.3 Theoretical analysis
Hsieh et al. (2015) established estimation error bounds for their method with two spe-
cific choices of parameters. Since the QPF used in one of them is not continuous and
not comparable to our setting, we show the bound for another one only.
Theorem 3.5. (Hsieh et al. (2015)) Suppose for a constant t, the target matrix satisfies
‖M‖∗ ≤ t and Mij ∈ [0, 1] for all (i, j) ∈ [d1] × [d2], and the QPF f is an identity
function f(x) = x. For the solution M∗ of the problem in Eq. (8) with the loss function
l(x, a) = (x− a)2, with probability at least 1− δ,
1
d1d2
‖M∗ −M‖2F ≤ 2Ct
√
d1 +
√
d2 + 4
√
s
(1− ρ)d1d2 + 6
√
log(2δ)
(1− ρ)√d1d2
,
where s is the number of 1s in Y and C is a constant.
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Consider the case where t =
√
rd1d2 and d1 = d2 = d. Introducing parameters
used in the PU setting, we can confirm that the bound of Davenport et al. (2014)
becomes essentially O
( √
r√
(1−ρ)d
)
, and that of Hsieh et al. (2015) is O
( √
r
(1−ρ)
√
d
)
. So
the loss of accuracy is only 1√
(1−ρ) , although in the PU setting we do not have negative
observations.
4 PU learning in classification
Our method is highly motivated by the result of Sakai et al. (2017). In this section, we
introduce the PU classification problem to explain their work.
4.1 Classification problem
The classification problem is one of the most fundamental problems in machine learning
(Mohri et al., 2012; Shalev-Shwartz and Ben-David, 2014). Let x ∈ X be an input and
y ∈ Y be its label, equipped with an underlying probability density p(x, y). The goal of
the classification problem is to learn a function, which maps an input to its label, given
a set of (usually) labeled samples. We consider the binary classification problem, that
is, Y = {±1}.
A major approach to this problem is the empirical risk minimization (ERM) (Vapnik,
1995). For a loss function l : R → R which takes a small value with a large input, the
risk R of a function f : X → Y under the loss l is defined as
R(f) = E(x,y)∼p(x,y) [l(yf(x))] . (9)
This risk measures the average prediction quality of f under loss function l. The optimal
classifier f∗, called the Bayes classifier, is given by
f∗ = arg min
f
R(f)
with the zero-one loss l0-1(x) = 1x≤0. Since we do not know the underlying density
p(x, y), we cannot compute the risk, and it is also not possible to obtain the Bayes
classifier directly.
In practice, we approximate the risk by given samples. Let
S = {(xi, yi)}ni=1 i.i.d.∼ p(x, y)
be a training set. In the ERM, instead of minimizing the above risk in Eq. (9), we use
its approximation R̂, called the empirical risk, defined by the average loss on the given
training set.
R̂ =
1
n
∑
(x,y)∈S
l(yf(x)).
Since optimizing the risk function with the zero-one loss is known as the NP-hard
problem due to the discreteness of that loss (Nguyen and Sanner, 2013), we use its
surrogate to solve the optimization problem efficiently. It is known that if there are
an infinite number of training samples, the minimizer of R̂ with convex surrogate loss
functions such as the squared loss function l(x) = (1− x)2 agrees with the minimizer of
R̂ with zero-one loss (Rosasco et al., 2004).
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4.2 PU classification
The PU classification is a problem to learn a classifier from only positive and unla-
beled samples (Elkan and Noto, 2008). This problem setting is conceivable in various
applications.
• The internet advertising, where positive (user’s interest) samples are easy to collect
via “clicked” data but negative samples are not identifiable from “unclicked” data
since users frequently skip advertisements.
• The land-cover classification (Li et al., 2011), where positive samples (building
areas) are easy to label but negative samples (other areas) are too diverse to
properly label.
4.2.1 Two settings in PU classification
As mentioned by Niu et al. (2016), there are two formulations for PU classification,
called the one-sample (OS) and two-samples (TS) settings. In the OS setting, first a set
of samples (x, y, s) are taken from the underlying density p(x, y, s), where s indicates
whether x is labeled (s = 1) or not (s = 0). In PU classification, samples in the negative
class are not labeled, i.e., P (s = 1 | y = −1) = 0, and each sample in the positive class
is labeled with a probability P (s = 1 | y = +1) = 1 − ρ for a constant ρ ∈ [0, 1].
Elkan and Noto (2008) showed that if ρ is given, we can calculate the expectation over
p(x, y) of any function, and proposed several methods to estimate this ρ. The method of
Natarajan et al. (2013), which is used in the PU matrix completion method, is applicable
to this OS setting, considering the unlabeled samples as negative and setting ρ+1 = ρ
and ρ−1 = 0.
On the other hand, in the TS setting, positive samples are taken from the density
p(x|y = +1) and unlabeled samples are taken from the marginal density p(x). Thus
contrarily to the OS setting, positive samples and unlabeled samples are independent.
du Plessis et al. (2014) proposed an ERM-based PU classification method and analyzed
its theoretical properties. Moreover, Niu et al. (2016) theoretically compared the PU
learning method with supervised learning methods and revealed that in some case,
the performance of the PU learning method is superior to that of supervised learning
methods even though PU learning cannot access labels for the negative class. These
works (du Plessis et al., 2014; Niu et al., 2016) led to a semi-supervised classification
method (Sakai et al., 2017), which can utilize unlabeled samples for training a classifier
without strong assumptions for the data distribution, unlike existing methods that rely
on the cluster assumptions (Chapelle et al., 2006). Since this paper is highly motivated
by Sakai et al. (2017), we here review the ERM-based PU classification method.
4.2.2 ERM-based PU classification
Let us denote the sets of positive and unlabeled samples by
SP := {xi}nPi=1 i.i.d.∼ p(x | y = +1),
SU := {xi}nUi=1 i.i.d.∼ p(x) = θp(x | y = +1) + (1− θ)p(x | y = −1),
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where θ is the class-prior p(y = +1). Let EP, EN, and EU be the expectations over
p(x|y = +1), p(x|y = −1), and p(x), respectively. Moreover, let us define
RP(f) = EP [l(+f(x))] ,
RN(f) = EN [l(−f(x))] ,
RU,P(f) = EU [l(+f(x))] ,
RU,N(f) = EU [l(−f(x))] .
Then, the risk of the supervised learning in Eq. (9) can also be expressed as
R(f) = E(x,y)∼p(x,y) [l(yf(x))]
= θEP [l(+f(x))] + (1− θ)EN [l(−f(x))]
= θRP(f) + (1− θ)RN(f).
We refer to this risk as the positive-negative risk (the PN risk) and denote it by RPN(f).
In the TS setting, the following transformation enables us to calculate the risk in
Eq. (9) using only SP and SU (du Plessis et al., 2014). From the definition of the
marginal density, we have
EU[l(−f(x))] = θEP[l(−f(x))] + (1 − θ)EN[l(−f(x))],
or equivalently
RU,N(f) = θEP[l(−f(x))] + (1− θ)RN(f).
Then, plugging this into RPN, we obtain the risk in PU classification (the PU risk) by
RPN(f) = θRP(f) + (1 − θ)RN(f)
= θEP [l(+f(x))] + {RU,N(f)− θEP[l(−f(x))]}
= θR¯P(f) +RU,N(f)
=: RPU(f),
where R¯P(f) := EP
[
l¯(f(x))
]
and l¯(t) := l(t)− l(−t) is a composite loss.
In practice, we approximate the expectations in the PU risk by corresponding sample
averages and obtain the empirical PU risk as
R̂PU(f) :=
θ
nP
∑
x∈SP
l¯(f(x)) +
1
nU
∑
x∈SU
l(−f(x)).
By minimizing the empirical PU risk, we obtain a trained classifier from only positive
and unlabeled samples. Note that the class-prior θ = P (y = +1) is replaced with an
estimate based on domain knowledge or some class-prior estimation method from PU
data such as du Plessis et al. (2016).
4.3 PNU Learning
Based on the PU classification method in the TS setting, the semi-supervised classifi-
cation method was proposed by Sakai et al. (2017). The idea is to combine the risk in
the supervised learning with the risk in the PU learning method, which enables us to
approximate the risk using both labeled and unlabeled samples.
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First, let us define negative samples as
SN := {xi}nNi=1 i.i.d.∼ p(x | y = −1).
Furthermore, we define the risk in classification from negative and unlabeled data (the
NU risk) and the empirical risk as
RNU(f) := (1− θ)R¯N(f) +RU,P(f),
R̂NU(f) :=
(1− θ)
nN
∑
x∈SN
l¯(−f(x)) + 1
nU
∑
x∈SU
l(f(x)),
where R¯N := EN[l¯(−f(x))]. The NU classification is just a counterpart of the PU
classification and the NU risk can be obtained in a similar way that we obtain the PU
risk.
Then, the PNU risk is defined by
RηPNU(f) :=
{
(1− η)RPN(f) + ηRPU(f) (η ≥ 0),
(1 + η)RPN(f)− ηRNU(f) (η < 0),
where η ∈ [−1,+1] is the combination parameter. The method minimizing this PNU risk
is referred to as the PNU learning. The PNU risk function is either convex combinations
of the PN and PU risks or that of the PN and NU risks. Sakai et al. (2017) also
considered the combinations of the PU and NU risks, but they revealed that the PNU
risk is more promising from both theoretical and empirical viewpoints.
In practice, we use the empirical PNU risk.
R̂ηPNU(f) :=
{
(1− η)R̂PN(f) + ηR̂PU(f) (η ≥ 0),
(1 + η)R̂PN(f)− ηR̂NU(f) (η < 0).
The combination parameter η is determined by, e.g., cross-validation.
PNU learning is demonstrated to achieve higher classification accuracy than other
existing methods in experiments (Sakai et al., 2017). This motivates us to consider a
novel matrix completion approach based on PU matrix completion.
4.4 Comparison to Matrix Completion
We propose using the idea of the PNU classification method, that is, the combination of
PN and PU risks, in the BMC problem. However, there are several differences between
classification and matrix completion. Here we list some of them.
• Unlabeled samples:
In the PU classification problem, we draw unlabeled samples frommarginal density
p(x), while in the BMC problem, there are no unlabeled data. Hsieh et al. (2015)
treated unobserved entries as unlabeled data to address the PU setting. Note that
in this case observed and unobserved entries are not independent and thus this
corresponds to the OS setting. We follow this and regard unobserved entries as
unlabeled.
• Fixed data size:
In the classification problem, the number of given training samples can be arbi-
trary, while in the matrix completion, regarding each entry as a sample, there are
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just d1d2 samples in total. This does not change the optimization process, but a
theoretical analysis would be affected.
• What to estimate:
In the classification problem, what we want to estimate is a function which maps
a sample to its label. However, in the binary matrix completion, our goal is to
estimate the underlying matrix, which rather corresponds to the parameters of
the data distribution. Actually this is more difficult than just learning a classifier
g : [d1]× [d2]→ {±1}, since we can construct this g from the estimated matrix M
as g((i, j)) = 21f(Mij)≥ 12 − 1, but the reverse is impossible.
5 Proposed method
In this section, we discuss a way to improve former BMC methods and propose a new
method.
5.1 Motivation
Again, let M , Y , and A be the target, quantization and observation matrices, respec-
tively. Let f be the QPF, Ω be a set of observed indices and ρ be the misobservation rate.
First we reprint loss functions and risks used in Davenport et al. (2014) and Hsieh et al.
(2015). In the former, they used the negative log-likelihood function.
lNLL(x, a) := 1a=+1 log
1
f(x)
+ 1a=−1 log
1
1− f(x) ,
Lobs(X,A) :=
∑
[d1]×[d2]
lNLL(Xij , Aij).
In the latter, for a given loss function l, they used a modified loss l˜.
l˜(x, a) :=
{
1
1−ρ(l(x,+1)− ρl(x,−1)) (a = +1),
l(x,−1) (a = 0),
Lall(X,A) :=
∑
[d1]×[d2]
l˜(Xij , Aij).
Hereafter we consider the case of l = lNLL. Note that A belongs to different spaces in
each study, that is, the former supposes A ∈ {−1, 0,+1}d1×d2 and the latter supposes
A ∈ {0,+1}d1×d2 .
The point we focus on is the set of indices which risks are defined over. From the
definition of lNLL, Lobs can be equivalently expressed as
Lobs(X,A) :=
∑
Ω
lNLL(Xij , Aij),
for the BMC setting. That is, Lobs is effectively defined only over observed entries. On
the other hand, Lall is defined over all entries including unobserved ones. Although this
is natural since their method is based on the PU classification method of Natarajan et al.
(2013), this difference gives us an important insight. That is, we can extract information
even from unobserved entries, in other words, the “unobservedness” has information too.
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In the standard methods for the matrix completion problem and the binary matrix
completion problem, in the same way as Lobs, the risk for the estimation matrix is not
defined over unobserved entries. Also, the method of Hsieh et al. (2015) is constructed
for the PU setting and not applicable to the BMC setting without modifications. As
far as we know, in the BMC setting, there are no methods which define a risk overall
entries and distinguish three kinds of entries. This motivates us to build a method for
BMC, which can handle all of the positive, negative, and unobserved entries.
The work of Sakai et al. (2017) suggested a way to achieve this. They argue that
the combination of the PU and PN methods yields better performance in the semi-
supervised classification field. Regarding the method of Hsieh et al. (2015) as PU and
the methods of Davenport et al. (2014) and Cai and Zhou (2013) as PN, we can do
the same thing in the matrix completion field. Of course, since the problem settings
are different, we cannot directly obtain the same result. We later discuss what kind of
combinations is better for our problem.
5.2 Modification of PU method
The PU matrix completion method cannot be directly applied to the BMC setting since
the observation matrix A in BMC can contain −1. Here, we discuss how to solve this.
The problem here is how to treat observed negative entries. The simplest solution
to this would be to ignore them, that is, assign 0 for the loss as follows.
l˜′(x, a) :=

1
1−ρ (l(x,+1)− ρl(x,−1)) (a = +1),
l(x,−1) (a = 0),
0 (a = −1),
L′all(X,A) :=
∑
[d1]×[d2]
l˜(Xij , Aij).
However this modification eliminates the main property of l˜, that is, for any X ,
EA [Lall(X,A)] = EY [Lobs(X,Y )] . (10)
Under the multi-Bernoulli observation model with the uniform sampling distribution,
each entry of A satisfies
Aij =

+1 with probability (1− ρ)f(Mij),
−1 with probability (1− ρ)(1 − f(Mij)),
0 with probability ρ,
in the BMC setting, and
Aij =
{
+1 with probability (1− ρ)f(Mij),
0 with probability (1− ρ)(1− f(Mij)) + ρ,
in the PU setting. Thus to keep Eq. (10) satisfied, it is enough to treat negative entries
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in the same way as unobserved ones, in other words, ignore negative labels as follows.
l˜′′(x, a) :=

1
1−ρ (l(x,+1)− ρl(x,−1)) (a = +1),
l(x,−1) (a = 0),
l(x,−1) (a = −1),
L′′all(X,A) :=
∑
[d1]×[d2]
l˜′′(Xij , Aij).
This satisfies
EA [L
′′
all(X,A)] = EY [Lobs(X,Y )] ,
for any X . So this L′′all is a natural extension of the PU risk Lall to the BMC setting.
Hereafter, we only consider the BMC problem. So for the sake of simplicity, we
refer to Lobs and L
′′
all as LPN and LPU, respectively, and l˜
′′ as l˜PU. We also define the
risk based on observed negative entries and unobserved entries (the NU risk), LNU, as
follows.
l˜NU(x, a) :=

l(x,+1) (a = +1),
l(x,+1) (a = 0),
1
1−ρ(l(x,−1)− ρl(x,+1)) (a = −1),
LNU(X,A) :=
∑
[d1]×[d2]
l˜NU(Xij , Aij).
This is a counterpart of LPU and also satisfies
EA [LNU(X,A)] = EY [LPN(X,Y )] ,
for any X .
5.3 Combination of existing methods
Now we have three loss functions which are based on the former methods, namely, LPN,
LPU, and LNU. We note that all of them do not fully utilize the given information. LPN
does not take unobserved entries into account and LPU and LNU are defined over all
entries but ignore negative and positive labels, respectively. Here, we construct the risk
which can exploit all kinds of positive, negative, and unobserved entries.
We define the PUNU risk LPUNU and the PNU risk LPNU as follows, combining
these loss functions.
LγPUNU(X,A) := (1− γ)LPU(X,A) + γLNU(X,A),
LηPNU(X,A) :=
{
LηPNPU (η ≥ 0),
L−ηPNNU (η < 0),
where
LγPNPU(X,A) := (1− γ)LPN(X,A) + γLPU(X,A),
LγPNNU(X,A) := (1− γ)LPN(X,A) + γLNU(X,A),
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and γ ∈ [0, 1] and η ∈ [−1,+1] are combination parameters. In the classification field,
the PUNU risk works poorly compared to the PNU risk (Sakai et al., 2017). In the
BMC problem, we also obtain a similar result shown in the next section.
Here, we consider a further extension of these risks. An important observation is
that the PUNU risk LγPUNU satisfies the following equation.
EA [L
γ
PUNU(X,A)] = EA [(1 − γ)LPU(X,A) + γLNU(X,A)]
= (1− γ)EA [LPU(X,A)] + γEA [LNU(X,A)]
= EY [LPN(X,Y )] ,
for all γ ∈ [0, 1]. That is, the expected value of the PUNU risk LγPUNU(X,A) equals to
that of the ordinary risk over entire quantization matrix LPN(X,Y ) and thus it keeps
the main property of LPU and LNU. Moreover, from its definition, we can write down
it as follows.
LγPUNU(X,A) = (1− γ)LPU(X,A) + γLNU(X,A)
=
∑
[d1]×[d2]
[
(1− γ)l˜PU(Xij , Aij) + γl˜NU(Xij , Aij)
]
=
∑
[d1]×[d2]
l˜γPUNU(Xij , Aij),
where
l˜γPUNU(x, a) := (1− γ)l˜PU(x, a) + γl˜NU(x, a)
=

1− γρ
1− ρ l(x,+1)− (1− γ)
ρ
1− ρl(x,−1) (a = +1),
γl(x,+1) + (1− γ)l(x,−1) (a = 0),
−γ ρ
1− ρl(x,+1) +
1− (1 − γ)ρ
1− ρ l(x,−1) (a = −1).
We can see that LγPUNU assigns different losses on each kind of positive, negative, and
unobserved entries. This means that, in addition to the above property, LγPUNU can
handle all kinds of entries properly. Consequently, we can regard LγPUNU as an extension
of the PU and NU risks.
As we mentioned, LηPNU works better also in the BMC problem. However, based on
the above discussion on LγPUNU, we consider all the combinations, i.e., combining LPU,
LNU, and LPN. We define such a risk as follows.
LγPN,γPU,γNUTRI (X,A) = γPNLPN(X,A) + γPULPU(X,A) + γNULNU(X,A),
where
γPN, γPU, γNU ∈ [0, 1],
and γPN + γPU + γNU = 1.
Thus we can regard LγPN,γPU,γNUTRI as a weighted average of LPN, LPU, and LNU. We
experimentally show the superiority of this risk in the next section. For the sake of
simplicity, we refer to LγPN,γPU,γNUTRI as LTRI hereafter.
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5.4 Algorithms
The optimization problem we want to solve is,
min
X
LTRI(X,A)
s.t. X ∈ Kmax(α,R),
(11)
where Kmax is defined in Eq. (5) and α and R are parameters to be determined. Here
we use the max norm constraint based on the empirical result of Cai and Zhou (2013),
that the max norm is superior to the trace norm. Here, we describe how to obtain a
solution to this problem.
There are several methods to solve the matrix completion problem, such as the
singular value decomposition based method (Chatterjee, 2015) and the Frank-Wolfe type
algorithm (Jaggi, 2013). However, from the viewpoint of computational complexity,
those methods can be slow in practice and may not be applicable to the large-scale
matrices. So we use the matrix factorization based method, following Cai and Zhou
(2013).
First consider decomposing X ∈ Rd1×d2 as X = UV ⊤, using U ∈ Rd1×k, V ∈ Rd2×k
and a constant 1 ≤ k ≤ (d1 ∨ d2). More formally, for fixed 1 ≤ k ≤ (d1 ∨ d2), define
Mk(R) := {(U, V )|U ∈ Rd1×k, V ∈ Rd2×k,max(‖U‖22,∞, ‖V ‖22,∞) ≤ R}.
Then we can rewrite the problem in Eq. (11) as
min
U,V
LTRI(UV
⊤, A)
s.t. (U, V ) ∈Mk(R), ‖UV ⊤‖∞ ≤ α.
(12)
We can solve the problem in Eq. (12) by iterating the following update. Note that
under the assumption that the QPF f is differentiable, LTRI(X,A) is differentiable with
respect to the first argument. Let (U t, V t) be estimators at a step t = 1, 2, . . .. We first
perform gradient descent.
U t1 = U
t − τ∇LTRI(U t(V t)⊤, A)V t,
V t1 = V
t − τ∇LTRI(U t(V t)⊤, A)
⊤
U t,
where τ > 0 is a step-size parameter. Then we project (U t1, V
t
1 ) onto Mk(R). This
projection is carried out by rescaling each row of U t1 and V
t
1 , whose l2-norms exceed R so
that their norm become R. We keep rows with norm smaller than R unchanged. Let the
result of this projection be (U t2, V
t
2 ). Finally, we rescale (U
t
2, V
t
2 ) so that ‖U t2(V t2 )⊤‖∞ ≤
α. That is, if ‖U t2(V t2 )⊤‖∞ > α,
U t+1 =
√
α
‖U t2(V t2 )⊤‖∞
U t2,
V t+1 =
√
α
‖U t2(V t2 )⊤‖∞
V t2 ,
and otherwise (U t+1, V t+1) = (U t2, V
t
2 ).
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According to Burer and Monteiro (2003), it is important to use sufficiently large k,
at least larger than the actual rank of the target matrix, to obtain the global optimum.
Also as Cai and Zhou (2013) discussed, we should not use too large k since that makes
the optimization problem unnecessarily complex. So following those studies, we use the
scheme that iteratively increases k from a small number until the resulting M = UV T
converges.
6 Experiments
In this section, we conduct several experiments to numerically investigate the perfor-
mance of our method.
6.1 Illustration of PUNU and PNU risks
First, we show how the PUNU and PNU risks behave in the binary matrix completion.
We generate the target matrix M by M = UV ⊤, where entries of matrices U ∈ Rd1×r
and V ∈ Rd2×r are drawn i.i.d. from the uniform distribution over [−1,+1]. Then M
is normalized so that ‖M‖∞ ≤ α. We generate the quantization matrix Y using QPF
f(x) = Φ(x
σ
). Each entry of Y is independently observed with probability 1− ρ.
We set d1 = d2 = 100, r = 10, α = 1, σ = 0.1 and ρ = 0.85 in this experiment, and
assume that all of these parameters are known. We solve the following two optimization
problems, changing parameters γ ∈ [0, 1] and η ∈ [−1,+1].
min
X
LγPUNU(X,A)
s.t. X ∈ Kmax(α, α
√
r).
min
X
LηPNU(X,A)
s.t. X ∈ Kmax(α, α
√
r).
We denote our estimated matrix by M∗.
We plot the average error, which is measured by relative Frobenius error ‖M∗ −
M‖F/‖M‖F, and the standard deviation over 10 trials. Fig. 1 shows the result of the
PUNU risk. The left-most and right-most points correspond to the PU and NU risks,
respectively. In this experiment, γ ∈ [0.3, 0.7] works best, and we can see that the
mixture of PU and NU risks improves the performance. Fig. 2 shows the result of the
PNU risk. The left-most (η = −1), middle (η = 0) and right-most (η = +1) points
correspond to the NU, PN and PU risks, respectively. In this experiment, η = ±0.1
works the best. Comparing the results of the two experiments, we can see that the PNU
method is superior to the PUNU method if parameters are properly tuned, similarly to
the result in the classification field (Sakai et al., 2017).
6.2 Synthetic data
Second, we conduct a synthetic experiment to illustrate the behavior of the proposed risk
LTRI. We generate data in the same way as the previous experiment, with parameters
d1 = d2 = 300, r = 10, α = 1, and ρ = 0.85, using f(x) =
1
(1+exp(−7x)) for the QPF. We
again assume that these parameters are known. We solve the optimization problem in
Eq. (11), changing hyperparameters γPN, γPU, and γNU.
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Figure 1: Plot of the relative Frobenius error ‖M∗−M‖F/‖M‖F versus γ of the PUNU
risk.
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Figure 2: Plot of the relative Frobenius error ‖M∗ −M‖F/‖M‖F versus η of the PNU
risk.
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Figure 3: Ternary heatmap of the relative Frobenius error ‖M∗ −M‖F/‖M‖F for syn-
thetic data.
We plot the average error over 10 trials in Fig. 3. The best point, indicated by the
red dot, is located around (γPN, γPU, γNU) ∼ (0.3, 0.3, 0.4). Since the PUNU and PNU
methods can search only points on the edges of this plot, this result indicates that our
method can be superior to those methods in the sense that it can search the inside of
this triangular region.
6.3 Real-world data
Finally, we evaluate the performance of our method with real-world data. We use the
MovieLens (100k) dataset (mov, 1998). This dataset contains 100,000 movie ratings
from 943 users on 1682 movies. Each rating has an integer value from 1 to 5. Since we
consider the binary matrix completion, we threshold them by the average value of all
ratings. The average is around 3.5, thus we transform ratings 1, 2, and 3 into −1, and
ratings 4 and 5 into +1. We keep 5,000 samples for validation and another 5,000 samples
for testing, and then solve the optimization problem in Eq. (11) using the remaining
90,000 samples, with the QPF f(x) = 1/(1 + exp(−x)). In this experiment, we have
to estimate parameters other than γPN, γPU, and γNU, that is, α and r. Since it is
computationally too expensive to tune all of them at once, we first estimate the value
of α and r using the PN risk, and then tune γPN, γPU, and γNU.
Since only ratings which are already quantized are available, there is no way to
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Table 1: Misclassification error on validation samples. Averages and standard deviations
of 10 trials. Boldface denotes the best according to the t-test at a significance level of
1%.
Original rating 1 2 3
PN method 0.303±0.034 0.298±0.026 0.491±0.015
Proposed method 0.219±0.019 0.245±0.021 0.434±0.023
Original rating 4 5 Overall
PN method 0.297±0.014 0.157±0.025 0.320±0.015
Proposed method 0.327±0.020 0.161±0.011 0.304±0.005
measure the accuracy against the unknown underlying matrix. Here we evaluate the
estimated matrix by its accuracy on the prediction of the sign of the validation samples.
That is, we first quantize it comparing each entry with the average value, and then
evaluate how accurately the signs of validation samples are predicted.
Fig. 4 shows the ternary heatmap of the error on test samples. The best point,
indicated by the red dot, again is located inside the triangular region. Table 1 shows
the average error on validation samples of 10 trials of the PN and proposed methods
with the best parameters. Since we consider the max norm constraint, this PN method
corresponds to the method of Cai and Zhou (2013). Our method achieved 2% lower
error overall. More precisely, our method achieves higher performances on negatively
quantized samples, i.e., 1, 2, and 3, while the PN method works better on positively
quantized samples, i.e., 4 and 5. It is interesting that both methods perform poorly
when the true rating is close to the average value. From the viewpoint of the BMC
problem setting, this is a natural phenomenon since the value of QPF becomes close to
0.5 and thus the quantization process becomes nearly at random. Overall, this result
shows that a proper mixture of the PN, PU, and NU risks can improve the performance
also in the real-world problem, and supports the usefulness of our method.
7 Conclusion
In this paper, we studied the binary matrix completion problem, proposed by
Davenport et al. (2014), where observations are quantized. We first adapted the method
of Hsieh et al. (2015), which is developed for the PU matrix completion problem, to the
BMC setting. Then we constructed the proposed method by combining it with the risk
used in Davenport et al. (2014). Our method can handle unobserved entries, which the
previous method did not utilize, in addition to the observed entries by tuning hyperpa-
rameters. As far as we know, this is the first BMC method which can exploit all of the
positive, negative, and unobserved entries.
The idea of combining risks is motivated by the semi-supervised classification method
of Sakai et al. (2017). However, we experimentally observed that the optimal mixture
of risks for the BMC problem is different from that for the classification problem. In
experiments, we demonstrated that with both synthetic and real-world data, the optimal
mixture of risks tends to consist all of the PN, PU, and NU risks, and thus our method
is superior to previous methods.
Although our method worked better experimentally, we did not have theoretical
guarantees on its performance. Thus the theoretical analysis such as an upper bound
on the recovery error would be an important direction for the future work.
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Figure 4: Ternary heatmap of the test misclassification error for the MovieLens dataset.
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Also, since we have parameters γPN, γPU, and γNU to be tuned, our method is
computationally inefficient. If we can develop either a heuristic or theoretical way to
find optimal values of these parameters efficiently, it would make our method more
practical.
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