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ABSTRACT
Despite recent attempts for solving the person re-identification
problem, it remains a challenging task since a person’s ap-
pearance can vary significantly when large variations in
view angle, human pose and illumination are involved. In
this paper, we propose a novel approach based on using a
gradient-based attention mechanism in deep convolution neu-
ral network for solving the person re-identification problem.
Our model learns to focus selectively on parts of the input
image for which the networks’ output is most sensitive to
and processes them with high resolution while perceiving
the surrounding image in low resolution. Extensive com-
parative evaluations demonstrate that the proposed method
outperforms state-of-the-art approaches on the challenging
CUHK01, CUHK03 and Market 1501 datasets.
Index Terms— Person re-identification, Gradient-based
Attention Network, Triplet Loss, Convolutional Neural Net-
work.
1. INTRODUCTION
Recently, person re-identification has gained increasing re-
search interest in the computer vision community due to
its importance in multi-camera surveillance systems. Per-
son re-identification is the task of matching people across
non-overlapping camera views at different times. A typical
re-identification system takes as input two images of person’s
full body, and outputs either a similarity score between the
two images or the decision of whether the two images be-
long to the same identity or not. Person re-identification is
a challenging task since different individuals can share simi-
lar appearances and also appearance of the same person can
be drastically different in two different views due to several
factors such as background clutter, illumination variation and
pose changes.
It has been proven that humans do not focus their atten-
tion on an entire scene at once when they want to identify
another person [1]. Instead, they pay attention to different
parts of the scene (e.g., the person’s face) to extract the most
discriminative information. Inspired by this observation, we
study the impact of attention mechanism in solving person re-
identification problem. The attention mechanism can signif-
icantly reduce the complexity of the person re-identification
task, where the network learns to focus on the most informa-
tive regions of the scene and ignores the irrelevant parts such
as background clutter. Exploiting the attention mechanism in
person re-identification task is also beneficial at scaling up the
system to large high quality input images.
With the recent surge of interest in deep neural networks,
attention based models have been shown to achieve promising
results on several challenging tasks, including caption gener-
ation [1], machine translation [2] and object recognition [3].
However, attention models proposed so far, require defining
an explicit predictive model, whose training can pose chal-
lenges due to the non-differentiable cost. Furthermore, these
models employ Recurrent Neural Network (RNN) for the at-
tention network and are computationally expensive or need
some specific policy algorithms such as REINFORCE [3, 4]
for training.
In this paper, we introduce a novel model architecture for
person re-identification task which improves the matching ac-
curacy by taking advantage of attention mechanism. The con-
tributions of this research are the following:
• We propose a CNN-based attention model which is
specifically tailored for the person re-identification
task in a triplet loss architecture. Furthermore, our
deep model is interpretable thanks to the generated
attention maps.
• The model is easy to train and is computationally effi-
cient during inference, since it first finds the most dis-
criminative regions in the input image and then per-
forms the high resolution feature extraction only on the
selected regions.
• Finally, we qualitatively and quantitatively validate the
performance of our proposed model by comparing it
to the state-of-the-art performance on three challenging
benchmark datasets: CUHK01 [5], CUHK03 [6] and
Market 1501 [7].
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2. RELATEDWORKS
Generally, existing approaches for person re-identification are
mainly focused on two aspects: learning a distance metric [8–
10] and developing a new feature representation [7,11–15]. In
distance metric learning methods, the goal is to learn a met-
ric that emphasizes inter-personal distance and de-emphasizes
intra-person distance. The learnt metric is used to make the
final decision as to whether a person has been re-identified or
not (e.g., KISSME [16], XQDA [8], MLAPG [10] and LFDA
[9]). In the second group of methods based on developing
new feature representation for person re-identification, novel
feature representations were proposed to address the chal-
lenges such as variations in illumination, pose and view-point
[11]. The Scale Invariant Local Ternary Patterns (SILTP)
[13], Local Binary Patterns (LBP) [14], Color Histograms
[15] or Color Names [7] (and combination of them), are the
basis of the majority of these feature representations devel-
oped for human re-identification.
In the recent years, several approaches based on Convo-
lutional Neural Network (CNN) architecture for human re-
identification have been proposed and achieved great results
[6, 17, 18]. In most of the CNN-based approaches for re-
identification, the goal is to jointly learn the best feature rep-
resentation and a distance metric (mostly in a Siamese fash-
ion [19]). With the recent development of RNN networks, the
attention-based models have demonstrated outstanding per-
formance on several challenging tasks including action recog-
nition [20]. At the time of writing this research, except for
one recent work [21], the attention mechanism has not yet
been studied in the person re-identification literatures. In [21],
the RNN-based attention mechanism is based on the attention
model introduced in [20] for action recognition.
Different from [21], in our model the selection of the
salient regions is made using a novel gradient-based attention
mechanism, that efficiently identifies the input regions for
which the network’s output is most sensitive to. Moreover,
our model does not use the RNN architecture as in [21], thus
is computationally more efficient and easier to train. Further-
more, in [21] the attention model requires a set of multiple
glimpses to estimate the attention which is not required in our
proposed architecture.
3. MODEL ARCHITECTURE
In this section we introduce our gradient-based attention
model within a triplet comparative platform specifically de-
signed for person re-identification. We first describe the
overall structure of our person re-identification design, then
we elaborate on the network architecture of the proposed
attention mechanism.
Fig. 1: The architecture of the proposed Gradient-based Attention
Network in training phase. First images go through the global at-
tention network (low resolution) and salient parts of the images are
detected. Then the local deep CNN network (high resolution) is
applied only over the attended regions of the input image Ii deter-
mined by the attention network (i.e., Xai , shown with red boxes).
The triplet loss forces the distance between feature representation of
image pairs of the same person to be minimum and the distance of
negative feature pairs to be maximum. Best viewed in color.
3.1. Triplet Loss
We denote the triplets of images by < I+i , I
−
i , Ii >, where
I+i and Ii are images from the same person and I
−
i is the
image from a different person. As illustrated in Figure 1,
each image initially goes through the global attention network
and salient regions of the image are selected (i.e., Xa). Then
only these selected regions of the image pass through the local
deep CNN. The local CNN network then maps this raw image
regions to the feature space < fl(Xa+i ), fl(X
a−
i ), fl(X
a
i ) >,
such that the distance of the learned features of the same per-
son is less than the distance between the images from different
persons by a defined margin. Hence, the goal of the network
is to minimize the following cost function for N triplet im-
ages:
J =
1
N
N∑
i=1
max(
∥∥fl(Xai )− fl(Xa+i )∥∥22−∥∥fl(Xai )− fl(Xa−i )∥∥22 + α, 0),
(1)
where α is a predefined margin which helps the model to
learn more discriminative features. Choosing the right triplets
is critical in training of the triplet loss. For instance, if we
use easy negative and positive samples for each anchor, the
loss would be zero all the time and the model will not learn
anything during training. We define the hard triplets as the
triplets where the distance of the negative sample embedding
to the anchor embedding is less than the distance of the pos-
itive sample embedding to the anchor embedding. We also
define semi-hard triplets as triplets that satisfy the following
inequality:∥∥fl(Xai )− fl(Xa+i )∥∥22 < ∥∥fl(Xai )− fl(Xa−i )∥∥22 <∥∥fl(Xai )− fl(Xa+i )∥∥22 + α (2)
For training of our model we follow the hard and semi-
hard negative sample mining based on the framework pro-
posed in [22]. It is important to note that the above triplet
architecture is used only in the training phase and during test-
ing, the distances between embedding of the query and gallery
images are computed and used for ranking.
3.2. Gradient-based Attention Network
The proposed Gradient-based Attention Network (GAN) is
capable of extracting information from an image by adap-
tively selecting the most informative image regions and only
processing the selected regions at high resolution. The whole
model comprises of two blocks: the global attention network
G and the local deep CNN network L. The global network
consists of only two layers of convolution and is computation-
ally efficient, whereas the local network is deeper (e.g., many
convolutional layers) and is computationally more expensive,
but has better performance.
We refer to the feature representation of the global layer
and the local layer by fg and fl, respectively. The attention
model uses backpropagation to identify the few vectors in the
global feature representation fg(I) to which the distribution
over the output of the network (i.e., hg) is most sensitive. In
other words, given the input image I , fg(I) = {gi,j |(i, j) ∈
[1, d1]× [1, d2]}, where d1 and d2 are spatial dimensions that
depend on the image size and gi,j = fg(xi,j) ∈ RD is a fea-
ture vector associated with the input region (i, j) in I , i.e.,
corresponds to a specific receptive field or a patch in the input
image. On top of the convolution layers in attention model,
there exists a fully connected layer followed by a max pool-
ing and a softmax layer, which consider the bottom layers’
representations fg(I) as input and output a distribution over
labels, i.e., hg .
Next, the goal is to estimate the attention map. We use the
entropy of the output vector hg as a measure of saliency in
the following form:
H =
C∑
l=1
hlg log(h
l
g), (3)
where C is the number of class labels in the training set. In
order to find the attention map we then compute the norm
of the gradient of the entropy H with respect to the feature
vector gi,j associated with the input region (i, j) in the input
image:
Ai,j =
∥∥∥∇gi,jH∥∥∥
2
, (4)
hence, the whole attention map would be A ∈ Rd1×d2 for
the whole image. Using the attention map A, we select a set
of k input region positions (i, j) corresponding to the Ai,js
with the k largest values. The selected regions of the input
image corresponding to the selected positions are denoted by
Xa = {xi,j |(i, j) ∈ [1, d1] × [1, d2]}, where each xi,j is a
patch in input image I . Exploiting the gradient of the entropy
as the saliency measure for our attention network encourages
selecting the input regions which have the maximum effect
on the uncertainty of the model predictions. Note that all the
elements of the attention map A can be calculated efficiently
using a single pass of backpropagation. For training of the
global attention network (G), we maximize the log-likelihood
of the correct labels (using cross-entropy objective function).
After selecting the salient patches (Xa) within the input
image, the local deep network (L) will be applied only on
those patches. This leads to major saving in computational
cost of the network and accuracy improvement by focusing on
the informative regions of the person’s image. The local deep
CNN network (L) is trained on attended parts of the input
image using the triplet loss introduced in Eq. 1. We denote
the feature representation created by the local deep network
L as fl(Xa).
In the test time, the local feature representation fl(Xa)
and the global feature representation fg(I) are fused to create
a refined representation of the whole image. In feature fusion,
we replace the global features (low resolution features) corre-
sponding to the attended regions (i.e., Xa) with the rich fea-
tures from the deep CNN (high resolution features). Fusion
of the features which are trained based on two discriminative
losses leads to highly accurate retrieval performance.
4. EXPERIMENTS AND RESULTS
4.1. Network Design
We implement our network using TensorFlow [23] deep
learning framework. The training of the GAN converges in
roughly 6 hours on Intel Xeon CPU and NVIDIA TITAN X
GPU. In the global attention network, there are 2 convolu-
tional layers, with 7 × 7 and 3 × 3 filter sizes, 12 and 24
filters, respectively. On the top of the two convolution layers
in the global attention network there are one fully connected
layer, a max pooling and a softmax layer. The global at-
tention network is trained once for the whole network with
cross-entropy loss. The set of selected patches Xa is com-
posed of eight patches of size 14 × 14 pixels (experiments
showed that the marginal improvement becomes insignificant
beyond 8 patches). The Inception-V3 [24] model pretrained
on Imagenet is used for the local deep CNN.
Inception-V3 is a 48-layer deep convolutional architec-
ture and since it employs global average pooling instead of
fully-connected layer, it can operate on arbitrary input image
sizes. The output of the last Inception block is aggregated via
global average pooling to produce the feature embedding. We
use Batch Normalization [25] and Adam [26] for training our
model. We have employed the same scheme for data augmen-
tation as in [17]. Furthermore, we have used α = 0.02 in Eq.
1 and exponential learning rate decay for the training (initial
learning rate: 0.01).
4.2. Datasets
There are several benchmark datasets for evaluation of dif-
ferent person re-identification algorithms. In this research we
use CUHK01 [5], CUHK03 [6] and Market 1501 [7] which
are three of the largest benchmark datasets suitable for train-
ing the deep convolutional network.
CUHK01 dataset contains 971 persons captured from
two camera views in a campus environment. Camera view
A captures frontal or back views of a person while camera
B captures the person’s profile views. Each person has four
images with two from each camera. We use 100 persons for
testing and the rest for training.
CUHK03 dataset contains 13, 164 images of 1, 360 iden-
tities. All pedestrians are captured by six cameras, and each
person’s image is only taken from two camera views. It con-
sists of manually cropped person images as well as images
that are automatically detected for simulating more realistic
experiment situation. In our experiments we used the cropped
person images. We randomly select 1160 persons for training
and 100 persons for testing.
Market1501 dataset contains 32, 688 bounding boxes of
1, 501 identities, most of which are cropped by an automatic
pedestrian detector. Each person is captured by 2 to 6 cam-
eras and has 3.6 images on average at each viewpoint. In our
experiments, 750 identities are used for training and the re-
maining 751 for testing.
4.3. Evaluation Metric and Results
We adopt the widely used Rank1 accuracy for quantitative
evaluations. Moreover, since the mean Average Precision
(mAP) has been used for evaluation on Market 1501 data set
in previous works, we use mAP for performance comparison
on Market 1501 as well. For datasets with two cameras, we
randomly select one image of a person from camera A as a
query image and one image of the same person from camera
B as a gallery image. For each image in the query set, we
first compute the distance between the query image and all
the gallery images using the Euclidean distance and then re-
turn the top n nearest images in the gallery set. If the returned
list contains an image featuring the same person as that in the
query image at k-th position, then this query is considered as
success of rank k. Table 1 shows the rank1 accuracy of our
model compared to state-of-the-art. It can be observed that
the GAN (ours) outperforms all the other methods. One suc-
cess (top) and fail (bottom) case in rank1 retrieval on Market
1501 data set using GAN is shown in Figure 2.
Furthermore, GAN is computationally more efficient
compared to the case where the local CNN is applied on the
whole input image. In practice we observed a time speed-up
by a factor of about 2.5 by using GAN (fusion of local and
global features) in test stage (tested on 100 test images).
Table 1: Rank1 accuracy (%) comparison of the proposed method
to the state-of-the-art.
Method Market 1501 CUHK01 CUHK03 mAP
KISSME [16] - 29.40 14.12 19.02
GS-CNN [27] 65.88 - 61.08 39.55
DGD [28] 59.53 - - 31.94
LS-CNN [29] 61.60 - 57.30 35.30
SCSP [30] 51.9 - - 26.35
DNS [31] 55.40 - - 35.68
Spindle [32] 76.90 - 88.50 -
P2S [33] 70.72 77.34 - 44.27
PrtAlign [34] 81.00 88.50 81.60 63.40
PDC [35] 84.14 - 88.70 63.41
SSM [36] 82.21 - - 68.80
JLML [37] 85.10 87.00 83.20 65.50
TriNet [38] 84.92 - - 69.14
Ours 86.67 89.90 88.80 75.32
Fig. 2: Rank1 retrieval on Market 1501. Top figure shows an ex-
ample of successful retrieval using our model and the bottom figure
shows a fail case for rank1. However in the fail case, GAN can still
retrieve the image in rank4. left images are the query and the right
images are the ranked images using GAN.
4.4. Interpretable Deep Retrieval Model
The visualization of the attention map in our proposed Global
attention net is shown in Figure 3 and 4. These samples are
part of the test query samples in Market 1501 dataset that are
correctly re-identified by our model. These results show how
the network is making its decisions and it thus makes our deep
learning model more interpretable. For example, the visual-
ization of the results shows how the attention model is able
to focus on very detailed and discriminative parts of the in-
put image (e.g., person’s face, backpack, shoes, legs, t-shirts,
Fig. 3: Visualization of the attention map produced by our proposed
method
Fig. 4: Visualization of the attention map produced by our proposed
method (2)
things in their hands) Also, we can observe that by using our
attention model, our re-identification system can successfully
ignore the background clutter.
5. CONCLUSION
In this paper, we introduced an attention mechanism for per-
son re-identification task and we showed how paying attention
to important parts of the person’s image while still consid-
ering the whole image information, leads to highly discrim-
inative feature embedding space and an accurate and inter-
pretable person re-identification system. Furthermore, thanks
to the computational efficiency resulting from the attention
architecture, we would be able to use deeper neural networks
and high resolution images in order to obtain higher accuracy.
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