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Abstract 
Let f : X + X be a selfmap of a path-connected space and let a E X. We call 5 E X an 
irreducible root off” at a if f”(z) = a but fm(x) # a for all m < n, where f” denotes the nth 
iterate of f. A lower bound NIn(f; a) for the number of irreducible roots of f” is defined that is 
homotopy invariant under suitable hypotheses and, in many cases, can be calculated algebraically 
from the homomorphism of the fundamental group of X induced by f. In particular, this is 
true when X is a compact orientable manifold without boundary and f has nonzero degree. The 
geometric content of these calculations is described in concrete examples in terms of the discrete 
semidynamical system determined by f. We apply the theory of roots of iterates to primitive roots 
of unity in H-spaces. 
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1. Introduction 
Topological coincidence theory, the study of the equation f(x) = g(z) for maps 
f, g : X -+ Y, specializes in two important ways. One such specialization arises when 
X = Y and g :X + X is the identity map, so the equation becomes the fixed point 
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equation f(z) = 5. The topological fixed point theory of Nielsen was, in fact, the inspi- 
ration for the corresponding coincidence theory of [ 181. Then, when Brooks investigated 
coincidence theory in [2] (see also [5]), he identified another interesting special case, that 
in which g : X -+ Y is the constant map g(z) = n for some a E Y. The coincidence 
equation becomes in this setting the root equation f(x) = a, so-called because it gener- 
alizes the equation P(Z) = 0 for a polynomial P, the solutions to which are the roots 
of the polynomial. Root theory was found to possess features distinctly different from 
those of fixed point theory or general coincidence theory (see, for instance, [4]) as well 
as interesting connections with other mathematical structures, see [9]. 
The iterates of a map f : X + X are the maps f” : X + X for n 3 1 defined by 
f’(x) = f(x) and fn(x) = f(f’“-‘(2)) for all 5 E X. A fixed point off” is also called 
a periodic point of f and, motivated in part by the importance of periodic points in 
dynamical systems theory, the topological theory of periodic points has been the subject 
of several recent investigations such as [12] and [15]. In this paper, instead of studying 
the periodic points of a map f : X + X, which are the solutions to fn(z) = 5, we 
will study the solutions to the equation flL(x) = a for some a E X, that is, the roots at 
a of the iterates of f. The topological theories of Nielsen type for coincidences, fixed 
points, periodic points and roots are all concerned with properties of spaces that can be 
expressed in terms of solutions to equations. Our investigation of the roots of iterates of 
maps presents new properties of this kind. For instance, in Section 8 we will exhibit a 
class of nonzero degree maps f : T + T of the torus with the property that, for any point 
a E X, the number of points 5 E T such that f?‘(x) = a but fm(z) # a for 1 < m < n 
grows exponentially in n whereas, on the sphere, a nonzero degree map may not have 
any solutions to fn(z) = a other than a itself. 
A map f : X t X determines an action Z+ x X + X of the positive integers on X 
by sending (n, x) to f”(x). Such an action is called a discrete semidynamical system (or 
discrete semiJlow> on X. For a point 2 E X, the set {x, f(x), f’(x), . . .} is called the 
orbit (or trajectory) of x. (See [ 19, pp. 13 and 171.) Therefore the study of the roots of 
the iterates of a map investigates when orbits of other points x E X are absorbed into 
the orbit of a given point a E X. In Section 8, we will interpret the examples mentioned 
previously in terms of orbits so that their geometric content is evident. Although we use 
the language of semidynamical systems to present our results in concrete terms, we do 
not mean to imply that our work is necessarily applicable to dynamics. 
In the next four sections, we will extend the Nielsen theory of roots of a map 
f : X + X to the setting of roots of the iterates f”. Such an extension is not en- 
tirely straightforward. Thus, in Section 2, we must develop a concept of essentiality for 
root classes that is appropriate for iterated maps. The study of the equation f”(z) = a 
turns out to divide into cases depending on the behavior of a under the iterates of f. 
Therefore we define in Section 3 a number, called the recurrence number of f at a, for 
keeping track of them. Then, in Section 4, we turn to the study of irreducible roots of 
f”, that is, solutions to fn(x) = a that are not solutions to fm(,) = a for 1 < m < n. 
We define the corresponding Nielsen number, called the Nielsen number of irreducible 
roots of f n at a and denoted by NI,(f; u). We prove in Section 5 that this Nielsen 
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number is homotopy invariant under appropriate hypotheses. In Section 6, we illustrate 
the concepts presented in the previous sections by means of a brief discussion of the 
roots of the iterates of the complex squaring map on the unit circle. 
The computation of the Nielsen number iVIn(f; a) is not too difficult if NI, (f; a) can 
be expressed in terms of existing results of root theory, applied to the iterated maps f”. 
In Section 7, we investigate maps for which such an expression is possible, and we call 
these maps root-essential. As root theory resembles coincidence theory in the sense that 
precise results have only been obtained for maps that are defined on manifolds, we limit 
our attention to this setting. We will prove in Section 7 that a manifold on which a root- 
essential selfmap exists must be compact and have empty boundary. (Such a manifold is 
usually referred to more briefly as a closed manifold and we will use this terminology 
throughout the paper.) Therefore, we devote Section 8 to the study of roots of iterates 
of root-essential maps on closed manifolds and, in this setting, we are able to obtain 
quite specific information about NIn(f; a). Theorem 8.2 shows that, in this setting, the 
Nielsen number is homotopy invariant without the restrictions imposed in Section 5. In 
Theorem 8.1 we present a formula for computing N&(f; a) in terms of the index of a 
subgroup in the fundamental group, that depends on the homomorphism induced by f, 
and the recurrence number of f at a. If the fundamental group of the closed manifold 
is free abelian, then the homomorphism induced by f can be represented by a matrix, 
the determinant of which, if nonzero, is used to calculate Nl,(f; u) in Theorem 8.9. In 
the case that the fundamental group is cyclic, of order m, we present in Theorem 8.11 
and Corollary 8.12 the calculation of N1n(f; a) in terms of the endomorphism of Z, 
induced by f and the prime-power decomposition of m. In Examples 8.10 and 8.13, we 
illustrate these calculations by means of maps on closed manifolds. Finally, in Section 
9 we demonstrate that if the closed manifold X admits an H-space structure, that is, 
X is an H-manifold, then the theory of roots of iterates of maps can be applied to the 
topological theory of primitive roots of unity in H-manifolds developed in [9]. 
A very clear presentation of many of the results in root theory obtained up to 1980 
can be found in Kiang’s book [ 161, and we refer to [ 161 whenever possible. 
We thank Geoffrey Mess for assistance with Example 2.2, Robert Edwards for point- 
ing out the relevance of Bing’s paper [I] to root theory, Luis Ribes for his assistance, 
especially with Theorem 8.11, and Robin Brooks for a critical reading of an earlier draft 
of this paper. We also thank the referee for some helpful suggestions. This research began 
while Helga Schirmer was a guest of the UCLA Mathematics Department. She takes this 
opportunity to thank the department for its hospitality. 
2. Essential root classes of iterates of maps 
Let f : X + X be a selfmap of a path-connected topological space, let f” be its nth 
iterate, and let a be a given point in X. First we extend the definition of the concept of a 
root class of a map f to a root class of an iterate of f. Define roots Z, y of f” at a to be 
in the same root class ofthe nth iterate off if there exists a path p : (I, 0, 1) t (X, 2, y) 
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so that f n op 21 a,, where 0 denotes composition of functions, N denotes path homotopy 
and a, is the constant path at a. Hence this definition of a root class of the nth iterate 
of f coincides with the usual definition of a root class of the selfmap f” of the space X 
(see, e.g., [16, Chapter V.B., Definition 3.1, pp. 125-1261). We write R” for a root class 
of the nth iterate of f. The following simple proposition concerning root classes will be 
used several times in later proofs. 
Theorem 2.1. If R” and R” are root classes of f m and f” for some m < n and if 
R” n R” # 0, then R” C R’“. 
Proof. Select a point 2 E R” n R’“. Then fm(z) = fn(z) = a. Note that this implies 
fn-m(a) = f”-” o fm(x) = fn(x) = a, and so we have f”-” 0 a, = a,. Now 
y E R” means that there exists a path p: (I, 0, 1) + (X, 5, y) with f” op E a,, and so 
fnop= fn--mofmopza, andyc R”. 0 
Nielsen theory depends on the concept of essential classes which are invariant under 
homotopies, and so we need the concept of an essential root class of an iterate of a map. 
Recall from [16, Chapter V.B., Definitions 4.1, p. 127 and 4.3, p. 1291 that a root class R” 
of the map f 11 : X + X is called an essential root class if it corresponds to a root class 
R’ of g : X + X for any map g which is homotopic to f n under a homotopy ht : X + X 
with ho = f” and hl = g, i.e., if there exists a path p : I + X with p(0) E R”, p( 1) E R’ 
and ht(p(t)) E a,. However, for root classes of an iterate of a map, we may not consider 
arbitrary homotopies between iterated maps, but only homotopies which are induced by 
a homotopy between the original maps. Given a homotopy ft :X + X between two 
selfmaps fo, fl of X, we have a homotopy f; :X + X between ft and f;. 
Definition. A root class R,” of an iterated map fg : X -+ X is an iterate-essential root 
class of fc if it corresponds to a root class RT_ of f; : X + X under any homotopy 
f,” : X -+ X which is induced by a homotopy ft : X + X from fo to a selfmap fl of 
X, i.e., if there exists a path p: I + X with p(0) E &, p(1) E RT_ and fF(p(t)) E a,. 
A root class of f is iterate-essential if and only if it is essential. For n 3 2 an essential 
root class R” of f R must be an iterate-essential root class of f n. But the converse is not 
necessarily true, as the following example illustrates. 
Example 2.2. Let X = A V B V C be the one-point union of spheres where A = B = S4 
and C = S’, and let 20 = A n B n C. Define f : X + X as follows: f (x0) = 20, the 
restriction f (A is a map f IA : A -+ B of degree 2, the restriction f IB : B + C is the 
suspension of the Hopf map from S’ to S*, and f(C) = ~0. The map f2 is constant on 
B V C and f 21A : A + C is homotopic to a constant map because 7rd(S’) is the group of 
order 2, generated by the suspension of the Hopf map (see [ 13, Theorem 15.1, p. 3281). 
Let a E C and let R2 be the root class of f2 at a (there is only one since X is simply 
connected). The root class R2 is not essential because f2 is homotopic to a constant map. 
Suppose there were a homotopy ht : X -+ X with ho = f such that B is not contained in 
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ht (A). Let T : X + B be the retraction that sends A V C to 20, then TO htJA: A + B is 
a homotopy with r o holA = flA and T o hl IA does not map onto B because B - hl (A) 
is an open nonempty subset of B. But flA: A -+ B is an essential map, so we conclude 
that B is contained in hl (A) and, consequently, that hl (B) is contained in h:(A). In the 
same way, we can show that C must be contained in h, (B). Thus, for any homotopy 
ht : X + X with ho = f, we have a E C C h,(B) C h:(A) C: h:(X) and therefore the 
root class R2 is iterate-essential. 
The following result is obvious, but it will simplify our computations in Section 8. 
Theorem 2.3. Let f n : X + X be the nth iterate of a se&nap f of a path-connected 
space X. If all root classes off” are essential, then all root classes off” are iterate- 
essential. 
3. The recurrence number 
The determination of the number of roots of f n, in particular the statement and proof 
of the homotopy invariance of the Nielsen number NI, (f; a) that we will introduce 
in Section 4, as well as the computation of this number in later sections, will depend 
on the behavior of f at a. More precisely, they will depend on the recurrence number 
P(f, a) = P of f t a a which we define to be the least positive integer p such that 
fqa) = a. If f”(a) # a f or all n, then p( f, a) = 00. Thus, p( f, a) = p < co means 
that a is a periodic point of f, of least period p. 
Here is an example where p is easy to find. 
Example 3.1. Let S’ = {z: 1.z = 1 } be the unit circle in the complex plane and let 
f : S’ + S’ be defined by f(z) = z2. Then p(f, a) = 1 if and only if a = 1. More 
generally, the recurrence number for f at a has a finite value p(f, a) = p if and only 
if a2’-’ = 1 and a2n-’ # 1 f or n < p, so there are only finitely many points a 
which give a finite recurrence number. If a is not a periodic point, then p( f, a) = 00 by 
definition. In the discrete semidynamical system determined by f, the orbit of a point a 
with p( f, CL) = cc can then be either a finite or an infinite set, as can be seen from the 
casesa=-l anda=e’. 
In Example 3.1, most points a are not periodic and hence have an infinite recurrence 
number. The next theorem shows that this fact is, in a certain sense, typical, at least for 
maps of compact polyhedra. In its statement, d( f, g) d enotes the sup-metric induced by 
the barycentric metric of the polyhedron. 
Theorem 3.2. Let f : X -+ X be a selfmap of a compact polyhedron. Given E > 0, there 
exists a map g : X -+ X with d( f, g) < E so that the set {a: p(g, a) < co} is countable. 
Proof. We assume that there exists a E X such that the recurrence number p( f, a) has 
a finite value no E Z+ since, otherwise, there is nothing to prove. Then fno(a) = a, 
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and so a must be a fixed point of f”“. It follows from [14, Approximation Theorem, 
Appendix to Chapter 111.3, p. 621 and its proof that there exists a map g : X + X with 
d(f, g) < E so that the fixed point set Fixgn of gn is finite for every n E Z+, and 
therefore U(Fix g”: n E Z+) is countable. 0 
4. The Nielsen number of irreducible roots 
We have a map f” : X + X, the n,th iterate of a selfmap of a pathwise connected 
space. We define a root off n to be reducible if it is a root off m for some 1 < m < n, and 
irreducible otherwise. We note that if p(f, u) = co, then all roots of f” are irreducible. 
Moreover, if the recurrence number is finite, we have the following characterization of 
reducibility. 
Lemma 4.1. Suppose p = p(f; u) < 00 and n > p, then a root x off n is reducible if 
and only if f’+P(x) = a. 
Proof. Since the condition fn-J’(x) = a is sufficient by the definition of reducibility, 
we need only verify necessity. Thus suppose z E X is a root of f” such that fm(z) = a 
for some m < n. Then 
fn-(a) = f”_” 0 fin(x) = fn(x) = a. 
The definition of the recurrence number implies that n - m is a multiple Icp of p for 
some k > 0. So 
We will extend the concept of reducibility to the root classes of f”. Geometrically, it 
would be natural to say that a root class of f” is reducible if it contains a reducible root 
of f n. However, this “definition” does not work well with regard to homotopy invariance, 
so we take an algebraic approach. We first define the coordinate of a root class (which is 
also important in computations), then define reducible root classes via coordinates. The 
issue of homotopy invariance is postponed to the next section. 
Let w be a path in X from a to f(a), then there is a path w(“) from a to f n(a) 
defined by 
?_u(n) = w * f(w) * f2(w) * t * f’“-‘(w), 
where the asterisk denotes composition of paths. It is an obvious consequence of the 
definition that wcn) = zc(‘) * f k(w(n-k)) f or all Ic < n. We will use the symbol (w(“))-’ 
for the path such that (W(~))-‘(S) = ru(“)( 1 - s). 
We abbreviate the fundamental group ri(X, u) as 7r and define a homomorphism 
f,” : TT + T as follows. Let u be a loop at a, then 
fZ([,]) = [w(n) * fn(v) * (W(yl. 
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We observe that f,” = h,(,) o f#” where f#” : ~1 (X, a) -+ ~1 (X, fn(u)) is the homo- 
morphism induced by f” and h,cn, is an isomorphism (compare [20, Theorem 7.3.8, 
p. 3841). We simplify the notation for the subgroup f,(x) of 7r by setting f,(r) = q5cn). 
Since f,” = (fh)” : 7r + rr, we have 7r 1 4(‘) > q5c2) and so on. - 
Definition. Let R” be a root class of f”, let II: E R” and let c be a path from a to z. 
The coordinate of Rn, denoted by & (R”), is the coset 4(n) [dn) * f”(c)] in n/4(“). 
We note that 7r/~$ cn) is in one-to-one correspondence with the cokernel of the homo- 
morphism f,“, via the correspondence induced by the isomorphism hu,cn). 
Theorem 4.2. The coordinate On (R”) = 4(n) . [dn) * fn(c)] is independent ofthe choice 
of the point x E Rn and of the path c from a to x. 
Proof. First choose a point x E R” and let c and c’ be two paths from a to x. We 
observe that 
[,(“I *f”(c)] . [w Cn) * f”(d)] -’ = [w(n) * fyc * (c’)-1) * (w(“))-‘1 
is in &‘“), so the coordinate is independent of the choice of path, once the point x has 
been selected. Now let 5, x’ E R”, so there is a path p from x to x’ such that f” op E a,. 
Let c be a path from a to x and define c’ = c * p, a path from a to x’. Noting that 
[UA”) * f”(c’)] = [w Cn) * f”(c) * fn(p)] = [I@) * f”(c)] 
in rr and that, by the first part of the proof, we can choose c’ as we wish, we have 
completed the argument. 0 
We write R(f”) for the set of root classes of f”, then we have the function 
&I : wf”) + r/4 cn) that takes a root class to its coordinate. 
Theorem 4.3. The function 8, : R(f”) -+ n/4(“) is one-to-one. 
Proof. Suppose that fn(x) = fn(x’) = a, that c and c’ are paths from a to x and x’ 
respectively, and that #J(~) . [dn) * fn(c)] = c$(~) . [dn) * fn(c’)]. We will prove that z 
and x’ are in the same root class of f”, that is, there exists a path p from z to 2’ such 
that [f”(p)] = 1 E 7r. By the definition of #“), there is a loop ‘u at a such that 
[I&L) * f”(c)] . [f”((c’)-1) * (I/‘“‘)-‘] = [dn) * f”(w) * (w(n))-l] 
which means that h,~~) [f”(c * (c’)-‘)I = hwcn) [f”(v)] and, since hwfn) is an isomor- 
phism, [f”(c * (cl)-t)] = [f”(u)] in rrt(X, f”(a)). Defining p = c-’ * u * c’, we see 
that 
hf”CC) [f”(p)] = [f”(c) * fTL(c--l * 21 *c’) * fn(c)-‘1 = [f”(v * c’ * c-l)] = 1 
in ~1 (X, f”(a)). But hf”(,) is also an isomorphism, so [fn(p)] = 1 E 7r. 0 
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The following simple consequence of Theorem 4.3 will be useful for the computational 
results in Section 8. 
Corollary 4.4. If f# : 7r1 (X, a) -+ 7r1 (X, f(a)) IS an epimorphism, then there is at most 
one root class off n for each n. 
Proof. Since f# is an epimorphism, so also is f#“: ~1 (X, u) t 7rt (X, f”(a)) and there- 
fore f, = hwcnj o f#” : n --t YT has the same property. Thus c#I(~) = rr and the result 
follows by Theorem 4.3. 0 
Now we suppose that the recurrence number p = p(f, u) is finite. We observe that in 
this case w(P) is a loop at a and that fP induces f#” :T + T. For n > p, including a root 
class R”-P of f n--p in a root class R” of f n determines a function i,_, : R( f +p) + 
R(fn) (compare Theorem 2.1). Define pL,_P : YT/~~(~~--P) t r/4(“) by 
/An_p(C$(n-P) . -y) = qw . ([dq . f{(y)). 
The function pL,_P is well defined because if &n-p) . y = qdn-p) . -y’, that is y’ . y-l E 
&+p), then 
[&‘I . f#“(y’) f#P(r-1) . [,(p’] -’ = fi(y’ y-1) E f;(@-q = @I 
and thus 
4(n) ([UP] . f{(y)) = 4(n) ([?#‘] . f;(y)). 
Theorem 4.5. Let f : X + X be a selfmap of a path-connected space and let a E X be 
such that the recurrence number p(f, a) = p is finite. Then, for all n > p, the diagram 
R( f n-P> B,_, +++--PI 
i,-, 
I 
k-p 
I 
R( f “) 8, +$(4 
commutes. 
Proof. Let R”-P E R( f “-P) and choose x E R +-P as well as a path c from a to 2. 
We calculate that 
pL,_P o &_,(Rn-P) = +,(c$+-~) [uJ+~) * fn--P(c)]) 
= $P) ([&)] f,“( [w(+-p) * f”_P(c)])) 
= q!w ([w(p) * f++-p)) * fyc)]) 
= qw [UP * f n(c)]. 
On the other hand, x E Rn-P is contained in a root class R” = i7L_p(R7L--P) of f”, and 
B,(R”) = q+) . [&) *f”(c)]. 0 
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Suppose the root class Rn contains a reducible root 5 of f”. According to Lemma 4.1, 
.x is a root of fn-P, so x lies in some root class Rn-P of f”-P and R” = in_-p(RR-P). 
Then Theorem 4.5 tells us that since R” = in_p(R”-“), it follows that O,(R’“) can be 
written in the form 
8,(Rn) = 4(n) ([&‘] j-l(y)) = +,(g+‘) .y) 
for y = [w(+~) * fnPP(c)] in 7r. We use this algebraic criterion on O,(Rn) to define the 
reducibility of the root class R”. 
Definition. If p = p(f, u) < co, define a root class Rn of f” to be reducible if n > p 
and there exists y E 7r such that &(Rn) = p,_p($(n-P) .y). Otherwise, the root class R’” 
is said to be irreducible. If p(f, a) = co, then all the root classes of f” are irreducible. 
Although the definition of a reducible root class uses the coordinate of the class which, 
in turn, depends on the choice of the path ‘w from a to f(a), the following theorem shows 
that the reducibility of a root class is well defined, that is, independent of the choice of w. 
Theorem 4.6. If a root class of f : X + X is reducible with respect to some path w 
from a to f(a), then it is reducible with respect to all such paths. 
Proof. Let w and w’ be paths from a to f(a) and let 4(n) = f,“(n) and (4’)‘“) = 
f:,(r). Define ,u+~ : n/qdn-p) + r/4(“) and &_,, :7r/(#)(n--p) + r/(@)(“) by 
setting P,_~(#~-~) . y) = 4(n) . ([w(P)] . f:(r)) and &_,,((#)(+-P) y) = (qY)(“) 
([(w’)(p)] f:(r)). For R” E R(f”) a root class and c any path from a to 2 E R’“, 
the coordinates of R” with respect to w and w’ are B,(R”) = cjcn) . [w(‘~) * f n(c)] and 
O;(Rn) = (q+‘)(“) . [(w’)(~) * fn(c)]. Suppose that R” is reducible with respect to 20, 
that is, 
8, (R”) = c#+) . [WC”) * f n(c)] = 4 Cn) . [W(P) * fP(w)] = pLn-&+P) . [U]) 
for some loop ‘u at a. We will prove that there is a loop w’ at a such that 
O;(R’“) = (&)‘“’ . [(w’)@) * f”(c)] 
= @)‘)‘“I . [(w’)b) * fP(w’)] = &&+q’“-“’ . [d]) 
and therefore R” is reducible with respect to w’. Define 
y’ = (2U’)(n--P) * (w(+P))-1 * 21 
and recall that wcn) = wcP) * fp(w(n-p)). Th e reducibility of R” with respect to w 
means that 
[WC”) *f%(c) * fP(v)-’ * (Uql] = [UP) * fn(U) * (w(n))_l] 
in 7rTT, for some loop u at a. Therefore, in 7r we have 
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= [(w’)(n) * f”(u) * ((wJ’p)-‘1 
which proves that R” is also reducible with respect to w’. 0 
A root class R” of f” is reducible if R” is in the image of in-,,, but the fact that 
R” is reducible does not necessarily mean that there is a root class of fn-P actually 
contained in R”, only that the coordinate of R” has a certain form, as the following 
example illustrates. 
Example 4.7. Let X be the annulus represented as complex numbers reie where 1 < 
r < 2 and define f : X -+ X by 
f(re”) = (1 + sin ,>,‘. 
We take a = 1 so p(f, a) = 1 and we let 711 = n,. Then 7r/#“) is the cokernel of 
f#” : T + r and thus isomorphic to Zzn, the cyclic group of order 27L. There is just one 
root class of f which is {reio: 1 < r < 2} but there are two root classes of f2, namely 
1 reio: 1 < r < 2) and {rein: 1 < r < 2}, and both of them are reducible because 
their coordinates correspond to 0 and 2 in Z4 and are thus in f#(r) = 22 (compare 
Example 6.1 below). We conclude that {relr: 1 < r < 2) is a reducible root class of f2 
that does not contain a root class of f. 
For a set S, denote the number of elements of S by #S. 
Definition. The Nielsen number of irreducible roots off n at a is 
Nl,,(f;a) = #{R” E R(f”): R ” is iterate-essential and irreducible} 
From Theorem 4.6 we have 
Corollary 4.8. The Nielsen number of irreducible roots NI, (f ; a) is independent of the 
choice of path from a to f(a). 
The Nielsen number NIn((f; u) is clearly finite if X is compact. An obvious, but 
crucial property of Nl,(f; u) is 
Theorem 4.9 (Lower bound property). If f : X + X is a selfmap of a path-connected 
topological space and a E X, then every iterate f 1, of f has at least NI,( f; u) irre- 
ducible roots. 
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We conclude this section with two consequences of Theorem 4.5 that we will use in 
Section 8. 
Corollary 4.10. Let f : X + X be a map such that p = p(f, u) < cxx Zff# : T] (X, u) --f 
~1 (X, f(u)) is a monomorphism, then pn-p : n/&“-P) + T/+(~) is one-to-one. It fol- 
lows that each root class off’” contains at most one root class of f”-P. 
Proof. Suppose y, y’ E 7r such that ~+~(+(“-p). y) = P~_~(c$(“-P). 7’). We will prove 
that y. (y’)-’ E 4cnep), so y and y’ determine the same coset. Since 
q&n) . ([&‘] f{(y)) = &) . ([wq . f#p(y’)), 
there is a loop u at a such that 
[&)I f#P(y) . j#P(-f’)-1 . [w(p)] -’ = [UP * y(v) * (w”“y 
= [z&J’] [fP(w (n-p)) * yyfql)) * fP( (w(n-P)) -‘)I . [(w(p)) -‘I 
and therefore 
f#P(r. (y’)-1) = f#p([w(+p) * fn-P(p(v)) * (w(n-y’]). 
By hypothesis, f++ is a monomorphism, so f#” is also, which implies 
y . (y’)-l = [,(“-64 * fn--p(f+)) * (w(y-‘] fg c##-p). 
We have shown that P,_~ is one-to-one. To prove the last part of the theorem, we recall 
that, by Theorem 4.3, the functions Bn_P and en are one-to-one and we have just shown 
that pL,_P has the same property, so Theorem 4.5 implies that i,_, : R(fn-P) + R(f”) 
is also one-to-one. 0 
If f# : Tl (X, a) + Tl (X, f(a)) is the zero homomorphism, then ~n-,(7r/#7L-P)) 
consists of the single coset q5cn) . [w(P)] E T/#~). Thus we have 
Corollary 4.11. Let f : X + X be a map such that p = p(f, a) < co. Zff# : ~1 (X, u) + 
~1 (X, f(u)) is the zero homomorphism, then pL,_P maps all of ,/q5(n-P) to a single coset 
of T/c$(“) and it follows that at most one root class off n contains roots off n-P. 
5. Homotopy invariance 
In this section, we will present conditions under which the Nielsen number of irre- 
ducible roots NI,( f; u) is h omotopy invariant. Let ft : X + X be a homotopy and 
denote by fa the path in X from fo(u) to fl(u) defined by fa(t) = ft(u). Let wo be 
any path from a to fo(u) and set WI = wa * fa, which is a path from a to fl (u). For 
j = 0, 1, define (fj)Wj : n + n by (fJ-)Wj [u] = [wj * fj(w) * (~.j)-l], where 2) is a loop 
at a. The map F :I x I -+ X given by F(s,t) = ft(v(s)) and [ll, Lemma 3.3, p. 121 
show that [fa * fl (w) * f;‘] = [fo(v)] in rr(X, f (u)) and therefore, since WI = wa * fa, 
we have 
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(fl )w, [VI = [‘WI * fl (VI * (WI ,-‘I 
= [WI * fa *h(w) * f,-’ * (wo)-1] = (fo)wo[v] 
for all [u] E ?r, that is (f~)~, = (f~)~, . For j = 0, 1, let 
and define (fj):, : T + YT by 
(fj& [w] = [w?) * f;(w) * (wy)--l] ;
then set d!“’ = (f,);,(n). Noting that (f,):,, = ((fj)w,)n, we conclude that 4p’ = 
~$f”). It wil be convenient to represent the identification of ~/dr;“’ with 7r/4?’ as the 
function CY, : TT/$~’ + ~/q$~~) where a,(@?’ y) = c,?J~“’ y. 
Lemma 5.1. Let ft : X 3 X be a homotopy. For each n 3 1, there is a map K : Ix I + 
X such that K(0, t) = a and K(l, t) = f?(a), for all t E I, and, for all s E I, 
K(s, 0) = u@’ (s) and K(s, 1) = w{“‘(s). 
Proof. Noting that 
{ 
wo(2s), 
WI(S) = 
fa(25 - 11, fori<s<l 
then,forr=O,l,...,n-l,weletK’:IxI+Xbedefinedby 
K’(s,t) = 
where f” is the identity map, and we find that K’(0, t) = f:(a), Kr(l,t) = f:+‘(a), 
K’(s,O) = f~(wo(s)), and K’(s, 1) = ~T(w~(s)). Therefore, we can combine the K’ 
to produce the required map K. 0 
Let R*(f,“) C R(f,“) d enote the set of iterate-essential root classes of ft. For & E 
R*(f,“), there is a corresponding root class R;L of f; with respect to the homotopy 
fp :X + X. That is, for x0 E R,” and xi E RT_, there is a path p from zc to xi such 
that {f;(p(t))l = 1 f 7r. A n argument analogous to the one used in [ 16, Chapter V.B, 
Theorem 4.4, p. 1291 shows that, given Rg E R*(f,“), there is just one such root 
class RT_, it is also iterate-essential, and the function 3T” : R*(f$) + R* (fT_) given by 
3’“(g) = RT_ is a bijection. We consider the functions P, for all n, to be induced 
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by the single homotopy ft since ft determines all the homotopies f,” used in defining 
the 3”. 
Lemma 5.2. The diagram 
commutes where @j (RF) = 4(y) . [w!~’ 72 3 3 3 * f,“(q)] for j = 0, 1, the path CO is any path 
from a to x0 E %n, and cl = q, * p. Thus, for these paths wj, the function .F’” preserves 
root class coordinates. 
Proof. Recalling that wi = wo * fa, we claim that, for these choices of wwj and cJ, 
[WF) * fo”(co)] = I$’ * fT_(ci)] in r. To prove the claim, [fT(p(t))] = I E rr implies 
the existence of a map J : I x I + X such that J(s, 0) = J(s, 1) = a for all s and, for 
all t, J(0, t) = a and J(1, t) = fF(p(t)). Let L : I x I -+ X be defined by 
L(s, t) = 
1 
fF(c0(&)), forO<s<y, 
f;(p(2s + t - 2)), for y <s<l 
then L(0, t) = fp(u) and L(1, t) = f:@(t)) for all t and, for all s, L(s, 0) = ft(co(s)) 
and L(s, 1) = fT_(ci(s)). Th us, combining J, L and the map K of Lemma 5.1 proves 
that 
[wp *fo”(co) * a*] 
in 7~ and thus establishes 
= wp [ * fP(c1) * a*] 
the claim. It follows that the diagram commutes because then 
Qn 0 @$G) = oLn(dp . [wp * fo”(cg)]) 
= &’ . [wp *fo”<co,l 
= 41”’ . [win) * fx4] 
=e#;) = e; oF(R;;). 0 
A natural question is whether the bijection _F’” preserves reducibility, which is crucial 
to the homotopy invariance of Nl,(f; a). Th e next lemma (when combined with Lemma 
5.2) gives a sufficient condition for this to be true. If reducible classes exist, then p = 
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p(f, a) is finite and we shall further assume that p(fa, o,) = p(fi , u). Therefore, the path 
f,” defined by f,“(t) = f:(u) is a loop at a. 
Lemma 5.3. If f[ N a,, then the diagram 
commutes, where p~_P(~~-p) . y) = c$i”’ . ([zq] . fj”#((y)) for j = 0,l. 
Proof. Let y = [u] where 2, is a loop at a, let K be the map of Lemma 5.1, with n = p, 
and let F(s,t) = f[(v(s)), then K and F can be combined to show that 
[UJ{P) * f[(4] = [“P) * fop(4 * f,p] 
in n and therefore, since [f,“] = 1 E rr by hypothesis, 
Qrz O Pan-&e (n--p) . y) = gp [tqp’ * fop(7J)] 
= $q) . [wjp) * fp(q] = p& 0 a,_p ($@-I’) .,y). 0 
Theorem 5.4 (Homotopy invariance). Suppose there is a homotopy ft : X + X such 
that 
(1) P(f0, a) = P(fl> a>, 
(2) ifp(f0, u) = p < co, then f,” N a,. 
Then NIn(fo; u) = NI,(fl; a). 
Proof. If p(fa, e) is infinite, the bijection F’“: R* (ft) -+ R*(f;) (compare Lemma 5.2) 
establishes the result since all the root classes are irreducible by definition. So assume 
p = p(fe, a) < 0~) and that & f R*(f,“) IS a reducible root class. Therefore, there 
exists y E rr such that 
where &_-p : 7r/40 (n-p) + n/4o (n) is the function defined in Lemma 5.3. Let RT_ = 
P(Rg) E R*(fP), then we claim that RT_ is also reducible if we choose wr = we * fa. 
To verify the claim, we use Lemmas 5.2 and 5.3 (which we may apply by hypothesis 
(2)) as follows: 
= p;-,(4[“-“’ 7). 
Thus, the bijection 3” preserves the reducibility of iterate-essential root classes, as does 
its inverse (induced by the reverse homotopy fi_J. 0 
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Hypothesis (2) of the Homotopy Invariance Theorem 5.4 could be awkward to verify 
in specific cases, so it is desirable to eliminate it when possible. One case in which this 
can be done occurs when X is a topological group or, more generally, a Jiang space (i.e., 
a space where the Jiang subgroup equals the fundamental group; see [14, Chapter II, 
Theorem 3.11, p. 321 or [16, Chapter III, Definition 4.1, p. 68, and Theorem 5.2, p. 721) 
and a is a fixed point of homotopic maps fo and fl, that is, ft : X + X is a homotopy 
such that ~(fo, a) = p(fi, u) = 1. Since X is Jiang, there is a homotopy gt : X + X 
such that go(z) = gl(z) = fo(z) f or all 2 E X and gt(a) = fl_t(a) = fa(t)-’ for all 
t E I. The homotopy ht : X + X defined by 
Q2t (XI 7 
ht(x) = 
{ 
forO<t< i, 
h-1 (xc), fork$t<l 
has the properties hj = fj for j = 0,l and h, = f;’ * fa, so hypothesis (2) of 
Theorem 5.4 is satisfied. We have proved 
Corollary 5.5. Let X be a Jiang space, let a E X and suppose fO, fl : X -+ X are 
homotopic maps such that fo(a) = fl(a) = a. Then Nl,(fo;a) = Nl,(fi; u). 
We will prove in Theorem 8.2 that hypothesis (2) of Theorem 5.4 can also be dispensed 
with in the important case of maps on closed manifolds. 
6. An example 
We illustrate our definitions with a simple example where the calculations of NI, (f ; a) 
can be done directly. 
Example 6.1 (Compare Example 3.1). Let 5” = {z: 1.~1 = 1) be the unit circle in the 
complex plane and let f : S’ + 5” be defined by f(z) = z2. 
We first take a = 1, and hence the recurrence number is p(f, 1) = 1. A direct calcula- 
tion shows that f” has 2” roots, specifically, zk = exp( &27ri) for Ic = 0, 1, . . . ,2” - 1. It 
follows from [17, Chapter V.B, Example 3.3, p. 127, and Corollary 7.3, p. 1381 that each 
of these roots forms a root class which is essential and hence iterate-essential. Taking w 
to be the constant path and ck the arc from 1 to zk in the counter-clockwise direction, the 
coordinate S,(.Z,C) of the root class zk can be identified with lc E 7r/#“) = Zzn. Since 
f# : TT + TT is given by f#(r) = 2y and ~~-1 is determined by f# in this case, it follows 
that the root class zk is reducible if and only if lc is even. Thus we have for a = 1 
{ 
2, for n = 1, 
NL(f; u) = 
2n _ 2n-1 = y-l , forn>l. 
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These values of Nl,(f; ) h g ‘f a c an e 1 a is selected as a periodic point which is not 
a fixed point. If we choose, e.g., a = fi but a # 1, then p(f, CA) = 2, and direct 
calculations can be used to show that now 
i 
2”, for n < 2, 
NMf;a) = 
3 * 2n-2, for n > 2. 
The values of Nl,(f; u) change again if a is chosen as a point which is not a periodic 
point. Let us consider a = - 1. Then p(f, - 1) = 00, and so all root classes are irreducible. 
Hence Theorem 2.3 and direct calculations show that for a = -1 
N&Jf;a) = 2n 
for all n 3 1. 
We now use this example, in the case a = 1, to demonstrate that Lemma 5.3 may fail 
to be true without the stated hypothesis. We will exhibit a homotopy ft : S’ + S’ such 
that the loop f,P = fa defined by fa(t) = ft( 1) is not homotopic to a,, the constant loop 
at a, and the diagram of Lemma 5.3 does not commute. 
Defineft:S1-+S’byft(z)=e , 27rtiZ2 which is a cyclic homotopy: f0 = fl = f. 
The loop fa represents the element 1 f 7r = Z. In the setting of Section 5, let we = a,, 
representing 0 E Z, then the path WI = wo * fa represents 1 E Z. Consider the root class 
q = (1) of f with coordinate 0p(Rh) = [0] f Z2. This class is included in the root 
class @ = { 1) of f* with coordinate @(A$) = ,$([O]) = [0] f Z4. Under the bijection 
3’ induced by the homotopy ft, the root class @ corresponds to the root class Rf = {i} 
of f2 with coordinate 0: (RT) = cq o py( [0]) = [0] E Z4. 
On the other hand, under the bijection 3 induced by ft, the root class G corresponds 
to the class Ri = (-1) of f with coordinate f?: (Ri) = QI~ ([0]) = [0] E &, The root 
class R; is included in the root class R’f = {-l} of f 2 with coordinate kJi(Rf) = 
p: o al ([O]) = [l] E Zd. We conclude that 02 o $( [0]) # pi o q ([0]) so the diagram of 
Lemma 5.3 fails to commute. 
Observe that, in this example, 3’ sends the reducible root class Ri = (1) of f* to 
the irreducible class R: = {i} of f2. Thus the bijection 32 induced by the homotopy ft 
does not preserve the reducibility of root classes of f*, although in this example it does 
preserve the Nielsen number NIz(f; a) = 2. 
7. Root-essential maps 
Let X be a path-connected space, then we define that a map f : X + X is ruot- 
essential if, for all d E X and all n 3 1, there is a root of f” at a and every root class 
of f” is essential. Theorem 2.3 implies that if f : X + X is root-essential, then the 
definition of Nl,(f; a) simplifies to 
Nl,(f; u) = #{R” E R(fn) : R” is irreducible}. 
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The number of essential root classes of a map f : X + X is called the Nielsen number 
for roots and denoted by N(f, u). H ence N(fn,u) stands for the number of essential 
root classes of f” : X + X. If all root classes are essential, then this Nielsen number 
can be computed in many cases (see [16, Chapter V.B.7, pp. 136-138; 3; 4; 7]), and we 
shall want to use these computations to obtain information about the number of iterate- 
essential root classes of f”. In general, this second number can be larger than N(fn, u) 
(compare Example 2.2) but, by Theorem 2.3, the two numbers agree if f is root-essential. 
Thus we have 
Theorem 7.1. Let f : X + X be a root-essential selfmap of a path-connected topolog- 
ical space. Ifn < p(f, u), then Nl,(f; u) = N(f”, a). 
As Theorem 7.1 indicates, and we will see in the next section, the root-essential 
hypothesis greatly facilitates the computation of N1n(f; o). Therefore we now discuss 
the existence of root-essential maps. However, we will not remain in the general setting 
of path-connected spaces because root theory has obtained precise results, in particular 
calculations of the Nielsen number for roots, only for maps between manifolds. Therefore, 
we now limit our study of roots of iterates of maps to the manifold setting. By an n- 
manifold we mean a connected Hausdorff space, each point of which has a neighborhood 
homeomorphic either to Euclidean n-space R”, for n > 0, or to the half-space lR”-’ x 
[0, oo). The points with half-space neighborhoods form the boundary 3X or the manifold; 
its complement X - 3X is the interior, denoted Int X. 
If a map f : X t X is root-essential, it must certainly be onto, and we need a 
homotopy invariant tool which allows us to deal with this fact. We will call a space X 
deformable if there is a map k : X + X homotopic to the identity such that k(X) is 
a proper subset of X and undeformable otherwise. We use this terminology because a 
map, such as lc, homotopic to the identity, is often referred to as a deformation of X. 
Spaces with the property we call deformable are sometimes called reducible (see [21, 
p. 541) but, since we use that term with regard to root classes, it would be confusing to 
use it to describe spaces as well. 
Theorem 7.2. A manifold is undeformable if and only if it is closed. 
Proof. It is known that a closed manifold is undeformable, see [21, p. 541. (A proof can 
be constructed from the material in [ 10, Definition 4.1, p. 2671 and the remark following 
it.) We prove that all other manifolds are deformable by constructing a map k which is 
homotopic to the identity but not onto. 
If the boundary of the n-manifold X is nonempty, we select a point a E ax. Then 
there is a homeomorphism h’ of lR”-’ x [0, co) onto an open subset of X which maps 
II%“-’ x (0) into ax with h’(0, 0) = a, where 0 is the origin in RF-‘. Let P-’ denote 
the closed unit ball in IF?-‘, with boundary Sne2, and let h : P-’ x [0, l] + X be the 
embedding obtained from h’ by restriction. There exists a strong deformation retraction 
k’ : D”-’ x [0, l] + (S”-’ x [0, I]) u (P-l x {I)). 
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If we define Ic : X + X by 
k(x) = 
h o k’ o h-’ (x), if 5 E h(D”-’ x [0, I]), 
X, otherwise, 
then the map k takes X onto a proper subset of itself. Specifically, /C(X) = X - U, 
where U, = h(Int P-’ x [0, 1)) is o p en in X. Since k’ is a deformation retraction, k 
is homotopic to the identity. So we see that X is deformable in this case. 
If X is noncompact but the boundary of X is empty, then there exists in X a topological 
ray !R, that is, a subspace homeomorphic to [0, co), which is closed in X. This follows 
from a construction by Bing. In the last paragraph on page 618 of [l] he shows that, in 
fact, there exists a countable collection f)li of disjoint closed rays in X that satisfy some 
additional properties. For our purpose, it suffices to select one of the rays, say R = 8,. 
We can use this ray to find, in a neighborhood of CR, a subspace E of X which is closed in 
X and homeomorphic to D”-’ x [0, w). (The space E can be obtained in the same way 
as the space El in the first paragraph on page 619 of [ 11.) Let h : Dn-’ x [0, 00) -+ E 
be a homeomorphism. This time there exists a strong deformation retraction 
k’: D”-’ x [O,oo) + (S”-2 x [0,03)) U (on-’ x {0}), 
and therefore a map Ic can be similarly defined as before to prove that such a manifold 
is always deformable. 0 
Theorem 7.2 characterizes the closed manifolds within the class of all manifolds, but 
we need to sharpen the result somewhat. 
Theorem 7.3. Let X be a deformable manifold. Then there exists, for any given a E X, 
a map k, : X -+ X homotopic to the identity such that a 6 ka(X). 
Proof. If a E ax, then k, can be constructed as in the proof of Theorem 7.2, so we 
suppose a E Int X. Since X is deformable, there exists a map Ic : X + X homotopic 
to the identity such that It(X) is a proper subset of X. We can find b E IntX with 
b $! lc(X). This is obvious if aX = 8; otherwise, choose any c E aX and, applying 
the construction in the proof of Theorem 7.2, we recall that /C(X) = X - UC where 
UC is open in X, so we can choose b E UC n Int X. There exists a homeomorphism 
h : X + X which is homotopic to the identity and so that h(b) = a. The map we require 
is Ic, = h o k. 0 
The application of Theorem 7.3 to root theory is 
Theorem 7.4. Let f : X + Y be a map from a pathwise connected space X to a 
manifold Y and let a be an arbitrary point in Y. If Y is not a closed manifold, then 
N( f, a) = 0. Moreovel; f is homotopic to a map g : X -+ Y which has no roots at a. 
Proof. As N(f, ) h a is omotopy invariant and as N(g, a) = 0 if g has no roots at a, we 
only have to find the map g to prove our theorem. If Y is not closed, by Theorem 7.3 there 
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exists a map k, : X + X which is homotopic to the identity and such that a $ ka(Y). 
Hence g = Ic, o f has no roots at a. 0 
Corollary 7.5. Zfa manifold X admits a root-essential map, then X is a closed manifold. 
Theorem 7.4 shows that N(f, o) is always zero if the target manifold Y is not closed. 
This means that no root of f can be detected by Nielsen root theory. We proved, moreover, 
that in this case any map f : X + Y is homotopic to a map g which has no roots at a, 
and so N(f, o) = 0 is in this case an optimal lower bound for the number of roots at 
a for all maps in the homotopy class of f. Optimality does not always hold in Nielsen 
root theory. It is known that N(f, ) a is an optimal lower bound for the number of roots 
at a for all maps in the homotopy class of f if X and Y are orientable manifolds of the 
same dimension, of at least 3 ([ 18, Satz II], see also [ 17, Theorem B]), and this is still 
true if the dimension is 2 and N(f, u) = 0 by [17, Theorem A]. On the other hand, an 
example in Section 4 of [17] shows that N(f, u) > 0 need no longer be optimal if X 
and Y are orientable manifolds of dimension 2. The optimality of iV(f, u) has not been 
discussed in the literature if Y is closed but not orientable; in particular, it is not known 
whether N(f, u) = 0 is still optimal in this case for manifolds of dimension 2. 
Theorem 7.4 tells us that if f : X -+ Y is a map to a manifold with N(f, a) > 0, then 
it is necessary that Y be closed. We next characterize the maps between closed orientable 
manifolds of the same dimension that have this property. 
Theorem 7.6. Let X and Y be closed orientable manifolds of the same dimension. Then, 
for a map f : X + Y, the property N( f, u) > 0 holds at every a E Y if and only if the 
degree off is nonzero. 
Proof. This follows from [4, Corollary 51 (see also [16, Chapter VB, Corollary 7.3, 
p. 1381) and [7, Proposition 51. 0 
Thus, with regard to root-essentiality, Theorem 7.6 gives us the characterization 
Corollary 7.7. A map f : X + X on a closed orientable manifold is root-essential if 
and only if it has nonzero degree. 
As a further consequence in this setting, we find that it is not necessary to distinguish 
between essential and iterate-essential root classes, because 
Corollary 7.8. Let f : X + X be a map on a closed orientable manifold. A root class 
off n is iterate-essential if and only if it is essential. 
Proof. It suffices to show that a root class R” of f” at a which is inessential is also 
iterate-inessential. If f” has an inessential root class, then all the root classes are inessen- 
tial by [4, Corollary 21 (see also [16, Chapter V.B, Corollary 6.6, p. 1351). Therefore, 
N(f 7L, u) = 0 so Theorem 7.6 tells us that f n is of degree zero, which implies that 
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f has the same property. Then [ 17, Theorem A] implies that there exists a homotopy 
ft : X + X with fo = f such that a +! fl (X). Hence fr has no roots at a, and the 
homotopy fr shows that R” is iterate-inessential. 0 
If f :X + Y where X and Y are closed manifolds of the same dimension, but not 
both orientable, we can still obtain a sufficient condition for N(f, a) > 0 at all a E Y, 
by using the mod 2 degree of the map, that is, the degree defined from homology with 
coefficients &. 
Theorem 7.9. Let X and Y be closed manifolds of the same dimension. If a map f : X + 
Y has nonzero degree mod 2, then N( f, a) > 0 for every a E Y. 
Proof. Let m be the dimension of X and let j : (Y, 8) -+ (Y, Y - u) be the inclusion. 
To state that f has nonzero degree mod 2 means that f* : H,(X; Z;2) -+ H,(Y; &) is 
not the zero homomorphism. Since j, : IT, (Y; &) + H,(Y, Y - a; &) is an isomor- 
phism, j, o f+ # 0, and so it follows from [16, Chapter V.B, Theorem 7.1, p. 1371 that 
N(f,a) > 0. 0 
Corollary 7.10. If a map f : X + X on a closed nonorientable manifold has nonzero 
degree mod 2, then it is root-essential. 
The next two results can help in the verification of the root-essential hypothesis. The 
homogeneity of the manifold implies that root-essentiality of a map can be checked 
without examining all root classes at every point. 
Theorem 7.11. Let f :X -+ X be a map of a closed manifold. If there exists a E X 
such that f n, for each n > 1, has at least one essential root class off n at a, then f is 
root-essential. 
Proof. Since X is a manifold, all classes of roots of f” at b are essential if one of 
them is (compare the proof of Corollary 7.8), so we need only verify that there is an 
essential class of f” at b for any b E X. Since X is a closed manifold, there is a 
homeomorphism h : X -+ X, homotopic to the identity, such that h(a) = b. The map 
h-t o f” is homotopic to f” so, by [ 16, Theorem 4.4, p. 1291, there is an essential class 
of roots of h-’ o f”(z) = a; call that class R”. Note that R” is a class of roots of 
f”(x) = b. To show that R” is essential, let g : X -+ X be any map homotopic to f n, 
then h-i o g is homotopic to h-’ o f” so there is a root class R’ of h-’ 0 g(x) = a 
corresponding to the essential root class R”. Observing that R’ is also a class of roots 
of g(z) = b, we have shown that f” has an essential root class at b. 0 
It is not difficult to show that, in general, the concept of root-essential need not be 
homotopy invariant. But, for closed manifolds, homotopy invariance does hold. 
Theorem 7.12. Let f : X -+ X be a root-essential map. If X is a closed manifold and 
g is homotopic to f, then g is root-essential. 
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Proof. As f is root-essential, N(fn, u) > 0 for all a E X and all n > 1. Hence 
N(g”, a) > 0 by the homotopy invariance of the Nielsen number for roots [ 16, Chap- 
ter V.B., Theorem 4.4, p. 1291, and so each g” has at least one essential root class at a. 
Using, once again, the fact that all root classes of a selfmap on a closed manifold are 
essential if one of them is, the theorem follows. •I 
8. Irreducible roots of selfmaps of closed manifolds 
We now wish to take advantage of the simplification of NI, (f; u) for root-essential 
maps that we observed in the previous section. Corollary 7.5 tells us that we should 
restrict our attention to root-essential maps on closed manifolds. For such maps, we will 
be able to obtain precise information about Nl,(f; a) by means of the next result. 
We denote the index of a subgroup H in a group G by [G: H]. 
Theorem 8.1. If f : X + X is a root-essential map of a closed manifold, then 
[n :qq ) if n 6 P, 
NIn(f; a) = 
[n : qGn)] - [C+(P) : c#An)], if n > p, 
where p = p( f, u) denotes the recurrence number of f at a. 
Proof. From [16, Chapter VB, Corollary 6.61 ( see also [7, Section 21) we see that 
if for f, a selfmap of a closed manifold, there is an essential root class of fn, then 
R*(f”) = R(fn) and the injection & : R(f”) + TT/c$(~) of Theorem 4.3 is a bijection. 
If there are no reducible root classes of f” because rr < p, in particular if p = co, 
then Nln(f; a) = #R*(f”) = [rr :#“)I. If p < CG and n > p then, by Theorem 4.5, a 
root class is reducible if and only if its coordinate is in ~n_~(rr/$~(+-P)), so it remains 
to identify ~n_~(rr/4 (%-p)) with &‘)/$(n). Let T: 7r/#“) + 7r/g5cn) be defined by 
T@,(n) . y) = 4(n) . (y , [&‘]-‘) w h ere w is the path from a to f(a) that determines 
yjcn) = f:(r). An element of ~,_~(rr/4 (“-P)) is of the form 4(n) . ([w(p)] f#P(-y)) for 
some y E 7r and since 
T(q+) . ([w(P)] . f#P(y))) = c#+) ([&)I . f;(r) . [w(~‘] -‘) 
z ($4 . f;(y) E @/@) 
we see that the one-to-one correspondence T takes pn_p(r/~(n-~)) onto #PI/&~), 0 
As our first application of Theorem 8.1, we prove a stronger form of the homotopy 
invariance of Nl,(f; u) than that of the Homotopy Invariance Theorem 5.4, that holds 
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for root-essential maps of closed manifolds. Not only may we omit the hypothesis (2) of 
Theorem 5.4, but we can vary the point a as well. 
Theorem 8.2. Let X be a closed manifold and suppose ft : X --t X is a homotopy such 
that fo and f~ are root-essential maps. If p(fo, u) = p(fl, b) for some a, b E X, then 
NIn(fO;a) = NI,(fl; b) for all n 3 1. 
Proof. Let zu, be a path from a to f@(a). We define a path ?f& from b to f,(b) by 
setting Wb = p-’ * w, * fO(p) * fb where p is any path from a to b and fb is defined by 
fb(t) = ft(b). Let 
wp = w, * fO(Wa) *. . . * fo”-‘(wa) 
(compare Section 4) and define 4c’ (a) = f&,= (T,) to be the subgroup of rrt (X, a) = rr, 
where 
f&J%] = [WSI”’ * fo”(%) * (7&y] 
for 21, a loop at a. We define the subgroup 41”’ (b) = fcWb (Tb) of ~1 (X, b) = Tb in an 
analogous manner. Let h P : nb -+ r, be the isomorphism induced by the path p, that is, 
hp[?&] = [p * ?&, *p-t] for ?& a loop at b. We claim that the diagram 
commutes. To verify the claim, let ‘ub be a loop at b, then 
f’ O,W, o hJJ [wb] = [Wa * fO(P) * fO(vb) * fO(p-‘) * we’]. 
Because of the way Wb was defined, we see that 
h, o .&&b] = [% * fO(P) * fb * fl(~b) * f;’ * fO(+) *w;‘]. 
Making use of the homotopy F: I x I + X defined by F(s, t) = ft(ub(s)), we find 
that [fb * fl(Vb) * f;‘] = [fO(ub)] in ~1 (X, fO(b)) and thus the diagram commutes. 
Noting, as in Section 4, that fcWa = ( f&,)n, and that the same holds for f;lW,, the 
diagram commutes with f&,, and fc,, in place of f&,,, and f!,,,. Consequently, the 
isomorphism h, . 7Q, + T, takes 4:“’ (b) onto 4g’ (a) and therefore 
[rr’, : q+I;“‘(a)] = [7’@ : f#j;“)(b)]. 
Furthermore, if p = p(f0, CL) = p(fl, b) is finite and n > p, then h, maps 41”’ (b) onto 
dp’(e) as it takes &‘)(b) onto b?‘(e), so 
[+p’(a) : q@‘(a)] = [q@)(b) : @)(b)]. 
Since we assumed that f0 and ft were root-essential maps of a closed manifold, Theorem 
8.1 then implies that Nl,(fO; u) = Nl,(fi; b). 0 
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If, in Theorem 8.2, we consider a homotopy such that ft = f for all t, then we observe 
that the Nielsen number Nl,(f; a) depends only on the recurrence number of f at a, as 
follows. 
Corollary 8.3. Let f : X + X be a root-essential map of a closed manifold. If a, b E X 
such that p(f, a) = p(f, b), then Nl,(f; a) = Nl,(f; b) for all n. 
We next use Theorem 8.1 to obtain information about NI, (f; a) for root-essential 
maps of closed manifolds in terms of the usual Nielsen number for roots. 
Theorem 8.4. Let f : X -+ X be a root-essential map of a closed manifold such that 
f# : ~1 (X, u) + ~1 (X, f(a)) is a monomorphism. Then 
{ 
N(fn, a), if 72. < p, 
Nk(f; a) = 
N(fn, a) - N(fn--p, a), if n > p. 
Proof. Since f is root-essential, [7r :4(“)] = #R(fk) = N(f”, a) for all lc. We know 
from Corollary 4.10 that pn--p is one-to-one if f# has that property, so 
[&) : qw] = #pL,_p (+p+) = [T : c#w-p)] 
and Theorem 8.1 completes the argument. 0 
Theorem 8.5. Let f : X + X be a root-essential map of a closed manifold such that 
f++ : ~1 (X, a) + ~1 (X, f(a)) is the zero homomorphism. Then 
N(f”, a), if 72 < p, 
Nk,(f;a) = 
N(fn,a) - 1, if n > p. 
Proof. Since f is root-essential, R(f n P is nonempty for all n > p. By Corollary 4.11, - ) 
all root classes of f n-p are contained in a single root class of f n. 0 
For closed orientable manifolds, Theorem 8.5 is only of interest if 7rt (X, a) is finite, 
as can be seen by combining the following result with Theorem 7.6. 
Theorem 8.6. Let f : X + X be a selfmap of a closed orientable manifold such that 
~1 (X, a) is an injinite group. If f# : ~1 (X, a) + ~1 (X, f(u)) is the zero homomorphism, 
then f has degree 0. 
Proof. Suppose that f is a map of nonzero degree. Then it follows from [ 16, Chapter V.B, 
Corollary 7.3, p. 1381 that N(fn, u) = [7r :@“)], b u t , since f# is the zero homomorphism, 
[7r: qb’“‘] = 1~1, h t e order of the group 7r, which is infinite whereas N(f 71, u) is finite. 
This is impossible, and we conclude that f has degree 0. 0 
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Example 8.7. In contrast to Theorem 8.6, if the fundamental group of a manifold is 
finite, a map of nonzero degree may induce a zero homomorphism of the fundamental 
group. To construct an example, we view the 3-sphere S’ as the join of two circles, 
which is a quotient space of S’ x [0, I] x S’, and therefore we represent a point of S” 
by a triple (~1, t, ~2) where zt, ~2 E S’ and 0 < t 6 1. Define a map g : s” -+ 5” by 
g(zt , t, 22) = (zp, t, .z,“) where Ic is a positive even integer. Now g is a map of degree 
Ic2 that is equivariant with respect to the antipodal action on S”, so it induces a map 
f : P” + P’ of degree A? on real projective 3-space. On the fundamental group level, 
f induces a homomorphism that takes the generator of ~1 (P’) to k times itself which, 
since 7rl (P”) is of order 2, makes f# the trivial homomorphism. Note that Corollary 7.7 
shows that f is root-essential, and so NIn(f; o) can be found from Theorem 8.1, or 
from Corollary 8.12 below. 
Theorem 8.8. Suppose f :X + X is a root-essential map of a closed manifold such 
that f# :~1 (X, a) -+ ~1 (X, f(u)) is an epimorphism. Then 
i 
1, if n < p, 
Nln(f; a) = 
0, if n > p. 
Proof. Since f is root-essential, Corollary 4.4 implies that #R( f “) = 1 = [r : #“)I for 
all k. 0 
Now we apply Theorem 8.1 to manifolds with free abelian and finite cyclic fundamental 
groups to obtain explicit calculations of Nl,(f; u). S’ mce the groups are abelian, we write 
IT/&“) 1, the order of the group “/4(“), in place of the index [7r :qd”)]. The first case is 
the easier one. 
Theorem 8.9. Let f : X + X be a root-essential map of a closed manifold X with free 
abelian fundamental group. Choosing a basis for n, let F be the matrix associated with 
f W : T + n. If the determinant D of F is nonzero, then 
Nl,(f;a) = 
1 
IDI”, if n < P, 
IDln-e. (IDje - l), if n > p, 
where p = p( f, u) is th e recurrence number off at a. 
Proof. For all k > 1, matrix associated with fi : T + n is Fk. Using the argument in 
the first paragraph on page 399 of [6], we see that 
N(f”,u) = [7r/&“)I = IDI”. 
The result follows by Theorem 8.4. 0 
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Note that the direct calculations in Example 6.1 all follow from Theorem 8.9. 
Example 8.10. Let F be a 2 x 2 integer matrix whose determinant D has the property 
(D( > 2. There is a map f : T + T of the torus whose induced fundamental group 
homomorphism is represented by F. Consider the discrete semidynamical system on T 
determined by f (see Section 1). Theorem 8.9 implies that the orbit of each periodic 
point absorbs the orbit of z for infinitely many points z E T. In fact, let a E T be any 
point. Then Theorem 8.9 implies that the number of points z E T for which the orbit of 
5 contains a as its nth element, and not the mth for any m < n, grows exponentially 
in n. In contrast, let f : S2 + S2 be a rotation of the two-sphere about the vertical axis, 
which is a root-essential map because it is of degree 1. Since S2 is simply connected, 
Theorem 8.8 states that Nl,(f;a) = 0 f or n 3 2 if a is a fixed point of f and, indeed, 
no nontrivial orbit is absorbed by either of the north or south pole of S2. 
We now study a second case where the fundamental group is abelian: we assume that 
X is a closed manifold such that rr is a finite cyclic group Z, of order m. Then m is of 
the form pT’p7 . p: , where each pi is prime and pi # pj if i # j. If p is prime and 
in is the p-component of r = Z,, then fG(rrr,) G 7rp, and so 
+P) = n/f:(r) = fi%J~&J). 
i=l 
Similarly, for n > p we have 
To calculate NIn(f;a) for a root-essential map, it is therefore only necessary to com- 
pute the orders of the factors on the right-hand side of the last two equations and use 
Theorem 8.1. This we do in the next theorem. 
Theorem 8.11. Let f : X --+ X be a root-essential map of a closed manifold with fin- 
damental group cyclic of order m = p?py . ’ .p;“, and write fw(ai) = CY~ for ai a 
generator of the pi-component of IT = 22,. If di # 0, define si such that di = pf”ci 
where pi 1 Ci; if di = 0, set si = 00. For an integer j, let 
JT- = 
Then 
if jSi < Ti, 
if jSi 3 Ti. 
where p = p( f, u) is the recurrence number of f at a. 
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Proof. Let p = Pi be any prime divisor of m, let rP be the pi-component of r = Z, 
generated by CY = cq and, similarly, simplify the notation by writing ri, di and si as r, d 
and s, respectively. If d = 0, then 17rPirplf;(flP)l = (7rP’pl = pr and If$(7rn)/f,“(~n)l = 1. 
If d # 0, then (c@) = (an”) and furthermore 
(f;(Q)) = (ad”) = (CF). 
Then 
If::(%7)lfZ(%)) = P”^“IPG. 
Theorem 8.1 completes the proof. 0 
We observe that Theorem 8.1 I implies that Nl,(f; a) = ZVI,+i (f; u) for n sufficiently 
large. 
Note that if, in Theorem 8.11, 7r = Z,, then r = 1, and s = 0 when d # 0, so we 
have the following special case. 
Corollary 8.12. Let f : X + X be a root-essential map of a closed manifold with 
fundamental group cyclic of prime order p, then 
P, if n < p and d = 0, 
Nk(f; a) = 
P- 1, if n > p and d = 0, 
1, if n < p, and d # 0, 
if n > p and d # 0. 
Example 8.13. Let X be a lens space L(8, q) where q is an odd number, so 7r = Zs. Let 
f : X -+ X be a map of nonzero degree, let a be a fixed point of f, so f# : TT + 7~, and 
suppose that f++(a) = CY* for cy E .& a generator. Applying Theorem 8.11 to the map f and 
the fixed point a, since s = 1, T = 3 and p = 1 we find that N1i (f; u) = NII( f; u) = 2 
and Nln(f; a) = 4 for n 3 3. With regard to the discrete semidynamical system on X 
determined by f, we conclude that there are an infinite number of points x in X with 
an orbit that is absorbed by the fixed point a. 
A recent study, by Robin Brooks and Charles Odenthal [7], of Nielsen numbers for 
roots on aspherical manifolds in the case where f# is a monomorphism, gives us 
Theorem 8.14. Let X be a closed orientable aspherical manifold and let f : X + X be 
a map such that f++ : ~1 (X, u) + ~1 (X, f(u)) is a monomorphism. Then 
NL(f;a) = 
Idegree f In, if 71. 6 P, 
[degree f In-Q . ([degree f IP - l), if n > p. 
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Proof. Since fg is a monomorphism, so also is f#“, for all n. It follows from [7, Theo- 
rem l] that N(f n, u) = Idegree f nj > 0. Hence f is root-essential and the result follows 
from Theorem 8.4. 0 
If the manifold X in Theorem 8.14 is not orientable, we can obtain a formula for 
NI,(f; u) from Theorem 8.4 and [7, Theorem 11. We omit the statement. Note that [7, 
Theorem 41 implies that if X is an infrasolvmanifold, then f# is a monomorphism if and 
only if f root-essential. 
9. Irreducible roots and primitive roots of unity 
For X a group with unit e, we recall that x E X is a primitive kth root of unity 
if zk = e but xj # e for all j < k. The primitive root of unity concept extends to 
H-spaces as follows. Let X be an H-space with multiplication m : X x X t X and 
homotopy identity e E X with m(e, e) = e. Define mk :X -+ X for k 3 1 by setting 
ml(z) = z and mk(z) = m(x, m&l (x)), for all x E X. A primitive kth root of unity 
of the H-space (X, m, e) is a point z E X such that mk (z) = e but rn.j (x) # e for all 
j < k. 
It was demonstrated in 191 that if X is a compact Lie group or, more generally, an 
H-manifold (a closed manifold that admits an H-space multiplication), then, to a consid- 
erable extent, the number of primitive roots depends not on the particular multiplication 
m chosen, but instead on the fundamental group of the manifold. For instance, the num- 
ber of primitive kth roots of unity on the circle with the usual complex multiplication 
is given by Euler’s function 4(k), but in fact any multiplication on an H-manifold with 
infinite cyclic fundamental group must have at least 4(k) primitive kth roots of unity, 
for all k [9, Corollary 11. 
Another result in that same paper states that if X is an H-manifold with finite fun- 
damental group K and if a prime p divides the order of K, then any multiplication on 
X has primitive p”th roots of unity for all n > 1 [9, Corollary 31. We will show that 
Corollary 3 of [9], which is identical to our Corollary 9.2, can be obtained in a different 
way as a consequence of a more general property of irreducible roots of root-essential 
maps on a closed manifold. This property is given in Theorem 9.1, and the techniques 
which we have developed permit a very simple proof. 
To understand the relationship between primitive roots of unity and irreducible roots of 
iterates of maps, suppose that X is a topological group. For the map f : X + X defined 
by f(x) = xT with T an arbitrary positive integer, the theory of irreducible roots has 
nothing to tell us about primitive roots of unity. For instance, if f : 5” + S’ is defined by 
f(z) = Z6> then since 1 is a fixed point of f, Theorem 8.9 implies that NI3(f; 1) = 180 
but there are only 4(6’) = 72 primitive 6”th roots of unity in S’. The difference in the 
theories arises from the fact that there are 6”th roots of unity that are neither 6th roots 
nor 62th roots, so they are irreducible, but they are kth roots of unity for some other k 
that divides 6’, for instance k = 2’, and therefore they are not primitive roots of unity. 
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On the other hand, if r = p is a prime, then since the only divisors of pn are lower 
powers of p, the irreducible roots of f” for f(z) = xn and the primitive pnth roots of 
unity in [9] are identical. 
Our proof of Corollary 3 of [9] will be obtained from the following fact concerning 
irreducible roots of iterates of maps of manifolds. 
Theorem 9.1. Let f : X + X be a root-essential map of a closed manifold X withfinite 
abelian fundamental group. If the kernel of f# : YTI (X, u) + ~1 (X, f(u)) is nontrivial, 
then there exists an irreducible root off n at a for all n > 1. 
Proof. AS the kernel of f# is nontrivial, f# is not onto and hence f,$ : n -+ T is not onto, 
for p = p(f,a). Therefore, Ifg(n)l < 1~1. F rom Theorem 8.1 we have, for n < p, 
Nl,(f;a) = [7+#J’“‘I > 0 
and, for n > p, 
Nl,(f;a) = [7r/$q - j&)/$q = ##I’“‘l - I#q/lqq > 0. 0 
Corollary 9.2 [9, Corollary 31. Let (X, m, e) be an H-manifold with finite fundamental 
group ~1 (X, e) = T. If a prime number p divides the order of 7r, then there exist primitive 
pnth roots of unity of (X, m, e) for all n 3 1. 
Proof. Define f :X + X by f(x) = mP(x). S ince X is an H-manifold, it is orientable. 
The map f is of nonzero degree by [8, p. 1881 so it is root-essential. Since p divides 
the order of the abelian group rr, it follows that 7r contains elements of order p. But for 
f# : T + K we have f++(a) = ap, for all a: E rr, see [ll, Theorem 7.6, p. 331. So the 
elements of order p in 7r lie in the kernel of the homomorphism induced by f = mP and 
therefore by Theorem 9.1 there is an irreducible root of f” for each n. Since p is prime, 
an irreducible root of this f n is a primitive pYh root of unity for (X, m, e). 0 
A simple calculation based on Theorem 8.1 shows that the formula in the Theorem 
on page 615 of [9] holds for k = pn, where p is a prime, if f is any root-essential map 
of a closed manifold with abelian fundamental group 7r and fW : T + n is of the form 
fW(a) = LY* for all p E 7r. Hence we can extend Corollaries 1 and 2 of [9], for Ic = pn, 
to this setting. 
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