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ON THE NUMBER OF FORESTS AND CONNECTED SPANNING
SUBGRAPHS
MÁRTON BORBÉNYI, PÉTER CSIKVÁRI, AND HAORAN LUO
Abstract. Let F (G) be the number of forests of a graph G. Similarly let C(G) be
the number of connected spanning subgraphs of a connected graph G. We bound F (G)
and C(G) for regular graphs and for graphs with fixed average degree. Among many
other things we study fd = supG∈Gd F (G)
1/v(G), where Gd is the family of d–regular
graphs, and v(G) denotes the number of vertices of a graph G. We show that f3 = 23/2,
and if (Gn)n is a sequence of 3–regular graphs with length of the shortest cycle tending
to infinity, then limn→∞ F (Gn)1/v(Gn) = 23/2. We also improve on the previous best
bounds on fd for 4 ≤ d ≤ 9. We give various applications of our inequalities to grids.
1. Introduction
For a graph G = (V,E) let TG(x, y) denote its Tutte polynomial, that is,
TG(x, y) =
∑
A⊆E
(x− 1)k(A)−k(E)(y − 1)k(A)−|A|−v(G),
where k(A) denotes the number of connected components of the graph (V,A), and v(G)
denotes the number of vertices of the graph G. It is well-known that special evaluations of
the Tutte polynomial have various combinatorial meaning. For instance, TG(1, 1) counts
the number of spanning trees for a connected graph G. Similarly, TG(2, 1) enumerates
the number of forests (acyclic edge subsets), and for a connected graph G the evaluation
TG(1, 2) is equal to the number of connected spanning subgraphs, and TG(2, 0) is the
number of acyclic orientations of G. In this paper, we use the notation F (G) = TG(2, 1)
for the number of forests, C(G) = TG(1, 2) for the number of connected spanning sub-
graphs, and a(G) = TG(2, 0) for the number of acyclic orientations.
The scope of this paper is to give various upper bounds for F (G) and C(G) in terms
of the average degree. A special emphasis is put on the case when G is a regular graph
of degree d. First, we prove some general inequalities for F (G) and C(G), and then we
will apply them to grids and other special graphs.
1.1. Number of forests. First we collect our results for the number of forests.
The following statement is well-known, and serves as a motivation for many of our
results. For the sake of completeness we will give a proof of it.
Proposition 1.1 ([15]). Let G be a graph, and let dv be the degree of a vertex v. Then
F (G) ≤
∏
v∈V (G)
(dv + 1).
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When one applies Proposition 1.1 for regular graphs of degree 3 and 4, it turns out to
be rather poor since the trivial inequality in terms of the number of edges e(G), that is,
F (G) ≤ 2e(G) gives stronger results. Indeed, for a 3-regular graph this trivial inequality
gives F (G)1/v(G) ≤ 2√2, while for a 4-regular graph it gives F (G)1/v(G) ≤ 4. Surprisingly,
this inequality cannot be improved for 3-regular graphs as the following result shows.
Let g(G) be the length of the shortest cycle, this is called the girth of the graph G.
Theorem 1.2. Let (Gn)n be a sequence of 3–regular graphs with girth g(Gn) → ∞.
Then
lim
n→∞
a(Gn)
1/v(Gn) = 2
√
2,
and
lim
n→∞
F (Gn)
1/v(Gn) = 2
√
2.
Note that the large girth requirement is necessary in the following sense. Suppose that
for a fixed k and ε the graph G contains at least εv(G) edge-disjoint cycles of length at
most k. Then
F (G)1/v(G) ≤ c(k, ε)23/2,
where c(k, ε) < 1. Indeed, if C1, C2, . . . , Cr are edge-disjoint cycles of length at most k,
then
F (G) ≤
r∏
i=1
(2|Ci| − 1) · 2e(G)−
∑r
i=1 |Ci| =
r∏
i=1
2|Ci| − 1
2|Ci|
· 2e(G) ≤
(
2k − 1
2k
)εv(G)
· 2e(G).
Hence
F (G)1/v(G) ≤
(
2k − 1
2k
)ε
· 23/2.
We remark that the ratio F (G)
2e(G)
can be rather large for a 3–regular graph. For instance,
for the Tutte-Coxeter graph this ratio is roughly 0.728. Note that this is 3–regular graph
on 30 vertices with girth 8. It seems that for cages, that is, for regular graphs that has
minimal size for a given degree and girth, this ratio can be quite large. This motivates
the following question.
Problem 1.3. Let G3 be the family of 3–regular graphs. Is it true that
sup
G∈G3
F (G)
2e(G)
= 1?
Before we turn our attention to 4–regular graphs, let us give one more general upper
bound for the number of forests. Let us introduce the entropy function
H(x) := x ln
(
1
x
)
+ (1− x) ln
(
1
1− x
)
with the usual convention H(0) = H(1) = 0.
Proposition 1.4. Let G be a graph with average degree d. If d ≥ 4, then
F (G)1/v(G) ≤ exp
(
d
2
H
(
2
d
))
.
This simple inequality is based on the rather trivial observation that a forest can have
at most v(G)− 1 edges, and so
F (G) ≤
v(G)−1∑
k=0
(
e(G)
k
)
.
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The problem with this bound is that if the average degree is exactly 4, this is actually
the same with the trivial upper bound 2e(G) = 4v(G). Already Merino and Welsh [12]
noted that they found rather challenging to improve on this trivial bound even for grids.
Nevertheless, 4v(G) is definitely not the best answer for 4–regular graphs as the following
theorem shows.
Theorem 1.5. Let G4 be the family of 4–regular graphs. Then
sup
G∈G4
F (G)1/v(G) < 3.994.
We have seen at 3–regular graphs that F (G)1/v(G) is asymptotically maximized by
large girth graphs. Similar theorem was proved for the number of spanning trees by
McKay [10] for regular graphs of degree d for arbitrary d. Here we show that the same
holds true for F (G) for any d assuming a well-known conjecture about a certain negative
correlation.
Conjecture 1.6. Let G be a graph and let F be a random forest chosen uniformly from
all the forests of G. Let e, f ∈ E(G), then
P(e, f ∈ F) ≤ P(e ∈ F)P(f ∈ F).
Assuming Conjecture 1.6 we can prove a result on forests of 2-covers which then implies
our claim about the large girth graphs.
Recall that a k-cover of a graph G is the following. A k-cover (or k-lift) H of a graph
G is defined as follows. The vertex set of H is V (H) = V (G)× {0, 1, . . . , k − 1}, and if
(u, v) ∈ E(G), then we choose a perfect matching between the vertices (u, i) and (v, j)
for 0 ≤ i, j ≤ k − 1. If (u, v) /∈ E(G), then there are no edges between (u, i) and (v, j)
for 0 ≤ i, j ≤ k − 1.
Figure 1. A 2-lift.
When k = 2 one can encode the 2-lift H by putting signs on the edges of the graph
G: the + sign means that we use the matching ((u, 0), (v, 0)), ((u, 1), (v, 1)) at the edge
(u, v), the − sign means that we use the matching ((u, 0), (v, 1)), ((u, 1), (v, 0)) at the
edge (u, v). For instance, if we put + signs to every edge, then we simply get G ∪G as
H, and if we put − signs everywhere, then the obtained 2-cover H is simply G × K2.
Observe that if G is bipartite, then G ∪ G = G × K2, but other 2-covers might differ
from G ∪G.
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Theorem 1.7. Let G be a graph, and let H be a 2-cover of G. Assuming Conjecture 1.6
we have
F (G ∪G) ≤ F (H).
In other words, F (G)1/v(G) ≤ F (H)1/v(H).
There is a nice property of covers that is related to the girth. For every graph G, there
is a sequence of graphs (Gn)n such that G0 = G, Gk is a 2-cover of Gk−1, and g(Gk)→∞.
This is an observation due to Linial [9], his proof is also given in [4]. The consequence
of this observation, combined with Theorem 1.7 (assuming Conjecture 1.6) is that if one
can prove that for any sequence of d–regular graphs (Gn)n with g(Gn) → ∞, the limit
limn→∞ F (Gn)1/v(Gn) always exists, and its value is always sd, then supG∈Gd F (G)
1/v(G) =
sd.
Large girth d–regular graphs locally look like the infinite d–regular tree. So the above
discussion suggests that it is natural to compare finite graphs with the infinite d–regular
tree. At first sight it might not be clear how to do it. Nevertheless there is already such an
argument in the literature. Kahale and Schulman [6] gave an upper bound on the number
of acyclic orientations a(G) in this spirit. Note that a(G) = TG(2, 0) ≤ TG(2, 1) = F (G).
Their proof actually works for F (G) too, and for d ≥ 6 this upper bound is better
than any of these three bounds: the trivial bound 2d/2 provided by F (G) ≤ 2e(G), the
bound d + 1 provided by Proposition 1.1, and the bound exp
(
d
2
H
(
2
d
))
provided by
Proposition 1.4.
Theorem 1.8 (Kahale and Schulman [6]). Let G be a d–regular graph. Then
F (G)1/v(G) ≤ d+ 1
η
(
d− 1
d− η
)(d−2)/2
,
where
η =
(d+ 1)2 − (d+ 1)(d2 − 2d+ 5)1/2
2(d− 1) .
Theorem 1.8 gives the bound
F (G)1/v(G) ≤ d+ 1
2
+
1
8d
+
13
48d2
+O
(
1
d3
)
.
In this paper we will review the proof of Theorem 1.8 and show how to improve on
it for certain d. The proof is actually a combination of the proof of Theorem 1.8 and
Proposition 1.4. In particular we will prove the following statement.
Theorem 1.9. Let G be a d–regular graph, where d ∈ {5, 6, 7, 8, 9}. Then F (G) ≤ Cnd ,
where Cd is a constant strictly better than the one given in Theorem 1.8 and is given in
Table 1.1.
Table 1. Bounds on the number of forests for small d
d new bound Cd Thm. 1.8 Prop. 1.1 Prop. 1.4
5 5.1965 5.5362 6 5.3792
6 6.3367 6.5287 7 6.7500
7 7.4290 7.5236 8 8.1169
8 8.4843 8.5201 9 9.4815
9 9.5116 9.5174 10 10.8447
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1.2. Number of connected spanning subgraphs. In this section we collect the re-
sults on the number of connected spanning subgraphs. Again the trivial upper bound
is C(G) ≤ 2e(G) which gives C(G)1/v(G) ≤ 2d/2 for a graph with average degree d. This
time this inequality can never be tight, not even for 3–regular graphs.
Theorem 1.10. Let Gd be the set of d–regular graphs. Then
sup
G∈Gd
C(G)1/v(G) < 2d/2.
We will again prove another upper bound for graphs with small average degree.
Theorem 1.11. Let G be a graph with average degree d. If 2 < d ≤ 4, then
C(G) ≤ 2
d− 2 exp
(
d
2
H
(
2
d
))v(G)
.
1.3. Application to grids. Let Gn,m be the grid of size n ×m, and let TGn,m be the
toroidal grid of size n× n. Then it easy to see that
f(Z2) = lim
n→∞
F (Gn,n)1/v(Gn,n) = lim
n→∞
F (TGn,n)1/v(TGn,n)
and
c(Z2) = lim
n→∞
C(Gn,n)1/v(Gn,n) = lim
n→∞
C(TGn,n)1/v(TGn,n)
exists. What is more surprising is that f(Z2) = c(Z2), an observation of Calkin, Merino,
Noble and Noy [2]. This observation is based on the fact that the grid considered as a
planar graph is almost isomorphic to its planar dual.
Interestingly, it seems that in general it is much easier to give an upper bound on
C(G)1/v(G). We will see the upper bound
C(G)1/v(G) ≤ 2d/2
(
1− 1
2d
)
exp
(
d
2d(2d − 1)
)
and for bipartite graphs
C(G)1/v(G) ≤ 2d/2
(
1− 1
2d
)1/2
.
Substituting d = 4 into the latter one and assume that n is even to get that TGn is
bipartite, we get that
C(TGn)1/v(TGn) ≤
√
15 = 3.872983346...
This bound is not much worse than the original upper bound of Merino and Welsh [12].
They proved that f(Z2) ≤ 22/nF (Gn)1/v(Gn), and they used this inequality for n = 4.
Subsequently, Calkin, Merino, Noble, Noy [2] computed F (G7) and get that
f(Z2) ≤ 3.74101.
If the second of the following two conjectures is true, then even this bound is very weak.
Conjecture 1.12. Let Gd be the family of d–regular graphs, and Gbd be the family of
d–regular bipartite graphs. Then
sup
G∈Gd
C(G)1/v(G) = C(Kd+1)
1/v(Kd+1),
and
sup
G∈Gbd
C(G)1/v(G) = C(Kd,d)
1/v(Kd,d),
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Since C(K4,4)1/v(K4,4) = 3.715469887 the second half of the above conjecture immedi-
ately implies a better bound.
Note that C(G) = TG(1, 2), we have the same conjecture for TG(0, 2).
The consequence of Theorem 1.7 is that if Conjecture 1.6 is true, then for every n we
have
F (TGn)1/v(TGn) ≤ f(Z2).
Indeed, TGn,2m is a 2-cover of TGn,m, and so
F (TGn,m)1/v(TGn,m) ≤ F (TGn,2m)1/v(TGn,2m).
This implies the above inequality. In particular, this would give
f(Z2) ≥ F (TG6)1/v(TG6) = 3.649697239...
which is an improvement over the bound 3.64497 given in [2].
1.4. This paper is organized as follows. Each section of the paper contains a proof
of a theorem or proposition that can be found in the introduction. The proofs are in the
same order as the results appear in the introduction.
2. Proof of Proposition 1.1
In this section we give two proofs of Proposition 1.1.
Proof of Proposition 1.1. This can easily be proved by induction using the identity
F (G) = F (G− e) + F (G/e). If e = (u, v), then
F (G) = F (G− e) + F (G/e) ≤ (du − 1 + 1)(dv − 1 + 1)
∏
w 6=u,v
(dw + 1)
+ (du + dv − 1 + 1)
∏
w 6=u,v
(dw + 1)
≤ (du + 1)(dv + 1)
∏
w 6=u,v
(dw + 1).

Second proof. Using a theorem of R. Stanley (see also the proof of Kleitman and Winston
[7]) we know that the number of different monomials in the expansion of the polynomial∏
(u,v)∈E(G)(xu +xv) is exactly F (G). On the other hand, the number of such monomials
is clearly at most
∏
u∈V (G)(du + 1) since the exponent of xu is between 0 and du. 
3. Proof of Theorem 1.2
In this section we prove Theorem 1.2. Since a(G) ≤ F (G) ≤ 2e(G) it is enough to prove
that limn→∞ a(Gn)1/v(Gn) = 2
√
2. In fact, we will prove a slightly stronger theorem. For
this, we need the concept of weakly induced forest and the broken cycle.
Definition 3.1. Let us label the edges of the graph G with numbers from 1 to |E(G)|.
A broken cycle is an edge set that we obtain from a cycle by deleting the edge with the
largest label. Let ck(G) be the number of edge sets with exactly k edges that does not
contain any broken cycle. (Note that these edge sets must be forests, since they cannot
contain cycles.)
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Definition 3.2. An S ⊆ E(G) is called a weakly induced forest if it contains no cycle,
and the connected components determined by S induces exactly the edges of S, all other
edges are going between the connected components. Let Fwi(G) be the number of weakly
induced forests.
Figure 2. In the left graph, the broken cycles are edge sets {1, 2}, {3, 4},
{1, 2, 4}; the weakly induced forests are ∅, {1}, {2}, {3}, {4}, {5}, {1, 4},
{1, 5}, {2, 4}, {2, 5}. In the right graph, the broken cycles are {1, 3},
{1, 2}, {2, 4}, {2, 3, 5}, {1, 4, 6}, {3, 4, 5, 6}; some of the induced forests
are {1, 4}, {3, 7}, {4, 5, 7}, {5, 6, 7}.
Lemma 3.3. For any graph G we have
Fwi(G) ≤ a(G) ≤ F (G).
Proof. The proof is based on the fact that a(G) is the number of edge subsets of E(G)
without a broken cycle. This follows from the following well-known facts. Let ch(G, q)
be the chromatic polynomial of the graph G, this polynomial counts the number of
proper colorings of the graph G when we color the vertices of the graph with q colors
(we do not need to use all colors), see for instance [13]. It is also known [14] that
|ch(G,−1)| = a(G). Furthermore, ch(G, q) = ∑n−1k=0(−1)kck(G)qn−k, where ck(G) is the
number of edge sets with exactly k edges that does not contain a broken cycle, see [16].
So a(G) =
∑n−1
k=0 ck(G) is the number of edge subsets of E(G) without a broken cycle.
From this it is immediately clear that a(G) ≤ F (G). It is also clear that a weakly
induced forest does not contain any broken cycle no matter what the labeling is since it
does not contain a path that can be obtained by deleting an edge from a cycle. Hence
Fwi(G) ≤ a(G) ≤ F (G). 
Remark 3.4. There is another proof of the lemma based on an observation of Kozma
and Moran [8]. For a set X and a set system S ⊆ 2X let
str(S) = {Y ⊆ X |∀A ⊆ Y ∃S ∈ S A = Y ∩ S}
and
sstr(S) = {Z ⊆ X |∃B ⊆ X \ Y ∀A ⊆ Z A ∪B ∈ S}.
The elements of the set system str(S) are the shattered sets of S, and elements of the
set system sstr(S) are the strongly shattered sets of S. It is known that
|sstr(S)| ≤ |S| ≤ |str(S)|.
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Now let X = E(G) and let us fix an orientation of the edges. Then every orientation
corresponds to a subset of E(G), namely to the edge set where the orientation differ from
the fixed orientation. Now following Kozma and Moran let S be the family of acyclic
orientations. Then Y ⊂ E(G) is shattered if no matter how we orient the edges of Y we
can extend it to an acyclic orientation of G. It is easy to see that these are exactly the
forests of G: first of all, it cannot contain a cycle, because then by orienting the cycle we
cannot extend it to an acyclic orientation. Secondly, if we orient a forest somehow, then
we can orient the rest of the edges according to some topological order that is compatible
with the orientation of the forest. A Z ⊂ E(G) is strongly shattered if we can orient
the rest of the edges in a way that no matter how the edges of Z are oriented it will
be an acyclic orientation. Again it is easy to see that these edge sets are exactly the
weakly induced forests of G: such an edge set cannot contain a cycle or a cycle minus
an edge, because otherwise no matter how we orient the rest of the edges we would be
able to achieve a cycle by orienting the elements of Z. On the other hand, by numbering
the connected components of Z, and orienting the rest of the edges towards the largest
numbers we get an orientation of E(G) \ Z that satisfies that no matter how we orient
the edges of Z it will yield an acyclic orientation.
Proof of Theorem 1.2. We will actually prove that limn→∞ Fwi(Gn)1/v(Gn) = 2
√
2. By
the above lemma it implies that limn→∞ a(Gn)1/v(Gn) = 2
√
2, and
limn→∞ F (Gn)1/v(Gn) = 2
√
2.
Let us consider a subset A ⊆ E chosen uniformly at random. Then
P(A is a weakly induced forest) = 2−3n/2Fwi(G).
Let Xv be the indicator variable that the vertex v is in a weakly induced tree, that is, it
is a tree whose connected component contains only the edges of the tree. Then
P(A is a weakly induced forest) = E
[∏
v∈V
Xv
]
.
Observe that Xv are all monotone decreasing functions (a subset of a weakly induced
tree is also weakly induced), and so by the FKG-inequality we get that
E
[∏
v∈V
Xv
]
≥
∏
v∈V
E[Xv].
Here E[Xv] is the probability that v is in a weakly induced tree. Suppose that g(G) ≥
2k + 1, and let us choose R = k − 1, then the R-neighborhood of any vertex is an
induced tree. The probability that v is in a weakly induced tree is clearly bigger than
the probability that in A there is no path between v and a vertex at distance R. If we
have a 2-ary tree of depth k, the probability that the root vertex is connected to some
leaf vertex satisfies the recursion pk = pk−1 − 14p2k−1. Clearly, pk is monotone decreasing
and the limit q must satisfy q = q − 1
4
q2, so q = 0. The R-neighborhood of a vertex v
is not exactly a 2-ary tree, because v has degree 3 unlike the root vertex of a 2-ary tree
which has degree 2. Still, we can upper bound the probability that in A there is a path
between v and a vertex at distance R by 3pR−1. Hence E[Xv] ≥ 1− 3pR−1. So we have
P(A is a weakly induced forest) ≥ (1− 3pR−1)v(G).
Then using the trivial upper bound and the lower bound obtained now we get that
2
√
2 ≥ Fwi(G)1/v(G) ≥ 2
√
2(1− 3pR−1).
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Since pR → 0 as n→∞ we get that
lim
n→∞
Fwi(Gn)
1/v(Gn) = 2
√
2.

Remark 3.5. Since subgraphs free of broken cycles are already decreasing it would have
been enough to consider a(G), but from the point of view of the theorem it was a bit
more convenient and natural to use weakly induced forests.
4. Proof of Proposition 1.4
In this section we prove Proposition 1.4.
Proof of Proposition 1.4. Let n be the number of vertices and let m = dn/2 be the
number of edges. Since a forest has at most n− 1 edges we have
F (G) ≤
n−1∑
r=0
(
m
r
)
≤ exp
(
mH
(
n− 1
m
))
≤ exp
(
mH
( n
m
))
,
where we used the fact that H(x) is monotone increasing for 0 < x < 1/2. Hence
1
v(G)
lnF (G) ≤ d
2
H
(
2
d
)
.

5. Proof of Theorem 1.5
In this section we prove Theorem 1.5. The following lemma is not crucial, but will
turn out to be useful at some point to avoid certain technical difficulties.
Lemma 5.1. Let G be a graph and e = (u, v) ∈ E(G). Let us consider the graph H
obtained from G∪G such a way that we delete the two copies (u1, v1) and (u2, v2) of the
edge e and add the edges (u1, v2) and (u2, v1). Then
F (G)2 ≤ F (H).
Remark 5.2. If G is connected and e = (u, v) ∈ E(G) is not a cut edge, then H is
connected too. Note that H is a very special 2-cover of G.
Proof. Let
F1 = {S ⊆ E(G) \ {e} | S is a forest} and F2 = {S ⊆ E(G) \ {e} | S ∪ {e} is a forest} .
Then |F1| ≥ |F2| and F (G) = |F1| + |F2|. Set |F1| = f1 and |F2| = f2. Note that
F (H) = 3f 21 + (f
2
1 − (f1 − f2)2) = 3f 21 + 2f1f2 − f 22 since if we add at most one of the
edges of (u1, v2) and (u2, v1), then there are f 21 ways to add a subset of the edges such
that it will be a forest, and if we add both edges, then the only bad case that we add
sets S1, S2 ∈ F1 \ F2 in the two copies of G. Since 3f 21 + 2f1f2 − f 22 ≥ (f1 + f2)2 we are
done.

Now we are ready to prove Theorem 1.5.
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Proof of Theorem 1.5. First let us assume that that G is connected. The idea is to
decompose the number of forests according to the number of edges. If the number of
edges of the forest is at most (1− ε)n, then the number of forests is at most
(1−ε)n∑
k=0
(
2n
k
)
≤ exp
(
2nH
(
1− ε
2
))
.
If the number of edges is at least (1 − ε)n, then we can get if from a spanning tree by
deleting at most εn edges. Hence the number of such forests is at most
τ(G)
εn∑
k=0
(
n− 1
k
)
≤ τ(G) exp(nH(ε)),
where τ(G) is the number of spanning trees.
We will use the theorem of McKay [10] claiming that the number of spanning trees of
a d–regular graph is at most
τ(G) ≤ cd lnn
n
(
(d− 1)d−1
(d2 − 2d)d/2−1
)n
.
For us d = 4, so
τ(G) ≤ c4 lnn
n
(
27
8
)n
.
Hence
F (G) ≤ exp
(
2nH
(
1− ε
2
))
+
c4 lnn
n
(
27
8
)n
exp(nH(ε)).
By choosing ε = 0.04 we get that F (G) ≤ C ·3.994n, where C is some absolute constant.
Next we show that this statement is true for all connected graphs with C ≤ 1. Let
M = sup
G∈Gc4
F (G)
3.994v(G)
,
where the supremum is taken over all connected 4-regular graphs. We know thatM ≤ C.
Let G be an arbitrary 4-regular connected graph. Now let H be the special 2-cover
described in Lemma 5.1 such that H is connected too. Then
F (G)2 ≤ F (H) ≤M · 3.994v(H) = M · 3.9942v(G),
whence F (G) ≤ √M · 3.994v(G). Since G was arbitrary we get that M ≤ √M , hence
M ≤ 1. Hence F (G)1/v(G) ≤ 3.994 for all connected graphs. Since F (∪Gi) =
∏
F (Gi),
the same inequality is true for disconnected graphs too.

6. Proof of Theorem 1.7
In this section we prove Theorem 1.7.
Proof of Theorem 1.7. We prove the statement by induction on the number of edges.
When G is the empty graph on n vertices, the claim is trivial. Let e = (u, v) ∈ E(G),
and let e1 and e2 be the 2-lifts of e in a 2-cover H. For sake of simplicity we also denote
by e1 and e2 the 2-lifts of e in G∪G. We decompose F (H) according to the cases whether
a forest contains e1 and/or e2:
F (H) = Fe1,e2(H) + Fe1,e2(H) + Fe1,e2(H) + Fe1,e2(H),
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where the first term means that we count the number of forests containing both e1, e2,
the second term counts the number of forests containing e2, but not e1, etc... Similarly,
we have
F (G ∪G) = Fe1,e2(G ∪G) + Fe1,e2(G ∪G) + Fe1,e2(G ∪G) + Fe1,e2(G ∪G).
Now observe that the terms Fe1,e2(H) and Fe1,e2(G ∪G) count the number of forests in
2-covers of G− e, and by induction
Fe1,e2(H) ≥ Fe1,e2(G ∪G).
Similarly, Fe1,e2(H) = F (H/{e1, e2}) and H/{e1, e2} is a 2-cover of G/e. Hence
Fe1,e2(H) ≥ Fe1,e2(G ∪G).
Observe that by symmetry we have Fe1,e2(H) = Fe1,e2(H). Then
Fe1,e2(H)
2 = Fe1,e2(H) · Fe1,e2(H)
= F (H)2PH(e1 ∈ F, e2 /∈ F)PH(e1 /∈ F, e2 ∈ F)
≥ F (H)2PH(e1 ∈ F, e2 ∈ F)PH(e1 /∈ F, e2 /∈ F)
= Fe1,e2(H)Fe1,e2(H)
≥ Fe1,e2(G ∪G)Fe1,e2(G ∪G)
= Fe1(G)Fe2(G)Fe1(G)Fe2(G)
= Fe1,e2(G ∪G) · Fe1,e2(G ∪G)
= Fe1,e2(G ∪G)2
In the above computation
PH(e1 ∈ F, e2 /∈ F)PH(e1 /∈ F, e2 ∈ F) ≥ PH(e1 ∈ F, e2 ∈ F)PH(e1 /∈ F, e2 /∈ F)
is equivalent with the negative correlation
PH(e1 ∈ F)PH(e2 ∈ F) ≥ PH(e1, e2 ∈ F).
Hence Fe1,e2(H) ≥ Fe1,e2(G∪G). Putting together the 4 inequalities we get that F (H) ≥
F (G ∪G).

7. Number of forests in regular graphs
In this section, we give a new upper bound on the number of forests in regular graphs.
We use some basic results from spectral graph theory like the matrix-tree theorem and
the expression of the number of closed walks as a power sum of the eigenvalues of the
adjacency matrix. All these results can be found in the book of Brouwer and Haemers
[1].
Let G be a d–regular graph with Laplacian-matrix L(G). Let us add one more vertex
to G, and connect it to all vertices with an edge of weight α. Let Gα be the new graph.
Then the weighted sum of the spanning trees of Gα can be computed as a weighted sum
of the forest of the original graph G as follows. The total weight of spanning trees in
Gα, which correspond to a forest F in G with connected components F1, F2, . . . , Fk, is
wα(F ) = α
k
k∏
i=1
|Fi|.
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This means that for all α > 0 we get that wα(F )(1/α)k(F ) ≥ 1. On the other hand, if
we use the matrix-tree theorem, then deleting the first row and column corresponding
to the new vertex we get that
W :=
∑
F
wα(F ) = det(L(G) + αI) =
n∏
i=1
(λi + α),
where λi are the Laplacian eigenvalues of the graph G. If d = µ1 ≥ µ2 ≥ · · · ≥ µn are
the eigenvalues of the adjacency matrix of the graph G, then λi = d− µi. Hence
1
n
lnW =
1
n
n∑
i=1
ln(λi + α) =
1
n
n∑
i=1
ln(d− µi + α).
Now we can estimate this sum as follows. In the following computation µKM is the
Kesten-McKay measure [10]. Its explicit form is given by the density function
d
√
4(d− 1)− x2
2pi(d2 − x2) · 1(−2
√
d−1,2√d−1).
Its speciality is that
Wk(Td, o) :=
∫
xk dµKM(x)
is equal to the number of closed walks of length k in the infinite d–regular tree from a
fixed root vertex o. The quantity Wk(G) =
∑n
i=1 µ
k
i counts the number of closed walks
of length k in the graph G. The following standard argument shows that Wk(G) ≥
nWk(Td, o) since Td is the universal cover of any d–regular graph G. We show that
for any vertex v, the number of closed walks Wk(G, v) of length k starting and ending
at vertex v is at least as large as the number of closed walks starting and ending at
some root vertex of the infinite d–regular tree Td. Let us consider the following infinite
d-regular tree, its vertices are labeled by the walks starting at the vertex v which never
steps immediately back to a vertex, where it came from. Such walks are called non-
backtracking walks. For instance, in the depicted graph below 149831 is such a walk,
but 1494 is not a backtracking walk since after 9 we immediately stepped back to 4. We
connect two non-backtracking walks in the tree if one of them is a one-step extension of
the other.
Note that every closed walk in the tree corresponds to a closed walk in the graph G:
for instance, for the depicted graph the walk 1, 14, 149, 14, 1 in the tree corresponds to
the walk 1, 4, 9, 4, 1 in the graph. On the other hand, there are closed walks in the graph
G, like 149831, which are not closed anymore in the tree. This argument shows that
Wk(G, v) ≥ Wk(Td, o) for all v ∈ V (G). Consequently, Wk(G) ≥ nWk(Td, o).
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Then
1
n
n∑
i=1
ln(d− µi + α) = ln(d+ α) + 1
n
n∑
i=1
ln
(
1− µi
d+ α
)
= ln(d+ α) +
1
n
n∑
i=1
∞∑
k=1
−1
k
(
µi
d+ α
)k
= ln(d+ α)−
∞∑
k=1
1
k(d+ α)k
1
n
n∑
i=1
µki
= ln(d+ α)−
∞∑
k=1
1
k(d+ α)k
Wk(G)
n
≤ ln(d+ α)−
∞∑
k=1
1
k(d+ α)k
Wk(Td, o)
= ln(d+ α)−
∞∑
k=1
1
k(d+ α)k
∫
xk dµKM(x)
= ln(d+ α) +
∫
ln
(
1− x
d+ α
)
dµKM(x)
=
∫
ln(d+ α− x) dµKM(x).
Hence
W ≤ exp
(
n
∫
ln(d+ α− x) dµKM(x)
)
.
When α = 1, then w1(F ) ≥ 1, and we get back the result of Kahale and Schulman
(actually they used almost the same argument for acyclic orientations instead of forests).
When α = 1/2 then we get that the number of forests without isolated vertices denoted
by F1(G) satisfies
F1(G) ≤ exp
(
n
∫
ln
(
d+
1
2
− x
)
dµKM(x)
)
< dn,
since w1/2(F ) ≥ 1 for forests without isolated vertices.
Remark 7.1. One can explicitly compute the above integrals using a theorem of McKay
[10]. For |γ| < 1
2
√
d−1 let
Jd(γ) =
∫
ln(1− γx) dµKM(x).
Let
η =
1− (1− 4(d− 1)γ2)1/2
2(d− 1)γ2 .
Then
Jd(γ) = − ln
(
η
(
d− η
d− 1
)(d−2)/2)
.
Clearly, one needs to use that∫
ln(d+ α− x) dµKM(x) = ln(d+ α) + Jd
(
1
d+ α
)
.
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This is how we got the explicit bound in Theorem 1.8 that does not appear in the original
paper of Kahale and Schulman [6].
Now we are ready to improve on the result of Kahale and Schulman [6].
Proof. Let G be a d–regular graph on n vertices. Then the number of edges is m = dn/2.
Let F1 be the number of forests of G with at most cn connected components, where c is
some constant that we will choose later. Let F2 be the number of forests of G with more
than cn connected components. In this latter case the number of edges of the forest is
at most e(F ) = n− k(F ) ≤ (1− c)n. Then
F1 ≤ exp
(
n
∫
ln(d+ α− x) dµKM(x)
)
×
(
1
α
)cn
since F1 ≤
∑
F wα(F )
(
1
α
)k(F ) ≤∑F wα(F ) ( 1α)cn. For F2 we use the trivial bound based
on the fact that such a forest has at most (1− c)n edges.
F2 ≤
(1−c)n∑
k=0
(
m
k
)
≤ exp
(
n
d
2
H
(
2(1− c)
d
))
.
Hence
F (G) ≤ exp
(
n
∫
ln(d+ α− x) dµKM(x)
)
×
(
1
α
)cn
+ exp
(
n
d
2
H
(
2(1− c)
d
))
.
Next we choose α and c to make the two terms (approximately) the same, then we arrive
to the bound F (G) ≤ 2Cnd . If we cannot find such c, then we can still use c = 1 to recover
the bound of Kahale and Schulman (KS-bound in the table below) that corresponds to
the choice α = 1, c = 1. Besides, one can get rid of the constant 2 by the trick used in
the proof of Theorem 1.5. The value of Cd is given in the table below. As we see we get
a much better bound for d = 5, 6, 7, 8, and a slightly better bound for d = 9.
Table 2. Bounds on the number of forests for small d
d new bound Cd KS-bound α c
5 5.1965 5.5361 0.3084 0.0739
6 6.3367 6.5286 0.4482 0.0835
7 7.4290 7.5235 0.5917 0.0903
8 8.4843 8.5200 0.7374 0.0955
9 9.5116 9.5173 0.8844 0.0995

8. Proof of Theorem 1.10
In this section we prove Theorem 1.10. Note that for a bipartite graph G = (A,B,E)
there is a strikingly simple argument giving
C(G)1/v(G) ≤ 2d/2
(
1− 1
2d
)1/2
.
Indeed, if we consider the probability that a random edge subset spans a connected
graph, then this probability is clearly smaller than the probability that on one side of
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bipartition none of the vertices are isolated. Let S be a random subset of the edge set.
If Bv is the bad event that the vertex v ∈ A is isolated, then
P(S spans a connected subgraph) ≤ P(
⋂
v∈A
Bv) =
∏
v∈A
P(Bv) =
(
1− 1
2d
)v(G)/2
.
We used the fact that the events Bv for v ∈ A are independent. This gives the above
inequality.
In the general case there is no independence for all vertices. (Though we can take a
large independent set of the vertex set instead of the set A.) Nevertheless we can easily
overcome it by using one of Janson’s inequalities. This needs some preparation.
Setup of Janson’s inequalities. Let Ω be a fixed set and let R be a random subset
of Ω by choosing r ∈ R with probability pr mutually independently of each other. Let
(Ai)i∈I be subsets of Ω for some index set I. Let Bi be the event that Ai ⊆ R. Let Xi
be the indicator random variable for the event Bi. Set
X =
∑
i∈I
Xi.
It is, of course, the number of Ai ⊆ R. So the events ∩i∈IBi and X = 0 are identical.
For i, j ∈ I we say that i ∼ j if Ai∩Aj 6= ∅, not that if i 6∼ j then this is consistent with
our previous notation that Bi and Bj are independent. Let
∆ =
∑
i∼j
P (Bi ∩Bj) ,
where the sum is over all ordered pairs, so ∆/2 is the same sum for unordered pairs. Set
M =
∏
i∈I
P
(
Bi
)
.
This would be the probability of ∩i∈IBi if the events Bi were independent. Finally, set
µ = EX =
∑
i∈I
P(Bi).
Now we are ready to state Janson’s inequalities.
Theorem 8.1 (Janson inequality [5]). Let (Bi)i∈I ,M,∆, µ be as above, and assume that
P(Bi) ≤ ε for all i ∈ I. Then
M ≤ P
(⋂
i∈I
Bi
)
≤M exp
(
1
1− ε ·
∆
2
)
.
Proof of Theorem 1.10. Now let R ⊆ E(G) be a set chosen uniformly at random. For
a vertex v let Av be the set of edges incident to the vertex v. Let Bv be the bad event
that Av ⊆ R. If one of Bv occurs, then E(G) \ R cannot be connected since the vertex
v would be an isolated vertex. We have
P(Bv) =
1
2d
,
and
∆ =
∑
u∼v
P (Bu ∩Bv) = nd
22d−1
.
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Then using Janson’s inequality with ε = 1
2d
we get that
C(G) ≤ 2nd/2P
(⋂
v∈V
Bv
)
≤ 2nd/2
(
1− 1
2d
)n
exp
(
nd
2d(2d − 1)
)
.
Hence
C(G)1/n ≤ 2d/2
(
1− 1
2d
)
exp
(
d
2d(2d − 1)
)
.

9. Proof of Theorem 1.11
In this section we prove Theorem 1.11.
Proof of Theorem 1.11. Let us consider
ZRC(G, q, w) =
∑
A⊆E(G)
qk(A)w|A|.
We show that if 0 < q ≤ 1 and w ≥ 0, then
ZRC(G, q, w) ≤ qv(G)
(
1 +
w
q
)e(G)
.
Indeed,
qv(G)
(
1 +
w
q
)e(G)
=
∑
A⊆E(G)
qv(G)
(
w
q
)|A|
.
So it is enough to show that
qk(A)w|A| ≤ qv(G)
(
w
q
)|A|
,
equivalently 1 ≤ qv(G)−k(A)−|A| which is indeed true since |A| + k(A) ≥ v(G) and 0 <
q ≤ 1. Let us apply this inequality to q = d−2
2
and w = 1. Note that 0 < q ≤ 1 since
2 < d ≤ 4. Observe also that just by keeping the connected spanning subgraphs A we
have
qC(G) ≤ ZRC(G, q, 1) ≤ qv(G)
(
1 +
1
q
)e(G)
.
By substituting q = d−2
2
and evaluating the right hand side we get that
C(G) ≤ 2
d− 2 exp
(
d
2
H
(
2
d
))v(G)
.

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