For low accuracy of the anchor-based pedestrian detectors in the case of small and high-density pedestrian, a Fast Single Stage Pedestrian Detector (FSSPD) is presented, which has three merits. Firstly, a single stage anchor-based neural network is designed on the base of the modified Darknet-19 instead of the widely used VGG-16, largely reducing inference time during pedestrian detection. Secondly, Darknet-19 usually adapted in YOLOv2 is modified by using a scale invariant network structure with multi detection modules to detect small pedestrians. Thirdly, a dense anchor strategy is proposed to deal with high mistake rate and miss rate of high-density pedestrian. As a result, the proposed network structure and strategies are proved effective for small and highdensity pedestrian detection. On the evaluation set of KITTI dataset, dense anchor strategy improves the average precision by 1.5%, 1.5% and 1% in easy, moderate and hard level, respectively. And the multidetection-module strategy works well for small pedestrian with significantly improving the average precision by 15.8%, 16.5% and 17% in these three difficulty levels, respectively. On the test set of KITTI dataset, our approach get a comparative result compared to previous methods at the speed of 14.3fps in near real time. This indicates that FSSDP is suitable for pedestrian detection as a lightweight framework with a good tradeoff between precision and speed.
Introduction
Pedestrian detection widely used in autonomous driving is a challenging task due to the changes of posture, skin colors, age, illumination and light from different directions, especially the disturbance from small and high-density pedestrian [1] .
Many approaches for pedestrian detection have been proposed via the use of the hand-crafted features and the optimal classifiers [2] [3] [4] . Most of them have gotten good results in simple cases, such as no occluded pedestrian, with performances relying heavily on the hand-crafted features and do not work well for complex situations.
Recently, thanks to the development of hardware and the breakthroughs of deep learning, many works based on convolutional neural networks (CNN) have greatly improved the accuracy of pedestrian detection [5] [6] [7] [8] .
Most of them regard pedestrian as a special object and pedestrian detection algorithm can be inherited from that of object detection. [9] shows that a well-performed CNN, Fast-RCNN, applied in object detection also behaved excellently in pedestrian detection. Now the proposed CNN-based object detections are mostly based on two stage proposal-classification detector [10, 11] or single stage detector [12] [13] [14] . Among two stage detectors, Fast-RCNN [14] , including region proposing and object classification, gets a high precision on object detection. More recently, for pedestrian detection, many methods [15] [16] [17] based on Fast-RCNN have achieved high performance with some improvements such as scale-aware structure [15] or attention mechanisms [16] . However, they have a large amount of calculation and take a long time for training. While single stage detector, such as SSD [16] and YOLOv2 [17] , uses an end-to-end forward neural network architecture to get much higher speed without the accuracy drops largely.
For single stage CNNs, it is important to choose a good underlying network, among which VGG16 [18] is the most popular one and ResNet [19] or Inceptionv4 [20] also can be used. For example, Lin et al. [21] proposes a single stage pedestrian detector based on VGG16 with a pedestrian attention module, getting a high performance. However, most of them get high computation. To get higher detection speed, Darknet19 network [14] , a new fast underlying network from YOLOv2, is adopted in this paper.
Small object often exists in the case of high-density pedestrian and its detection is still a bottleneck of this domain. Some efforts have been made to handle small object, such as the brute-force data augmentation and a single model with multi-scale filters [15] . Among this methods, [22] adopted a scale invariant network structure from SSH in face detection and got a good detection on small faces by the use of a scale invariant network structure consisting of multi detection modules and this structure is used to detect pedestrian in this work. Besides network structure, accurate parameter determination for default anchor boxes in training phase is also significant for pedestrian detection. Many methods, such as Fast-RCNN, manually select these parameters from the width and height distribution of bounding boxes or other prior knowledge, while [23] automatically generated it with clustering algorithm for object detection in order to improve precision.
In this work, we will propose a single stage CNN based on Darknet19 instead of VGG16 to get higher speed and Darknet19 is modified via the use of a scale invariant network structure from SSH for a high accuracy. Especially for high-density pedestrian detection, we will adopt a dense anchor strategy to automatically select default anchor boxes with both big and small sizes in multi detection modules by using kmeans clustering algorithm.
Fast Single Stage Pedestrian Detector
This section introduces our fast single stage pedestrian detector. To improve detection speed and accuracy, fast single stage framework designed in Sec.2.1 contains modified Darknet19 and multi detection modules. Since region proposing is significant for detection accuracy on this fast single stage framework, dense anchor strategy consisting of the default anchor boxes design strategy and unity anchor boxes strategy is presented in Sec.2.2. Moreover, to properly adjust the parameters of proposed fast single stage framework, training methods including multi-scale training strategy and OHEM are adopted in Sec.2.3.
Fast Single Stage Framework
Many single stage frameworks on the base of an anchor structure are widely used in object detection with their pros and cons. YOLOv2 has gotten an impressing result on Pascal VOC dataset but is inaccurate for small objects. While SSH is a state-of-the-art method for detecting small objects such as small face, but a VGG-16-based structure makes it working somewhat slowly. Our network will take the advantages of both YOLOv2 and SSH to meet the requirements of speed and accuracy in pedestrian detection.
General Architecture: Our framework shown in figure  1 can be divided to underlying convolutional layers and detector modules. As a basic feather extractor, the former based on the modified Darknet19 is pre-trained on ImageNet and then fine-tuned for the pedestrian detection task to speed up the training phase. The latter inspired by SSH detects objects from three different convolutional layers and can output detection results simultaneously.
Underlying convolutional layers: We remove the head of Darknet19 and reserve the layers from conv1 to pool5 to build our underlying network.
Detector modules: Ours detector modules M1~3 from SSH set anchor strides to 8, 16 and 32,respectively, by choosing conv4_3, conv5_5 and pool5 as detection layers for scale invariant, and each one can be divided into two synchronous working parts, region proposing and object classification. During the training phase, all parameters of detector modules are update at the same time. At the inference time, according to the outputs from different detector modules, Non Maximum Suppression (NMS) is used to form the final detections. 
Dense Anchor Strategy
Due to the difficulty in high-density pedestrian detection, dense anchor strategy is proposed in this paper, which contains two parts, the default anchor boxes design strategy and unity anchor boxes strategy.
Default anchor boxes design strategy: In the anchorbased CNNs, default anchor boxes are often manually selected for region proposing [10, 13, 22] and then the network can learn to adjust the positions and sizes of these boxes. While YOLOv2 uses the priors of the bounding boxes' width and height to get default anchor boxes. This strategy improves the algorithm accuracy and is adopted in our work.
To obtain the priors of bounding boxes, k-means as a classic and efficient clustering algorithm is used. Usually, the classic k-means with Euclidean distance may not get good IOU scores that we really want. So IOU distance [14] d is a good substitution of Euclidean distance as
where c and b represent the clustering box and bounding box, respectively, and IOU(c, b) equals that the intersection area of boxes in sizes of c and b divided by their union area, given that these two boxes have same center. Average IOU (Avg IOU) scores can be used to performance judgement on the two distances. Number choice of cluster center should take computation complexity and Avg IOU score into account.
Unity anchor boxes strategy: The sizes of default anchor boxes varies with the stride sizes of detector modules in SSH. Usually, a detector module with small anchor stride also has small default anchor boxes, and cannot deal with the special case of large objects at dense distribution such as pedestrian in a crowd. In this paper, unity anchor boxes strategy is proposed to let all the detector modules contain both big and small default anchor boxes.
Training
In the training phase, to update the network parameters, we use a stochastic gradient descent algorithm where there are momentum and weight decay tragedies to speed up the training and suppress overfitting, respectively. Since our network has three detection modules and each gets its own region proposing loss and classification loss, the multi-task loss of the whole network ( , , , ) L x c l g is
where Lconf is the Softmax loss function for object classification, and Lloc the SmoothL1 loss function for region proposing indicating the difference between the detection boxes and the bounding boxes. Nk represents the detection box number of the k-th detection module.
 is the weight of the SmoothL1 loss. For each detection box, xk indicates whether the corresponding detection boxes matches the bounding boxes and equals 1 when their IOU>0.5. ck represents the probability that the detection boxes belongs to each category, lk and gk represent the center position and size of the detection boxes and the bounding boxes, respectively.
To improve the performance for small targets, in the training phase we use multi-scale training strategy [19] to resize the input image by specifying the maximum length and width. Given an input image and the specified length hm and width wt, then the target size ( , )
where w and h represent the weight and height of input image, respectively. This method can enlarge the input image of small target with a fixed aspect ratio. In addition, OHEM [24] is also used to improve the accuracy of network by removing some background detection boxes that have low classification losses.
Experiments and Result Analysis
In this section, the proposed algorithm is evaluated and tested on the KITTI dataset. Section 3.1 describes the KITTI dataset. Section 3.2 includes experiments for clustering the bounding boxes, and FSSPD is evaluated on evaluation and test datasets, and compared with previous methods.
The KITTI Dataset and Its Metrics
The KITTI dataset [25] dedicating to autonomous driving is collected by the driverless test vehicle during actual driving and contains a large number of small pedestrians that is difficult to detect. According to size, occlusion, and truncation, pedestrian detection is divided into three levels, i.e. easy, moderate, and hard, which is often used to test an algorithm performance on the different difficulties, as shown in Table 1 . 
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In the KITTI dataset, Average Precision (AP) and Frame Per Second (FPS) are used as the evaluation metrics, besides, the overlap rate between detection boxes and bounding boxes greater than 50% is considered as a correct pedestrian detection.
Experiments
This section contains clustering and comparative experiments, both using GTX1080 and i7-5930k. As default anchor boxes should approximate to bounding boxes as possible, it's often manually designed from the width and height distribution of bounding boxes, while the dense anchor strategy proposed automatically finds default anchor boxes by k-means clustering algorithm. For generating the proper default anchor boxes with this two kinds of strategies, clustering experiments are designed to analyze the width and height distribution of bounding boxes in the train set, and compare IOU distance with Euclidean distance in k-means clustering. Based on clustering experiment, comparative experiments validates the effectiveness of the dense anchor and multi-detection-module strategy, and contain a comparison between FSSDP with previous methods.
(
1) Clustering Experiments
The KITTI dataset contains 7481 annotated images and 7518 test images. During training, the annotated images are divided into a train set and an evaluation set, which are used to train the network and adjust hyper parameters in a ratio of 4:1, respectively.
For the train set, all the annotated images are clustered by k-means with IOU distance and Euclidean distance. The distribution of the train set bounding boxes and their clustering results are shown in Figure 2 .
As shown in Figure 2 (a) and 2(b), the bounding boxes widths distributes range from 0 to 300 and the main aspect ratio is about 2:1. Meanwhile, Figure 2 (c) shows that k-means algorithm with IOU distance has a higher Avg IOU score than with Euclidean distance, which indicates that IOU distance is more effective than Euclidean distance. And the Avg IOU score increases slowly with the increase of cluster center number, k. Taking the tradeoff of complexity and performance into consideration, k=5 is a good choice and now the clustering center result is { [15, 42] , [26, 70] During training, the Darknet-19 network is pretrained on ImageNet and the hyper parameters are set as follow: learning rate, momentum and weight decay are set to 0.0001, 0.9 and 0.005, respectively. And for all bounding boxes, anchor box with IOU<0.3 is considered as a negative sample, while with IOU>0.5 as a positive sample. Moreover, hm and wt are respectively set to 1200 and 1600. During inference, the anchors with Paper ID: ICEIV2018-xxx the largest 1000 classification scores are selected as detection results, and the NMS threshold is set to 0.3. Strategy effectiveness test: Three kinds of networks are evaluated on the evaluation set and their configures are shown in Table 2 . N1 is a base network with only one detection module M3 and manually selected default anchor boxes. For validating the effectiveness of dense anchor strategy, N2 is designed with M3 and automatically selected default anchor box by dense anchor strategy. Moreover, in order to verify the multidetection-module strategy, FSSDP contains multi detection modules consisting of M1, M2 and M3. Figure 3 shows the Precision-Recall curves of N1, N2 and FSSDP on the evaluation set. It can be seen that with the addition of dense anchor strategy and detection modules, the better performance is achieved for the samples at easy, moderate and hard levels, and the performance under hard level is still not ideal. To meet the requirement of rapidity, all three networks adopt single stage detecting structure, which is difficult to detect small and occluded pedestrians at hard level. Figure 3 (a) shows the performance comparison between N1 and N2. In three difficulty levels, N2 improved the average precision by 1.5%, 1.5% and 1% than N1, respectively. As shown in Table 2 , N2 uses the proposed dense anchor strategy, since default anchors are chosen automatically by k-means clustering algorithm instead of manual selection and contain both big and small sizes in all detector modules, it can be seen that dense anchor strategy is effective for the improvement of average precision.
From Figure 3(b) , it can be seen that FSSDP outperforms N2 by 15.8%, 16.5% and 17% in easy, moderate and hard level, respectively. As shown in Table 2 , FSSDP contains M1, M2 and M3 with anchor strides 8, 16 and 32, respectively, the multi-detectionmodule strategy is good for scale invariant detection and improves average precision.
Compared Figure 3 (a) to 3(b), the increase of AP in Figure 3 (a) is greatly smaller than that in Figure 3(b) . It is shown that dense anchor strategy is less effective than multi-detection-module strategy. Moreover, the improvement for hard level is larger than that for easy and moderate levels, indicating that multi-detectionmodule strategy is more suitable for detecting small and occluded pedestrians.
Comparison with previous methods: The proposed network is compared with previous methods on the test set. As shown in Table 3 , FSSDP outperforms SquaresICF [26] , Vote3D [27] and YOLOv2 [17] in the easy, moderate and hard levels and get a comparative result compared to R-CNN [28] , TAFT [29] , and RPN+BF [12] at the speed of 14.3fps in near real time. This indicates that FSSDP is suitable for pedestrian detection as a lightweight framework with a good tradeoff between precision and speed. 
Conclusions
Aiming at small and high-density pedestrian detection for autonomous driving, FSSDP network is proposed by using the modified Darknet-19 structure with dense anchor and multi-detection-module strategies. To improve the speed of pedestrian detection, Darknet-19 structure from fast object detection CNN YOLOv2 is used. For high average precision, dense anchor and multi-detection-module strategy are proposed. The clustering and comparative experiments show that the proposed network structure and strategies are effective for small and high-density pedestrian detection. Through the comparative experiment on the evaluation set of KITTI dataset, dense anchor strategy is proved efficient improving the average precision by 1.5%, 1.5% and 1% in easy, moderate and hard level, respectively and the multi-detection-module strategy works well for small pedestrian with significantly improving the average precision by 15.8%, 16.5% and 17% in these three difficulty levels, respectively. Finally, on the test set of KITTI dataset, our approach get a comparative result compared to previous methods at the speed of 14.3fps in near real time, indicating that FSSDP is suitable for pedestrian detection as a lightweight framework with a good tradeoff between precision and speed. 
