Polyelectrolyte electrophoresis and sedimentation of polymers : a mesoscale simulation study by Frank, Sandra
Polyelectrolyte electrophoresis and
sedimentation of polymers: a mesoscale
simulation study
Von der Fakulta¨t fu¨r Mathematik, Informatik und Naturwissenschaften der
RWTH Aachen University zur Erlangung des akademischen Grades einer
Doktorin der Naturwissenschaften genehmigte Dissertation
vorgelegt von
Diplom-Physikerin
Sandra Frank
aus Trier
Berichter: apl. Prof. Dr. Roland G. Winkler
Prof. Dr. Walter Selke
Tag der letzten mu¨ndlichen Pru¨fung: 27.06.2008
Diese Dissertation ist auf den Internetseiten der Hochschulbibliothek online
verfu¨gbar.
Abstract
In order to gain insight into sedimentation of polymers and polyelectrolyte
electrophoresis in presence of hydrodynamic interactions, computer simulations
(MD and MPCD) are applied. We investigate dynamical and conformational
properties of the polymer chains by determining characteristic quantities like,
e.g., mobility, diffusion coefficient, radius of gyration, and end-to-end distance.
We obtain a detailed picture by varying chain length and strength of the external
(gravitational or electric) field. In the electrophoresis study, we additionally vary
the Coulomb interaction strength.
As for sedimentation, we find that for weak gravitational fields the mobilities
of small chains can be described within the Zimm model for polymers with ex-
cluded volume interactions. Above a critical chain length, as well as for larger
gravitational fields, a completely different behavior is found. Furthermore, we
observe conformations like coils, u-shape structures, and structures where the
polymers form a coiled head region with a stretched tail. Obviously, the confor-
mations are strongly affected by hydrodynamic interactions.
In the electrophoresis study a matter of particular interest is to compare our
results with experimental data. For a weak electric field which corresponds to the
linear response regime and for an intermediate Coulomb interaction strength we
find qualitative agreement of the electrophoretic mobility obtained in our sim-
ulations with the one measured in experiments. Here, the chain only exhibits
rodlike conformations (which are not aligned in the electric field) although the
polymer is completely flexible. At larger fields we observe a variety of con-
formational properties of the polyelectrolytes depending on chain length and
Coulomb interaction. Strong electric fields in addition with weak to interme-
diate Coulomb interaction strengths lead to u-shape conformations which are
the results of purely hydrodynamic interactions. Counterion condensation does
virtually not take place. Strong Coulomb interactions and strong electric fields
lead to perfectly elongated rods which orient parallel to the direction of the
electric field: the electric field induces a charge asymmetry along the chain cor-
responding to a dipole which is then aligned by the field.
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1 Introduction
Polyelectrolytes are macromolecules with ionizable groups which partially or
even completely dissociate in polar solvents, like, e.g., water. The extend of
dissociation depends on the solution’s pH as well as on the chemical properties
of the polyelectrolyte. As a result, a charged macromolecule remains that is
surrounded by oppositely charged counterions in the solvent. (For reviews see,
e.g., [1–9].)
Polyelectrolytes play an important role in biological systems, which is re-
flected by the fact that a hugh variety of biologically relevant macromolecules
are electrolytic. Well known examples are DNA and all kinds of proteins [10].
Besides, also synthetic polyelectrolytes have gained great attention in the last
decades with the intend to utilize them for technical and industrial applications,
such as dewatering agents, drug reduction agents, superabsorbents, additives in
detergents and cosmetics, etc. [1, 2, 11–14].
Aside from the widespread relevance of polyelectrolytes in biology and en-
gineering, these charged systems are of considerable interest for soft-matter
physics from a basic scientific point of view. The long range Coulomb inter-
actions among the various charges are the origin of extraordinary dynamical
and conformational properties of polyelectrolytes which deviate strongly from
those of neutral polymers.
A standard experimental tool for the investigation of polyelectrolytes is elec-
trophoresis [15–23]: the polymeric solution is exposed to an electric field to
which the polyelectrolytes respond with a drift motion. Since polyelectrolytes of
different lengths drift with different velocities (up to a certain threshold), elec-
trophoresis allows to seperate charged macromolecules (or fragments of them)
by there molecular weight. Despite of its common use, the size-separating mech-
anism of electrophoresis is far from being understood. This is not surprising,
because a satisfying description of this mechanism has to account for the involved
interplay of long-range Coulomb [24–28] as well as hydrodynamic interactions
among the system’s components in addition to an external field and screening
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effects caused by the counterions [29,30]. Because of the complexity of the prob-
lem, analytical approaches [31–39] are very limited so far, and, for the reason
of missing computational power, numerical simulations had been illusive in the
past.
A related but somewhat simpler problem is sedimentation [40–45] of a neutral
polymer in a gravitational field. Research on systems of sedimenting macro-
molecules like polymers, polyelectrolytes, and colloids has become increasingly
important, since methods like analytical ultracentrifugation [46] are considered
to be promising toolan attractive fields for the characterization and separation
of macromolecular systems.
In this thesis, we address the physics of sedimentation and electrophoresis by
mesoscale computer simulations, which have become feasible thanks to the latest
improvements in standard computer technology. Hydrodynamic interactions
are modeled by the Multi-Particle-Collision (MPC) dynamics algorithm [47–52],
which provides full hydrodynamics on the length scale of the polyelectrolyte. The
polymer chains are comprised of monomer units whose dynamics are described
by molecular dynamics (MD) [53] simulations.
We begin our studies with a single sedimenting monomer (chapter 6). The
single monomer is used as model system to test the reproducibility of the Nernst-
Einstein relation µ = D/(kBT ) between mobility µ and diffusion coefficient D
by our simulation method. We would expect the Nernst-Einstein relation to
hold true at least for large values of the collision time (≡ mean free path length
of the particles) since hydrodynamics is negligible then. However, we find that
this equation never holds within our simulation method (the deviation amounts
to approximately 15%) what turns out to be a shortcoming of the algorithm.
This is quite an important finding which had to be taken into account in the
following calculations.
In the electrophoresis study (chapter 7) we determine the dynamical and
conformational properties of strong polyelectrolytes in dilute solution at zero
salt concentration. The polyelectrolyte behavior is investigated for monovalent
counterions, various electric field strengths and Coulomb interaction strengths,
and as function of the polyelectrolyte length. In particular, quantities are ad-
dressed which are not easily accessible by experiments such as number of con-
densed counterions and the field induced polarization. For certain parameters
of the electric field and the Coulomb interaction strength the mobility increases
with length for short polyelectrolytes, reaches a maximum at intermediate chain
8
lengths and then decreases again. This result agrees qualitatively with experi-
mental findings. We show that the initial increase of the mobility is caused by
hydrodynamic interactions of rodlike objects. The maximum and the follow-
ing decrease is induced by counterion condensation, which reduces the effective
charge of the polyelectrolyte. These findings also agree with the explanation
of experimental studies. The analysis of the end-to-end distance and the ra-
dius of gyration reveals that the polyelectrolytes exhibit rodlike conformations
for the studied range of length although the polymers are flexible. Evidence
for rodlike conformations is given by the behavior of the diffusion coefficient as
function of the polymer length. The comparison of our simulation data with the-
oretical calculations leads us to the conclusion that hydrodynamic interactions
are relevant, at least for the range of polymere lengths which were investigated
here. Moreover, we find a variety of chain conformations in different parameter
regimes.
The next four chapters introduce to the physics of polymers with and without
hydrodynamic interactions, and describe our simulation method. The thesis
concludes with a discussion of our main results (chapter 8) and a summary
(chapter 9).
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2 Theoretical description of
polymers
Polymers play a central role in biology as well as in technical applications. An
eucariotic cell, for example, owes its ability to organize the components of its in-
terior, to change its shape or to execute coordinated movements to its cytoscele-
ton. This is a complicated network consisting of polymers like actin filaments,
and microtubules. Further examples for biological polymers are DNA, proteins,
and polysaccharides. They are all generated by accumulation of repeating sub-
units, the monomers, at the end of the growing chain. In the last decades there
has also been a strong interest in constructing and investigating the physical
properties of synthetic polymers. Polymers may be flexible, semiflexible, or rod-
like objects. It is essential to study these different conformational properties
since they affect the macroscopic behavior of the system.
We describe a polymer as a discrete system of N+1 point masses with masses
m at positions ri with i = 0,...,N . The bond vectors are ∆ri = ri−ri−1. Usually,
different theoretical models are discussed in literature depending on the nature
of the bonds. In the following we will give a brief summary of important polymer
models that give insight into their static and dynamical properties.
2.1 Polymer models
2.1.1 Freely jointed chain
A very simple way to describe a polymer theoretically is to model it as a freely
jointed chain [54–59]. The bond potential is represented by V = κ/2 (|ri −
ri−1|−l)2 with r0 = 0, where l is the mean bond length. Therefore, the partition
function of the canonical ensemble is
Zc =
∫
exp(−β H) d3Nx d3Np , (2.1)
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with the Hamiltonian H =
∑N
i=1 p
2
i /2m + V (ri) and β = 1/kBT , where kB is
the Boltzman constant and T denotes temperature. Using
δ(x) = lim
σ→0
√
1
2πσ2
exp
(
− x
2
2σ2
)
, σ =
1
βκ
, (2.2)
eq. (2.1) can be written as Zc = Zp Z, where
Z =
∫ N∏
i=1
δ(|∆ri| − l) d3N∆r (2.3)
in the limit σ → 0, which is equivalent to κ→∞. Eq. (2.3) is the configurational
partition function for a discrete chain. The continuum representation, where
N →∞, l → 0, so that L = Nl =const., is given by
Z =
∫ ∏
s
δ(|u(s)| − 1)D3x , (2.4)
with liml→0 ∆r/l = ∂r(s)/∂s = u(s). s is the coordinate along the contour,
r(s) is the position vector along the chain, and u(s) is the tangent vector to the
chain at s.
In this simple model we can understand a polymer formally as a random walk.
2.1.2 The Gaussian chain
Within the Gaussian model [54,60–62], a polymer is modeled as a flexible chain
under the following constraints:
- The mean squared distance of consecutive points is constant
〈(ri − ri−1)2〉 = 〈∆r2i 〉 = l2 , i = 1, .., N , r0 = 0 . (2.5)
- The distribution function ψ = ψ(r0, . . . , rN) is normalized according to∫
ψ d3Nx = 1 . (2.6)
The partition function can be derived by means of the maximum entropy prin-
ciple. This means that we have to determine the maximum of the information
entropy
S = −kB
∫
ψ lnψ d3Nx (2.7)
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under the macroscopic constraints (2.5) and (2.6). With Langrangian multipliers
λ, λi the entropy reads
S ′ =
S
kB
− (λ− 1)
{∫
ψ d3Nx− 1
}
−
∑
i
λi
{∫
ψ (∆ri)
2 d3Nx− l2
}
.
Variation of S ′ leads us to
δS ′ =
∫ (
− lnψ − λ−
∑
i
λi(∆ri)
2
)
δψ d3Nx . (2.8)
From δS ′ = 0 and by using the constraint 2.6 for the normalization we find
Z = exp (λ) =
N∏
i=1
(
π
λi
) 3
2
. (2.9)
The distribution function is given by
ψ =
1
Z
exp
(
−
∑
i
λi∆r
2
i
)
. (2.10)
The Langrangian parameters follow from the constraint
〈
∆r2i
〉
=
∂ lnZ
∂λi
= −l2 . (2.11)
Finally, we arrive at the discrete partition function
Z =
∫
exp
(
− 3
2 l2
∑
i
∆r2i
)
d3N∆r . (2.12)
The continuum representation is
Z =
∫
exp
(
− 3
2l
∫ L
0
(
∂r
∂s
)2
ds
)
D
3x , (2.13)
by applying the same arguments as for the partition function (2.3).
It is very simple to calculate the moments of the distribution function of the
end-to-end distances. The first moment is given by
〈rN〉 = 0 (2.14)
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because of the spatial symmetry of the system. The second moment is given by
〈r2N〉 =
〈(
N∑
i=1
∆ri
)2〉
=
〈(
N∑
i=1
N∑
j=1
∆ri∆rj
〉
=
〈
N∑
i=1
∆r2i
〉
+
〈
N∑
i=1
N∑
j=1
∆ri∆rj
〉
i6=j
(2.15)
= Nl2 . (2.16)
The first term of (2.15) gives N l2 because of the constraint 〈∆r2i 〉 = l2. The
second term vanishes since different directions are independent from each other.
(For the freely jointed chain we obtain the same result (2.16)). Eq. (2.16) only
holds for a chain without excluded volume interactions. If the particles are
prevented from penetrating each other, a modified dependence on N is obtained
[54]
〈
r2N
〉
= l2N2ν
{
ν = 1/2 without excluded volume (Θ solvent)
ν ≈ 0.6 with excluded volume (good solvent) . (2.17)
For long chains (l → 0, N → ∞), the mean square radius of gyration is given
by
〈r2G〉 =
1
N
N∑
i=1
〈(ri − rcm)2〉 → 〈r
2
N〉
6
(2.18)
with the center of mass rcm. The Gaussian model is an important starting point
for analytical investigations of the statistics and the dynamics of polymers. As
will be seen later, it is the basis for the Rouse model and the Zimm model by
means of which we can describe the dynamical properties of a polymer.
2.1.3 Semiflexible chains
In the freely jointed chain model as well as in the Gaussian model we do not
allow for correlations between consecutive segments. For polymers like, e.g.,
DNA that are more rigid by nature, these models are too simple. To capture
bond-bond correlations, we need the additional constraints
〈∆ri∆ri+1〉 = 〈|∆ri||∆ri+1| cos θi〉 = l2t , i = 1, ..., N − 1 (2.19)
that allow us to account for a certain stiffness of the polymer chain. t is a
parameter that decides about the strength of the correlation between segments.
If |∆ri| = l, then t = 〈cos θ〉.
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θi
i−1
i
i+1
Figure 2.1: Segments of a polymer chain which are correlated via an angle θ.
Kratky-Porod model
The constraints (2.19), in addition to rigid bonds (freely jointed chain model with
the constraint |∆ri| = l), leads to the Kratky-Porod model [61,63]. Variation of
the entropy (see also section 2.1.2) gives the partition function
Z =
∫
exp
(
N−1∑
i=1
µi∆ri∆ri+1
)
N∏
i=1
δ(|∆ri| − l) d3Nx , (2.20)
with r0 = 0. µi are the Langrangian multipliers for the orientation constraints.
The exponential part of eq. (2.20) has the meaning of a bending energy. The
part with the product is already known from the freely jointed chain model. We
solve eq. (2.20) by using spherical coordinates
Z = (4πl2)N
N−1∏
i=1
sinh (µi l
2)
µi l2
. (2.21)
From the constraints
〈∆ri∆ri+1〉 = ∂ lnZ
∂µi
= l2t , (2.22)
we obtain the expression
coth(µil
2)− 1
µil2
= t . (2.23)
The Lagrangian multipliers are independent of i. Therefore, we finally arrive at
µl2 = L−1(t) , (2.24)
where L is the Langevin function.
∆ri∆ri+1 can be expressed in a continuum representation as:
lim
l→0
(2∆ri∆ri+1) = lim
l→0
(2l2 − (∆ri −∆ri+1)2) = 2l2 − l4
(
∂2r
∂s2
)2
. (2.25)
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For the right hand side of eq. (2.25), we write −∆ri +∆ri+1 as a Taylor series
−∆ri +∆ri+1 = ri + l∂r
∂s
+
1
2
l2
∂2r
∂s2
(2.26)
−2ri (2.27)
+ri − l∂r
∂s
+
1
2
l2
∂2r
∂s2
. (2.28)
Using this, the partition function reads
Z =
∫
exp
(
−ε
2
∫ L
0
(
∂2r
∂s2
)2
ds
) ∏
s
δ(u(s)− 1)D3x , (2.29)
where ε = l/(1 − t) → 1/2p = lp (lp is the persistence length) for l → 0 and
t→ 1. We can write |∂2r/∂s2| = 1/R, where R is the bending radius.
It is possible to calculate the end-to-end distance exactly, which is done in the
following for the discrete chain :
〈
r2N
〉
=
〈
N∑
i=1
∆r2i
〉
+ 2
〈
N∑
j=1
j−1∑
i=1
∆ri∆rj
〉
(2.30)
= Nl2 + 2l2
N∑
j=1
j−1∑
i=1
tj−i (2.31)
= Nl2
(
1 + t
1− t +
2t
N
tN − 1
(t− 1)2
)
. (2.32)
We distinguish the limiting cases t = 0 and t→ 1, which yield
〈
r2N
〉
=
{
Nl2 , t = 0 freely jointed chain, Gauss chain
N2l2 , t→ 1 rod . (2.33)
The mean square radius of gyration can also be calculated analytically [64]. It
is given by
〈
r2G
〉
= Nl2
[
N + 2
6(N + 1)
1 + t
1− t −
1
N
t
(1− t)2 (2.34)
+
2t2
(N + 1)2
(
1
(1− t)3 +
t
N
tN − 1
(1− t)4
)]
.
For a flexible chain with excluded volume the radius of gyration scales like [54]
〈
r2G
〉 ∼ N2ν , (2.35)
with a critical exponent ν ≈ 0.6.
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Gaussian semiflexible chain
In the Kratky-Porod model only a few quantities can be calculated analytically.
More advantageous is a model with Gaussian segments. Correlations between
bonds and the flexible segments of the Gaussian chain lead to the Gaussian
semiflexible chain [61, 65]. For a discrete system the constraints are
N−1∑
i=2
〈
(ri − ri−1)2
〉
=
N−1∑
i=2
〈
∆r2i
〉
= (N − 2)l2 , 〈∆r21〉 = 〈∆r2N〉 = l2 , (2.36)
N−1∑
i=2
〈∆ri∆ri+1〉 = (N − 1)l2t , (2.37)
where we assume that the bonds at the ends of the chain behave differently from
those in-between. Then, the partition function is given by
Z =
∫
exp
(
−λ
N−1∑
i=2
∆r2i − λ1∆r21 − λN∆r2N + µ
N−1∑
i=1
∆ri∆ri+1
)
d3Nx , (2.38)
where the first three terms in the exponent are the energy that arises from the
bonds of a Gaussian chain and the last term has the meaning of a bending
energy. The expression in the exponent of eq. (2.38) is a quadratic form that
can be written as
Q(x) = xtAx =
3N∑
i=1
3N∑
j=1
aijxixj , (2.39)
where A is a symmetric 3N × 3N -matrix. Then, we determine eigenvalues
α1,...,α3N and eigenvectors v1,...,v3N of A. With these we find a representation
σtAσ = A′ where A′ is a diagonal matrix. With A′, the partition function
(2.38) can be written as
Z =
∫
exp
(−xtA′x) d3Nx (2.40)
=
∫
exp
(
−
3N∑
i=1
αix
2
i
)
d3Nx (2.41)
=
3N∏
i=1
∫
exp
(−αix2i ) dxi (2.42)
=
3N∏
i=1
(
π
αi
)1/2
= π3N/2
3N∏
i=1
1
(αi)1/2
= π3N/2(detA′)−1/2 . (2.43)
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Here we will only give the result for the Lagrangian multipliers [65]:
λ =
3
2l2
1 + t2
1− t2 , λ1 = λN =
3
2l2
1
1− t2 , µ =
3
l2
t
1− t2 . (2.44)
The second moments (mean square end-to-end distance 〈r2N〉 and mean square
gyration radius) are the same as in the Kratky-Porod model. Eq. (2.38) can also
be expressed in a contiuum representation [65]
Z =
∫
exp
(
−ν
∫ L
0
(
∂r
∂s
)2
ds− ν0
[(
∂r(0)
∂s
)2
+
(
∂r(L)
∂s
)2]
− ε
2
∫ L
0
(
∂2r
∂s2
)2
ds
)
D
3x , (2.45)
with the Lagrangian multipliers
ν =
3p
2
, ν0 =
3
4
, ε =
3
4p
, (2.46)
where 1/2p ≡ liml→0,t→1 l/(1 − t) is the peristence length. (The continuum
representation is obtained in the limit N →∞, l → 0, and t→ 1, such that the
average length L = Nl and the persistence length lp = 1/2p are finite.)
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3.1 The Langevin equation
When we want to investigate the dynamics of a particle imbedded in an environ-
ment of solvent particles, e.g., its Brownian motion [61, 66], it is not necessary
to solve Newton’s equations of motion
M
··
r= F + F ex , (3.1)
with F being the force of the solution onto the free particle, and F ex the external
force. Since we are not interested in the whole information of the system we can
describe the surrounding medium of a tracer particle by an effective environment
that mediates thermal fluctuations adequately. This leads us to the Langevin
equation
M
··
r= F ex − γfric ·r +Γ (3.2)
where γfric
·
r is the force arising from friction with the background (with fric-
tion constant γfric), and noise is introduced via a stochastic force Γ. The exact
time dependence of Γ is not known. Instead, it is assumed that the dynamics is
described by a Gauss-Markov process. This means :
1.) Random variables Γ(ti) follow from a Gaussian distribution with zero
mean
〈Γ〉 = 0 (3.3)
(Γ is isotropic). All moments can be calculated. For odd numbers n fol-
lows 〈Γn〉 = 0 . For even numbers n, the moments can be expressed by
means of the Wick Theorem.
2.) In Markovian processes, the forces at different times are not correlated.
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Additionally, the components are spatially independent. This can be writ-
ten as
〈Γα(t)Γβ(t′)〉 = qδ(t− t′) , (3.4)
where α, β ∈ {x, y, z}. Since the equipartion theorem of the kinetic energy
1/2M 〈v2〉 = 3/2kBT must be valid, q = 2kBTγfric.
For F ex = 0, eq. (3.2) is a linear differential equation with the solution [67]
v(t) = v0 exp
(
−γfric
M
t
)
+
1
M
∫ t
0
exp
(
−γfric
M
(t− t′)
)
Γ(t′) dt′ (3.5)
for the velocity, where the first term is a solution of the homogeneous part of
eq. (3.2) (Γ = 0). With (3.4) we find
〈v(t1)v(t2)〉 = v20 exp
(
−γfric
M
(t1 + t2)
)
+
3 qM
2γfricM2
(
exp
(
−γfric
M
|t1 − t2|
)
− exp
(
−γfric
M
(t1 + t2)
))
.(3 6)
For t1,t2 ≫ 1 this leads to
〈v(t1)v(t2)〉 = 3 q
2γfricM
exp
(
−γfric
M
|t1 − t2|
)
. (3.7)
In the stationary case we find in three dimensions
〈E〉 = 1
2
M
〈
v2
〉
=
1
2
M
3 q
2γfricM
=
3
2
kBT , (3.8)
with q = 2kBTγfric. From 〈Γα(t)Γβ(t′)〉 = 2kBTγfric δ(t−t′) follows that friction
and stochastic force are related to each other (fluctuation-dissipation theorem).
The mean squared displacement can be calculated via
〈
(r(t)− r(0))2〉 =
〈(∫ t
0
v(t1) dt1
)2〉
=
〈∫ t
0
v(t1) dt1
∫ t
0
v(t2) dt2
〉
=
∫ t
0
∫ t
0
〈v(t1)v(t2)〉 dt1dt2 , (3.9)
where the velocity correlation of (3.9) is given by (3.7). Integration gives
〈
(r(t)− r(0))2〉 = (v20 − 3 q2γfricM
)
M2
γ2fric
(
1− exp
(
−γfric
M
t
))2
+
3 q
γ2fric
t− 3 qM
γ3fric
(
1− exp
(
−γfric
M
t
))
. (3.10)
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In the stationary state, the first term of eq. (3.10) is zero since 〈v20〉 = 3 q/2γfricM .
For very large t we find the relation between the mean square displacement and
the diffusion coefficient D〈
(r(t)− r(0))2〉 = 6Dt , D = q
2γ2fric
(3.11)
(accordingly in one dimension 〈(x(t)− x(0))2〉 = 2Dt). In the different time
regimes where t → 0 and t → ∞ we obtain the following time dependencies of
the mean square displacement :
〈
(r(t)− r(0))2〉 ∼
{
t t→∞
t2 t→ 0 . (3.12)
3.2 Fokker-Planck equation
The Fokker-Planck equation (also known as Smoluchowski equation) is a partial
differential equation describing the evolution of a probability distribution density
ψ(r, t) under the influence of drift and diffusion. In the following we only give
the representation of the Fokker-Planck equation for the overdamped case. A
detailed derivation can be found in Refs. [61, 68]. The Fokker-Planck equation
reads
∂ψ(r, t)
∂t
= − 1
γfric
∇F exψ + kBT
γfric
∇2ψ . (3.13)
Eq. (3.13) is equivalent to the Langevin equation
γfric
·
r= F ex + Γ , (3.14)
describing the overdamped motion. The first term of the right hand side of
eq. (3.13) is the ’drift term’ (convection or transport term). The second term
(diffusion or fluctuation term) accounts for the diffusion in the system. For a
vanishing drift term the Fokker-Planck equation merges into the diffusion (or
heat) equation.
In the stationary state where ∂ψ/∂t = 0 we write
∇
[
− 1
γfric
F exψ +
kBT
γfric
∇ψ
]
= 0 . (3.15)
From this, we conclude that the expression in brackets must vanish, which leads
to
∇ψ = βF exψ , β = 1
kBT
, (3.16)
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and finally to the equilibrium distribution function
ψ(r) =
1
Z
exp(−βV (r)) (3.17)
of the canonical ensemble. The stationary solution of the overdamped case
(for which we assume that the velocity distribution is already adjusted) only
contains the information about the positions but not about the momenta. The
information about the momenta can be obtained by solving the non-overdamped
Fokker-Planck equation which is also known as Klein-Kramers equation [61].
Its stationary solution is given by the distribution function for the canonical
ensemble ψ = exp(−βH)/Z where H = p2/2M+V (r) is the Hamilton function
that also contains the contribution of the kinetic energy.
3.3 Hydrodynamics
3.3.1 The equations of hydrodynamics
Before we discuss the influence of hydrodynamic interactions on Brownian par-
ticles we will recall the main equations of hydrodynamics. These equations
are [69]:
• The equation for the momentum
ρ
dvα
dt
=
∂Rαβ
∂xβ
− ∂p
∂xα
+ fα , (3.18)
where ρ is the density of the fluid, Rαβ is the friction-stress tensor, p is the
pressure, and force density fα = Fα/∆V (force per volume element).
The momentum of a mass element ∆m that moves with velocity v is given
by p = ∆mv = ρ∆V v, where we call ρv the momentum density. The time
derivative of the momentum is then dp/dt = ∆mdv/dt = ∆V ρ dv/dt. With
this, we write ∫
V
ρ
dv
dt
dV =
∫
V
fdV +
∫
S
σ df . (3.19)
On the right hand side of eq. (3.19), the first term arises from forces acting on
a volume element (like for example the gravitational force). The second term
accounts for forces acting on the surface of a volume. We denote σ as stress
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tensor. Its components σαβ describe the stress force (per unit area) in α-direction
on a plane that is perpendicular to the direction of β. This means, that α gives
the direction of the normal vector of a plane. With∫
S
σ df =
∫
V
div (σ) dV (3.20)
we find from eq. (3.19)
ρ
dv
dt
= div (σ) + f (3.21)
or in components
ρ
dvα
dt
=
∂σαβ
∂xβ
+ fα . (3.22)
For fluids and gases we split σ in two parts
σαβ = −pδαβ +Rαβ . (3.23)
The first term arises from the pressure, the second one from the friction that is
due to spatial changes of the velocity. Rαβ are the components of the friction-
stress tensor given by eq. (3.29). Eqs. (3.22) and (3.23) lead to eq. (3.18).
• The continuity equation
∂ρ
∂t
+
∂(ρvα)
∂xα
= 0 . (3.24)
Due to the conservation of mass M =
∫
ρ dV a change of mass in a volume V
can only occur because of in- and outflow of the fluid. The difference of mass
flowing into and out of the integration volume is given by the surface integral
over the current density. The current density of the mass is given by j = ρv.
By applying Gauss’ theorem we get
−∂M
∂t
= − ∂
∂t
∫
V
ρ dV =
∫
S
j df =
∫
V
div (j) dV =
∫
V
div (ρv) dV . (3.25)
what leads us to ∫
V
(
∂ρ
∂t
+ div (ρv)
)
dV = 0 (3.26)
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and therefore to
∂ρ
∂t
+ div (ρv) = 0 . (3.27)
in agreement with eq. (3.24).
• The equation of state
p = p(ρ) . (3.28)
The state of fluids (and gases) is described by the pressure p, density ρ, and
temperature T . The general form of the equation of state is therefore f(p, ρ, T ) =
0. This simplifies for isothermal processes (T =const.) to f(p, ρ) = 0 and
p = p(ρ), respectively.
• The friction law is
Rαβ = η
(
∂vα
∂xβ
+
∂vβ
∂xα
)
+ η′δαβ
∂vγ
∂xγ
(3.29)
for isotropic fluids with friction constants η and η′ (that in general strongly de-
pend on temperature) in linear approximation. For our purposes we apply the
Stokes relation, where η′ = −2η/3 [69].
When fluid layers slide along each other, they impose forces on their neighbor-
ing layers due to friction. These area forces are described by the friction-stress
tensor Rαβ. When the fluid moves with constant velocity the friction and stress
forces vanish. Therefore, eq. (3.29) does not depend on the velocities but on
their spatial derivatives. Eq. (3.29) is written analogously to the Hookian law
for isotropic elastic solid bodies [69].
3.3.2 Navier-Stokes equation
When we insert (3.29) into (3.18), we obtain the Navier-Stokes equation
ρ
(
∂vα
∂t
+ vγ
∂vα
∂xγ
)
= η
∂2vα
∂x2γ
+
∂2vβ
∂xα∂xβ
− 2η
3
∂2vβ
∂xα∂xβ
− ∂p
∂xα
+ fα
= η
∂2vα
∂x2γ
+
η
3
∂2vβ
∂xα∂xβ
− ∂p
∂xα
+ fα , (3.30)
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or in vectorial notation
ρ (
·
v +(v grad)v) = −grad p+ η∆v + η
3
grad divv + f . (3.31)
The Navier-Stokes equation is the basic equation of fluid mechanics describing
the motion of fluids and gases. It is a nonlinear partial differential equation for
the velocity field v, the pressure field p, and density field ρ. The left hand side
of eq. (3.31), dv/dt = (
·
v +(v grad)v), describes the acceleration due to time
dependend effects or convection. The first three terms of the right hand side are
gradients of area forces like stress and friction inside the fluid, or pressure. The
last term of the right hand side represents volume forces like the gravitational
force. In almost any real situations, it is difficult or impossible to solve the equa-
tion because of its nonlinearity. Under creeping flow conditions, which we will
make use of in the following, the Navier-Stokes equation simplifies considerably,
which makes it easier to handle.
3.4 Interacting Brownian particles
Until now we have considered Brownian particles in a solution as non-interacting
particles. In the Langevin equation (3.14) the surrounding of a particle is de-
scribed effectively by a friction term and a noise term. Friction with the back-
ground damps the motion of the Brownian particles and the stochastic force
pushes them into random directions. This approach disregards that the Brwo-
nian particles are coupled via the solvent. The motion of the Brownian particle
through the solvent causes a streaming of the fluid what, in turn, affects the
movement of the other Brownian particles. This coupling between Brownian
particles mediated by the solvent is called hydodynamic interaction. Hence, the
velocity of a Brownian particle does not only depend on the forces acting on
itself but also on the forces affecting the other particles in the solution.
Assuming that the Brownian particles at positions ri, i = 1, ..., N , experience
forces Fj, their velocities can be written as [54]
vi =
∑
j
Hij Fj , (3.32)
with the mobility matrix Hij with off-diagonal components which are nonzero
due to hydrodynamic interactions. For the calculation of the velocities vi of
the Brownian particles in presence of hydrodynamics, we need to know the
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velocity of the solvent vs(rs) which arises from external forces. As we saw
previously, the Navier-Stokes eq. (3.31) is the basic equation describing the
motion of fluids. It simplifies, when we consider the fluid as incompressible
div (vs) = 0. Furthermore, we neglect inertia forces and non-linearities, which is
equivalent to work at low Reynolds numbers. This results in the creeping flow
equation
η∆vs −∇p = −f . (3.33)
Typically the velocities of the fluid particles are very slow due to very large
viscosities. Since we regard the particles as point-like objects we write
η∆vs −∇p = −
∑
i
Fiδ(rs − ri) . (3.34)
Eq. (3.34) with div(vs) = 0 can be solved via Fourier transformation
vs(rs) =
∫
dk
(2π)3
vs,k exp(ikrs) , (3.35)
which is shown in detail in [54]. Here, we will only give the result:
vs(rs) =
∑
i
H(rs − ri)Fi (3.36)
H(rs) =
1
8πηs|rs|(I + rˆsrˆs) (3.37)
with the unit vector rˆs = rs/|rs|. H(rs) is the Oseen tensor. It mediates the
action of the forces on the velocity of the fluid. We assume that the Brownian
particles move with the same velocity as the fluid (no slip boundary conditions).
Therefore, their velocities are given by
vi = vs(ri) =
∑
j
H(ri − rj)Fj , (3.38)
where vs(ri) is the velocity of the solvent at position ri. Then, the hydrodynamic
tensor reads
Hij =H(ri − rj) . (3.39)
It mediates the velocity field on the examined particle. The hydrodynamic
tensorH(0) is infinite. This is because we considered the Brownian particles as
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point-like. Hence, the following approximation is used
Hii =
I
γ
(3.40)
Hij =
1
8πηs|rij|
[
I +
rijrij
|ri − rj|2
]
, i 6= j (3.41)
where eq. (3.40) describes the local friction and the non-vanishing off-diagonal
entries, given by eq. (3.41), accounting for hydrodynamic effects. We can also
express eqs. (3.40) and (3.41) as
Hij =
I
γ
δij + (1− δij)Qij , (3.42)
with the Oseen tensor
Qij =
1
8πηs|rij|
[
I +
rijrij
|ri − rj|2
]
. (3.43)
Finally, the Fokker-Planck equation can be written as
∂ψ
∂t
=
∑
i,j
∂
∂ri
Hij
(
kBT
∂ψ
∂rj
+
∂U
∂rj
ψ
)
. (3.44)
With eq. (3.32) in combination with eqs. (3.42), (3.43), or with eq. (3.44), respec-
tively, we found the basic equations describing interacting particles in solution.
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4 Dynamics of flexible polymers
4.1 Rouse model
In this section we study the dynamics of a Gaussian polymer [70]. For the
moment we neglect hydrodynamic interactions. Its partition function is given
by eq. (2.12) and (2.13), respectively. Since we investigate the system at low
Reynolds numbers we neglect inertia forces. In Refs. [54, 61], a solution of the
dynamical problem is given for a continuous chain. The Langevin equation
(3.14) with the external force Fi = −∇iV acting on particle i is given in the
continuum by
ζ
·
r (s) = F (s) + Γ(s) = 2kBTν
∂2r
∂s2
+ Γ(s) , (4.1)
with V = ν
∫ L
0
(∂r/∂s)2ds, ν = 3/(2l) and ζ = γfric/l (friction per length) (see
also 2.13) and the boundary conditions
∂r
∂s
∣∣∣∣
s=0
= 0 ,
∂r
∂s
∣∣∣∣
s=L
= 0 . (4.2)
We can solve the equation of motion by expanding r(s) in terms of eigenfunctions
ϕk(s) of the operator ∂
2/∂s2. From ∂2ϕ/∂s2 = −ξϕ, with ∂ϕ/∂s|s=0,L = 0, we
find
ϕk(s) =
√
2/L cos(kπs/L) , ϕ0 = 1/
√
L (4.3)
and
ξk = k
2π2/L2 . (4.4)
ϕ0 describes the translational motion of the whole molecule. With r(s) =∑∞
k=0χkϕk(s) and Γ(s) =
∑∞
k=0Γkϕk(s), we write (4.1) as
ζ
·
χk= −2kBTν k
2π2
L2
χk + Γk . (4.5)
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The formal solution of eq. (4.5) is given by
χk(t) = χk(t0) exp
(
−t− t0
τk
)
+
1
ζ
∫ t
−t0
exp
(
−t− t
′
τk
)
Γk(t
′)dt′. (4.6)
In the stationary state (t0 → −∞), the solution for the amplitudes χk(t) reduces
to [61]
χk(t) =
1
ζ
∫ t
−∞
exp
(
−t− t
′
τk
)
Γk(t
′)dt′ . (4.7)
Therefore,
r(s) =
∞∑
k=0
1
ζ
∫ t
−∞
exp
(
−t− t
′
τk
)
Γk(t
′)dt′ ϕk(s) , (4.8)
with the Rouse modes
τk = τR/k
2 , τR = ζL
2l/3π2kBT (4.9)
for mode number k.
k
1
1/k2~
log τk τ/ 1(
(
( (log
Figure 4.1: Rouse modes τk ∼ (L/k)2 with mode number k.
4.1.1 Expectation values
Center of mass diffusion
The mean square displacement of the center of mass rcm = 1/L
∫ L
0
r(s) ds of
a polymer that only experiences friction from the background (hydrodynamic
effects are neglected) is given by [54, 61]〈
(rcm(t)− rcm(0))2
〉
= 6Dt , (4.10)
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where
D =
kBT
ζL
(4.11)
is the diffusion coefficient of the center of mass with ζ = γ/l. Notice the 1/L
dependence of the diffusion coefficient for a Rouse chain.
Monomer diffusion
The mean square displacement of a monomer, averaged over all monomers, is
described by the relation [61]
〈
(r(t)− r(0))2〉 = 6Dt+ 6kBT
Lζ
∞∑
k=1
τk
(
1− exp
(
− t
τk
))
. (4.12)
The first term of eq. (4.12) describes the motion of the center-of-mass, the second
term describes the intramolecular motion. In order to get a better understanding
of the expression for the mean square displacement we investgate eq. (4.12) in
the limits t≪ τR and t≫ τR [61] :
〈
(r(t)− r(0))2〉 =
{
(2Ll/
√
π3)
√
t/τR , t≪ τR
6Dt , t≫ τR
(4.13)
Figure 4.2 visualizes the time dependences in the different regimes. For t≪ τR,
the mean square displacement of a monomer increases like t1/2. For t ≫ τR
it increases linear with t and we get the same result as for the center-of-mass
diffusion.
4.2 Zimm model
In the last section we discussed the Rouse model, which describes the dynam-
ics of a Gaussian chain. The Zimm model additionally takes hydrodynamic
interactions into account. The Langevin equation can be written as
∂ri
∂t
=
N∑
j=1
H(ri − rj)Fj , (4.14)
where Fj = −∇rjV + Γj(t) and H(ri − rj) denotes the hydrodynamic tensor,
given by eqs. (3.42) and (3.43). A contiuum representation for the Langevin
equation and the hydrodynamic tensor is provided in [61] :
∂r(s, t)
∂t
=
∫ L
0
H(r(s)− r(s′))F (s′) ds′ , (4.15)
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H =
I
3πηs
δ(s− s′) + θ(|s− s′| − d) 1
8πηs
1
|∆r|
[
I +
∆r∆r
|∆r|2
]
, (4.16)
where ∆r = r(s) − r(s′) and F (s) = 2νkBT ∂2r/∂s2 + Γ(s). d is a lower cut-
off of hydrodynamic interactions. Unfortunately, the Langevin equation (4.15)
is non-linear (since the hydrodynamic tensor is non-linear in r(s)− r(s′)) and,
thus, it can not be solved analytically. Therefore, Zimm applied the preaveraging
approximation, where he averaged the hydrodynamic tensor
H(r(s)− r(s′)) → 〈H(r(s)− r(s′))〉 =
∫
H(r(s)− r(s′))ψ(r(s)− r(s′))D3∆r
with the equilibrium distribution function
ψ({r}) = 1
Z
exp
(
− 3
2l
∫ L
0
(
∂r
∂s
)2
ds
)
. (4.17)
The distribution function for ∆r is given by
ψ (∆r) =
(
3
2π|s− s′|
)3/2
exp
(
− 3(∆r)
2
2 l |s− s′|
)
(4.18)
Now, eq. (4.15) turns into the linear equation
∂r
∂t
=
∫ L
0
〈H(r(s)− r(s′))〉 F (s′) ds′ , (4.19)
with
I h(|s− s′|) , (4.20)
where 〈H〉 = I
(
δ(s− s′)/(3πηs) + Θ(|s− s′| − d)/ηs
√
6π3l|s− s′|
)
. The equa-
tion
∂r
∂t
=
∫ L
0
h(|s− s′|)
{
2νkBT
∂2r
∂s′2
+ Γ(s′)
}
ds′ (4.21)
can be solved analogously to the Rouse model [54,61]. An expansion of r(s) by
means of eigenmodes (eqs. (4.3), (4.4)) leads to the equation
·
χk= − 1
τ˜k
χk + hkkΓk , (4.22)
where
hkk =
1
3πηs
+
2
ηs
(
L
12π3lk
)1/2
(4.23)
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arising from the hydrodynamic tensor and with relaxation times
τ˜k =
τR
k2
(
1 +
√
3L
πlk
)−1
(4.24)
that can be expressed in terms of the Rouse modes τR/k
2 multiplied with an
additional factor. The Langevin equation (4.22) has the same form as (4.5) in
the Rouse model. Therefore, r(s) is identical to eq. (4.8), except for the modified
relaxation times (4.24) and a factor hkk arising from the hydrodynamic tensor.
4.2.1 Expectation values
Center of mass diffusion
From eq. (4.22), we find the mean square displacement of the center-of-mass [61]
〈
(rcm(t)− rcm(0))2
〉
= 6Dt , D ∼ L−1/2 . (4.25)
The diffusion coefficient in the Zimm model exhibits an L−1/2 dependence in
contrast to the Rouse model, where D ∼ L−1.
Monomer diffusion
The mean square displacements of the monomers in the cases t≪ τ˜1 ≡ τZ and
t≫ τZ [71]
〈
(r(t)− r(0))2〉 ∼
{
t2/3 , t≪ τZ
t , t≫ τZ .
(4.26)
Figure 4.2 illustrates the different scaling behaviors of the mean square displace-
ment of a monomer described in the Rouse and the Zimm model, respectively.
In both models, 〈(r(t)− r(0))2〉 is for large times linear in t and, thus, fol-
lows the mean square displacement of the center-of-mass. At times t ≪ τZ ,
〈(r(t)− r(0))2〉 ∼ t3/2 in the Zimm model. The Rouse model leads to a weaker
dependence on time according to 〈(r(t)− r(0))2〉 ∼ t1/2.
4.3 Dynamics of a semiflexible chain
In this section we study the dynamics of a semiflexible chain. At first (in sub-
section 4.3.1) we concentrate on the free-draining case, where hydrodynamic
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Figure 4.2: Mean square displacement of a monomer. In the Rouse model it
shows for small times t a time dependence according to t1/2. The
Zimm model predicts the dependence t2/3. In both models, the mean
square displacement of a monomer exhibits the mean square displace-
ment of the center-of-mass for large times.
interactions are neglected. Afterwards, in subsection 4.3.2, we investigate the
dynamics in presence of hydrodynamics. In both cases, the partition function
for a semiflexible Gaussian chain (2.45) (with an additional term for the kinetic
energy), and the corresponding Lagrangian multipliers (2.46) are the starting
point for our studies.
We like to point out that we will only give a brief overview over the dynamics of
a semiflexible chain. Our discussions are mainly based on the detailed studies
of Refs. [61, 64, 65, 71–73].
4.3.1 Free draining limit – no hydrodynamic interactions
We start with the partition function for a Gaussian semiflexible chain. In the
continuum representation, it is given by the path integral [72]
Z =
∫
exp
(
−
[∫ L
0
p2
2̺
ds+ ν
∫ L
0
(
∂r
∂s
)2
ds
+ν0
[(
∂r(0)
∂s
)2
+
(
∂r(L)
∂s
)2]
+
ǫ
2
∫ L
0
(
∂2r
∂s2
)2
ds
])
D
3xD3p . (4.27)
̺ is the linear mass density. The Lagrangian multipliers
ν =
3p
2
, ν0 =
3
4
, ǫ =
3
4p
(4.28)
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only depend on the persistence length (see subsection 2.1.3).
Since the Hamiltonian of the system is given by the exponent of eq. (4.27), we
obtain the Lagrangian L
L =
∫ L/2
−L/2
̺
2
(
·
r (s, t))2ds− ν
∫ L/2
−L/2
(
∂r(s, t)
∂s
)2
ds
−ν0
[(
∂r(−L/2, t)
∂s
)2
+
(
∂r(L/2, t)
∂s
)2]
− ǫ
2
∫ L/2
−L/2
(
∂2r(s, t)
∂s2
)2
ds , (4.29)
where the parameter range of s is shifted from s ∈ [0, L] to s ∈ [−L/2, L/2].
Applying the Euler-Lagrange equation and neglecting inertia forces, leads to the
Langevin equation
ζ
∂
∂t
r(s, t) + ǫkBT
∂4
∂s4
r(s, t)− 2kBTν ∂
2
∂s2
r(s, t) = Γ(s, t) (4.30)
by adding local friction and the stochastic force term. The boundary conditions
for free ends are [
2ν
∂
∂s
r(s, t)− ǫ ∂
3
∂s3
r(s, t)
]
±L/2
= 0 (4.31)
[
2ν0
∂
∂s
r(s, t) + ǫ
∂2
∂s2
r(s, t)
]
L/2
= 0 (4.32)
[
2ν0
∂
∂s
r(s, t)− ǫ ∂
2
∂s2
r(s, t)
]
−L/2
= 0 (4.33)
For ǫ = 0 and ν0 = ν, eq. (4.30) reduces to the Langevin equation of the Rouse
model.
In order to solve eq. (4.30), we apply an expansion in terms of the eigenfunctions
of the eigenvalue equation
ǫkBT
d4
ds4
ψn(s)− 2νkBT d
2
ds2
ψn(s) = ξnψn(s) . (4.34)
For a representation of the eigenfunctions ψ0 (describing the translation of the
whole molecule) and ψn(s), see Ref. [72]. The eigenfunction expansions
r(s, t) =
∞∑
n=0
χn(t)ψn(s) , Γ(s, t) =
∞∑
n=0
Γn(t)ψn(s) , (4.35)
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inserted into eq. (4.30), lead to the equation of motion for the amplitudes χn(t):
ζ
∂
∂t
χn(t) + ξnχn(t) = Γn(t) . (4.36)
Ref. [72] also provides the expression for the eigenvalues ξn. Eq. (4.36) has the
solution
χn(t) = χn(t0) exp
(
−t− t0
τ ′n
)
+
1
ζ
∫ t
t0
dt′ exp
(
−t− t
′
τ ′n
)
Γn(t
′) , (4.37)
where τ ′n = χ/ξn. In the stationary state (t0 → −∞) the first term of eq. (4.37)
vanishes.
In the following we want to discuss the influence of stretching and bending on
the intramolecular motion of the chain for different stiffnesses pL, [72].
Flexible chain
In the limit pL→∞ the relaxation times
τ ′n =
τR
n2
, τR =
ζL2
3pπ2kBT
(4.38)
are identical to those in the Rouse model (Rouse modes with Kuhn length lk =
2lp, with persistence length lp = 1/(2p)) and describe only the stretching modes.
They show the typical 1/n2 dependence.
Weakly bending rod
For pL → 0 we are in the regime of a slightly bending rod [72]. For pL < 0.3
and n > 1, Ref. [72] provides an analytical expression for the relaxation time :
τ ′n =
64ζpL4
3π4(2n− 1)4kBT . (4.39)
Rodlike chain
For pL → 0, the relaxation times for the modes with n 6= 1 approach zero.
These modes do not contribute to the molecular motion. The mode with n = 1
is given by
τ ′1 =
ζL3
36kBT
. (4.40)
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and the rotational diffusion coefficient reads Θ ≡ 1/(3τ ′1) which is in agreement
with considerations of a rod in a dilute solution [54,72] (the first mode represents
the pure rotation of the chain).
Figure 4.3 has been taken from Ref. [72]. It shows the first ten relaxation
times τ ′n as a function of pL. For pL = L/(2lp) ≪ (pL)max (the index denotes
10-6
10-5
10-4
10-3
10-2
10-1
10-1 100 101 102 103
τ n
k B
T/
γL
3
pL
Figure 4.3: The first six relaxation times τ ′n (with n = 1,..,6 top down) as a
function of pL. For a flexible chain τ ′n ∼ L2/n2 (n ≥ 1, pL → ∞).
For the rodlike chain τ ′n ∼ L4/(2n−1)4 (n > 1, pL→ 0) and τ ′1 ∼ L3.
(taken from Ref. [72])
the value of pL at the maximum for n > 1), that means for large persistence
lengths lp = 1/(2p), the bending modes dominate. The chain is weakly bending.
The relaxation time τ ′1 (n = 1) shows for pL = L/(2lp) ≪ 1 (that means
L ≪ 2lp) the rodlike behavior according to eq. (4.40). τ ′1 represents the pure
rotation of the chain. For pL ≫ (pL)max (small persistence lengths lp) the
chain is flexible. The corresponding modes are stretching modes (see subsection
4.3.1), representing the Rouse relaxation times. In the intermediate regime
both, bending and stretching modes are important. Fig. 4.3 also shows that for
increasing mode numbers n the maximum of τ ′n shifts to larger pL values. In
Ref. [72] this is explained by the fact that a real polymer looks increasingly rigid
on smaller and smaller length scales.
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4.3.2 Hydrodynamic interactions
A continuum representation for the Langevin equation including hydrodynamic
interactions is given by eq. (4.15) with the hydrodynamic tensor (4.16). Includ-
ing the Langevin equation (4.30) for semiflexible chain into (4.15) leads to
∂r
∂t
=
∫ L/2
−L/2
H(r(s), r(s′))
[
2νkBT
∂2
∂s′2
r − εkBT ∂
4
∂s′4
r + Γ(s′)
]
ds′ . (4.41)
A detailed solution of this problem can be found in Ref. [73]. Here, we will
only discuss an approximate solution for pL ≪ 1, which corresponds to the
limiting case of a rod. In this limit, preaveraging of the hydrodynamic tensor is
not necessary. For an infinetely thin rod we can express the difference between
two points along the contour as r(s) − r(s′) = (s − s′)u, where u is the unit
vector parallel to the rod. The second term on the right hand side of eq. (4.16)
can be decomposed into a component parallel and perpendicular to the polymer
according to
Q = Q‖ u+Q⊥v , (4.42)
where v ⊥ u and
Q⊥ =
Q‖
2
=
Θ(|s| − d)
8πηs|s| . (4.43)
A solution of the equation of motion (4.41) can be found by using the eigenfunc-
tion expansion 4.35. The center-of-mass mean square displacement of a rodlike
object can then be written as [41, 54]〈
∆rcm(t)
2
〉
= 6Dt = (4D⊥ + 2D‖)t . (4.44)
The equation of motion for the center-of-mass yields
D⊥ =
D‖
2
=
kBT
4πηL
ln
(
L
d
)
(4.45)
for L/d≪ 1. Then, the diffusion coefficient is given by
D =
kBT
3πηL
ln
(
L
d
)
. (4.46)
More precise calculations [41, 54, 74, 75] including finite size corrections yield
D =
kBT
3πηL
[
ln
(
L
d
)
+ c
]
, (4.47)
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with a correction term c = (c⊥ + c‖)/2, where
c⊥ = 0.839 + 0.185
d
L
+ 0.233
(
d
L
)2
(4.48)
c‖ = −0.207 + 0.980 d
L
− 0.133
(
d
L
)2
(4.49)
c = 0.312 + 0.565
d
L
− 0.100
(
d
L
)2
. (4.50)
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5 Model and simulation method
Since we study sedimenting polymers and electrophoresis of polyelectrolytes via
computer simulations, we will introduce the polymer model and describe the
applied simulation methods in the following sections.
5.1 Model
In our studies we consider a single polymer chain, which is comprised of Nm
monomers. The monomers are connected by an harmonic bond potential
VB =
κ
2
Nm∑
i=1
(|ri − ri−1| − l)2 (5.1)
with mean bond length l and force constant κ.
Excluded volume interactions are taken into account by a purely repulsive
Lennard-Jones potential [76]
VLJ =
{
4ǫ
[(σ
r
)12 − (σr )6] + ǫ, for r < 6√2σ
0 for r ≥ 6√2σ ,
(5.2)
that is shifted by the energy ǫ. ǫ is the depth of the minimum of the non-shifted
Lennard-Jones potential, σ denotes the diameter of a monomer, and r is the
distance between monomers.
In the electrophoresis study the polyelectrolyte chain consists ofNm negatively
charged monomers (−e, e is the elementary charge) which are surrounded by the
same number of oppositely charged counterions (+e) so that the total system is
electrically neutral. Since we aim to study a charged system, it is nessecary to
account for the Coulomb interaction
VC =
1
4πε
∑
i
∑
j>i
qiqj
|ri − rj| , (5.3)
with the charges qi = zie, zi = ±1 and the dielectric constant ε = ε0εr. ε0 is
the permittivity of the vacuum and εr is the relative permittivity which depends
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Figure 5.1: Negatively charged polyelectrolyte chain with oppositely charged
counterions.
on the material. In our simulation the long-range Coulomb interactions of the
periodic system (we apply periodic boundary conditions) are treated by Ewald
summation [53, 77, 78] that will be discussed in section 5.4 in detail.
Additionally, the polyelectrolyte and its counterions are exposed to an external
electric field E = Eey. The related potential is given by
VE =
∑
i
qiEri . (5.4)
Accordingly, in the sedimentation study the neutral polymer is exposed to a
gravitational field g = g ey. The related potential is
Vg =
∑
i
gri . (5.5)
5.2 Periodic boundary conditions
If we intend to simulate physical problems in, e.g., soft matter physics we have
to face up to the fact that simulations can only be executed with a restricted
number of particles. Here, computer power (that means storing capacity as well
as calculation time) is the limiting factor. Realistic systems such as bulk fluids
or even 1 Mol of a substance can not be simulated. Systems of smaller sizes
must be modeled instead. This has to be done in such a way that real systems
can be studied by means of these model systems. Finite size effects (which
lead to deviations from reality) are inevitable but have to be kept as small as
possible by an adequate choice of the values of the typical system parameters. In
particular, this is very important, when implementing the Coulomb interaction
with its long-range character.
Additionally to finite size effects, we have to tackle the problem of avoiding
surface effects. If we look at a lattice of finite size on which N particles are
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propagating and interacting with each other, we find that a particle near a
surface has less neighbours than particles in the middle of the volume. Therefore,
it experiences different forces and shows another physical behavior. This in turn
influences the particles in the bulk. Surface effects can be avoided by applying
periodic boundary conditions [79].
Periodic boundary conditions [53] are used to eliminate surface effects from
the system. In general all the particles are sorted into a finite cubical simulation
box. We create virtually an infinite lattice by replicating the central box in
all directions (Fig. 5.2). When the particles of the central box are propagating
Figure 5.2: Periodic boundary condition visualized by means of a two dimen-
sional lattice. The central box is outlined by a thicker frame.
(even through cell boundaries) all their periodic images are moving in the same
way. As a result, the particles are also interacting with images being inside their
interaction range. This means that the particles are unaffected by the boundaries
of the central box and, as a result, surface effects are eliminated. The number of
particles in the central box is conserved. For every particle leaving the central
box its image particle enters as shown in Fig. 5.2.
5.3 Minimum image convention
The force acting on a particle results from the interaction of this particle with
other particles being within its interaction range. Therefore, we also have to
account for the periodic images lying in the surrounding boxes. Generally, a
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spherical cutoff is introduced for short-range forces, implying that for inter-
particle distances r greater than the cutoff rc the pair potential is set to zero [53].
As shown in Fig. 5.3, within the main box particle 1 only interacts with par-
ticle 2. Particles 3, 4, and 5 are outside its interaction range illustrated by the
circle of radius rc. The distances of the images 3
′ and 5′ to particle 1 are also
smaller than the cutoff rc. This means that only particles 2, 3
′ and 5′ contribute
to the total force acting on particle 1.
rc 1
2
3
4
5
3’
5’
L
Figure 5.3: Illustration of the minimum image convention by means of a two
dimensional lattice. The central box is outlined by a thicker frame.
The circle of radius rc represents the cutoff radius. L is the side
length of the central box.
This procedure is called minimum image convention. When applying it, the
cutoff radius for the potentials must be smaller than 1
2
L (where L is the length
of a side of the cubical central box) in order to prevent particles from interacting
with their own images in adjacent boxes. Otherwise anisotropic effects would
be imposed to the system since the particles were able to notice the symmetric
structure of the lattice caused by periodic boundary conditions. However, such
a cutoff condition only holds for short-ranged interactions. For potentials with a
long-range character it is necessary to find more sophisticated solutions, as will
be discussed in the following section.
In the simulation routine, where forces are calculated, we implement the min-
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imum image convention in the following way.
In order to determine the distances between particle i and the next nearest
image of particle j we apply the function [53]:
RXIJ -= L * round (RXIJ / L);
RYIJ -= L * round (RYIJ / L);
RZIJ -= L * round (RZIJ / L);
RXIJ, RYIJ, and RZIJ are the x-, y- and z-component of the minimum image
vector. (Reference in the corner of the central box). round(real) is a function
provided by C++ which returns the nearest integer to a real number (the final
result is again a variable of type real).
5.4 Ewald sum
Usually, when calculating short-range interactions, a spherical cutoff is intro-
duced implying that there are no interactions between particles if the distance
between them is greater then the cutoff radius. The Lennard-Jones potential,
for example, shows such a strongly decaying behavior. Since it decreases as r−6,
it is legitimate to truncate the potential at an adequate length.
In contrast, Coulomb interactions are long-ranged. They decay slowly accord-
ing to r−1. This leads us to the problem that in a typical simulation the range
of the Coulomb interactions are greater than half of the box length. Spherical
truncation of the potential as well as a drastic increase of the side length of the
simulation box are not satisfying solutions as described in detail in Ref. [53].
Therefore, we are in need of an elaborate method to tackle the difficulties
arising from long-range interactions.
In three dimensions the Ewald sum [77, 78, 80] (see also chapter 12 in [81])
is the method to choose in order to calculate electrostatic interactions in an
electrically neutral periodic system.
We again consider a system of N particles that are confined in a cubical
simulation cell with side length L. Additionally, we apply periodic boundary
conditions. Therefore we rewrite the Coulomb potential according to [53]
VCoul =
1
2
1
4πε
N∑
i=1
N∑
j=1
∑
n
′ qiqj
|rij + n| , (5.6)
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where n = (nxL, nyL, nzL) (with integer numbers nx,y,z) are the translational
vectors in the periodic lattice. The prime at the third sum indicates that in case
i = j, n 6= 0.
The Ewald sum represents eq. (5.6) as sum of a short-range term in r-space,
a long-range part that is solved as a Fourier series in k-space, and a correction
term
VCoul,Ewald = Vr−space + Vk−space + Vcorr . (5.7)
In the following, we will not show the complete derivation of the terms in eq. (5.7)
which can be found in Ref. [82]. Instead, we will try to make the basic idea of
the Ewald sum representation accessible to the reader.
In a first step, the delta-like potential of a point charge of each ion is screened
by superimposing a spherical, symmetric Gaussian distributed charge cloud of
opposite sign
̺(r) = −q κ
3
π3/2
exp (−κ2r2) . (5.8)
κ is a parameter that determines the width of the distribution, r denotes the
distance to the point charge. The original ions plus the screening charge clouds
are forming the real space part
Vr−space =
1
2
1
4πε
N∑
i=1
N∑
j=1
∑
n
′
qiqj
erfc (κ |rij + n|)
|rij + n| (5.9)
of the Ewald sum. Vr−space is short-ranged and represents a fast converging
series in r-space, when the Gaussian distribution is narrow that means, when κ
is large because the complementary error function erfc(κ x)→ 0 for κ→∞.
Secondly, an additional set of Gaussian charges is introduced. They carry
the same sign as the original charges and neutralize the first set of Gaussian
charges. The potential due to the additional Gaussian charge distributions can
be expressed as a rapidly converging Fourier series in k-space (whereas the
equivalent series in r-space is long-ranged)
Vk−space =
2 π
L3
1
4πε
N∑
i=1
N∑
j=1
qiqj
∑
k6=0
1
k2
exp
(
− k
2
4 κ2
)
exp (ik rij) , (5.10)
with Fourier vectors k = 2πn/L. In contrast to the real space part chosing small
κ (broad Gaussians) makes the reciprocal sum converge fast, since exp (−x/a)→
0 as κ→ 0. Then a small number of k-vectors in Fourier space will suffice.
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Therefore, an optimal adjustment of κ is necessary in order to obtain quickly
summing series in r- as well as in k-space. Typically κ is set equal to 5/L and
several hundreds of wave vectors are used in the reciprocal space sum [53].
Furthermore, a correction Vcorr consisting of two terms, belongs to the Ewald
sum. The first correction is the surface term
Vsurf =
2 π
3L3
1
4πε
∣∣∣∣∣
N∑
i=1
qiri
∣∣∣∣∣
2
(5.11)
that is due to a dipole layer on the surface of the periodic system, that is
surrounded by vacuum. When the adjacent medium is conductive the dipole
moment vanishes, because it is neutralized by image particles (tin foil condition)
[53,82,83]. When applying periodic boundary conditions, the ions permanently
cross the boundaries of the simulation cell and therefore jump from one side of
the cell to another. This would lead, when including the dipole term into the
calculation, to a discontinuous macroscopic change in the dipole moment and
therefore in the energy as well as in the force on the ions of the system.
The second correction is the self energy term
Vself =
κ
π1/2
1
4πε
N∑
i=1
q2i . (5.12)
It must be subtracted from the total potential energy of the system, since the
Gaussian charge distribution interacts formally with itself.
Eq. (5.10) consists, beside a summation over k, of a double summation over i
and j. The calculation time therefore increases with N2, where N is the number
of ions. We can rewrite this equation according to
Vk−space =
2 π
L3
1
4πε
∑
k6=0
1
k2
exp
(
− k
2
4 κ2
) ∣∣∣∣∣
N∑
j=1
qj exp (−ik rj)
∣∣∣∣∣
2
. (5.13)
Now, the expense is only proportional to N since for each k-vector the sum
SC(k) =
N∑
j=1
qj exp(−ik rj) (5.14)
has to be calculated only once. Hence, we find the force on a charge ql
F
k−space
l =
4 π
L3
∑
k6=0
k
k2
exp
(
− k
2
4 κ
)
Im
(
ql exp(ik rl)
N∑
j=1
qj exp(−ik rj)
)
.(5.15)
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Before implementing eq. (5.15) in a computer simulation its further investigation
is recommended in order to save caculation time.
From eqs. (5.13) and (5.15), it is obvious that vectors k and −k give the
same contribution to Vk−space and F
k−space
l . Therefore, it suffices to perform
the calculation with only positive or only negative k-vectors and to double the
result afterwards.
Additionally it is possible to save time when calculating the exponential fac-
tors
exp(−ikrj) =
3∏
α=1
exp
(
−i 2π
L
nα r
α
j
)
(5.16)
in eqs. (5.13) and (5.15). First of all, it is advantageous to calculate the compo-
nents
exp
(
−i2π
L
nαr
α
j
)
(5.17)
for all values of nα (α = 1, 2, 3) and store them in a table. The factors exp(−ikrj)
can then be calculated by a simple multiplication of the corresponding compo-
nents. When we determine the components, we avoid to call up the trigonometric
functions permanently since they are very expensive concerning execution time.
For nα = 0, we already know that exp(−i 2piL nαrαj ) = 1. Then, we determine the
factors for nα = 1 :
exp
(
−i 2π
L
nαr
α
j
)
= exp
(
−i 2π
L
rαj
)
= cos
(
2π
L
rαj
)
− i sin
(
2π
L
rαj
)
(5.18)
where we need to call the trigonometric functions. The factors for all of the
other positive values of nα can now be calculated recursively according to
exp
(
−i 2π
L
nαr
α
j
)
= exp
(
−i 2π
L
rαj
)
· exp
(
−i 2π
L
(nα − 1) rαj
)
. (5.19)
We derive the factors for negative values of nα by complex conjugation of the
already known factors for positive nα
exp
(
−i 2π
L
(−nα) rαj
)
=
(
exp
(
−i 2π
L
nαr
α
j
))∗
. (5.20)
By applying this procedure, a calculation of the forces and the energies of the
reciprocal lattice is much less time consuming. The interested reader will find a
more detailed guide for the implementation of the Ewald sum in Ref. [83].
48
5.5 Molecular dynamics simulation
5.5 Molecular dynamics simulation
In order to study the dynamics of a model like the one described in section 5.1
we have to find an adequate integration scheme which solves Newton’s equations
of motion
M
··
ri= Fi , i = 1, ..., 2Nm (5.21)
for a system of 2Nm monomers of mass M , where Fi denotes the total force
acting on particle i.
There are different standard methods which integrate differential equations
like (5.21). A very commonly used algorithm is the Verlet algorithm [84, 85].
During the years several improvements of this algorithm have been proposed [53].
Here, we will only describe the velocity Verlet algoritm, which was introduced
by Swope, Anderson, Berens, and Wilson [86].
With the velocity Verlet-algorithm positions r(t) and velocities v(t) are up-
dated according to
r(t+ δt) = r(t) + δtv(t) +
1
2
δt2 a(t) , (5.22)
v(t+ δt) = v(t) +
1
2
δt [a(t) + a(t+ δt)] . (5.23)
We only need to store positions r, velocities v, and accelerations a.
Eqs. (5.22) and (5.23) can be derived by a simple Taylor expansion up to the
second order of the position r and velocity v at time t+ δt. We find eq. (5.23)
from
v(t+ δt) = v(t) + δta(t) +
1
2
δt2 b(t)
= v(t) +
1
2
δta(t) +
1
2
δta(t) +
1
2
δt2 b(t)
= v(t) +
1
2
δta(t) +
1
2
δta(t+ δt)
= v(t) +
1
2
δt [a(t) + a(t+ δt)] . (5.24)
Eq. (5.23) can also be written as
v(t+ δt) = v(t+
1
2
δt) +
1
2
δta(t+
1
2
δt) . (5.25)
The velocity Verlet-algorithm involves four operational steps. At first, we cal-
culate the new position according to eq. (5.22). Then, we compute the velocity
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v(t+ 1
2
δt) in the middle of a time step δt
v(t+ δt) = v(t) +
1
2
δta(t) . (5.26)
In the next step the new acceleration a(t+δt) is determined. Finally, we compute
the new velocity according to eq. (5.25).
5.6 Simulation of the solvent
In the previous section we discussed how the dynamics of the polyelectrolyte and
its counterions can be modeled in a computer simulation study. In nature and
even in experimental studies or technical applications, biological molecules are
always embedded in a solvent. Of course, in presence of a surrounding solvent
the dynamics of a molecule might be different from that in an idealized or,
better to say, in the simplified case that is created in a theoretical study where
interactions between the solute and the solvent are not taken into account. Since
it is our purpose to study the influence of hydrodynamics on the dynamics and
the conformational properties of polymers it is essential to address the question
how hydrodynamic interactions can be added to the model system studied in
a computer simulation. Since hydrodynamic interactions on the length scale of
the polymer are insensitive to microscopic details of the solvent, it suffices to
model the latter by a mesoscale computer simulation technique instead of taking
the solvent explicitly into account as it is done in atomistic simulations [87].
Over the past decades several mesoscopic simulation techniques have been
developed in order to account for hydrodynamic interactions. Ref. [88] gives a
brief review on some important algorithms. Nowadays, the techniques that are
most commonly used are Lattice Boltzmann (LB) [89–91], Dissipative Particle
Dynamics (DPD) [92–95], and Multiparticle Collision Dynamics (MPC) [47–52]
(which is also called stochastic rotation dynamics (SRD) in literature). For our
simulation studies, we implemented the MPC algorithm which we will present
in the following.
5.7 Multiparticle collision dynamics (MPC)
MPC is a particle-based off-lattice model in which the solvent is represented by
i = 1, ..., N point particles of massm with continuous positions rs,i and velocities
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vs,i that evolve in discrete time steps. The algorithm consists basically of two
steps. The first one is a streaming step, in which the particles move freely during
a collison time h. Their positions are updated according to
rs,i(t+ h) = rs,i(t) + hvs,i(t) . (5.27)
In a second step, the main simulation box of length L is partitioned into cubic
collision cells of length a and the particles are sorted in. For every collision box
i, the center of mass velocity
vcm,i =
(∑
j mjvs,j∑
j mj
)
i
(5.28)
is calculated. Then, a rotation of the relative velocities vs,i(t) − vcm,i(t) by an
angle α around a random axis R˜ is performed. The new velocity of a particle
belonging to box i can be expressed as
vs,i(t+ h) = vcm,i(t) + R(α)[vs,i(t)− vcm,i(t)], (5.29)
where R(α) is the stochastic rotation matrix. We apply this collision rule in a
simulation as follows. Firstly, we determine the random unity vector R˜i around
which the rotation is performed for each collision box. R˜i has the components
R˜x,i = cosϕi
√
1− ρ2i , R˜y,i = sinϕi
√
1− ρ2i , R˜z,i = ρi , (5.30)
where ρi = 2r1,i − 1 and ϕi = 2πr2,i. r1,i, r2,i are uncorrelated random numbers
with r1,i, r2,i ∈ [ 0, 1 ] that are generated for each collision box i. In Ref. [52] it
is shown that the new velocities can be expressed explicitely by R˜ and α as
vs,i(t+ h) = vcm,i(t) + v
r
⊥,i(t) cosα + (v
r
⊥,i(t)× R˜) sinα + vr‖,i(t) (5.31)
with vs,i = v⊥,i + v‖,i and v
r
i = vs,i − vcm,i. With eq. (5.31), the collision step
can be implemented into the MPC algorithm very easily.
The dynamics of the MPC algorithm conserves mass, energy, and momentum
for each collision cell.
The MPC algorithm as we described it until now, suffers from lack of Galilean
invariance [96]. Due to the choice of the collision boxes, we always define a
preferential grid. Therefore, we do not necessarily find the same particles in the
collsion boxes of different inertial systems. This problem can be overcome by
a random shift, as has been shown in Ref. [49]. The collision grid is shifted by
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a random vector. The components of the random vector are chosen from the
interval (0, 1) and determined independently in every collision step.
Coupling the dynamics of the solvent to the dynamics of the solute is achieved
by letting the solute particles participate in the collision step [97]. In eq. (5.28)
we only have to account for the larger masses M of the monomers in each
collision box i. Then, the collision step is performed with a modified center of
mass velocity that is given by
vcm,i =
(∑
j mjvs,j +
∑
kMkvk∑
j mj +
∑
kMk
)
i
. (5.32)
5.8 Schmidt number, collision time, and rotation
angle in the MPC algorithm
In MPC simulations we have to choose the collision time h and the rotation
angle α. h has to be chosen such that the mean free path of a particle is smaller
than the size of a collision cell (so that hydrodynamic interactions can build up
in a cell). In order to estimate h and α in the MPC algorithm, it is convenient
to use the Schmidt number Sc which is given by
Sc =
ν
D
, (5.33)
where ν is the total kinematic viscosity [50,98,99] and D is the diffusion coeffi-
cient [50]. The kinematic viscosity ν = νkin+νcoll is the sum of two contributions,
the kinetic viscosity
νkin =
kBTh
m
(
5ρ
(4− 2 cosα− 2 cos 2α) (ρ− 1) −
1
2
)
(5.34)
and the collisional viscosity
νcoll =
a2 (1− cosα)
18h
(
1− 1
ρ
)
. (5.35)
ρ denotes the average number of particles in a collision box. It is given by
ρ = N(a/L)3.
The diffusion coefficient of a fluid particle in absence of hydrodynamic inter-
actions can be written as
D =
kBT
m
h
(
1
γ′
− 1
2
)
, γ′ =
2
3
(1− cosα)
(
1− 1
ρ
)
. (5.36)
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It is known that the Schmidt number for gases is on the order of O(1). For
fluids, as ,e.g., water, it is on the order 102 to 103. Thus, we can find with the
analytical expressions (5.33)-(5.36) a prediction for the collision time h and the
rotation angle α of the MPC system. In Refs. [76, 100, 101] it has been shown
that for gases (νkin > νcoll and Sc = O(1)) small values of α and large values
of h should be applied. For liquids (νkin < νcoll and Sc = O(10
2 − 103)), where
the convective transport dominates over the diffusive transport, it is advisable
to choose large values of α and small values of h. Furthermore, the Schmidt
number also depends to some extend on the average number of particles in a
collision box.
5.9 Thermalization of velocities
Due to the fact that the charged particles in our model are exposed to an external
electric field, energy is permanently added to the system and as a result the
system is heating up. In experiments, the systems under study are interacting
with a heat bath that keeps the temperature at a constant value. In order to
account for a constant temperature during the simulation, we have to introduce
a heat bath and couple it to the solvent-solute system. A simple method to do
so is rescaling velocities of particles by using the relation between kinetic energy
and temperature
3
2
kBT = Ekin =
1
2
m
〈
v2s,i
〉
. (5.37)
By applying c vs,i = v
′
s,i (the prime denotes the rescaled system) with a rescaling
factor c, we find from
Ekin = c
2
〈
N∑
i=1
1
2
miv
2
s,i
〉
=
〈
N∑
i=1
1
2
miv
′2
s,i
〉
=
3
2
NkBT (5.38)
an expression for c
c =
√√√√ 3NkBT〈∑N
i=1 miv
2
s,i
〉 , (5.39)
where kBT is the desired value for the temperature.
In our simulation we apply a local thermalization that means, we thermalized
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each collision box separately. This is done by rescaling the relative velocities
vrel,s,i = vs,i − vcm of the solvent particles as well as the relative velocities
vrel,i = vi − vcm of the monomers contained in a collision box. Therefore, the
rescaling factor of (5.39) is given by
ck =


√√√√ 3 (Nsolvent +Nsolute − 1) kBT〈∑Nsolvent
i=1 mi (vs,i − vcm)2 +
∑Nsolute
i=1 Mi (vi − vcm)2
〉


k
. (5.40)
The index k in eq. (5.40) indicates that the rescaling factor has to be calculated
for every single collision box k.
5.10 Dimensionless units and system parameters
For the fluid simulation, the cubic simulation box of length L is partitioned
into smaller cubical MPC collision cells of length a. Initially, N fluid particles
are placed randomly on the cubic lattice. The average number of particles in a
collision box is set to ̺ = 10/a3. The velocities of the fluid particles are taken
from a Maxwell-Boltzmann distribution. Then, the equilibrium temperature is
given by 1/2m 〈vs2〉 = 3/2 kBT . We measure lengths in units of a and times in
units of τ =
√
ma2/kBT . This corresponds to the choice m = 1, a = 1, and
kBT = 1 of reference units. The MPC collision time is set equal to h = 0.03τ
and the MD time step to 10−2τ . Furthermore, we consider a rotation angle in
the MPC algorithm of α = 130◦. This choice of h and α leads to a Schmidt
number (see section 5.8) of Sc ∼ 102 [101].
In the sedimentation study, we set the mass of the monomers equal to M =
10m. In addition, we set l = a and σ = a. In dimensionless units, the applied
gravitational field is given gˆ = (a/kBT )g and it varies from 0.1 to 2.0.
In the electrophoresis study, we choose for the monomers a mass of M =
3m and a diameter of σ = 0.5a. The mean bond length among the chain
monomers is l = 0.53a. The polyelectrolyte chain is comprised of negatively
charged monomers, where each monomer has a charge −e (e is the elemen-
tary charge). Accordingly, the counterions bear charges +e. The electric field
Eˆ = E/(kBT/ae) varies from 0.1 to 5.0 (it has only a nonzero component in
y-direction) and we choose a Coulomb interaction strength γˆ = lB/l in the range
of 0.19 to 9.5, with the Bjerrum-length lB = e
2/(4πεkBT ). In order to compare
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results at various chain lengths, we keep the monomer density constant. Ex-
plicitly, for a chain consisting of Nm = 10 monomers we choose the box length
L = 22 a, which leads to a density of 15mmol/liter which is approximately 5
times larger than the experimental value used in capillary electrophoresis exper-
iments on PSS of Ref. [102]. The Debye-length λD = (
√
4πlB̺fc )
−1 [103–107]
is not a fixed parameter in our simulations, since the number of free counterions
̺fc is not constant, when we increase the chain length of the polyelectrolyte.
This is due to counterion condensation, which increases with increasing chain
length (up to a certain threshold).
For calculating the Ewald sum, we use κ = 5/L. Furthermore we set the
number of k-vectors of the reciprocal lattice Nk = ((2gvec + 1)
3 − 1) 1
2
to 1098
with gvec= 6, where the components of vectors are integers from the interval
[ 0, gvec ].
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In order to investigate the dynamical and conformational properties of a poly-
mer chain in a gravitational field, we start in this chapter by considering the
most simple case of a single sedimenting monomer in presence of hydrodynamic
interactions, applying the simulation techniques described in sections 5.5 and
5.7.
6.1 Sedimentation of a single monomer
6.1.1 Results
Fig. 6.1 displays the diffusion coefficient Dˆ = D
√
m/a2kBT of a single monomer
as a function of the collision time h. The results obtained by computer simu-
lations (MD and MPCD) are compared with the theoretical predictions for a
Brownian particle which experiences only local friction from the background
(that means hydrodynamic interactions are neglected). From [76, 100, 101] it is
known that the center of mass diffusion coefficient can be calculated analyti-
cally within the molecular chaos assumption (the velocity correlation functions
among different monomers and between monomers and fluid particles are zero).
In the long time limit, it is given by (see derivation starting at eq. (6.18))
D =
kBTh
M
(
1
γ′
− 1
2
)
, γ′ =
2
3
ρm
M + ρm
(1− cosα) . (6.1)
For large values of the collision time h, the diffusion coefficients obtained via
computer simulation agree with theory. For these collision times hydrodynamic
effects seem to be negligible. For smaller collision times, the diffusion coefficients
differ more and more from those predicted by theory. This is the regime, where
hydrodynamic correlations lead to higher diffusion coeffients. The buildup of
hydrodynamics can also be observed from Fig. 6.2 which shows the mobility
µˆ = |vˆcm|/|gˆ| = µ
√
kBTm/a2 of a single monomer as a function of the collision
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Figure 6.1: Diffusion coefficients Dˆ of a single monomer as a function of the colli-
sion time h. For small values of h, the diffusion coefficients obtained
by computer simulation (green squares) differ from those expected
from theory (red squares) neglecting hydrodynamic interactions. For
larger h, theory and computer simulations provide the same results.
time h. The data points for the mobility are determined from simulations,
where a gravitational force gˆ is applied only in y-direction (x- and z-components
are zero) with an absolute value |gˆ| = gˆ = 0.1. In fact, the mobilities for
a given collision time are independent of the gravitational field strength. The
velocities increase proportional to the field. Therefore, the data points for higher
gravitational fields are not shown in Fig. 6.2, since they yield the same result.
A theoretical expression for the mobility µˆ can be derived by means of the mean
velocity 〈v′〉 of the monomer. The dash indicates that the monomer’s velocity
is measured in the reference frame in which the total momentum
M r¨ ′ +
∑
i
mi
··
rs,i
′ = 0 . (6.2)
The second term on the left hand side of eq. (6.2) accounts for the total momen-
tum of the solvent particles. The equation of motion of a single monomer in a
gravitational field (neglecting hydrodynamics) is given by
M r¨ = g . (6.3)
The total momentum of the system is then
M r¨ +
∑
i
mi
··
rs,i= g . (6.4)
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Figure 6.2: Mobility of a single monomer as a function of the collision time h.
The red squares are predicted by theory (for a Brownian particle, ne-
glecting hydrodynamic interactions). For small values of h, the dif-
fusion coefficients obtained by computer simulation (green squares)
differ from those expected from theory (red squares). For larger h,
the difference vanishes.
We express the velocity of the fluid particles
·
rs,i and the monomer r˙ in terms
of the velocity of the co-moving system (indicated by a dash)
·
rs,i= r˙s,i
′ + v0 , r˙ = r˙
′ + v0 . (6.5)
We insert eq. (6.5) in (6.4). Then, with (6.2), we find
·
v0 and therefore
v0(t) =
g t
M +mges
. (6.6)
From (6.3), the time derivative of the second equation in (6.5), and (6.6), we
get the acceleration of the monomer in the co-moving frame :
r¨ ′ =
mges
M(M +mges)
g . (6.7)
A corresponding expression for the fluid particles follows from mi
··
rs,i= 0, the
time derivative of the first equation in (6.5), and (6.6)
··
rs,i
′ = − 1
M +mges
g . (6.8)
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With (6.7) and (6.8) we obtain
v′(t+ h) = v(t) +
mges
M(M +mges)
gh , (6.9)
v′s,i(t+ h) = vs,i(t)−
1
M +mges
gh . (6.10)
In the simulation, the interaction of the monomer with the MPC solvent leads
to
v˜′(t+ h) = v′(t+ h) + (R(α)− I) (v′(t+ h)− v′cm(t+ h)) (6.11)
with
v′cm(t+ h) =
Mv′(t+ h) +
∑
ic
miv
′
s,i(t+ h)
M +mρ
, (6.12)
where v′cm denotes the center of mass velocity in the co-moving frame. The sum
over ic runs over all fluid particles confined in a collision box. The number of
fluid particles in a collision box has been set to ρ.
∑
ic
miv
′
s,i(t+ h) =
∑
ic
miv
′
s,i(t)−
ρm
M +mges
gh . (6.13)
If we include this expressions for the velocities in eq. (6.11) and calculate mean
values under the assumption that mges ≫ M , we finally obtain, because of the
stationary state condition 〈v′(t+ h)〉 = 〈v′(t)〉 and with 〈R− I〉 = 2/3 (cosα−
1),
〈v˜′〉 = g h
M
(
1
γ′
− 1
)
, (6.14)
where γ′ = 2mρ/(3(M +mρ)) (1− cosα).
The theoretical expression for the mobility used in Fig. 6.2 is therefore given
by
µ =
|〈v˜′〉|
|g| =
h
M
(
1
γ′
− 1
)
. (6.15)
Figure 6.3 displays the ratio of µˆ and Dˆ.
First of all, the theoretical value µˆ/Dˆ = (1− γ′)/(1− γ′/2) ≈ 0.64 calculated
by eqs. (6.1) and (6.15), seems somewhat surprising, because the result obtained
by solving the overdamped Langevin equation is µˆ = Dˆ. Since we neglect inertial
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Figure 6.3: The ratio of the mobility µˆ and the diffusion coeffiecient Dˆ as a
function of the collision time h. For small values of h the simu-
lation data (green squares) differ significantly from the theoretical
prediction (red squares, calculated via eqs. (6.1) and (6.15)). With
increasing h the simulation data approach the theoretical result.
forces, the friction force has to balance the gravitational force. Therefore, the
Langevin equation 3.14 can be written as
kBT
D
〈v〉 = g , (6.16)
with the diffusion coefficient D = kBT/γfric. If we insert g = gˆ (kBT/a) and
D = Dˆ/
√
m/a2kBT in (6.16) we find with vˆ = µgˆ,
µˆ = Dˆ . (6.17)
The discrepancy between the theoretical prediction (6.17), obtained by solving
the Langevin equation, and the theoretical expressions (6.1) and (6.15) arises
from a shortcoming of the algorithm due to the discretisation of time. This is
evident, when we calculate the diffusion coefficient of a polymer chain in a MPC
solvent neglecting hydrodynamic interactions. The diffusion coefficient
D =
1
3
∫
〈vcm(t)vcm(0)〉 dt , (6.18)
transforms into
3D =
h
2
〈
vcm(0)
2
〉
+
∞∑
n=1
h 〈vcm(nh)vcm(0)〉 (6.19)
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for discrete time intervals. An expression for the center of mass autocorrelation
function in (6.19) can be found from the velocity of a single monomer
v(h) = v(0) + (R− I)(v(0)− vcm(0)) . (6.20)
We obtain
〈v(h)v(0)〉 = 〈v(0)2〉+ 〈R− I〉 (〈v(0)2〉− 〈vcm(0)v(0)〉) . (6.21)
In the molecular chaos assumption and with 〈v(0)2〉 = 3kBT/M , we find
〈vcm(0)v(0)〉 =
〈
Mv(0)2
mρ+M
〉
=
3kBT
mρ+M
, (6.22)
where vcm(0) = (
∑
imvs,i +Mv)/(mρ +M) (one monomer in a collision cell).
Eq. (6.21) can therefore be written as
〈v(h)v(0)〉 = 3kBT
M
(
1 +
2
3
(cosα− 1)
(
1− M
M + ρm
)
=
3kBT
M
(
1− 2
3
(1− cosα) m
M + ρm
)
=
3kBT
M
(1− γ′) , (6.23)
with
γ′ =
2
3
(1− cosα) ρm
M + ρm
. (6.24)
The generalization of (6.21) for Nm monomers and n collisions of step size h
yields
〈vcm(nh)vcm(0)〉 = 3kBT
MNm
(1− γ′)n . (6.25)
With this, (6.19) reads
3D =
h
2
〈
vcm(0)
2
〉
+
3kBTh
MNm
∞∑
n=1
(1− γ′)n
=
h
2
〈
vcm(0)
2
〉
+
3kBTh
MNm
(
∞∑
n=0
(1− γ′)n − 1
)
. (6.26)
The sum in (6.26) is a geometric series that gives in the limit n → ∞ a factor
1/γ′. Therefore, (6.26) can be written as
D =
kBTh
MNm
(
1
γ′
− 1
2
)
, γ′ =
2
3
ρm
M + ρm
(1− cosα) , (6.27)
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where discretisation leads to the factor -1/2. Hence, it is not possible to reach
a consistency between (6.27) and (6.15) at finite rotation angles and collision
times (see [101]). However, we do not expect any influence of these discretization
effects on quantities such as diffusion coefficients or mobilities, when we compare
them for, e.g., different field strengths or polymer lengths.
6.2 Sedimenting polymer chains
In this section we discuss briefly the influence of gravitational fields on the
dynamical and conformational properties of sedimenting polymer chains. The
results we provide here are preliminary and further studies are necessary to ar-
rive at a detailed picture. The current results serve as a test of the algorithm,
before the more demanding situation of a polyelectrolyte in an electric field is
studied in chapter 7. At first, we start with a discussion of the conformational
properties of sedimenting chains of lengths Nm = 10, 20, 40, 80, 100 in grav-
itational fields of strengths gˆ = 0.1, 0.5, 1.0. Figure 6.4 and Fig. 6.5 display
101
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Figure 6.4: Mean square end-to-end distance as function of the number of chain
monomers for gravitational field strengths gˆ = 0.1 (red), 0.5 (green),
1.0 (blue). The red line is a fit to the data points for gˆ = 0.1. It
yields Rˆ2E ∼ N1.25m .
the mean square end-to-end distances and the mean square radii of gyration
for the different gravitational field strengths. At gˆ = 0.1, we find the power
law dependences Rˆ2E ∼ N1.25m and Rˆ2G ∼ N1.31m . The exponent is slightly larger
than that predicted by theory for flexible polymer chains with excluded volume
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interactions (RE ∼ N0.6m and RG ∼ N0.6m ). We infer from this that basically,
polymers in a gravitational field gˆ = 0.1 show unperturbed behavior. The coil
conformations are only slightly extended compared to the case without external
field. The gravitational fields gˆ = 0.5 and gˆ = 1.0 lead for chains Nm ≤ 40
to more collapsed structures. Longer chains (Nm ≥ 80) uncoil and stretch at
these field strengths. The same behavior can be observed from the mean square
100
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Figure 6.5: Mean square radius of gyration as function of the number of chain
monomers for gravitational field strengths gˆ = 0.1 (red), 0.5 (green),
1.0 (blue). The red line is a fit to the data points for g = 0.1. It
yields Rˆ2G ∼ N1.31m .
radius of gyration shown in Fig. 6.5.
Some snapshots of polymer configurations for various lengths and strengths of
the external field can be found in Fig. 6.6. Chains of lengths Nm = 80, 100 are
at strong gravitational field strengths gˆ = 1.0 aligned along the direction of the
field. As already discussed in Ref. [45] the polymers have a stretched tail and a
coiled head region.
We also observe a certain alignment of long chains, sedimenting in a weak
gravitational field gˆ = 0.1 by analysing the gyration tensor
Gα,β =
1
Nm
Nm∑
i=1
〈
Rreli,αR
rel
i,β
〉
, (6.28)
where Rreli,α is the position of a monomer i relative to the center of mass of the
polymer. Shorter chains (Nm = 10, 20, 40) are fluctuating in the external field.
No spatial component is dominant. This apparently changes for longer chains
(Nm = 80, 100,). Here, our data indicate that the y-components (direction of
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gˆ = 0.1 gˆ = 0.5 gˆ = 1.0
Nm = 10
Nm = 20
Nm = 40
Nm = 80
Nm = 100
Figure 6.6: Snapshots of sedimenting polymer chains.
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gravitational force) of the eigenvectors belonging to the largest eigenvalues stand
out against its perpendicular components. Some characteristic conformations of
the chains are displayed in Fig. 6.6. In the illustration the gravitational field
points from bottom to top.
In Fig. 6.7 we show our present findings for the mobility µ for various field
strengths. µ0 = 0.00415 is the bare mobility, which we determined from sim-
ulations of a single sedimenting monomer. First of all, the mobility of the
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Figure 6.7: Mobility µ/µ0 (µ0 is the bare mobility) of sedimenting polymer
chains as function of the number of chain monomers for gravitational
field strengths gˆ = 0.1 (red), 0.5 (green), 1.0 (blue).
investigated polymer chains seems to be independent of the strength of the
gravitational force, within the accuracy of the simulations. We already observed
this behavior for a single monomer in section 6.1.1.
Initially the mobility increases with chain length. At Nm ≈ 40 it reaches a
kind of plateau and finally increases again for Nm > 80. The initial increase is
consistent with the predictions of the Zimm model for a flexible polymer chain in
good solvent conditions (with excluded volume interactions). Within this model
a diffusion coefficient
D ∼ 1
RG
, (6.29)
where RG ∼ N0.6m is expected. From the Langevin equation
γfricvcm = Nm g , (6.30)
where γfric = kBT/D is the friction coefficient of the polymer coil, we obtain
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the expression
µ =
Nm
γfric
=
NmD
kBT
(6.31)
for the mobility. By using eq. (6.29) and RG ∼ N0.65m (see Fig. 6.5) we find
µ ∼ Nm
RG
∼ N1−0.65m = N0.35m . (6.32)
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Figure 6.8: Mobility µ/µ0 of sedimenting polymer chains as function of the num-
ber of chain monomers for a gravitational field gˆ = 0.1 (red). The
green line is a fit according to µ ∼ N0.35m .
Figure 6.8 shows that we find good agreement between the analytical result
(6.32) and our simulation data for the mobility (at gˆ = 0.1) within the accuracy
of the simulations.
The more complicated behavior of the mobility for the longer chains cannot
be described within this model which is certainly due to the above mentioned
alignement of the polymers. The conformational properties of the polymers at
larger field strength or larger lengths are strongly affected by hydrodynamic in-
teractions. Without hydrodynamic interactions, neither u-shape conformations
nor head-and-tail structures [45] would be formed. This underlines the impor-
tance of hydrodynamic interactions for the non-equilibrium conformational and
hence dynamical properties of macromolecular systems .
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7.1 Polyelectrolytes
Polyelectrolytes are macromolecules consisting of repeating units, the monomers,
which bear ionizable groups. In aqueous solution these groups dissociate, thus
the macromolecule is charged. The charges of one sign remain localized on the
chain and a number of oppositely charged counterions floats in the solution. The
total system is electrically neutral. In principle we have to distinguish strong
polyelectrolytes, that carry a permanent charge not depending on the solution’s
pH, and weak polyelectrolytes. Their degree of dissociation can be influenced by
changing the pH. A wide range of biological macromolecules are polyelectrolytes.
A well known example for a weak polyelectrolyte is DNA (Fig. 7.1). In water,
the hydrogen atoms dissociate leaving negatively charged oxygens behind. The
hydrogen atoms themselves are floating in the solution. Besides, all proteins are
polyelectrolytes. Furthermore, there are also synthetic polyelectrolytes that are
of great interest in connection with technical and industrial applications. An
example for a synthetic and strong polyelectrolyte is PSS (polystyrene sulfonate,
C8H8O3S).
The conformational and dynamical properties of polyelectrolyte solutions,
characterized by the interplay of Coulomb interactions among the charged com-
ponents (monomers, condensed and uncondensed counterions), the external elec-
tric field, and hydrodynamic interactions, deviate strongly from those of neutral
polymers. How these different interactions influence the behavior of the poly-
electrolyte in detail is far from being understood up to now.
7.2 Electrophoresis
Electrophoresis is commonly used in technical applications in order to separate
charged molecules or fragments by size. This is due to the fact that polyelec-
trolytes of different lengths move with different velocities in the external electric
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Figure 7.1: (A) Illustration of the double helix structure of DNA. (B) Structure
of a DNA segment consisting of the four bases adenin A, guanine
G, thymine T, and cytosine C. The hydrogene atoms are not shown.
(The figure has been taken from Ref. [10].)
S O3
−
n
Figure 7.2: Polystyrene sulfonate
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field up to a certain chain length. For longer chains separation is no longer
possible since the velocity becomes independent of the electric field. Separation
of charged molecules provides the opportunity to study fundamental properties
of, e.g., DNA, RNA, proteins, and synthetic polyelectrolytes. In biotechnology
separation of polyelectrolytes is usually performed in gels [15, 108] (and Refs.
therein), since it is possible then to separate even longer chains. A gel is a
highly disperse system that contains at least two components. The solid compo-
nent forms some kind of porous matrix that is interspersed with a fluid or a gas.
When a constant external field is applied the upper size limit of DNA separa-
tion (in agarose gel) is about 30-50 kbp (kilo basepairs). In, e.g., field inversion
electrophoresis (the field is reversed periodically) it is possible to seperate DNA
fragments of up to the order of 104-105 kbp. By changing the direction of the
electric field, smaller molecules will start to move more quickly in the new di-
rection than the larger ones. Therefore, the fragments of different size begin to
separate from each other.
7.3 Results
7.3.1 Coulomb interaction γˆ = 1.9
The dependence of the electrophoretic mobility µ = | 〈vcm〉 |/|E| on the length
of the polyelectrolyte is displayed in Fig. 7.3. We measure µ in units of the
bare mobility µ0 which we determined from a simulation of a single sedimenting
monomer in presence of hydrodynamic interactions (see chapter 6). Initially, the
mobility increases which we attribute to hydrodynamic interactions of a rodlike
object [75]. The maximum and the following decrease is induced by coun-
terion condensation, which reduces the effective charge of the polyelectrolyte
in the external electric field. This interpretation agrees with the explanation
provided in Ref. [102]. Figure 7.5 shows that our simulation data agree qual-
itatively well with the experimental data [102, 109] obtained from studies on
PSS. Additionally, the figure displays our results from simulations without hy-
drodynamics [110, 111]. We performed the simulations without hydrodynamic
interactions by exchanging the velocities of the fluid particles randomly. Due to
this, the information about hydrodynamics in the system gets lost, but we still
have the same local background friction.
Since the parameters in our numerical study do not exactly fit the experimen-
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Figure 7.3: Electrophoretic mobility |µ|/|µ0| of polyelectrolyte chains as function
of the monomer number Nm at the Coulomb interaction strength
γˆ = 1.9 and the electric field Eˆ = 0.1. (Lines are guides to the eye
only.)
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Figure 7.4: Electrophoretic mobilities |µ|/|µ0| of polyelectrolyte chains as func-
tion of the monomer number Nm at the Coulomb interaction strength
γˆ = 1.9 and the electric fields Eˆ = 0.1, 0.5, 1.0, 2.0, 5.0 (from bottom
to top). (Lines are guides to the eye only.)
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tal conditions (see discussions in chapter 8) we rescaled the experimental data
to allow for a better comparison of the mobilities as function of the monomer
number. A similar result is obtained by equilibrium simulations, where the mo-
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Figure 7.5: Electrophoretic mobilities |µ|/|µ0| of polyelectrolyte chains as func-
tion of the monomer number Nm. Red squares show simulation
data for a Coulomb interaction strength γˆ = 1.9 and an electric
field Eˆ = 0.1. Green squares are experimental data from Ref. [109]
and blue squares are taken from [102]. We rescaled the simula-
tion data in order to generate this plot by dividing the green data
points by a factor 1.53 and multiplying the blue ones by 2.46.
Squares in light blue are results of a theoretical approach which yields
|µ|/|µ0| ∼ (Nm − Nc)/(Nm + Nc). Pink squares are obtained from
simulations without hydrodynamic interactions. (Lines are guides to
the eye only.)
bility is calculated by a Green-Kubo relation [112]. Figure 7.4 shows mobilities
for larger electric field strengths. Evindently, the mobility depends on E, and
we are beyond the linear response regime for E > 0.1. For the presented length
range, polyelectrolyte separation according to molecular weight is certainly pos-
sible for larger field strengths.
The above explanation is supported by the data displayed in Figs. 7.6. From
the figure, we conclude that counterion condensation is not relevant for short
polymers. (We consider a counterion as condensed if it is within a distance
of 2σ from a chain monomer.) With increasing chain length more counterions
condense and the fraction of condensed ions appproaches a constant value. The
strong initial increase in Nc is evidently related to the finite size of the polymers
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Figure 7.6: Fraction of condensed counterions Nc/Nm as a function of the
monomer number Nm at the interaction strength γˆ = 1.9 and the
electric field Eˆ = 0.1. (Lines are guides to the eye only.)
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Figure 7.7: Fraction of condensed counterions Nc/Nm as a function of the
monomer number Nm at the interaction strength γˆ = 1.9 and the
electric field Eˆ = 0.1, 0.5, 1.0, 5.0 (from top to bottom). (Lines are
guides to the eye only.)
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– longer polymers correspond to larger spatial charge densities which lead to
a stronger attraction of the counterions. The same behavior is found for poly-
electrolytes at equilibrium [24,26, 113]. The ratios Nc/Nm for the field Eˆ = 0.1
are identical to those without field for the considered range of polymer lengths.
However, for larger field strengths the amount of condensed ions decreases with
increasing E (cf. Fig. 7.7), which accounts for the increased mobilities pre-
sented in Fig. 7.4. Due to higher field strengths, counterions are stripped off
from the polyelectrolyte. This effect is similar to the Wien effect for simple
electrolytes [114, 115]. As a result, the effective charge of the polyelectrolyte
increases in the external electric field and so does its velocity and the mobility.
The higher electric field strengths have severe implications for the polyelectrolyte
conformations. We will discuss this in more detail later on. For the moment we
will stick to Eˆ = 0.1.
Figs. 7.8, 7.9, and 7.10 display the radial density distribution of the counterions
ρrd =
〈
Nr,r+dr
Vr,r+dr
〉
=
〈
Nr,r+dr
4pi
3
((r + dr)3 − r3)
〉
(7.1)
around the center-of-mass of a polyelectrolyte as function of the distance r.
Nr,r+dr is the number of counterions within a spherical shell with inner radius
r and outer radius r + dr. In order to obtain the density distribution we have
to divide Nr+dr by the volume of the shell. According to Figs. 7.8 and 7.10, the
density distribution of the counterions of a short chain (Nm = 3, 5) shows a
maximum within a certain distance from its center-of-mass that corresponds to
one to two times of the radius of gyration. As we already know from Fig. 7.6,
counterion condensation is very weak for short chains. Despite that, attraction
of counterions by the chain is strong enough so that the probability to find a
counterion is maximal near the chain. Longer chains capture more counterions.
The density distributions exhibit a maximum directly in the vicinity of the
center-of-mass. Fig. 7.9 shows a detail of the radial density distribution ρrd. It
seems that ρrd approaches a constant value with increasing distance from the
center-of-mass.
The calculation of the mean square end-to-end distance Rˆ2E = R
2
E/l
2, where l
is the mean bond length, and the mean square radius of gyration Rˆ2G = R
2
G/l
2
yield the dependences Rˆ2E ∼ N2m and Rˆ2G ∼ N1.85m (see Fig. 7.11). The theory
of a Gaussian chain predicts the dependence Rˆ2E = l
2(Nm − 1)2 for a perfect
rod. We conclude from this that the polyelectrolytes exhibit nearly rodlike
conformations for the studied length range although the polymers are flexible.
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Figure 7.8: Radial density distribution ρrd of the counterions around the center
of mass of the polyelectrolyte chain at an electric field Eˆ = 0.1 and a
Coulomb interaction strength γˆ = 1.9 as function of the distance rˆ.
The data points show ρrd for different chain lengths Nm = 3 (black),
5 (light blue), 10 (yellow), 20 (red), 30 (green), 40 (blue), 50 (pink).
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Figure 7.9: Radial density distribution (detailed view) ρrd of the counterions
around the center of mass of the polyelectrolyte chain at an electric
field Eˆ = 0.1 and a Coulomb interaction strength γˆ = 1.9 as function
of the distance rˆ. The data points show ρrd for different chain lengths
Nm = 3 (black), 5 (light blue), 10 (yellow), 20 (red), 30 (green), 40
(blue), 50 (pink).
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Figure 7.10: Radial density distribution ρrd of the counterions around the center
of mass of the polyelectrolyte chain at an electric field Eˆ = 0.1 and
a Coulomb interaction strength γˆ = 1.9 as function of the distance
rˆ. The data points show ρrd for different chain lengths Nm = 3
(black), 5 (light blue), 10 (yellow), 20 (red), 30 (green), 40 (blue),
50 (pink).
We do not observe perfect rods with binding length l = 0.53. Instead, the
flexible polymers form blobs with an effective bond length l′ ≈ 0.3 < l. Rˆ2E and
Rˆ2G exhibit the same dependence on chain length at E = 0.
Figure 7.12 shows the structure factor [53, 54]
S(k) =
1
N2m
Nm∑
i=1
Nm∑
j=1
exp (ik(ri − rj)) = 1
N2m
∣∣∣∣∣
Nm∑
j=1
exp (−ikrj)
∣∣∣∣∣
2
(7.2)
as function of the magnitude of the scattering vector k. On longer length scales,
we find from S(k) ∼ k− 1ν that ν ≈ 1. ν = 1 is also theoretically predicted for
rodlike objects. Our finding is therefore consistent with the results for Rˆ2E and
Rˆ2G. On smaller length scales k = 2π/L > 2 we observe a deviation from this
scaling behavior since S(k) decreases stronger than 1/k which is equivalent to
ν < 1. This is due to the fact that our polymers are only rodlike objects in the
picture of a blob model, where the structure of the chain is coarse grained. On
smaller length scales, the more coiled structure of the blobs becomes observeable.
Figure 7.13 displays diffusion coefficients for polymers of various lengths with
and without hydrodynamic interactions at Eˆ = 0. The data points have been de-
termined via the center-of-mass mean square displacement 〈(rcm(t)− rcm(0))2〉 =
6Dt. Furthermore, we can reproduce the obtained diffusion coefficients D from
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Figure 7.11: Mean square end-to-end distance Rˆ2E (top) and mean square radius
of gyration Rˆ2G (bottom) as function of the number of monomers
Nm at a Coulomb interaction stength γˆ = 1.9 and an electric field
Eˆ = 0.1. The dashed lines are power-law fits which yield Rˆ2E ∼ N2m
and Rˆ2G ∼ N1.85m .
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Figure 7.12: Structure factor S(k)Nm for various chain lengths Nm =
3, 5, 10, 20, 30, 40, 50 (black lines from top to bottom) as func-
tion of the absolute values of the scattering vector k. The blue line
is a fit ∼ 1/k.
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Figure 7.13: Polyelectrolyte diffusion coefficients for various polymer lengths
with (top) and without (bottom) hydrodynamic interactions. The
solid lines are calculated according to Eq. 7.3.
the diffusion coefficients in the presence of an electric field Eˆ = 0.1 by calculat-
ing D from the spatial components perpendicular to the direction of the electric
field (D = 3/2 (Dx + Dz)). This also shows that we are still in the linear re-
sponse regime at Eˆ = 0.1. The agreement between the diffusion coefficients
obtained in the different situations shows that hydrodynamic interactions are
present at Eˆ = 0.1 to the same extent as for Eˆ = 0. This is an important
result, because it shows that hydrodynamic interactions are not screened in the
presence of the electric field. This is in agreement with recent experimental re-
sults on DNA [116]. Thus, a polyelectrolyte does not behave like a free-draining
polymer.
The solid lines in Fig. 7.13 are calculated using the expression
Dˆ =
a
3πνˆρl
(
δ1
Nm +Nc
+
δ2
Nm − 1 [ln (Nm − 1)− 0.185]
)
(7.3)
for the diffusion coefficient of a rodlike object (see eq. (4.46) and Refs. [41, 54,
74, 75]), where Dˆ = τD/a2 and the kinematic viscosity (see paragraph 5.8) of
our fluid is νˆ = τν/a2 = 2.75.
The first term of the right hand side describes the local friction in absence
of hydrodynamic interactions, derived from D = kBT/γfric, where the friction
γfric = 3πηl (with η = νρ) is chosen according to Stokes’ law. Since counteri-
ons condense on the polymer, we expect the total friction to be proportional to
Nm + Nc. The second term on the right hand side accounts for hydrodynamic
interactions. It is similar to eq. (4.46) with an additional correction factor. In
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the denominator we use a factor Nm−1 instead of Nm, since we assume that hy-
drodynamic interactions arise from interactions between the various monomers.
Fitting the simulation data by using eq. (7.3) yields δ1 = 1.37 when neglecting
hydrodynamics (here δ2 is zero). Essentially, there are two factors that may be
responsible for the deviation from δ1 = 1. Firstly, the description of the friction
according to γˆ ∼ Nm + Nc may include a certain error since it is not quite
clear how the object that experiences friction from the background looks like in
detail. Secondly, because of the discretisation of the lattice by our simulation
method, the calculated diffusion coefficient can not be mapped exactely onto the
diffusion coefficient expected from the Langevin equation (see eq. (7.3)). This
circumstance has already been discussed in subsection 6.1.1. In the case with
hydrodynamic interactions we find δ2 = 0.79, which is smaller than unity due
to the fact that the polymers are not real perfect rods, but behave in a rodlike
manner only. Obviously, the simulation data agree very well with the expression
for the diffusion coefficient of a rod (7.3). Moreover, the length dependence of
D agrees approximately with the experimental data of Refs. [109,112]. Our sim-
ulation data decrease somewhat stronger with increasing chain length which we
attribute to a smaller effective thickness of the polymer chain in our simulation.
A better agreement would be obtained by adding a Lennard-Jones interaction
between the fluid particles and the monomers. In our simulations the fluid par-
ticles are penetrating the monomers. The monomers are pointlike objects, but
the collision rule gives rise to a lower cut-off of the hydrodynamic interactions at
a undetermined value. Together with the chain length dependence of the radius
of gyration, it is evident that the flexible polyelectrolytes behave as rodlike ob-
jects and that hydrodynamic interactions are relevant for the whole investigated
length range. The crossover to a free-draining regime, where hydrodynamic in-
teractions are not important any longer for the mobility appears at even longer
polymers [102].
We like to point out that the diffusion coefficient, which we determined from
simulations where hydrodynamics is neglected (Fig. 7.13), can also be repro-
duced by expression (6.27). On average, we find approximately two monomers
in a collision cell (the polymers are rodlike objects). Therefore, we have to
modify eq. (6.27) slightly by calculating γ′ according to
γ′ = γα
∞∑
k=1
P (k)
ρm
kM + ρm
, γα =
2
3
(1− cosα) (7.4)
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where k denotes the number of monomers in a collision cell Ref. [76]. P (k) =
eφφk−1/(k − 1) ! is the probability to find a given monomer together with k − 1
other monomers in cell and φ is the average number of monomers in a cell. Then,
this approach provides diffusion coefficients that deviate from our simulation
results by approximately 10% only, e.g., we obtain excellent agreement.
Furthermore, we can learn from Fig. 7.5 how important it is to account for
hydrodynamic interactions. The simulation data from simulations with and
without hydrodynamic interactions show significant differences.
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Figure 7.14: Polyelectrolyte diffusion coefficients for various polymer lengths.
Red squares show our simulation data. Green squares are from
Ref. [109].
When hydrodynamic interactions are neglected, we obtain mobilities that are
much smaller than those obtained from simulations with hydrodynamics. Addi-
tionally, we give a theoretical expression for the mobility without hydrodynam-
ics, which we derive from the relation for the local friction γfricv = QeffE, where
γfric denotes the friction coefficient of the whole molecule, v is the center-of-mass
velocity of the polymer chain, and Qeff is its effective charge. We rewrite the
relation above as µ = |v|/|E| = Qeff/γfric. Since Qeff is the effective charge
of the polyelectrolyte chain, we may write it as Qeff = (Nm − Nc) e, because
the charge of the polyelectrolyte Nm e is reduced by the charge of condensed
counterions Nc e. The friction of the polyelectrolyte is, because of the bound
counterions, not simply proportional to Nm but to Nm +Nc. Finally, we arrive
at µ ∼ (Nm − Nc)/(Nm + Nc) = (1 − Nc/Nm)/(1 + Nc/Nm). As we can see in
Fig. 7.5, our simulation data are very well described by this relation. According
to Fig. 7.15, the number of condensed counterions Nc/Nm increases at first for
81
7 Polyelectrolyte electrophoresis
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 0.35
 0  5  10  15  20  25  30  35  40  45
N
c/N
m
Nm
Figure 7.15: Condensed couterions Nc/Nm as a function of the monomer number
Nm at the interaction strength γˆ = 1.9 and the electric field Eˆ = 0.1
for a system where hydrodynamic interactions are neglected. (Lines
are guides to the eye only.).
short chains, and as a result, µ ∼ (1−Nc/Nm)/(1 +Nc/Nm) decreases. Finally,
Nc/Nm becomes independent of the chain length and so does the effective charge
of the polyelectrolyte chain in the electric field. Consequently, the mobility also
becomes independent of the chain length.
The often quoted relation µ ∼ QeffD between mobility, effective polyelec-
trolyte charge, and the diffusion coefficient does not apply for the length range
of Fig. 7.3 [29, 117]. This relation, neglecting hydrodynamics, can be derived
from the overdamped Langevin equation
kBT
D
v = QE (7.5)
where friction balances the electric force. By using dimensionless parameters Dˆ,
vˆ, and Qˆ we find Qˆ = µˆ/Dˆ, where Qˆ has to be understood as effective charge
Qˆeff . Figure 7.16 emphazises the difference between the results obtained by
computer simulations and experiments on the one hand and results obtained
by µˆ = QˆeffDˆ on the other hand. Obviously, it is not possible to reproduce
the rather complex behavior of the mobility displayed in Fig. 7.5 by applying
the above relation. According to the relation µˆ = Qˆeff Dˆ the mobility increases
monotonically with chain length. The strong increase of the mobility for short
chains with the following maximum and the final decrease which is observed in
our simulation studies as well as in experiments can not be predicted.
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Figure 7.16: Mobilities as function of the number of chain monomers. A
Coulomb interaction strength of γˆ = 1.9 and an electric field of
Eˆ = 0.1 are applied. The red data points are simulation results.
Green squares were calculated via µˆ = QˆeffDˆ, where Qˆeff and Dˆ
have been determined from computer simulations. (Lines are guides
to the eye only.)
Increasing electric fields not only modify the mobility and the amount of
condensed counterions (cf. Figs. 7.4 and 7.6), but also induce significant con-
formational changes and a polymer alignment. The alignment is characterized
by the orientational order parameter
S =
3 〈cos2 φ〉 − 1
2
=


0 : isotropic
1 : ‖E
−1/2 : ⊥ E
(7.6)
where φ is the angle between the end-to-end vector RE and the direction of the
electric field. Figure 7.17 shows that S ≈ 0 for Eˆ = 0.1, independent of the chain
length, i.e., the rodlike polymers exhibit essentially no preferred orientation.
Here, the polyelectrolyte conformations and the counterion distributions are
close to their, equilibrium values. For Eˆ = 0.5, the polyelectrolytes exhibit
an increasing alignment with increasing length in the direction of E. Long
polymers (Nm ≥ 40) are almost perfectly aligned with the external field. The
field strength Eˆ = 0.5 is sufficiently strong to induce an asymmetric distribution
of the condensed counterions along the rodlike polymer corrsponding to a dipole
(Fig. 7.18) which is then aligned by the field. Figure 7.18 displayes the lenght
dependence of the dipole moment component parallel to the direction of the
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Figure 7.17: Orientational order parameter S for polyelectrolytes of lengths
Nm = 10, 20, 30, 40 (from bottom to top at Eˆ = 0.5) as function of
the electric field Eˆ for the interaction strength γˆ = 1.9. (Lines are
guides to the eye only.)
electric field for different electric field strengths. In dimensionless units the
dipole moment is given by Pˆ = P /(e a). It is calculated via the relation
Pˆ =
∑
i
qˆp(rpi − rpcm) +
∑
j
qˆc(rcj − rpcm), (7.7)
where qˆp = −1 is the charge of a monomer of the chain and qˆc = 1 is the charge
of a counterion. rpcm denotes the position of the center of mass of the polymer.
The first sum in eq. 7.7 runs of all chain monomers. The second one only
accounts for condensed counterions. According to Fig. 7.17, an electric field of
Eˆ = 0.5 has the strongest orientation into the direction of the electric field what
coincides with the strongest dipole moment. Furthermore, the dipole moment
increases with increasing polymer length approximately according to Pˆ ∼ N3m
(see Fig. 7.19), consistent with results found in Ref. [24]. In Refs. [24, 25],
the scaling relation Eˆc ∼ γˆ1/2N−3ν/2 is provided for the critical electric field
Eˆc separating the aligned from the non-aligned conformations as a function of
polymer length and interaction strength. Not too strong electric fields lead to a
crossover from an isotropic orientation to alignment of a rodlike polymer which
corresponds to the critical exponent ν = 1. Refs. [24,25] also give the threshold
for the rescaled energy of the dipole at which the electric field is strong enough
to orient the polyelectrolyte. From the condition Edip/kBT = Pˆ Eˆ/2 = 1 and
with our result Pˆ /Eˆ ∼ N3m we find Pˆ Eˆ/2 ∼ N3mEˆ2 and therefore Eˆ ∼ N−3/2m
what is consistent with ν = 1 as critical exponent.
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Figure 7.18: Dipole moment Pˆ of a polyelectrolyte and its condensed counterions
as function of the number of chain monomers Nm at electric fields
Eˆ = 0.1 (red), Eˆ = 0.5 (green), Eˆ = 1.0 (blue) for the interaction
strength γˆ = 1.9.
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Figure 7.19: Dipole moment Pˆ of a polyelectrolyte and its condensed counterions
divided by the electric field Eˆ as function of the number of chain
monomers Nm for the electric fields Eˆ = 0.1 (red), Eˆ = 0.5 (green),
Eˆ = 1.0 (blue) and the interaction strength γˆ = 1.9. The solid line
is a fit to the data points for Eˆ = 0.1 which yields Pˆ /Eˆ ∼ N3m.
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A further increase of the electric field leads to negative orientational order
parameters, which we identify as u-shape conformations of the polyelectrolyte.
The crossover from the rodlike conformations to u-shaped structures is accom-
panied by a release of condensed counterions. In the u-shape phase nearly all
counterions move freely in the solution. The charges are homogeneously dis-
tributed. In fact, u-shape conformations seem to be a pure hydrodynamic ef-
fect. In Ref. [118,119] it is shown that hydrodynamic interactions (with a strong
dependence on chain length) may cause an elastic rod which is subjected to an
external (electric or gravitational) field, to form a u-shape structure. Bending
of the rod is due to an imbalance of hydrodynamic thrust (which is larger in the
middle than at the ends).
Figure 7.20 shows some snapshots of polyelectrolytes of length Nm = 40 (the
Coulomb interaction strength is γˆ = 1.9) in order to visualize the crossover
from isotropic rods to u-shaped structures with increasing electric field strength
Eˆ. At a field strength of Eˆ = 1.0 rodlike and u-shaped structures start to
compete. The displayed conformational changes clarify the gradual change in
the orientational order parameter of Fig. 7.17.
Figures 7.21 and 7.22 display the mean square end-to-end distance and the
mean square radius of gyration as function of the number of chain monomers
Nm for electric field strengths Eˆ > 0.1 at Coulomb interaction γˆ = 1.9. The
mobilities and the number of condensed counterions belonging to these field
strengths are plotted in Figs. 7.3, 7.4, 7.6 and 7.7.
The end-to-end distances for Eˆ = 0.1, 0.5, 1.0 show the same chain length
dependence ∼ N2m since the polyelectrolytes behave rodlike. At Eˆ = 2.0, 5.0
the polyelectrolytes behave rodlike only for shorter chains. Since longer chains
form u-shape structures their end-to-end distances are smaller. This can also
be infered from the mean square radii of gyration that increase like ∼ N1.85m for
Eˆ = 0.1, 0.5, 1.0. This also holds for short chains at even higher electric fields.
Eˆ > 1.0 leads to smaller radii of gyration.
So far we discussed of the dynamical and conformational properties of the
polyelectrolyte chain. Now, we want to analyse the motion of the condensed,
and the uncondensed counterions. We consider a counterion as condensed when
it is found in a distance of twice its diameter from the polyelectrolyte chain.
Figure 7.23 displays the mobilities of a polyelectrolyte (see also Fig. 7.3) and its
86
7.3 Results
Eˆ = 0.1
Eˆ = 0.5
Eˆ = 1.0
Eˆ = 2.0
Eˆ = 5.0
Figure 7.20: Snapshots of a polyelectrolyte with Nm = 40 for different electric
field strengths Eˆ and at a Coulomb interaction strength of γˆ = 1.9.
In this illustration the electric field points from bottom to top.
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Figure 7.21: Mean square end-to-end distances Rˆ2E as function of the number
of chain monomers Nm for electric field strengths Eˆ = 0.1 (red),
0.5 (green), 1.0 (blue), 2.0 (violet), 5.0 (light blue) at a Coulomb
interaction strength γˆ = 1.9.
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Figure 7.22: Mean square radii of gyration Rˆ2G as function of the number of
chain monomers Nm for electric field strengths Eˆ = 0.1 (red), 0.5
(green), 1.0 (blue), 2.0 (violet), 5.0 (light blue) at Coulomb inter-
action strength γˆ = 1.9.
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ions at an electric field E = 0.1 and a Coulomb interaction strength γˆ = 1.9.
Since the condensed ions are free to desorb and be replaced by other ions, the
ion mobility is an ensemble average over all condensed ions and over the total
time. The mobility of the polyelectrolyte has already been discussed previously.
For Nm = 1, the system only contains a single monomer and its freely moving
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Figure 7.23: Electrophoretic mobility −µ/µ0 of polyelectrolyte chains (red) and
their condensed (blue) and uncondensed (green) counterions (re-
lated to their center of mass) as function of the monomer number
Nm at the Coulomb interaction strength γˆ = 1.9 and the electric
field Eˆ = 0.1.
(uncondensed) counterion. Both move in the electric field with the same mo-
bilities but in opposite directions according to their charge. Here, the Coulomb
interaction is weak and, hence, it does not lead to an attraction of the ions.
Since no counterion is bound, the mobility of the condensed counterions is zero.
With increasing Nm the counterions experience more and more the attraction
by the polyelectrolyte chain. A small amount of counterions is attracted by the
chain (see Fig. 7.6) but condensation is still too weak to drag them along (into
the direction of motion of the polyelectrolyte chain). Only chains with monomer
numbers Nm ≥ 10 bind the captured counterions tightly so that the absolute
values and the directions of the center of mass velocities of the polyelectrolyte
chain and the condensed ions coincide. At these larger chain lengths also the
uncondensed counterions experience a certain attraction by the polyelectrolyte.
Therefore, the magnitude of their mobilities decreases with increasing chain
length.
Figure 7.24 displays the mobilities of polyelectrolytes of various lengths and
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Figure 7.24: Electrophoretic mobilities −µ/µ0 of polyelectrolyte chains (red)
and their condensed (blue) and uncondensed (green) counterions
as function of the monomer number Nm at the Coulomb interac-
tion strength γˆ = 1.9 and the electric fields a) Eˆ = 0.5, b) Eˆ = 1.0,
c) Eˆ = 2.0, and d) Eˆ = 5.0.
their condensed and uncondensed counterions at a Coulomb interaction strength
γˆ = 1.9 and electric fields Eˆ = 0.5, 1.0, 2.0, 5.0. The data points for the poly-
electrolyte chains are the same as in Fig. 7.4. As we conclude from Figs. 7.24
a) and b), the influence of the chain’s charge on the condensing ions increases
with increasing chain length like at Eˆ = 0.1, see Fig. 7.23. At longer chain
lengths, the condensed counterions tend to migrate stronger in the direction of
the chain. This chain length dependence vanishes with increasing electric field
strength. For Nm > 5, the mobilities of the positively charged condensed counte-
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Figure 7.25: Electrophoretic mobilities −µ/µ0 of polyelectrolyte chains as func-
tion of the monomer numberNm. The plots above display mobilities
for polyelectrolyte chains (squares) and their condensed (triangles)
and uncondensed (circles) counterions for various constant electric
fields (Eˆ = 0.1 (red), Eˆ = 0.5 (green), Eˆ = 1.0 (blue), Eˆ = 2.0
(pink), and Eˆ = 5.0 (light blue)) at a Coulomb interaction strength
γˆ = 0.19. (The lines are only guides to the eye.)
rions deviate more and more from those of the negatively charged polyelectrolyte
chains. This is simply due to the fact that stronger electric fields exert stronger
forces on the ions. As a result, the condensed counterions are slowed down. The
electric field works against the attraction of the chain and permanently tries to
redirect the condensed counterions into the opposite direction. Furthermore, the
uncondensed counterions tend to move faster into the opposite direction. The
effect is small but it is clearly observable from Figs 7.23 together with 7.24.
Up to now we discussed the influence of various electric field strengths on
a single polyelectrolyte chain and its counterions at a Coulomb interaction of
γˆ = 1.9. In the following we will also consider the Coulomb interaction strengths
γˆ = 0.19, 5.7, 9.5.
7.3.2 Coulomb interaction γˆ = 0.19
Figure 7.25 displays the corresponding mobilities for a Coulomb interaction
strength of γˆ = 0.19 and various electric fields. The mobilities which are shown
here are higher for all investigated chain lenghts than those for stronger Coulomb
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interactions (see Figs. 7.4, 7.29, and 7.37). This is obvious, since the Coulomb
interaction is extremely weak and, hence, counterion condensation virtually does
not take place. The polyelectrolyte chains are solely driven by the external elec-
tric field. Their mobilities increase with increasing electric field strength. The
mobilities of the uncondensed counterions are only weakly affected by an increas-
ing electric field. They seem to be nearly constant and equal to the mobility of
a single particle. The mobilities of the condensed counterions are very close to
zero for shorter chains (nearly all counterions are free). For longer chains, the
mobilities slightly decrease with increasing electric field strength, because the
electric field works against the attraction of the chain.
For Eˆ = 0.1, the conformations of the chains are close to rodlike stuctures.
The mean square end to end distance RˆE increases with N
1.8
m , the mean square
radius of gyration RˆG with N
1.7
m (for Nm > 5) (see Fig. 7.26). At Eˆ = 0.1, the
increase of the mobility with chain length seems to be due to hydrodynamic
interactions of a rodlike object. This is also supported by Fig. 7.27 which shows
that the data set for the mobility is consistent with the theory of hydrodynamics
of rodlike objects [75]. According to this, the mobility can be written as µ ∼
LD ∼ ln(Nm) + ν. L is the length of the object, D is its diffusion coefficient
and ν accounts for local friction effects as well as polymer end effects and is
comprised of a part resulting from motion parallel (ν‖) to the longest cylinder
axis and perpendicular (ν⊥) to it. ν is given by ν = (ν‖ + ν⊥)/2 = 0.312 +
0.565/Nm − 0.100/N2m.
The deviations from the power law fit in Fig. 7.26 increase with increasing
electric field strength starting at chain lengths Nm . 10. We infer from this
that the chains behave less and less rodlike. (Whereas shorter chains seem to
behave rod like even for Eˆ > 0.1). At strong electric fields, we observe u-shape
conformations, which is also (indirectly) reflected in Fig. 7.26. For Eˆ = 2.0
and Eˆ = 5.0 the end-to-end distances for long chains are smaller than those at
Eˆ = 0.1, but can be fitted again by a power law ∼ N1.8m . We conclude that
this is due to the arms of the u-shape conformations which are aligned into the
direction of the electric field and therefore on their part show rodlike behavior.
Figure 7.28 displays typical conformations of a polyelectrolyte with monomer
number Nm = 40 for various electric field strengths at the Coulomb interaction
strength γˆ = 0.19. We expect a rodlike behavior for an electric field Eˆ =
0.1. U-shape conformations occur already at Eˆ = 0.5 but they are not stable.
Permanently, the polymer changes its conformation from a u-shape to a rodlike
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Figure 7.26: Mean square end-to-end distances Rˆ2E and mean square radii
of gyration Rˆ2G of polyelectrolyte chains at various electric field
strengths (Eˆ = 0.1 (red), 0.5 (green), 1.0 (blue), 2.0 (pink), 5.0
(light blue)) as function of the number of chain monomers Nm.
The Coulomb interaction strength is γˆ = 0.19. Red lines are
power law fits Rˆ2E ∼ N1.8m and Rˆ2G ∼ N1.7m to the data points where
Eˆ = 0.1.
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Figure 7.27: Absolute values of the electrophoretic mobilities |µ|/|µ0| of polyelec-
trolyte chains as function of the monomer number Nm at an electric
field Eˆ = 0.1 and a Coulomb interaction strength γˆ = 0.19. The
green line is a fit that follows the relation µ ∼ NmD ∼ ln(Nm) + ν
with the factor ν = (ν‖+ν⊥)/2 = 0.312+0.565/Nm−0.100/N2m [75].
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Eˆ = 0.1
Eˆ = 0.5
Eˆ = 1.0
Eˆ = 2.0
Eˆ = 5.0
Figure 7.28: Snapshots of a polyelectrolyte of Nm = 40 for different electric field
strengths Eˆ and at a Coulomb interaction strength of γˆ = 0.19. In
the illustration the electric field points from bottom to top.
structure. At large electric fields Eˆ = 2.0 and Eˆ = 5.0, u-shape structures are
clearly developed. Counterion condensation does not take place.
7.3.3 Coulomb interaction γˆ = 5.7
Figure 7.29 displays electrophoretic mobilities at a rather strong Coulomb in-
teraction strength γˆ = 5.7. Here, the mobilities increase with chain length and
electric field as well. Small chains (Nm . 10) behave rodlike, independent of the
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Figure 7.29: Absolute values of the electrophoretic mobilities |µ|/|µ0| of poly-
electrolyte chains as function of the monomer number Nm. The
electric fields are Eˆ = 0.1 (red), Eˆ = 0.5 (green), Eˆ = 1.0 (blue),
Eˆ = 2.0 (pink), and Eˆ = 5.0 (light blue) and the Coulomb in-
teraction strength is γˆ = 5.7. (The lines are only guides to the
eye.)
strength of the electric field according to Fig. 7.30. The increase of the mean
square end-to-end distances Rˆ2E as function of the number of chain monomers
Nm can be described by a power law ∼ Nxm with an exponent x. The exponent
increases from about 1.8 to about 2.0 with increasing electric field strength. The
mean square radius of gyration Rˆ2G behaves similarly. x increases from about 1.7
to about 2.0. (The fits are not displayed in Fig. 7.30). Due to this fact, we spec-
ulate that the initial increase of the mobility may be caused by hydrodynamic
interactions of rodlike objects.
For lengths Nm > 10 the conformations of the chains change considerably. At
Eˆ = 0.1 the chains are randomly coiled. The mean square end-to-end distance is
proportinal to N1.2m , which is consistent with the theory of a chain with excluded
volume interactions. From theory it is known that such a chain behaves like
RE ∼ Nνm where ν ≈ 0.6 is called the Flory exponent. For Eˆ = 0.5 the exponent
is slightly larger. Stronger electric fields lead at first to a transition range in
which the end-to-end distance (and the radius of gyration) grows stronger than
N2m. The explanation for this behavior is the following. Smaller polyelectrolytes
are not perfectly elongated objects. Their conformations are only rodlike in the
sense of a blob model, in which the structure is coarse-grained at a larger length
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Figure 7.30: Mean square end-to-end distances Rˆ2E and mean square radii of gy-
ration Rˆ2G of polyelectrolyte chains at various electric field strengths
(Eˆ = 0.1 (red), 0.5 (green), 1.0 (blue), 2.0 (pink), 5.0 (light blue))
as function of the number of chain monomers Nm. The Coulomb
interaction strength is γˆ = 5.7. The black line is the limiting curve
Rˆ2E = (Nm − 1)2. Powerlaw fits in light blue are ∼ N2m and the red
line is ∼ N1.2m .
scale. On this length scale, the chains behave as rods that consist of blobs with an
effective blob diameter. Their end-to-end distances grow proportional to Nm. In
the transition regime, the chains not solely grow due to an addition of monomers.
There is also a second contribution due to stretching of the polyelectrolyte in
the external electric field. Because of this elongation the effective diameter
of the blobs decreases and the total length of the polymer seems to increase.
These two effects, adding monomers and elongation of the structure, leads to
an increase stronger than Rˆ2E ∼ N2m. For even longer chain lengths, we again
observe Rˆ2E ∼ N2m and Rˆ2G ∼ N2m. In Fig. 7.30, this is shown for Eˆ = 5.0.
Elongation is accompanied by an alignment along the direction of the electric
field. The field strength Eˆ = 1.0 is sufficiently strong to induce an asymmetric
distribution of condensed counterions along the rodlike polymer corresponding
to a dipole (see Fig. 7.31), which is then aligned by the field.
With the orientational order parameter in Fig. 7.32 we can study the align-
ment of the chains. We find that polyelectrolytes of lengths Nm = 30 and
Nm = 40 are very strongly aligned into the direction of the electric field (see
also Fig. 7.33). At the same time the number of condensed counterions increases
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Figure 7.31: Dipole moment Pˆ as function of the number of monomers Nm for
various electric fields (Eˆ = 0.1 (red), 0.5 (green), 1.0 (blue), 2.0
(pink), 5.0 (light blue)) and Coulomb interaction strength γˆ = 5.7.
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Figure 7.32: Orientational order parameter S for the chain lengths Nm = 10
(red), 20 (green), 30 (blue), 40 (pink) as function of the electric
field strength Eˆ at a Coulomb interaction strength γˆ = 5.7.
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Eˆ = 0.1
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Eˆ = 1.0
Eˆ = 2.0
Eˆ = 5.0
Figure 7.33: Snapshots of a polyelectrolyte of Nm = 40 for different electric field
strengths Eˆ and at a Coulomb interaction strength of γˆ = 5.7. In
the illustration the electric field points from bottom to top.
98
7.3 Results
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 0  5  10  15  20  25  30  35  40  45
N
c
/N
m
Nm
Figure 7.34: Number of condensed counterions Nc/Nm as function of the
monomer number Nm. The electric field strengths are Eˆ = 0.1
(red), Eˆ = 0.5 (green), Eˆ = 1.0 (blue), Eˆ = 2.0 (pink), and Eˆ = 5.0
(light blue) and the Coulomb interaction strength is γˆ = 5.7. (The
lines are only guides to the eye.)
strongly (see Fig. 7.34) what we ascribe to the onset of the sliding of the coun-
terions. This leads to a reduction of the effective charge of the polyelectrolyte
chain and may be the reason why the mobility decreases again for longer chains
and Eˆ = 5.0. For Eˆ = 0.1 the chains are not oriented at all and the degree of
condensation is high. The number of condensed counterions Nc/Nm seems to
approach a constant value for long chains. The same behavior can be observed
for the mobility of the counterions.
Figure 7.33 displays typical snapshots of the conformations for a chain of
length Nm = 40 in electric fields of various strengths. For Eˆ = 0.1 we observe
coil structures. With increasing electric field the polyelectrolyte stretches and
aligns along the direction of the electric field. The condensed counterions start
to glide along the chain.
7.3.4 Coulomb interaction γˆ = 9.5
Finally, we want to study the dynamical and conformational properties of poly-
electrolytes at a very strong Coulomb interaction strength. Therefore, γˆ is set
equal to 9.5.
Figure 7.35 shows that chains with Nm > 10 are in the collapsed state at
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Figure 7.35: Mean square end-to-end distances Rˆ2E and mean square radii of gy-
ration Rˆ2G of polyelectrolyte chains at various electric field strengths
(Eˆ = 0.1 (red), 0.5 (green), 1.0 (blue), 2.0 (pink), 5.0 (light blue))
as function of the number of chain monomers Nm. The Coulomb
interaction strength is γˆ = 9.5. The black line is the limiting curve
Rˆ2E = (Nm − 1)2. Powerlaw fits in light blue are ∼ N2m and the red
line is ∼ N2/3m .
weak electric fields Eˆ = 0.1 and Eˆ = 0.5 since, as shown in the plot, the mean
square end-to-end distance Rˆ2E is proportional to N
2/3
m as predicted by theory.
The number of condensed counterions Nc/Nm (Fig. 7.36) and the mobilities
|µ|/|µ0| (Fig. 7.37) reach constant values. According to Fig.7.38, the polymers
are strongly coiled without any specific alignment in the external field for Eˆ =
0.1. For Eˆ = 0.5, which is still weak, the polymer already starts to align in the
direction of the field. For increasing electric fields, we again observe a transition
range in which Rˆ2E and Rˆ
2
G grow faster than N
2
m.
The stronger the electric field the shorter seem to be the chain lengths at which
we observe the onset of the transition regime. At Eˆ = 5.0, chains with Nm > 10
are rodlike objects (Rˆ2E ∼ N2m) that are strictly aligned along the direction of
the electric field (according to Fig. 7.38). This alignment is again due to the an
asymmetric distribution of the condensed counterions along the rodlike polymer
which corresponds to a dipole (Fig. 7.39) that is then aligned by the field. The
alignment again allows for a sliding of counterions along the chain. The number
of condensed counterions Nc/Nm increases strongly. Figure 7.40 displays typical
conformations of a polyelectrolyte with chain length Nm = 40 for various electric
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Figure 7.36: Number of condensed counterions Nc/Nm as function of the
monomer number Nm. The electric fields are Eˆ = 0.1 (red), Eˆ = 0.5
(green), Eˆ = 1.0 (blue), Eˆ = 2.0 (pink), and Eˆ = 5.0 (light blue)
and the Coulomb interaction strength is γˆ = 9.5. (The lines are
only guides to the eye.)
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Figure 7.37: Absolute values of the electrophoretic mobilities |µ|/|µ0| of poly-
electrolyte chains as function of the monomer number Nm. The
electric field strengths are Eˆ = 0.1 (red), Eˆ = 0.5 (green), Eˆ = 1.0
(blue), Eˆ = 2.0 (pink), and Eˆ = 5.0 (light blue), and the Coulomb
interaction strength is γˆ = 9.5. (The lines are only guides to the
eye).
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Figure 7.38: Orientational order parameter S for chain lengths Nm = 10 (red),
20 (green), 30 (blue), 40 (pink) as function of the electric field
strength Eˆ at a Coulomb interaction strength γˆ = 9.5.
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Figure 7.39: Dipole moment Pˆ as function of the number of monomers Nm for
various electric fields (Eˆ = 0.1 (red), 0.5 (green), 1.0 (blue), 2.0
(pink), 5.0 (light blue)) and Coulomb interaction strength γˆ = 9.5.
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Figure 7.40: Snapshots of a polyelectrolyte of Nm = 40 for different electric field
strengths Eˆ and at a Coulomb interaction strength of γˆ = 9.5. In
the illustration the electric field points from bottom to top.
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field strengths. For increasing electric field, the collapsed chain starts to unfold
and align along the direction of the electric field. In strong electric fields Eˆ = 2.0
and Eˆ = 5.0 the condensed counterions glide along perfectly stretched rods.
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Let us begin with summarizing the outcomes of our sedimentation studies in
chapter 6. In experimental studies of electrophoresis the Nernst-Einstein rela-
tion µˆ = QˆDˆ between mobility µˆ and the diffusion coefficient Dˆ (dimensionless
units) is often used to determine the effective charge Qˆ of the polyelectrolyte. In
order to study the applicability of this relation in our computer simulations of
electrophoresis, firstly we directed our attention to the simpler case of a single
neutral monomer sedimenting in a gravitational field. Contrary to the expecta-
tion µˆ = Dˆ, our simulations always yield mobilities µˆ significantly lower than
the diffusion coefficient Dˆ. Motivated by this negative result, we derived an an-
alytical expression for µˆ within the framework of our simulation method. This
indeed revealed that it is impossible to reach µˆ = Dˆ at finite rotation angles α,
adequate collision times h and Schmidt numbers Sc, and a reasonable number
of particles per collision box ρ. We showed that the discrepancy between this
analytical expression and the Nernst-Einstein relation arises from a shortcoming
of the algorithm due to the discretization of time. However, we do not expect
these effects of discretization to change the qualitative behavior of quantities
such as diffusion coefficients or mobilities. Our choice of α = 130◦, guarantee-
ing a sufficient exchange of momentum between particles during the collison,
yields analytically µˆ/Dˆ ≈ 0.62 at arbitrary collision times. The simulated µˆ/Dˆ
approaches this value at large collision times h, when hydrodynamic interac-
tions are no longer relevant. At a smaller collision time h = 0.03, at which we
performed our simulations, we actually obtain a larger value µˆ/Dˆ ≈ 0.86. We
conclude that a naive application of the Nernst-Einstein relation may result in
errors of at least 15% in the regime of parameters of our simulations. From
this we inferred that we had to determine the effective charges directly from
simulations.
Now, we turn our attention to results which we obtained in the electrophoresis
study. A main result is illustrated by Fig. 8.1. It shows various conformations
of the polyelectrolyte at different values of the electric field and the Coulomb
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interaction strength. At small electric fields (Eˆ ≤ 0.1) the polyelectrolyte’s
conformation and the distribution of counterions are close to their equilibrium
values. Here, a transition occurs from a rodlike conformation to a collapsed
state with increasing γˆ, where nearly all counterions are condensed. At slightly
increased field strengths (Eˆ ≈ 0.5) an asymmetric distribution of the condensed
counterions appears and thus a dipole moment is induced. For relatively small
values, γˆ = 1.9 this results in an alingment of the rodlike polymer along the
direction of the electric field. Our simulations show that the dipole moment P
increases with increasing polymer length according to Pˆ ∼ N3m (for Eˆ = 0.1
and γˆ = 1.9), which is consistent with results found in Ref. [24]. Even higher
electric fields (Eˆ > 1) strip off condensed counterions (see Fig. 7.7). At these
fields strengths the polylectrolyte preferentially exhibits a u-shape conformation
if γˆ is not too large. The u-shape is caused by asymmetries in hydrodynamic
interactions among the monomers of the sedimenting polymer [118, 120]. For
large values of γˆ and large Eˆ the polyelectrolyte aligns with the electric field as an
elongated rod. In this regime the counterions glide along the polymer [24,25]. In
any case, hydrodynamic interactions and counterion condensation - or counterion
release enforced by the electric field - determine the conformational properties
of the polyelectrolyte.
Another important result addresses the variation of the mobility with the
length of the polyelectrolyte. At an electric field Eˆ = 0.1 and Coulomb inter-
action strength γˆ = 1.9 we found the mobilities to agree qualitatively very well
with the ones measured in experimental studies on PSS (polystyrene sulfonate).
For PSS, with effective distance b = 2.5A˚ between charges, an electric field of
Eˆ = 0.1 corresponds to E ≈ 5× 104V/cm. The discussed results are consistent
with the experimtal findings although much smaller fields (E ∼ 102V/cm) are
used there [102]. (To allow for a better comparison of the mobilities as func-
tion of the monomer number we rescaled the experimental data). We like to
point out that on one hand, the field Eˆ = 0.1 is in the linear response regime
and thus, our results apply to the experimental situation. On the other hand,
such large fields are already used in microfluidic devices [121]. Furthermore,
we applied a Coulomb interaction strength of γˆ = 1.9. For PSS, an interaction
parameter of approximately lB/b = 7.12A˚/2.5A˚ ≈ 2.8, where lb = 7.12A˚ is the
Bjerrum-length in water and b denotes the distance between monomers, is more
likely. Since the considered monomer density in our simulation is approximately
5 times larger than the experimental value used in capillary electrophoresis ex-
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Figure 8.1: Schematic diagram for the conformations of a polyelectrolyte as func-
tion of the electric field Eˆ and the Coulomb interaction strength γˆ.
(The lines qualitatively seperate the various regimes).
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periments on PSSs of Ref. [102] and since higher density leads to a larger degree
of counter-ion condensation, γˆ ≈ 2 yields results closer to the experimental sit-
uation than γ ≈ 2.8. Moreover, the polyelectrolyte conformations depend on
the interaction strength only very weakly in the range γˆ ≈ 2− 3. Hence, we are
sure that the chosen parameters are sufficiently well adopted to PSS.
The mobility of short polyelectrolytes increases initially with increasing mono-
mer number (molecular weight), reaches a maximum and decreases again. We
ascribe the initial increase to hydrodynamic interactions of rodlike objects. The
maximum and the following decrease is in our opinion induced by counterion
condensation, which reduces the effective charge of the polymer. This interpre-
tation agrees with the explanation provided in the experimental study of [102].
Moreover, the consistency of our simulation data for the diffusion coefficient
with the theoretical description for rods in the presence of hydrodynamics leads
us to the conclusion that hydrodynamic interactions are relevant for the whole
investigated length range. The crossover to a free-draining regime in the mobility
appears at even longer polymers [102]. It is important to notice that hydrody-
namic interactions for the diffusion of the polyelectrolyte are never screened.
Screening of hydrodynamic interactions is only obtained for the electrophoretic
mobility.
The often quoted Nernst-Einstein relation does not apply for the investigated
polymer lengths and thus cannot explain the rather complex behavior of the
mobility observed in our simulations as well as in experimental studies.
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In the presented thesis we use computer simulations in order to gain insight into
sedimentation of polymers and polyeloctrolyte electrophoresis. We investigate
dynamical and conformational properties of the polymer chains by determin-
ing characteristic quantities like, e.g., mobility, diffusion coefficient, radius of
gyration, and end-to-end distance.
As for sedimentation, we find that for weak gravitational fields the mobilities
of small chains can be described within the Zimm model for polymers with
excluded volume interactions. Above a critical chain length, the mobilities show
a completely different behavior although the radii of gyration and the end-to-
end distances still follow the predictions of the Zimm model. The deviation of
the mobilities of longer chains is accompanied by an alignment of the coiled
structures along the direction of the field. Typical conformations seem to be u-
shape structures which float in the solution in the direction of the gravitational
field with the open end pointing backwards.
For larger gravitational fields, the calculated quantities can no longer be de-
scribed within the Zimm model due to strong conformational changes. Small
chains form nearly collapsed structures. Intermediate chain lengths also exhibit
u-shape conformations. Above the critical chain length, the polymers form a
coiled head region with a stretched tail. The observed conformations are ob-
viously strongly affected by hydrodynamic interactions which underlines the
importance of hydrodynamics for the non-equilibrium dynamical properties of
macromolecular systems.
The main part of the presented thesis deals with the investigation of poly-
electrolytes in external electric fields. In order to obtain a detailed picture we
vary chain length, Coulomb interaction strength, and electric field strength. On
one hand, a matter of particular interest was to compare our results with ex-
perimental data. On the other hand, we wanted to understand how counterion
condensation and hydrodynamic interactions influence the observed behavior.
For a weak electric field (still in the linear response regime) and an interme-
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dieate Coulomb interaction strength we found excellent qualitative agreement of
the electrophoretic mobility obtained in our simulations with the one measured
in experiments. By calculating the number of condensed counterions, the radii
of gyration, the end-to-end distances, and the diffusion coefficients we were able
to clarify the importance of counterion condensation and hydrodynamic inter-
actions in the different length regimes of the polyelectrolyte. We found that
the polyelectrolytes exhibit rodlike behavior over the whole investigated length
range, although the chains are flexible. The mobility of small chains is essentially
determined by the hydrodynamics of rodlike objects. Almost all counterions are
uncondensed. With increasing chain length counterion condensation becomes
more and more important which affects the mobility strongly. Additionally, we
give a theoretical approach to the diffusion coefficient as function of chain length.
From this we conclude that hydrodynamic interactions are relevant for the whole
investigated length range. These findings also match experimental studies. Fur-
thermore, we showed that the Nernst-Einstein relation which is often used in
experimental studies to calculate the effective charge of the polyelectrolyte can
not be applied.
At larger electric fields we observed a variety of conformational properties
of the polyelectrolytes depending on chain length and Coulomb interaction.
Strong electric fields in addition with weak to intermediate Coulomb interac-
tion strengths lead to u-shape conformations. Counterion condensation does
virtually not take place. This finding agrees with earlier theoretical work which
predicts such a behavior to be a result of purely hydrodynamic interactions.
Strong Coulomb interactions and strong electric fields lead to perfectly elon-
gated rods which orient parallel to the direction of the electric field: the electric
field induces a charge asymmetry along the chain corresponding to a dipole
which is then aligned by the field.
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