Abstract. We consider a Galerkin method for an elliptic pseudodifferential operator of order zero on a two-dimensional manifold. We use piecewise linear discontinuous trial functions on a triangular mesh and describe an orthonormal wavelet basis. Using this basis we can compress the stiffness matrix from N 2 to O(N log N ) nonzero entries and still obtain (up to log N terms) the same convergence rates as for the exact Galerkin method.
1. Introduction. The method of reduction to the boundary allows one to convert elliptic boundary value problems in smooth domains to equivalent pseudodifferential equations on the boundary surface of the domain. In particular, exterior problems do not cause any additional difficulties as compared to interior ones. The resulting boundary integral equations can be discretized via finite elements in the boundary manifold giving rise to the so-called boundary element method (BEM). In recent years, the BEM has become an accepted problem solving tool in many engineering applications. Nevertheless, in many complex applications a large number of degrees of freedom on the boundary is necessary, and the cost of generating the corresponding dense stiffness matrices becomes prohibitive.
Wavelet techniques originated with data fitting and data compression problems [15] , which can be ultimately cast into the task of efficiently approximating some function. Wavelet or multiscale bases provide properly encoded information about the interaction between different scales, extracting only essential components [5, 16] . They turn out to be an efficient tool to handle the large amount of data arising from very fine discretization, saving both storage and computing time. In [3] the idea to approximate this kind of integral operator by orthogonal and compactly supported wavelets was introduced. It was pointed out there that this approximation gives rise to numerically sparse stiffness matrices. Therefore, it offers a new efficient tool for the numerical solution of integral equations and operator equations [3, 7, 11, 12, 13, 14] . A related technique is used in the so-called multipole expansion [30] and panel clustering [19] methods where the smoothness of the kernel is exploited by an explicit use of the Taylor expansion, which leads to an algorithm for the multiplication of the stiffness matrix by a vector with O(N (log N ) α ) operations. (Here and throughout this paper, N denotes the number of degrees of freedom on the boundary, and h, the meshwidth.)
Another related approach based on nodal interpolation and recovery techniques was presented in [4] , [20] .
The idea of [1, 2, 3] has been generalized, and we therefore analyze in section 8 the error in the solution obtained from inserting the wavelet approximation into the representation formula. We also show the estimate (8.8), i.e., that our truncation scheme also preserves here the optimal convergence rates (up to logarithmic factors) [12, 13, 28, 29] .
Preliminaries.
Let Ω ∈ R 3 be a bounded domain with a C ∞ boundary manifold Γ. On Γ, we consider the set L 2 (Γ) of functions ϕ: Γ → C n which are square integrable over Γ with respect to the surface measure dσ. The set L 2 (Γ) endowed with the inner product
and the norm
Here A is a pseudodifferential operator of order 0 belonging to the Hörmander class Ψ ρ,δ and the calculus of pseudodifferential operators, we refer to [22] , [24] , [31] , [32] . In particular, symbols σ A ∈ S [23] . In this case the principal symbol σ 0 (x, ξ) is a homogeneous function of degree 0 with respect to the variables ξ, i.e.,
In the following, we make two basic assumptions on A in (2.3).
1. Gårding inequality: There exists T ∈ Ψ m 1,0 (Γ) with m < 0 and a positive constant C such that
2. Injectivity:
These assumptions imply in particular the unique solvability of (2.3) for every f ∈ L 2 (Γ) [32, 31] . Moreover, (2.6) and (2.7) ensure stability and quasi-optimal convergence of Galerkin discretizations of (2.3) ( [17, 21] ).
The space L 2 (Γ) can be embedded into the scale H s (Γ), s ∈ R, of Sobolev spaces on the manifold Γ which are defined in the usual way (see [24] , [31] , [32] ). The corresponding norms will be denoted by · s .
An operator A ∈ Ψ 0 1,0 is continuous in H s (Γ), i.e.,
and (2.6) and (2.7) imply the invertibility of A in H s (Γ), and the estimate
Equations of type (2.3) arise in the solution of elliptic boundary value problems in Ω via boundary integral equations of the second kind, going back to Neumann and others. Several classical examples are next presented for the purpose of illustration.
3. Strongly elliptic boundary integral equations. We consider boundary value problems for elliptic systems of second order in variational form:
subject to the boundary conditions
We will focus in this work on the case when L is a self-adjoint second-order n × n matrix differential operator, and B, a corresponding boundary operator, e.g., the trace operator γ 0 for the Dirichlet problem or the boundary operator γ 1 for the Neumann problem.
We assume that the boundary value problem (3.1)-(3.2) admits a unique weak solution in H 1 (Ω). For the operators L, B, we may also consider exterior boundary value problems posed in Ω c = R 3 \Ω. Here the boundary conditions must be appended by suitable radiation conditions at infinity in order to ensure the unique solvability of the boundary value problem in H 1 loc (Ω c ). Throughout this paper n(y) denotes the unit normal vector at y ∈ Γ pointing into Ω c . We describe now the derivation of equivalent boundary integral equations for the boundary value problem (3.1)-(3.2). We assume that we are given a fundamental solution of the differential operator L in (3.1) which is a matrix function
holds in the sense of distributions.
For the boundary reduction, we look for w in the form of a potential with an unknown density function u on Γ. This approach will lead to boundary integral operators of order zero and is also known as the indirect method.
For the boundary reduction, we use the following potentials. Double layer ansatz for the Dirichlet problem:
Taking traces in (3.4) and using the Dirichlet boundary condition, we arrive at the jump relations for the double layer potential (3.4) at the boundary integral equation
Once the boundary integral equation (3.5) is solved, the density function u(y) is inserted into (3.4) and the solution U (x) is obtained in Ω.
Single layer ansatz for the Neumann problem:
Applying the natural boundary conditions γ 1 in (3.2) and letting x → Γ, we get the boundary integral equation
Once the boundary integral equation (3.7) is solved, the density function u(y) is inserted into (3.6) and the solution U (x) is obtained in Ω.
The unique solvability of the boundary integral equations (3.5), (3.7) can be ensured provided the boundary operator A is injective and satisfies, in each case, a Gårding inequality in L 2 (Γ), i.e., (2.6). A sufficient condition for the validity of (2.6) is the positive-definiteness of the principal symbol of the operator A (defined, for example, in [22, 24] ) which is valid for second-kind equations derived from many boundary value problems of mathematical physics (see, e.g., [8, 9, 17, 33] ).
Multiwavelet basis.
We will use a family {V l } ∞ l=0 of finite-dimensional spaces for the Galerkin discretization of (2.3). These spaces consist of piecewise linear, discontinuous functions in local coordinates.
Assume that Γ is partitioned into M open pieces Γ j which are smooth images of the triangle
We assume {Γ j } to be regular; i.e., for i = j the set Γ i ∩ Γ j is either empty, a vertex, or an entire side.
We observe that under our assumptions there exists a C ∞ atlas of Γ with charts χ j which, when restricted to Γ j , coincide with χ j .
We also consider the Sobolev spaces H s (Γ j ) of functions with pullback in
is a norm in j=1 H s (Γ j ). An inner product ( · , · ) which is equivalent to · , · (i.e., giving rise to equivalent norms) in L 2 (Γ) can then be defined by
} by successively halving the sides l times. Then we define the spaces 
Then for l ∈ N 0 an orthonormal basis of V l is given by the functions
where
Obviously, the spaces V l form a hierarchy, i.e.,
We define a sequence of spaces W l as orthogonal complement with respect to (
and we obtain the multilevel splitting
We denote by P l the orthogonal projection
. To obtain an orthonormal basis for W l we proceed similarly as above for V l . First we consider the spaceW 1 of piecewise linear discontinuous functions on the four is given by the functionsψ 1 , . . . ,ψ 9 .
The functionψ 1 has the nodal values shown in Figure 1 in each subtriangle; the functionsψ 2 , . . . ,ψ 6 can be obtained by composingψ 1 with affine mappings of U 0 onto itself. The functionψ 7 has the nodal values shown in Figure 1 in each subtriangle; the functionsψ 8 ,ψ 9 can be obtained by composingψ 7 with affine mappings of U 0 onto itself.
We define the functions ψ I : Γ → R for l ≥ 1 by
For l = 0 we use the basis functions
Then for l ∈ N 0 an orthonormal basis of W l is given by the functions
By (4.8) an orthonormal basis of V l for l ∈ N 0 is given by
The projectors P L admit the explicit representation
We have for w l in (4.9)
Then the L 2 -norm of the functions can be characterized by the multiwavelet expansion coefficients.
where ∼ denotes the equivalence of norms.
Moreover, the higher order Sobolev norms of smoother functions can be estimated by properly weighted sums of multiwavelet coefficients.
where ν = 0 for 0 ≤ s < 2 and ν = 1 for s = 2. Here C > 0 is a generic constant independent of L. Proof. We set w
Assume that u is smooth and that s < 2. In view of the equality
we must estimate
Now we know, by the definition of the modulus of continuity ω 2 (u, t) 2 (see, e.g., [10] for definition) and since u is smooth, that
With this in mind we continue the estimation as follows:
where ω 2 ( · , t) 2 denotes the modulus of continuity in U 0 and B s 2,2 is the Besov norm; see, e.g., [10, 18, 27] . The assertion then follows by density.
For s = 2 we apply the approximation property (I−P l )u L 2 (Γj ) ≤ C 2 −ls u H s (Γj ) to (4.19).
Multiscale Galerkin discretization.
In the present section we discretize (2.3) in the weak or variational form; i.e., given
We confine ourselves to N = 1, i.e., scalar functions. Nevertheless, all of the following results carry over to the vector-valued case, e.g., the equations for linear elasticity.
The Galerkin discretization of (5.
Due to the Gårding inequality (2.6) and the injectivity (2.7) of the operator A, a classical result of Hildebrandt and Wienholtz [21] ensures the unique solvability of (5.2) and the quasi optimality of u L , provided L is sufficiently large. PROPOSITION 5.1. Assume (2.6) and (2.7). Then, for every f ∈ L 2 (Γ) and sufficiently large L, the approximate problem (5.2) is stable in the sense that
In particular, there exist unique solutions u L of (5.2) which converge quasi-optimally, i.e.,
For a proof, see, e.g., [21] . We use the multiwavelet basis (4.13), (4.11) in the Galerkin equations (5.2). To this end, we write u L in the form 
Then we can write (5.6) as
L is not symmetric in general. The condition numbers of the sequence {A L } of matrices is bounded. PROPOSITION 5.2. There exists κ
6. Decay and truncation of the Galerkin matrix. The wavelet basis {ψ I } defined in (4.13), (4.11) has vanishing moments in local coordinates. More precisely, for all J ∈ J l , l ≥ 1,
We now show that (6.1) implies the smallness of certain entries of the matrix A L . We make the following assumption.
Assumption 6.1. The operator A admits a global kernel K A (x, y) on Γ × Γ such that
y are Cartesian derivatives in R 3 acting on a smooth extension of K to a tubular neighborhood of Γ).
Remark 6.1. This assumption is satisfied for the boundary integral operators A of the second kind arising from standard boundary value problems (e.g., Laplacian, elasticity, Stokes flow) (see [9, 33] ) and, more generally, for a wide class of Calderon-Zygmund operators [26] . In general, however, A ∈ Ψ m 1,0 (Γ) admits only local representations which satisfy an estimate corresponding to (6.3). This is sufficient for the following analysis.
By S J we denote the set 
With (4.11) we find
where g,g are smooth functions.
Expanding the kernel K
in a Taylor series of order 2 with respect to the variables u, u ′ about the barycenter of U 0 , using (6.3) and the vanishing moment property (6.1), we obtain with the chain rule
where C depends on Γ but is independent of l and l ′ . We will now show that most of the N L × N L entries of the stiffness matrix
L can be replaced with zero without affecting the convergence rates of the resulting "compressed Galerkin scheme." To this end we introduce the following truncation strategy:Ã
where {δ l,l ′ } is a matrix of truncation parameters at our disposal. To estimate the consistency error thus introduced we define the block matrices
with J l , J l ′ as in (4.14). Analogously, we defineÃ l,l ′ , l, l ′ = 0, . . . , L. These are submatrices of the respective stiffness matrices.
In the following lemma we estimate the effect of the truncation (6.6) on each block. LEMMA 6.2.
Proof. We have with Lemma 6.1
We estimate the terms from the S J ′ closest to S J directly and majorize the remaining terms by an integral:
The estimate for A l,l ′ −Ã l,l ′ 1 follows in the same way, but with J and J ′ interchanged.
We estimate next the number of nonzero elements inÃ l,l ′ , denoted by N (Ã l,l ′ ). LEMMA 6.3.
Proof. We note that for each ψ J , J ∈ J l , there are at most 1 + (2
7. Consistency estimates for the compressed Galerkin scheme. The stiffness matrices A L ,Ã L with respect to the multi-wavelet basis
We have the following consistency estimate for the difference between these operators. THEOREM 7.1. Let s,s ∈ [0, 2) and assume that
Assume that the truncation parameters {δ l,l ′ } in (6.6) satisfy with a ≥ 1
Proof. Defining w l = (P l − P l−1 )u, and similarly,w l , we have
where the matrix E L is now given by
We estimate E L 2 using the Schur lemma (see, for example, [25, p. 269] ) with γ J = 2 −l . Recall thatÃ l,l ′ and A l,l ′ denote the blocks ofÃ L and A L corresponding to the levels l and l ′ . Then we estimate with Lemma 6.2 and (7.2)
′ by (7.2). Furthermore, (7.2) gives
The estimate for the column sum follows completely analogously.
Examining the previous proof, we obtain in the case of one or two equalities in (7.1) the following generalization of Theorem 7.1. Assume that the truncation parameters {δ l,l ′ } in (6.6) satisfy (7.2). Then, for u ∈
where ν = ν 1 + ν 2 , 8. Complexity, stability, and convergence of the compressed Galerkin scheme. In the present section we propose a particular compression scheme yielding truncated stiffness matrices with at most O (N (log N ) 2 ) nonvanishing entries. Then we utilize the consistency analysis in the previous sections to prove that (a) the compressed scheme is stable uniformly with respect to the meshwidth h, (b) the solutions obtained from the compression scheme converge with the optimal asymptotic order in the "energy" norm on the boundary, and (c) the approximate solution at an interior point x ∈ Ω obtained from insertingũ L into the representation formula (3.4) or (3.6) converges with optimal asymptotic order.
We first estimate the complexity of the compressed scheme, then estimate the convergence rate in L 2 (Γ), and finally, analyze, using an Aubin-Nitsche-type duality argument, the convergence rate of the solution at an interior point.
8.1. Selection of the truncation parameters and complexity. We give explicit choices for the parameters α andα in the truncation scheme (6.6) and (7.2) in dependence on the parameters s ands characterizing the regularity of the solution u. We also estimate the number of nonzero entries in the compressed stiffness matrix A L in dependence on these parameters. From Lemma 6.3 we obtain upon summation over all blocksÃ ℓ,ℓ ′ the following proposition. PROPOSITION 8.1. Assume equality in (7.2) and denote by N (Ã L ) the number of nonzero entries inÃ
We next address the stability of the compressed scheme.
There exists a level L 0 such that, for sufficiently large parameter a in (6.6) in blockÃ L,L , the compressed Galerkin scheme is stable; i.e.,
, with a constant c > 0 independent of L. Proof. Theorem 7.1 with s =s = 0 implies that the perturbation
can be made sufficiently small by choosing the parameter a in (7.2) large enough. Hence the assertion follows from (5.3). Remark 8.1. The estimate (8.2) implies in particular that the compressed stiffness matrices have uniformly bounded condition number independent of the number of levels L (resp., the meshwidth h). Hence standard iterative methods, such as the biconjugate gradient method, yields an approximate solution of the linear system of equations with an accuracy of O(h β ) in the discrete L 2 -norm (and hence, due to the norm equivalence, also in the L 2 (Γ)-norm) for any fixed β > 0 in O(log N L ) steps. Since the compressed Galerkin matrix has, according to Proposition
2 ) nonvanishing elements, the overall work for the approximate
8.3. Convergence. We turn now to the convergence rate of the compressed Galerkin scheme in the L 2 (Γ)-norm. In the subsequent considerations we always assume the compressed scheme to be stable, i.e., that (8.2) holds.
Then, for the exact solution of Au = f , the following error estimate holds:
Proof. Applying the stability (8.2), we estimate
We are now in position to estimate the energy norm convergence of the compressed Galerkin scheme. THEOREM 8.1. Assume that Au = f where
and denote byũ L the solution of the compressed Galerkin scheme (8.4). Then, for sufficiently large a in (7.2) and L 0 in Proposition 8.2, we have for L ≥ L 0 the error estimate
where ν = 0 if 0 ≤ s < 2 and ν = 3/2 if s = 2.
Proof. Using Lemma 8.1 we estimate the third term on the right-hand side in (8.5) as follows:
For the fourth term on the right-hand side in (8.5) we use Theorems 7.1 and 7.2. This completes the proof. With s = 2 the previous theorem gives in particular the asserted convergence rate Ch 2 | log h| 3/2 u 2 . Frequently, however, one is not interested in u −ũ L 0 , but rather in certain functionals of the solution, i.e., in the accuracy of ũ L , g for some g ∈ C ∞ (Γ). This occurs, for example, if the expressions (3.4) and (3.6) are used with u L to obtain an approximate solutionŨ L (x) at an interior point x ∈ Ω. Here we obtain the following theorem. THEOREM 8.2. Let g ∈ H 2 (Γ) and define
Assume, as before, that u ∈ H 2 (Γ). Then, for sufficiently large a and α =α = 1 in (7.2) and for sufficiently large L 0 in Proposition 8.2, the following error estimate holds:
Proof. We use a Nitsche-type duality argument. To this end we define ϕ as the solution of
Note that this implies, due to the smoothness of the boundary Γ,
We observe that for any ϕ L ∈ V L it holds that
and selecting ϕ L = P L ϕ, we may use Theorem 8.1 and the approximation property to get the required bound for the term. It remains to estimateẼ in (8.10). We writẽ E = E 1 + E 2 with
The term E 1 can be estimated with Theorem 7.2, resulting in
To estimate E 2 , we use that P Lũ L =ũ L and write
Using Lemma 7.2 with s = 0 ands = 2 we obtain
using thatũ L − P L u ∈ V L and estimating ũ L − u 0 and u − P L u 0 with Theorem 8.1 and Proposition 4.2, respectively.
Applying this result to the expressions (3.4), (3.6) we obtain in particular the convergence rate |U (x) −Ũ (x)| = O(h 4 | log h 3 |).
