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ABSTRACT The kinetic parameters of single bonds between neural cell adhesion molecules were determined from atomic
force microscope measurements of the forced dissociation of the homophilic protein-protein bonds. The analytical approach
described provides a systematic procedure for obtaining rupture kinetics for single protein bonds from bond breakage frequency
distributions obtained from single-molecule pulling experiments. For these studies, we used the neural cell adhesion molecule
(NCAM), which was recently shown to form two independent protein bonds. The analysis of the bond rupture data at different
loading rates, using the single-bond full microscopic model, indicates that the breakage frequency distribution is most sensitive
to the distance to the transition state and least sensitive to the molecular spring constant. The analysis of bond failure data,
however, motivates the use of a double-bond microscopic model that requires an additional kinetic parameter. This double-bond
microscopic model assumes two independent NCAM-NCAM bonds, and more accurately describes the breakage frequency
distribution, particularly at high loading rates. This ﬁnding agrees with recent surface-force measurements, which showed that
NCAM forms two spatially distinct bonds between opposed proteins.
INTRODUCTION
The extraction of kinetic information from single-molecule
pulling experiments has been investigated by several research-
ers (1–5). Most of the models derive from Bell’s early model
(6). Typically, the bond-rupture data are analyzed by
constructing histograms of the rupture forces and then
determining the most probable rupture force either by eye or
from nonlinear least-squares ﬁts to a probability distribution.
Previous studies (3,4,7) indicate that the most probable rupture
force f* and the average rupture force f , respectively, depend
logarithmically on the loading rate rf. A common method of
obtaining kinetic parameters for individual bonds is to ﬁt plots
of f* or f versus ln rf to either of the two model equations (3,4).
This approach may yield inaccurate or misleading
parameter estimates, since the shape of the initial force dis-
tribution is not considered when determining f* or f : This
motivates the use of the full distribution of events as a
function of the applied force. It has also been considered how
multiple transition states along the unbinding trajectory alter
the plots of f* versus ln rf (3). However, cases in which the
molecules can form multiple, independent bonds will also
greatly affect the parameter estimates, especially if the
estimation method is not tailored to handle this phenomenon.
This scenario is distinct from instances in which adhesion
results from multiple simultaneous bonds in parallel between
the tip and substrate (Fig. 1 a) (8,9). In the latter case, the
force is shared simultaneously between the bonds. The model
proposed in this study addresses the speciﬁc case where a
receptor and ligand form more than one distinct intermolec-
ular bond. In this instance, the bonds do not exist simul-
taneously, but sampling will detect two different bound states.
We tested the ability of this double-bond model, together
with rigorous statistical analyses, to describe rupture events in
which the molecules can form multiple, independent bonds
using the neural cell adhesion molecule (NCAM). NCAM is
a particularly good test case for addressing these issues. It is
one of the more abundant adhesion proteins in the brain (10). It
mediates cell-cell adhesion and signaling by forming adhesive
contacts between identical proteins on adjacent cells (10). The
extracellular region of NCAM consists of two juxtamembrane
ﬁbronectin domains followed by ﬁve immunoglobulin (Ig)
type domains. Based on the crystal structures of fragments of
the NCAM ectodomain, different groups proposed different
molecular models for homophilic binding (11,12). The ma-
jority of these models predict that NCAM proteins on adjacent
cells adhere via a single interprotein bond (11,12). However,
recent force measurements showed that NCAM forms either
of two independent interprotein bonds that each involve
different protein domains and relative protein alignments (Fig.
1 a) (13).
Here we used single-bond rupture investigations to quan-
tify the parameters characteristic of NCAM bonds. The
kinetic parameters associated with the dissociation of either
of the two adhesive bonds, measured over a range of loading
rates, are determined by maximum likelihood estimation
applied to the breakage frequency distributions measured by
atomic force microscopy (AFM).
This report further describes sensitivity analysis and
multivariate statistical analysis, which were used to compute
conﬁdence intervals on the individual kinetic parameters for
the full microscopic (FM) theory (4). The FM theory was
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found to be the most consistent single-bond model for the
observed distributions. These analyses motivate the formu-
lation of a double-bond microscopic model that more
accurately describes the breakage frequency distributions
between NCAM ectodomains over the range of values of the
force ramp examined. This double-bond microscopic model,
which assumes two independent bonds, uses one additional
parameter, the distance from the energy minimum to the free
energy barrier, beyond the single-bond FM model. An F-test
conﬁrms that the double-bond microscopic model is statis-
tically justiﬁed for analyzing the NCAM breakage frequency
distributions, and provides a better description of the rupture
data than the single-bond FM theory, particularly at high
loading rates. A comparison of the results of these analyses
with histograms of the rupture data illustrates the disadvan-
tages of relying on histograms to analyze these single-bond
rupture data. This demonstration that the rupture data are
described by two independent bound states is consistent
with recently reported surface force measurements, which
indicated that NCAM forms two independent homophilic
bonds (13). This report provides a systematic procedure for
analyzing bond rupture data, and for determining, from
breakage frequency distributions, both the number and prop-
erties of bound states formed between two molecules.
THEORY
The cumulative distribution for the microscopic model (4)
for the rupture of single intermolecular bonds is
Pðf Þ¼ 1exp 
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where ko is the intrinsic rate constant, ks is the spring
constant, x is the distance from the free-energy minimum to
the barrier, kB is Boltzmann’s constant, T is temperature (K),
rf is the loading rate, km is the molecular spring constant, and
k is the effective force constant deﬁned by
k¼ ks1km: (2)
The analysis of the cumulative distribution results in more
accurate parameter estimates than using a histogram for the
distribution, since the latter has binning errors. In this inves-
tigation, the analysis of the experimental distribution data
indicated that it was acceptable to assume that the measure-
ment errors are normally distributed and independent of each
other (i.e., the measurement error covariance matrix Vi for
the ith experiment is deﬁned by Vi ¼ s2I, where s2 is the
variance). Under this assumption, parameter estimates com-
puted from the following approach are both maximum like-
lihood and minimum variance estimates (14).
Full microscopic (FM) model
The FM model has three unknown parameters, ko, x, and km,
that are stacked into a parameter vector, as
u¼ ko;x;km½ T: (3)
The maximum likelihood parameters are computed by solv-
ing the optimization problem (note that this optimization was
solved numerically using off-the-shelf sequential quadratic
programming software (15), with global optimality veriﬁed
by ﬁnely gridding each parameter),
min
u
F; (4)
where
F¼+
N
i¼1
+
Mi
j¼1
1
Mi
ðPexpðfi;jÞPsimðfi;jÞÞ2: (5)
Mi is the number of measurements collected in the i
th exper-
iment, fi,j corresponds to the j
th measurement in the ith exper-
iment, and N is the total number of experiments.
Conﬁdence intervals
The parameter estimates are stochastic because of noise
associated with measurements. An approximate conﬁdence
region for the parameters can be obtained by linearizing the
model near the vicinity of the estimate (14),
FIGURE 1 (a) Relative conﬁguration of the opposing NCAM proteins in
each of the two independent NCAM-NCAM bonds. The ﬁrst bound state
corresponds to the full overlap of opposing proteins, and the second bound
state involves the overlap of the two outer two segments. (b) Schematic
showing the orientation of the modiﬁed tip and substrate in the measurement.
Although any free amine group on the protein can react with the NHS of the
PEG spacer, the ﬂexible PEG tether allows the proteins to align as shown.
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y˜iðuÞ  y˜iðuÞ1FiðuÞðuuÞ; (6)
where y˜i ¼ y˜i;1; . . . ; y˜i;Mi
h iT
is the vector of model predic-
tions for the ith experiment, u* is the maximum likelihood
estimate for the parameter vector (i.e., the solution to the
optimization problem Eq. 4), and Fi is the Mi 3 Np matrix,
where Np is the number of parameters, given by
Fi ¼ @y˜i
@u

u

; (7)
which was calculated analytically. The parameter covariance
matrix Vu for the linearized problem is given by
V1u ¼+
N
i¼1
FTi V
1
i Fi; (8)
where Vi is deﬁned to have compatible dimensions. The
approximate 100(1 – a)% conﬁdence region is the hyper-
ellipsoid deﬁned by
ðuuÞTV1u ðuuÞ# x2NpðaÞ; (9)
where x2Np is the x-squared distribution with Np degrees of
freedom, which is available in statistics textbooks (14). For
this study, a ¼ 0.05 was used.
The eigenvectors of Vu
1 give the directions and the ei-
genvalues give the lengths of the axes of the hyperellipsoid.
Since it is not possible to visualize the hyperellipsoid for
higher than three dimensions, the conﬁdence intervals are
reported as
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where Vu, jj is the (j, j) element of Vu. (Note that the
individual conﬁdence intervals on each model parameter,
although easier to interpret, do not provide as much infor-
mation on the accuracy of the model parameters as the orig-
inal conﬁdence hyperellipsoid in Eq. 9.)
Parameter sensitivity analysis
Parameter sensitivity analysis quantiﬁes the effect of per-
turbations in the parameters on the output variables (in this
case, the cumulative distribution of the breakage frequen-
cies). The sensitivities were determined from
Si ¼
ﬃﬃﬃﬃﬃﬃﬃ
Vu;ii
p
ﬃﬃﬃﬃﬃﬃﬃ
Vu;jj
p
u^ju^i
; (11)
where j was selected so that the maximum sensitivity was
equal to 1.
The parameter sensitivities are reported in Table 1 for
some representative conditions. In the FM model, the molec-
ular spring constant km is the least sensitive parameter for
both low and high loading rates. The distance to the free-
energy barrier, x, is the most sensitive parameter for both low
and high loading rates. Theoretically, estimates of the most
sensitive parameters from AFM data should be the most
accurate, as quantiﬁed by smaller conﬁdence intervals (14).
This agrees with intuition, that parameters with a low effect
on the measured proﬁles should be difﬁcult to determine
accurately from the measurements. From Table 1, it is clear
that estimates of the molecular spring constant km from AFM
data will be signiﬁcantly less accurate than estimates of the
distance to the transition state x.
Double-bond microscopic model
In Results and Discussion, below, it is observed that the
breakage frequency distributions are not accurately de-
scribed by the single-bond microscopic model. Inﬂuenced
in part by recent surface-force measurements, a revision is
made to the microscopic model that includes the effect of
multiple (two) independent rupture events on the cumulative
distribution (the extension to more than two bond ruptures is
straightforward),
PDð f Þ ¼ Pdð f Þ
Pdð fmaxÞ; (12)
where the cumulative distribution Pd(f) evaluated at the
force, f, and the maximum force, fmax, is
Pdðf Þ ¼ 2exp 
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where ko intrinsic rate constant, xi is the i
th distance from the
free-energy minimum to the barrier, km is the molecular
spring constant, and k is the effective force constant deﬁned
by
k¼ ks1km: (14)
Because the distance from the free-energy minimum to the
barrier, x, was previously determined to be the most sensitive
parameter for the microscopic model, only this parameter was
duplicated to deﬁne this double-bond microscopic model (see
Results and Discussion, below). Duplicating the least-sensitive
parameter, the molecular force constant, km, would not result
in more accurate parameter determinations.
TABLE 1 Parameter sensitivity analysis for the FM model
Sensitivities Low loading rate rf High loading rate rf
Sko 0.842 0.651
Skm 0.344 0.554
Sx 1 1
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The parameters, uD, for the double-bond microscopic
model are
uD ¼ ko;km;x1;x2½ T; (15)
which are computed as the solution to the optimization
problem
min
uD ;x1.x2
+
Mi
j¼1
1
Mi
P
exp
D ðfi;jÞPsimD ð fi;jÞ
 	2
for i¼ 1; . . . ;N: (16)
MATERIALS AND METHODS
Preparation of substrate and AFM cantilevers for
NCAM measurements
The general sample conﬁguration used in these measurements is shown
in Fig. 1 b. Substrates were glass microscope slides (Fisher Scientiﬁc,
Hampton, NH) cut into 18-mm-square pieces. Commercial Si3N4 V-shaped
contact cantilevers with gold reﬂective coating were purchased from Digital
Instruments (Sunnyvale, CA). Both the AFM tips and substrates were ﬁrst
cleaned in chloroform (Fisher Scientiﬁc) for 10 min. They were then dried
with argon and soaked in a Piranha solution consisting of 70:30 v/v mixture
of concentrated H2SO4 (Mallinckrodt Baker, Phillipsburg, NJ) and 30%
H2O2 (Fisher Scientiﬁc) for 30 min. The tips and substrates were then
washed with cold Milli-Q puriﬁed water (Millipore, Bedford, MA). The
substrates were washed with boiling Milli-Q puriﬁed water, and then both
were dried with argon, and immediately placed into a thermal evaporator
(Cooke Vacuum Products, Norwalk, CT) for gold evaporation. Gold ﬁlms
were evaporated onto the glass substrates and tips. The evaporation involved
two steps, each performed at a base pressure of 106 Torr without substrate
heating. First a chromium adhesion layer with a thickness of ;30 A˚ was
thermally deposited at a rate of ;0.2 A˚/s. This was followed by the
deposition of a gold layer of 800 A˚ at a rate of ;1.2 A˚/s. The samples were
rinsed thoroughly with ethanol, dried with argon, and then placed directly
into an ethanolic thiol solution containing 1 mM 1,8-octanedithiol (Sigma-
Aldrich, St. Louis, MO) and 10 mM 6-mercapto hexan-1-ol (Sigma-Aldrich).
The incubation was carried out for ;18 h. Tips and substrates were then
removed from the thiol solution, rinsed with ethanol, dried with argon, and
placed into a phosphate-buffered solution containing 1 mg/mL of poly-
(ethylene glycol)-a-maleimide, v-N-hydroxysuccinimide ester (NHS-PEG-
MAL; Shearwater, Huntsville, AL). The aqueous buffer used as the solvent
for this and the following solutions contained 50 mM NaH2PO4 (Fisher
Scientiﬁc), 100 mM NaCl (Mallinckrodt Baker), and 1 mM EDTA (Fisher
Scientiﬁc) and was brought to pH 7.4 by adding 1MNaOH (Fisher Scientiﬁc).
After letting the coated materials set for 20 min, the tips and substrates were
rinsed with buffer and immediately transferred to the AFM ﬂuid cell. See Fig.
2 for schematic representations of the tip and substrate modiﬁcation.
The coated glass slide was placed on the AFM stage and sandwiched
under an O-ring and Teﬂon cell, to which ;1.5 mL of the NCAM solution,
containing 0.06 mg/ml NCAM, was added. All NCAM experiments were
performed using soluble NCAM extracellular domains (13) engineered
with a C-terminal oligohistidine tag. In this investigation, the protein was
covalently bound, and the histidine tag was only used for the protein
puriﬁcation. The protein, which has a molecular weight of ;120 kDa, was
expressed in soluble form by stably transfected Chinese hamster ovary cells
(13). The AFM tip was then mounted on the AFM head, thereby submerging
it under the NCAM solution, and both the tip and sample were then allowed
to incubate for 90 min. The cell was then ﬂushed 10 times with buffer,
keeping the tip and sample submerged, and rinsing off any nonspeciﬁcally
adsorbed protein before conducting force measurements.
AFM setup
All force probe measurements were obtained with a commercial AFM
apparatus (Pico AFM, Molecular Imaging, Tempe, AZ) interfaced with
a commercial controller and data acquisition electronics (Digital Instru-
ments, Buffalo, NY). Our version of the Digital Instruments software
operating on the Nano III E platform provides triangle waveforms to control
piezo movement during the acquisition of force-curve data. Another
instrument, the Biomembrane Force Probe, is capable of generating more
complicated force histories to identify possible substates contributing to
rupture peaks (9). However, with this and many other commercial AFM
instruments, such measurements require reprogramming the head-move-
ment sequences. This is not possible with our instrument. All experiments
were carried out at room temperature. Loading rates for the NCAM
experiments ranged from ;400–7500 pN/s, with ;2000 force extension
curves obtained per loading rate. The AFM cell was translated after every
500 measurements to minimize bias in the data due to aging at each substrate
FIGURE 2 (a) Schematic showing the step-
by-step modiﬁcation of the gold-coated tip and
substrate. The gold is ﬁrst coated with a mixed
monolayer of alkane thiols. The exposed thiols
are activated with the MAL-PEG-NHS linker,
which covalently binds proteins through their
free amines. See text for details. (b) Full sche-
matic showing the relative orientation of the
immobilized proteins on the tip and modiﬁed
substrate.
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contact. Tip wear cannot, however, be ruled out. The loading rate was
calculated by multiplying the tip velocity (frequency times distance traveled
per cycle) by the slope of the force-distance curve just before bond rupture,
ks. Because the latter reﬂects the polymer extension, this approach accounts
for the contribution of the polymer tether to the loading rate.
RESULTS AND DISCUSSION
Forced bond rupture
Histograms of the bond-rupture forces obtained at the dif-
ferent loading rates of 781, 1152, 1567, 4101, and 7423 pN/s
are shown in Fig. 3. In these cases, the frequency of observed
bond-rupture events was,15%. That is,,15 binding events
were detected for every 100 touches to the surface. This
criterion increases the likelihood that the rupture events are
due to single-bond events rather than to multiple-bond for-
mation between the tip and surface. A histogram of the data
obtained at 7423 pN/s suggests the existence of two peaks
(compare to Fig. 7 e), which both broaden and shift to higher
forces with increasing loading rate. This behavior is con-
sistent with the existence of two separate bonds, although the
distinction is less obvious if larger, statistically rigorous bin
sizes are selected (Fig. 3 e). Furthermore, the apparent res-
olution of the peaks decreases at the lower loading rates as
the two peaks appear to merge.
Analysis
Maximum likelihood parameter estimates and conﬁdence
intervals for the single-bond and double-bond microscopic
models were determined for NCAM experiments at ﬁve
FIGURE 3 Histograms of forced bond rup-
tures at the indicated loading rates.
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different loading rates (see Table 2). Table 3 reports the
kinetic parameters, conﬁdence intervals, and total residuals
for the FM model for a single bound state. The total residual
is deﬁned as
R¼ argmin
u
F: (17)
Large conﬁdence intervals were observed for all loading
rates, which is consistent with the inability of the single-bond
microscopic model to describe the shape of the experimental
bond-rupture distributions for both high and low values of
the applied force (see Fig. 4, a–c). The calculated conﬁdence
interval for the molecular spring constant km is the largest,
which is consistent with the low sensitivity of the breakage
frequency distribution to that parameter.
The kinetic parameters, conﬁdence intervals, and total
residuals for the double-bond microscopic model are
reported in Table 4. These results reveal three main features.
First, for loading rates of 781 and 7423 pN/s, the distances to
the free-energy barrier, x1 and x2, differ by a factor of 2–3.
Although the distance to the transition state is assumed to be
independent of the loading rate, these analyses show that this
value decreases systematically with increasing loading rate.
Similar parameter variations with the loading rate were ob-
served in AFM measurements of the force to extract lipids
from membranes (16). The location of the transition state
reported in molecular dynamics simulations of lipid ex-
traction similarly shifted to shorter distances with increasing
pulling speeds (17). Recent theoretical analyses also showed
that this parameter decreases with loading rate for smoothly
varying potentials (D.E. Leckband, unpublished observa-
tions).
Second, at the high and low loading rates the conﬁdence
intervals and total residual are much smaller for the double-
bond microscopic model than for the single-bond micro-
scopic model. The relative magnitudes of the conﬁdence
intervals are smaller for the distances to the free-energy
barrier, xi, than for the molecular spring constant, km, which
is consistent with the sensitivity analysis. The total residual is
a factor of 3 and 6 smaller for the double-bond model than
for the single-bond model for the loading rates of rf ¼ 781
pN/s and rf ¼ 7423 pN/s, respectively. These analyses
therefore indicate that the bond-rupture behavior is better
described by two independent bonds with different values for
xi but with similar bond energies, Eb, which are related to the
rate constants. Again, the ﬁndings are supported by direct
force measurements, which identiﬁed two spatially distinct
bonds with similar adhesion energies (13).
For the loading rate of rf ¼ 781 pN/s, the double-bond
microscopic model provides a much more accurate ﬁt to
the experimental breakage frequency distribution for small
values of the applied force (see Fig. 4 d), resulting in smaller
conﬁdence intervals and total residual than the single-bond
model (compare Tables 3 and 4). For this low loading rate,
neither model is able to describe the long tail for high values
of the applied force, suggesting that additional physical
phenomena such as infrequent, multiple, simultaneous rup-
ture events are more prevalent at this loading rate.
For the higher loading rate of rf ¼ 7423 pN/s, the double-
bond microscopic model provides a much more accurate ﬁt
to the experimental breakage frequency distribution for
nearly all values of the applied force (see Fig. 4 f). For this
loading rate, the conﬁdence intervals of the double-bond
microscopic model are a factor of ;2–3 smaller than for the
single-bond model. This double-bond microscopic model is,
therefore, better able to capture the physical phenomena
associated with the pulling of the adherent NCAMmolecules
in these AFM experiments.
Third, for the loading rates of rf ¼ 1152 and rf ¼ 1567
pN/s, the double-bond microscopic model is not statistically
justiﬁed on the basis of these data (compare Tables 3 and 4).
Therefore, Fig. 4, b and e (for rf¼ 1567 pN/s), represents the
model parameters for the single- and double-bond micro-
scopic model (i.e., x1 ¼ x2). The total residual does not
change with the addition of a second distance parameter,
although ﬁtting distributions to histograms with particular
bin sizes might lead to the opposite conclusion (see Fig. 7 b).
The large size of the conﬁdence intervals on x1 for those
loading rates (see Tables 3 and 4) and the smaller number of
events in these experimental data sets (see Table 2) indicate
that the lack of statistical signiﬁcance of the double-bond
model for these loading rates is likely due to inadequate
sampling for those AFM data sets. This conclusion is sup-
ported by independent direct force measurements that
identiﬁed two independent bonds (13). This physical
TABLE 2 Conditions for NCAM experiments
Loading rate rf (pN/s) Number of rupture events
781 198
1152 56
1567 53
4101 100
7423 123
TABLE 3 Parameter estimates and conﬁdence intervals, reported at 95%, using the FM model for each set of NCAM experiments
u 781 pN/s 1152 pN/s 1567 pN/s 4101 pN/s 7423 pN/s
ko (s
1) 1.87 6 0.87 9.13 6 2.55 1.76 6 1.24 8.64 6 10.79 18.08 6 5.24
km (pN/nm) 172 6 651 3490 6 6520 105 6 364 636 6 5380 1480 6 1470
x (nm) 0.346 6 0.253 0.0314 6 0.0321 0.444 6 0.373 0.164 6 0.282 0.0699 6 0.0301
Total residual 0.9157 0.1393 0.0347 0.3790 0.4194
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situation would hold for all loading rates. Thus, the inability
of the model to ﬁt the data sets at intermediate loading
reﬂects the limitations of the data. Therefore, further double-
bond microscopic model analysis was not continued on this
data set.
Lastly, for the loading rates of rf¼ 4101 pN/s, the double-
bond microscopic model improves the total residual,
although not as much as for rf ¼ 7423 pN/s. The conﬁdence
interval for x2 does not quite statistically justify a double-
bond model at the 95% conﬁdence level, but the double-
bond model is statistically justiﬁed for a slightly lower
conﬁdence level.
The double-bond microscopic model only introduces
one additional parameter over the single-bond microscopic
model. The sensitivity analysis and previous statistical ana-
lyses indicated that considering two separate free-energy
barrier distances xi, instead of one, was the most promising
extension to the single-bond model. Although additional
FIGURE 4 Comparison of NCAM experimen-
tal and single-bond FM cumulative distributions
for (a) 781 pN/s, (b) 1567 pN/s, and (c) 7423
pN/s. Comparison of NCAM experimental and
double-bond FM cumulative distributions for (d)
781 pN/s, (e) 1567 pN/s, and (f) 7423 pN/s.
TABLE 4 Parameter estimates and conﬁdence intervals, reported at 95%, using the double-bond FM model Eq. 13 for individual
NCAM experiments
u 781 pN/s 1152 pN/s* 1567 pN/s* 4101 pN/s 7423 pN/s
ko (s
1) 0.796 6 0.188 9.13 6 2.55 1.76 6 1.24 10.53 6 8.09 5.40 6 1.46
km pN/nm) 182 6 320 3490 6 6520 105 6 364 1910 6 6890 1380 6 548
x1 (nm) 0.730 6 0.142 0.0314 6 0.0321 0.444 6 0.373 0.205 6 0.120 0.188 6 0.0225
x2 (nm) 0.337 6 0.108 — — 0.0660 6 0.0817 0.0813 6 0.0160
Total residual 0.2906 0.1393 0.0347 0.2079 0.0687
*By applying the same statistical methods, the double-bond model is not appropriate for the experimental data.
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kinetic parameters kio and kim for each bond could have been
considered, attempting to estimate a second molecular spring
constant would lead to extremely large conﬁdence intervals
since sensitivity analysis indicates that this parameter is
much less sensitive than the other parameters. If the kinetic
parameter vector,
u¼ k1o;k2o;km;x1;x2½ T; (18)
is considered, the cumulative distribution, Pd(f), of this
double-bond model is
Pdðf Þ ¼ 2 exp 
k1o exp
ksx21
2kBT
 
rf
x1
kBT
ðkm=kÞ3=2

exp
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(19)
A simple quantiﬁcation of the signiﬁcance of the ﬁfth pa-
rameter, k2o, is achieved by computing the total residual Eq.
16 for varying k2o (with the remaining parameters in Table 4
ﬁxed) for rf ¼ 7423 pN/s.
Kinetic parameters and conﬁdence intervals were esti-
mated for Eq. 19, which introduces the additional kinetic rate
constant k2o in addition to the second free-energy barrier
distance x2 (see Table 5). The nominal parameter estimates
for this model are very similar to those for the original
double-bond model that ﬁxes k1o ¼ k2o (see Table 4). The
conﬁdence intervals for this extended double-bond model,
however, are signiﬁcantly larger for the intrinsic rate con-
stants, k1o and k2o, and the molecular spring constant, km.
The original double-bond microscopic model Eq. 13 yields
a residual of 0.0687, whereas the additional intrinsic rate
constant, k2o, does not signiﬁcantly improve the total re-
sidual, where Eq. 19 yields a residual of 0.0685.
The F-test is used to determine whether a model that has
additional parameters is statistically justiﬁed. The statistic F
is deﬁned by (14)
F¼ DR=q
R=ðnpÞ; (20)
where R is the total residual of the proposed model, DR is the
difference in total residual of the proposed model and prior
model, n is the number of measurements, p is the number of
parameters of the prior model, and q is the number of
additional parameters required for the proposed model. The
proposed model is justiﬁed with 100(1  a)% conﬁdence if
F . Fa(q, n  p), where some values of the F-distribution,
Fa(q, n  p), are reported in Table 6, with the results of
applying the F-test to the single- and double-bond micro-
scopic models. The double-bond model Eq. 13, which
introduces one additional parameter, a distance to the free-
energy minimum barrier, is statistically justiﬁed with.99.5%
conﬁdence. On the other hand, the double-bond model Eq.
19, which introduces two additional parameters, does not
meet the 95% conﬁdence level for justifying the model with
more parameters. In other words, the null hypothesis was that
the single-bond model Eq. 1 is valid. Using the F-test, it is
concluded that the null hypothesis is invalid with a high level
of conﬁdence, so the double-bond model Eq. 13 is
statistically justiﬁed. Applying the F-test with the null hy-
pothesis that Eq. 13 is valid indicates that the second double-
bond model Eq. 19 does not reduce the total residual enough
to have a high level of conﬁdence that the null hypothesis is
invalid. Hence the original double-bond model Eq. 13 is the
only model that is statistically justiﬁed.
This statistical analysis does not imply that the intrinsic
rate constants and molecular spring constants are the same
for the two types of bonds; only that a distinction between
these kinetic parameters cannot be discerned from the
breakage frequency distributions. Note that this statistical
analysis is consistent with the sensitivity analysis, which
indicated a much stronger effect of the distance to the free-
energy minimum barrier on the breakage frequency
distributions, compared to the other two kinetic parameters.
A similar analysis for a three-bond model in which each
bond has a different free-energy barrier distance indicated
that such a three-bond model was not statistically justiﬁed.
Comparison of analytical methodologies
A comparison of the differential distribution determined
analytically from the cumulative distribution Eq. 12 with
a histogram constructed from experimental data (see Fig. 5)
TABLE 5 Parameter estimates and conﬁdence intervals,
reported at 95%, using the double-bond FM model Eq. 19
for individual NCAM experiments
u 7423 pN/s
k1o (s
1) 5.20 6 1.94
k2o (s
1) 5.70 6 4.06
km (pN/nm) 1440 6 1000
x1 (nm) 0.189 6 0.0239
x2 (nm) 0.0791 6 0.0300
Total residual 0.0685
TABLE 6 F-test results for the single- and double-bond FM
models at the 95% conﬁdence level
Model n p q R DR F F0.05(q, n – p) a
Eq. 1 123 3 — 0.4194 — — — —
Eq. 13 123 4 1 0.0687 0.3507 607.5 3.921 0.005
Eq. 19 123 5 1 0.0685 0.0002 0.345 3.923 0.559
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illustrates the weakness of the common practice of ﬁtting the
differential distribution to histograms. The differential dis-
tribution is deﬁned by
pdðf Þ ¼ dPDðf Þ
df
; (21)
which is given by
For the loading rate of rf ¼ 7423 pN/s, the cumulative
distribution Eq. 12 ﬁts the long tail in the experimental data
(see Fig. 4 f). It is much easier to visualize the two peaks in
its differential distribution, corresponding to the two bonds
of different energies, than from the histogram of the data (see
Fig. 5). Fitting the kinetic parameters to the cumulative
distribution instead of ﬁtting to a histogram avoids the error
associated with the binning of data that occurs when con-
structing a histogram.
CONCLUSIONS
This article presents a systematic approach for analyzing the
distribution of bond-rupture data and determining the kinetic
parameters associated with bond dissociation. As a test case,
we focused on single-molecule pulling experiments of NCAM
for a range of loading rates of applied force. Sensitivity
analysis of a single-bond microscopic model indicates that the
breakage frequency distribution is most sensitive to the value
of the distance to the free-energy minimum barrier and least
sensitive to the molecular spring constant. These experimental
data, together with the knowledge of the NCAM system (13),
indicate that the single-bond microscopic model does not
sufﬁciently describe the measured breakage frequency dis-
tributions. Therefore, a double-bond microscopic model was
proposed, with only one additional parameter (i.e., an ad-
ditional distance to the free-energy barrier). The double-bond
microscopic model was statistically justiﬁed (99.5% conﬁ-
dence) using an F-test. For high loading rate, the double-bond
microscopic model provides a much more accurate ﬁt to the
experimental breakage frequency distribution for small and
large values of the applied force, resulting in smaller conﬁ-
dence intervals and total residual than the single-bond model.
TABLE 7 Parameter estimates and conﬁdence intervals,
reported at 95%, using the DFS model for each
set of NCAM experiments
u 781 pN/s 7423 pN/s
toff (s) 0.645 6 0.162 0.0440 6 0.0067
fb (pN) 14.73 6 1.46 107 6 20
Total residual 0.9949 0.5331
FIGURE 5 Comparison of the differential
distribution Eq. 22 and the experimental histo-
gram for NCAM data for a loading rate of (a)
rf ¼ 781 pN/s and (b) rf ¼ 7423 pN/s.
pdðf Þ ¼ 1
PDðfmaxÞ exp 
ko exp
ksx21
2 kBT
 
rf
x1
kBT
ðkm=kÞ3=2
exp
fx1
kBT
 f
2
2 kkBT
 
 1
 2664
3
7753
ko exp
ksx21
2 kBT
 
rf
x1
kBT
ðkm=kÞ3=2
exp
fx1
kBT
 f
2
2 kkBT
 0BB@
1
CCA
8><
>:
3
x1
kBT
 f
kkBT
 
1 exp 
ko exp
ksx22
2 kBT
 
rf
x2
kBT
ðkm=kÞ3=2
exp
fx2
kBT
 f
2
2 kkBT
 
 1
 2664
3
775
3
ko exp
ksx22
2 kBT
 
rf
x2
kBT
ðkm=kÞ3=2
exp
fx2
kBT
 f
2
2 kkBT
 0BB@
1
CCA x2kBT 
f
kkBT
 
9>=
>>;
: ð22Þ
3442 Hukkanen et al.
Biophysical Journal 89(5) 3434–3445
These data and the analytical methods used in this study
illustrate important aspects of single-bond rupture data and
the methods commonly used for their analyses. First, although
the use of different bin sizes may appear to reveal features
such as multiple peaks, the cumulative distribution approach
described here allows comparison of different models free of
errors attributed to incorrect bin sizing. In this case, for example,
prior surface force measurements and equilibrium binding stud-
ies both showed that NCAM forms two independent protein-
protein bonds (13). Nevertheless, even though some histograms
appeared to support this, rigorous analyses based only on his-
togram data did not support the conclusion. In this case, prior
knowledge of the system indicated that the high standard devi-
ations are attributed to limitations in the data sets rather than
differences in the molecular mechanism of adhesion.
The tailing evident at high forces is a common feature in
many single-bond rupture measurements. Fig. 7, a–e, ex-
hibits some events at the largest rupture forces (the so-called
‘‘tails’’). The precise shape and number of events in the tails
will ﬂuctuate from one set of experiments to the next, due to
the ﬁnite sample size and variations in sample preparation.
These effects are the largest for Fig. 7, b and c, because those
experiments have the fewest samples (see Table 2).
However, the shape of the tails also depends on the width
of the bins used in the histograms and on the physical pa-
rameters of the system. In most instances, for example, tails
are attributed to infrequent multipoint attachments in which n
simultaneous bonds between the tip and surface share the
force (8,9). In the latter case, two additional parameters xi and
koi are needed to describe each n
th-point attachment for
n . 1. In these NCAM data, the higher forces could also
be due to the existence of a second, stronger bond. We in-
troduced the double-bond model, to account for this pos-
sibility. In contrast to multipoint attachments, the double-
bond model introduced here requires only one additional
parameter to describe the data. This simple extension of the
FM theory, as opposed to models with additional parameters,
accurately captures the tail at three of the rf values used.
In conclusion, this study illustrates a rigorous approach to
the analysis of single-bond rupture data. The ﬁndings high-
light the potential pitfalls that can result from inappropriate
data binning, and present an alternative method that avoids
this. This methodology was, in turn, used to test whether
a proposed double-bond model best describes the NCAM
binding data. The results agree with prior force measure-
ments and equilibrium binding studies that show that NCAM
forms two different interprotein bonds (13).
APPENDIX A: ALTERNATIVE MODEL
An alternative for modeling single-molecule pulling experiments is the
dynamic force spectroscopy (DFS) model (1,2,3). The cumulative distri-
bution of the DFS model for the rupture of adhesion bonds is given by
Ppð f Þ ¼ 1 exp  fb
rf toff
exp
f
fb
 
1
 
 
; (23)
where f is the applied force, fb is the thermal force barrier deﬁned by
fb ¼ kBT
x
; (24)
where x is the distance from the free-energy minimum to the barrier, kB is
Boltzmann’s constant, and T is the temperature (K). The spontaneous
dissociation time toff is the inverse of the intrinsic rate constant
toff ¼ 1
ko
; (25)
and rf is the applied loading rate. Parameter sensitivity analysis and con-
ﬁdence regions are determined in the same manner as for the microscopic
model. A more thorough analysis of the DFS model is presented in a thesis
(18).
Maximum likelihood parameter estimates and conﬁdence intervals for
the single-bond DFS model were determined for NCAM experiments at two
different loading rates. The DFS model was not modiﬁed to account for two
independent bonds. The DFS model ﬁts to the speciﬁed loading rates are
reported in Fig. 6, a and b. There do not appear to be noticeable differences
in the DFS model ﬁts in comparison to the FM model ﬁts (see Fig. 4, a and
c). The DFS parameter estimates and total residuals are reported in Table 7.
FIGURE 6 Comparison of NCAM experimental and DFS cumulative
distributions for (a) rf ¼ 781 pN/s and (b) rf ¼ 7423 pN/s.
TABLE 8 Parameter estimates and conﬁdence intervals,
reported at 95%, using the DFS model for each set of
NCAM experiments using Eqs. 24 and 25
u 781 pN/s 7423 pN/s
ko (s
1) 1.55 6 0.39 22.7 6 3.4
x (nm) 0.279 6 0.028 0.0385 6 0.0072
Total residual 0.9949 0.5331
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Most notable is that the total residual of the DFS model is larger than the FM
model for both loading rates. For a loading rate, rf ¼ 781 pN/s, an 8.7%
increase in total residual is observed. For a loading rate, rf ¼ 7423 pN/s,
a 27.1% increase in total residual is observed. A direct way of comparing
the FM and DFS models is to compare similar parameters (i.e., by the
relationships of Eqs. A2 and A3). Table 8 reports the DFS model parameters
in terms of similar parameters associated with the FM model. Within the
conﬁdence intervals for both single-bond models, the parameter estimates
are very similar in value. However, the smaller conﬁdence intervals
associated with the DFS model do not indicate that the model is a better ﬁt
(i.e., the total residuals are larger). Based on the FM model ﬁts, it is not
expected that a better ﬁt with the double-bond DFS model is achieved than
with the double-bond FM model. A similar trend is observed in further
analysis of experiments (18).
APPENDIX B: ANALYSIS OF DATA WITH
COMMERCIAL SOFTWARE
A commercial software package (Igor Pro 5.0, WaveMetrics, Lake Oswego,
OR) was used to determine parameter estimates for the double-bond mi-
croscopic model. In this case, the parameter estimates are determined using
FIGURE 7 Comparison of the double-bond FMmodel to experimental data using Igor Pro 5.0 for (a) rf ¼ 781 pN/s, (b) rf ¼ 1152 pN/s, (c) rf ¼ 1567 pN/s,
(d) rf ¼ 4101 pN/s, and (e) rf ¼ 7423 pN/s.
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nonlinear least-squares and the Levenberg-Marquardt method (provided
within the software package). The parameter estimates and corresponding
conﬁdence intervals (95%) are reported in Table 9. A full six-parameter
double-bond model was used, in which case previous parameter sensitivity
analysis was not considered. A comparison of the results of this software
package and the rigorous approach (i.e., the focus of this article) is made (see
Table 4). For rf ¼ 781 pN/s, x1 values are almost identical, although a much
larger conﬁdence interval is reported from the software package. The second
distance to the free-energy minimum barrier x2 differs by ;40%, but the
conﬁdence interval is signiﬁcantly smaller. The intrinsic rate constants,
determined by commercial software, are a factor of 2–5 smaller than the
rigorous approach (i.e., use of cumulative distributions), and the conﬁdence
intervals are much larger. The least sensitive parameter, the molecular spring
constant, is similar to that reported in Table 4. There is a signiﬁcant dif-
ference in the parameter estimates for rf ¼ 7423 pN/s. The intrinsic rate
constant and molecular spring constant are an order-of-magnitude smaller
than the rigorous approach presented, whereas the distance to the free-
energy minimum barrier is a factor of 3–5 larger. For rf ¼ 1567 pN/s, Igor
predicts that the single-bond model is sufﬁcient to model the experimental
data, as seen in the presented approach. The distance to the free-energy
minimum barrier is almost identical (see Tables 4 and 9). The other two
parameters, ko and km, differ by ;50%. For rf ¼ 1152 and rf ¼ 4101 pN/s,
Igor estimates parameter values that are grossly different from values
reported in Table 4, with large conﬁdence intervals. For the case of rf¼ 1152
pN/s, Igor predicts that a double-bond model is plausible, although only
a single-bond model is statistically justiﬁed (see Table 4). The difference in
the commercial software and rigorous cumulative distribution approach is
better understood by comparing the model prediction (software package)
and experimental data (see Fig. 7, a–e). The ﬁt (obtained through commer-
cial software) only predicts rupture events for applied forces f # 150 pN,
whereas the data clearly indicate that rupture events occur at f $ 150 pN.
The model prediction from the software package for rf ¼ 7423 pN/s ignores
a signiﬁcant portion of the data (see Fig. 5 b and 7 e), which are very well
captured by the double-bond FM model with parameters ﬁt according to the
approach presented in this article (see Fig. 4 f). The rigorous approach
presented in this article accounts for the entire data set, for both parameter
estimation algorithms and comparisons to experiments.
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k2m (pN/nm) 112 6 22 444 6 7780 — 312 6 57 267 6 82
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