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Abstract
The treatment of supersymmetry is known to cause difficulties in the C∗–algebraic framework
of relativistic quantum field theory; several no–go theorems indicate that super–derivations
and super–KMS functionals must be quite singular objects in a C∗–algebraic setting. In
order to clarify the situation, a simple supersymmetric chiral field theory of a free Fermi
and Bose field defined on R is analyzed. It is shown that a meaningful C∗–version of this
model can be based on the tensor product of a CAR–algebra and a novel version of a CCR–
algebra, the “resolvent algebra”. The elements of this resolvent algebra serve as mollifiers
for the super–derivation. Within this model, unbounded (yet locally bounded) graded KMS–
functionals are constructed and proven to be supersymmetric. From these KMS–functionals,
Chern characters are obtained by generalizing formulae of Kastler and of Jaffe, Lesniewski
and Osterwalder. The characters are used to define cyclic cocycles in the sense of Connes’
noncommutative geometry which are “locally entire”.
1 Introduction
Graded (super) derivations occur in many parts of physics: supersymmetry, BRS-constraint
reduction and cyclic homology, to name a few. To adequately model these in a C*-algebra
setting involves notorious domain problems. Kishimoto and Nakamura [16] showed, for example,
that apparently natural domain assumptions on the supersymmetry graded derivations lead to
an empty theory. Similarly, supersymmetric KMS–functionals underlying the construction of
cyclic cocycles as in [15, 11] cannot exist in the case of infinitely extended systems [3]. These
obstructions may explain why a general C∗-algebraic framework for supersymmetry has not yet
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emerged. It thus seems worthwhile to explore representative examples in more detail in order to
identify the pertinent structures.
In the present article we aim to develop tools to define and analyze in a C*-algebra setting
a simple but, with regard to the mathematical problems under investigation, generic supersym-
metric quantum field theory. It is the model of a chiral Fermi– and Bose–field, defined on the
light ray R. As the construction of this model is easily accomplished in the Wightman setting
of (unbounded) quantum fields, we can concentrate here on the specific problems arising in the
passage to a C∗–framework.
Although the model has formally the structure of a tensor product of a CAR–algebra and a
CCR–algebra, the adequate formulation of its C∗–version requires some care. It turns out that
the standard Weyl algebra description of the CCR part is not suitable for the formulation of
supersymmetry. We therefore introduce a more viable variant of the CCR–algebra, the resolvent
algebra, which formally may be thought of as being generated by the resolvents of the underlying
Bose–field. These resolvents act as mollifiers for the super–derivation and allow one to define it on
a domain which is weakly dense in the underlying C∗–algebra in all representations of interest.
The resolvents also lead to a mollified version of the fundamental relation of supersymmetry,
relating the square of the super–derivation and the generator of time translations. These rather
weak variants of supersymmetry turn out to be sufficient for the further analysis.
Having clarified the C∗–algebraic formulation of supersymmetry, one has the necessary tools
for the analysis of the supersymmetric KMS–functionals in this model. Again, these functionals
are easily constructed in the Wightman setting. Yet, as follows from general arguments [3], they
cannot be extended continuously to the full underlying C∗–algebra. In fact, one does not have
any a priori information on their domains of definition.
In the present model, the restrictions of the supersymmetric KMS–functionals to any local
subalgebra of the underlying C∗–algebra turn out to be bounded. Thus these functionals are
densely defined, but their domain of definition does not contain any non–trivial analytic elements
with regard to the dynamics, as is required in the construction of cyclic cocycles given in [15, 11].
Nevertheless, by relying on techniques from the theory of analytic functions of several complex
variables, it is possible to define cyclic cocycles in the present model as well. The restrictions of
these cocycles to any fixed local subalgebra of the underlying C∗–algebra turn out to be entire
in the sense of Connes [5].
So the present field–theoretic model allows for a satisfactory C∗–algebraic formulation of
supersymmetry and the analysis of its consequences. There are three observations which are of
interest going beyond the present model: First, a C∗–algebraic formulation of supersymmetry
has to rely on the concept of mollifiers or, complementary, of unbounded operators affiliated with
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the underlying C∗–algebra [9]. Second, there is growing evidence that supersymmetric KMS–
functionals, although being unbounded, are locally bounded, in accordance with the heuristic
considerations in [3]. And third, although these functionals generically do not have analytic
elements in their domain of definition, they can still be used to define local versions of Connes’
entire cyclic cocycles by relying on techniques from complex analysis. Based on these insights,
a proper C∗–algebraic framework for the formulation of supersymmetry and the analysis of its
consequences in quantum field theory seems within reach. We hope to return to this problem
elsewhere.
The plan of our paper is as follows. We will state our results in the body of the paper, and
defer almost all the proofs to the appendix. In Sect. 2 we present in the Wightman framework the
basic supersymmetry model which we wish to analyze; in Sect. 3 we prepare for its analysis in a
C*–setting by considering algebraic mollifying relations for the quantum fields, which leads to the
study of the C*–algebras generated by the resolvents of the fields. In Sect. 4 we use these tools to
present the C*–algebraic framework of the model. In Sect. 5 we define (unbounded) graded KMS–
functionals on the model and prove basic properties for them, including their supersymmetry
invariance and their local boundedness. In Sect. 6 we use these KMS–functionals to define a
Chern character formula (generalizing the construction in [15, 11]), from which we obtain a
(locally) entire cyclic cocycle in the sense of Connes. This can then be taken as input to an index
theory for supersymmetric quantum field theories, of the type proposed by Longo [18].
2 The model
We begin by presenting here our model in the Wightman framework, which we would like to
model in a C*-algebra setting. It is the the simplest example for supersymmetry on noncompact
spacetime, in that we have one dimension, one boson and one fermion.
We assume chiral fields, so there is only one space-time dimension, R. The Fermi field is given
by the Clifford operators c(f) = c(f)∗, where f ∈ S(R, R) and
{c(f), c(g)} = (f, g) :=
∫
fg dx .
The boson field is j(f) = j(f)∗, where f ∈ S(R, R) and
[j(f), j(g)] = iσ(f, g) := i
∫
fg′ dx .
The Z2–grading automorphism γ comes from the Fermi field by
γ(c(f)) = −c(f) , γ(j(f)) = j(f)
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and defines even and odd parts of the polynomial field algebra by A± = (A ± γ(A))/2 . The
heuristic supercharge Q :=
∫
c(x)j(x) dx defines the supersymmetry generator δ as the graded
derivation:
δ(A) := [Q, A+] + {Q, A−}
which satisfies δ(AB) = δ(A)B + γ(A)δ(B) . Note that on the generating elements of the field
algebra we have:
δ(c(f)) = j(f) , δ(j(f)) = ic(f ′) . (1)
Time evolution is given by translation, i.e.
αt(c(f)) := c(ft) αt(j(f)) := j(ft)
where ft(x) := f(x− t), x ∈ R . The generator of time evolution is the derivation:
δ0(c(f)) = ic(f
′) , δ0(j(f)) = ij(f ′) . (2)
The supersymmetry relation is valid on the field algebra:
δ2 = δ0 . (3)
Our problem is to realize this structure in a C*-algebra setting. Some problems already arise
from the relation δ((c(f)) = j(f), in which δ takes a bounded operator to an unbounded one.
We will deal with this issue in the next section. A deeper source of problems will come from the
theorems of Kishimoto and Nakamura [16] which will make it hard to realize the supersymmetry
relation (3) on a dense domain.
3 On Mollifiers and Resolvent Algebras
Here we develop tools to handle the unboundedness of the range elements of δ . Recall that a
selfadjoint operator A on a Hilbert space H is affiliated with a C*-algebra A ⊂ B(H) if the
resolvent (iλ1−A)−1 ∈ A for some λ ∈ R\0 (hence for all λ ∈ R\0). This notion is used by
Georgescu [9] e.a. (and is weaker than the one used by Woronowicz [25]) and it implies the usual
one, i.e. that A commutes with all unitaries commuting with A (but not conversely). Observe
that
A(iλ1 −A)−1 = (iλ1−A)−1A = iλ(iλ1−A)−1 − 1 ∈ A .
Thus the resolvent (iλ1−A)−1 = M acts as a “mollifier” for A, i.e. MA and AM are bounded
and in A, and M is invertible such that M−1MA = A = AMM−1. This suggests that as
AM and MA in A carries the information of A in bounded form, we can “forget” the original
representation, and study the affiliated A abstractly through these elements.
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We want to apply this idea to a representation of the bosonic fields j(f) = j(f)∗, f ∈ S(R)
where
[j(f), j(g)] = iσ(f, g) := i
∫
fg′ dx
on some common dense invariant core D ⊂ H of the selfadjoint fields j(f) . It seems natural to
look for mollifiers in the Weyl algebra
∆(S, σ) = C∗ { exp(ij(f)) | f ∈ S(R) } ,
(abstractly ∆(S, σ) is the C*-algebra generated by a set of unitaries { δf | f ∈ S(R) } such that
δ∗f = δ−f and δfδg = e
−iσ(f,g)/2δf+g). Unfortunately this is not possible because:
3.1 Proposition The Weyl algebra ∆(S, σ) contains no nonzero element M such that j(f)M is
bounded for some f ∈ S(R)\0 . Thus ∆(S, σ) contains no mollifier for any nonzero j(f), and
j(f) is not affiliated with ∆(S, σ) .
Proof: Assume that M ∈ ∆(S, σ) is nonzero such that j(f)M is bounded for some nonzero
f ∈ S(R) . Let U(t) := exp(itj(f)), and denote the spectral resolution of j(f) by j(f) = ∫ λdP (λ),
then
‖(U(t)− 1)M‖ =
∥∥∥∥ ∫ (eitλ − 1)dP (λ)M∥∥∥∥
= |t|
∥∥∥∥ ∫ (eitλ − 1)tλ dP (λ)
∫
λ′ dP (λ′)M
∥∥∥∥
≤ C|t|‖j(f)M‖ −→ 0
as t → 0, where we used the bound | eix−1x | < C for some constant C. Let J ⊂ ∆(S, σ) consist
of all elements M such that ‖(U(t)− 1)M‖ → 0 as t → 0. This is clearly a norm-closed linear
space, and by the inequality ‖(U(t)− 1)MA‖ ≤ ‖(U(t)− 1)M‖ ‖A‖ it is also a right ideal. To
see that it is a two sided ideal note that
∥∥∥(U(t)− 1)eij(g)M∥∥∥ = ∥∥∥(U(t)eitσ(f,g) − 1)M∥∥∥
still converges to 0 as t → 0, and use the fact that ∆(S, σ) is the norm closure of the span of{
eij(g) | g ∈ S(R)
}
. But ∆(S, σ) is simple, hence J ∋M must be zero.
Our solution is to abandon the Weyl algebra as the appropriate C*-algebra to model the
bosonic fields j(f), and instead to choose the unital C*-algebra generated by the resolvents:
C∗ {1, R(λ, f) | λ ∈ R\0, f ∈ S(R)\0 }
where R(λ, f) := (iλ1 − j(f))−1 . Then by construction all j(f) are affiliated to this C*-algebra
and it contains mollifiers R(λ, f) for all of them.
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The above discussion took place in a concrete setting, i.e. represented on a Hilbert space,
and we would like to abstract this. Just as the Weyl algebra can be abstractly defined by the
Weyl relations, we now want to abstractly define the C*-algebra of resolvents (of the j(f)) by
generators and relations.
3.2 Definition Given a symplectic space (X, σ), we define R0 to be the universal unital *-algebra
generated by the set {R(λ, f) | λ ∈ R\0, f ∈ X\0 } and the relations
R(λ, f)∗ = R(−λ, f) (4)
R(λ, f) =
1
λ
R(1,
1
λ
f) (5)
R(λ, f)−R(µ, f) = i(µ − λ)R(λ, f)R(µ, f) (6)
[R(λ, f), R(µ, g)] = iσ(f, g)R(λ, f)R(µ, g)2R(λ, f) (7)
R(λ, f)R(µ, g) = R(λ+ µ, f + g)[R(λ, f) +R(µ, g) + iσ(f, g)R(λ, f)2R(µ, g)] (8)
where λ, µ ∈ R\0 and f, g ∈ X\0 , and for (8) we require λ+µ 6= 0 and f +g 6= 0 . That is, start
with the free unital *-algebra generated by {R(λ, f) | λ ∈ R\0, f ∈ X\0 } and factor out by the
ideal generated by the relations (4) to (8) to obtain the *-algebra R0 .
3.3 Remark (i) The *-algebra R0 is nontrivial, because it has nontrivial representations. For
instance, in a Fock representation of the CCRs over (X, σ) we have the CCR-fields ϕ(f)
from which we can define π(R(λ, f)) = (iλ1− ϕ(f))−1 to obtain a representation of R0.
(ii) Obviously (4) encodes the selfadjointness of j(f), (5) encodes j(λf) = λj(f), (6) encodes
that R(λ, f) is a resolvent, (7) encodes the canonical commutation relations and (8) encodes
additivity j(f + g) = j(f) + j(g) . Moreover, the identity was added explicitly, we do not
have that R(1, 0) = −i1 , in fact R(1, 0) is undefined.
To define our resolvent C*-algebra, we need to decide on which C*-seminorm to define on R0.
The obvious choice is the enveloping C*-norm, however for the purpose of our model, it is more
convenient to use a different norm, which we now define. We will say that a state ω on the Weyl
algebra ∆(X, σ) is strongly regular if the functions
R
n ∋ (λ1, . . . , λn)→ ω(δλ1f1 · · · δλnfn)
are smooth for all f1, . . . , fn ∈ X and all n ∈ N . Of special importance is that the GNS-
representation of a strongly regular state has a common dense invariant domain for all the
generators j(f) of the one parameter groups λ → πω(δλf ) (this domain is obtained by applying
the polynomial algebra of the Weyl operators {πω(δf ) | f ∈ X } to the cyclic GNS-vector). Some
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important classes of states, e.g. quasi-free states are strongly regular. Denote by πS the direct
sum of the GNS-representations of all strongly regular states, then as the resolvents of the fields
are in πS(∆(X, σ))
′′, we can extend πS to a representation of R0 by the Laplace transform:
πS(R(λ, f)) := −i
∫ ∞
0
e−λtπS(δ−tf ) dt , λ > 0 . (9)
We define our resolvent algebra R(X, σ) as the abstract C*-algebra generated by πS(R0), i.e.
we factor R0 by KerπS and complete w.r.t. the operator norm of πS .
We state some elementary properties of R(X, σ) .
3.4 Theorem Let (X, σ) be a given nondegenerate symplectic space, and define R(X, σ) as above.
Then for all λ, µ ∈ R\0 and f, g ∈ X\0 we have:
(i) [R(λ, f), R(µ, f)] = 0 . Substitute µ = −λ to see that R(λ, f) is normal.
(ii) ‖R(λ, f)‖ = |λ|−1 .
(iii) R(λ, f) is analytic in λ . Explicitly, the series expansion:
R(λ, f) =
∞∑
n=0
(λ0 − λ)nR(λ0, f)n+1in, λ, λ0 6= 0 (Von Neumann series)
converges in norm whenever |λ0 − λ| < |λ0| .
(iv) R(λ, tf) is norm continuous in t ∈ R\0 .
(v) R(λ, f)R(µ, g)2R(λ, f) = R(µ, g)R(λ, f)2R(µ, g) .
(vi) Let T ∈ Sp(X,σ) be a symplectic transformation. then α(R(λ, f)) := R(λ, Tf) defines a
unique automorphism α ∈ AutR(X, σ) .
Note that the von Neumann series for R(λ, f) converges for any z ∈ C with |z − λ0| < |λ0|, i.e.
on a disk which stays off the real line. Using different λ′0s we can thus define R(z, f) for any
complex z not on the real line and deduce the properties in the definition for these from the
series. Thus we obtain also resolvents R(z, f) for complex z in R(X, σ) .
Any operator family Rλ satisfying the resolvent equation (6) is called by Hille a pseudo-
resolvent (cf. p215 in [26]), and for such a family we know (cf. Theorem 1 p216 in [26]) that:
• All Rλ have a common range and a common null space.
• A pseudo resolvent Rλ is the resolvent for an operator B iff KerRλ = {0} , and in this case
DomB = RanRλ for all λ .
Thus we define:
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3.5 Definition A regular representation π ∈ RepR(X, σ) is a Hilbert space representation
such that
Kerπ(R(1, f)) = {0} ∀ f ∈ S(R,R)\0 .
We denote the collection of regular representations by Reg .
Obviously many regular representations are known, e.g. πS and the Fock representation. Given
a π ∈ RepR(X, σ) with Kerπ(R(1, f)) = {0}, we can define a field operator by
jπ(f) := i1− π(R(1, f))−1
with domain Dom jπ(f) = Ran π(R(1, f)) . Thus for π ∈ Reg, all the field operators jπ(f),
f ∈ S(R,R) are defined, and we have the resolvents π(R(λ, f)) = (iλ1− jπ(f))−1 .
3.6 Theorem Let R(X, σ) be as above, and let π ∈ RepR(X, σ) satisfy Kerπ(R(1, f)) = {0} =
Kerπ(R(1, h)) for given f, h ∈ X. Then
(i) jπ(f) is selfadjoint, and π(R(λ, f))Dom jπ(h) ⊆ Dom jπ(h) .
(ii) lim
λ→∞
iλπ(R(λ, f))ψ = ψ for all ψ ∈ Hπ,
(iii) lim
s→0
iπ(R(1, sf))ψ = ψ for all ψ ∈ Hπ.
(iv) The space D := π(R(1, f)R(1, h))Hπ is a joint dense domain for jπ(f) and jπ(h) and we
have: [jπ(f), jπ(h)] = iσ(f, h) on D,
(v) jπ(λf + h) = λjπ(f) + jπ(h) for all λ ∈ R on D,
(vi) jπ(f)π(R(λ, f)) = π(R(λ, f))jπ(f) = iλπ(R(λ, f))− 1 on Dom jπ(f),
(vii) [jπ(f), π(R(λ, h))] = iσ(h, f)π(R(λ, h)
2) on Dom jπ(f),
(viii) Denote W (f) := exp(ijπ(f)) , then
W (f)W (h) = eiσ(f,h)W (h)W (f)
W (f)π(R(λ, h))W (f)∗ = π(R(λ+ iσ(f, h), h)) .
Moreover W (f)D ⊆ D ⊇ W (h)D, hence D := π(R(1, f)R(1, h))Hπ is a common core for
jπ(f) and jπ(h) .
A distinguished regular representation of R(X, σ) is of course the defining strongly regular rep-
resentation πS . By definition R(X, σ) is faithfully represented in it, and moreover, there is a
common dense invariant domain D0 for all the field operators jπS(f), f ∈ X. This domain can be
enlarged to a dense invariant domain DT for both the resolvents and the fields simply by applying
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all polynomials in jπS (f) and πS(R(λ, f)) to D0, which makes sense, because from (i) above all
resolvents preserve the joint domain
⋂ {Dom jπS(f) | f ∈ X } . Thus we can form the *-algebra
of (unbounded) operators
E0 := ∗–alg { jπS(f), πS(R(λ, f)) | f ∈ X, λ ∈ R\0 }
on DT . Then E0 contains of course the *-algebra πS(R0) generated by resolvents alone, which
is dense in R(X, σ). We will need these *-algebras E0 ⊃ πS(R0) below, and will generally not
indicate the faithful representation πS w.r.t. which they are defined. Note that for any strongly
regular state ω, its cyclic GNS-vector is in the domain of all jπω(f) , hence ω extends to define a
functional on E0 . Thus we give a meaning to all expressions of the form
ω(j(f1) · · · j(fn)R(λ1, g1) · · ·R(λk, gk))
:= (Ωω, jπω(f1) · · · jπω(fn)πω(R(λ1, g1) · · ·)R(λk, gk))Ωω)
as above. A very important class of states on ∆(X, σ) are the quasifree states, which we will
need below. They are given by
ω(δf ) = exp (− 12〈f |f〉ω), f ∈ X,
where 〈 · | · 〉ω is a (possibly semi–definite) scalar product on the complex linear space X + iX
satisfying
〈f |g〉ω − 〈g|f〉ω = iσ(f, g), f, g ∈ X.
Any quasifree state is also regular in the strong sense. By a routine computation one can represent
the expectation values of products of Weyl operators in a quasifree state in the form
ω(δf1 · · · δfn) = exp
(
−
∑
k<l
〈fk|fl〉ω − 12
∑
l
〈fl|fl〉ω
)
.
Making use of the Laplace transform (9) for the GNS–represntation of the resolvents, we have
for λ1, . . . λn > 0
ω(R(λ1, f1) · · ·R(λn, fn))
= (−i)n
∫ ∞
0
dt1 . . .
∫ ∞
0
dtn e
−
∑
k
tkλkω(δt1f1 · · · δtnfn)
= (−i)n
∫ ∞
0
dt1 . . .
∫ ∞
0
dtn exp
(
−
∑
k
tkλk −
∑
k<l
tktl〈fk|fl〉ω − 12
∑
l
t2l 〈fl|fl〉ω
)
. (10)
Remark: One can replace anywhere in this equation fk by −fk, thus it does not impose any
restriction of generality to assume that λ1, . . . λn > 0. The relation (10) should be regarded as
the definition of quasifree states on the resolvent algebra.
In our calculations below, we will frequently need the following differentiablility of quasifree
states:
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3.7 Proposition Let ω be a quasifree state as above, and let xk ∈ R 7→ fk(xk) ∈ X, k = 1, . . . n
be paths in X for which the functions xk, xl 7−→ 〈fk(xk)|fl(xl)〉ω, k, l = 1, . . . n, are smooth.
Then
∂
∂xr
ω
(
R(λ1, f1(x1)) · · ·R(λn, f1(xn))
)
= −
r−1∑
k=1
∂
∂xr
(
〈fk(xk)|fr(xr)〉ω
) ∂2
∂λr∂λk
ω
(
R(λ1, f1(x1)) · · ·R(λn, f1(xn))
)
−12
∂
∂xr
(
〈fr(xr)|fr(xr)〉ω
) ∂2
∂λ2r
ω
(
R(λ1, f1(x1)) · · ·R(λn, f1(xn))
)
−
n∑
k=r+1
∂
∂xr
(
〈fr(xr)|fk(xk)〉ω
) ∂2
∂λr∂λk
ω
(
R(λ1, f1(x1)) · · ·R(λn, f1(xn))
)
and all the partial derivatives involved in this formula exist.
4 C*-algebra formulation of Supersymmetry.
Here we want to write our model of Section 2 in a C*-algebra framework. However, to motivate
our choices made below, let us recall a theorem of Kishimoto and Nakamura [16]:
4.1 Theorem Let A be a C*-algebra with Z2–grading γ, let α : R → AutA be a pointwise
continuous action with generator δ0 having a smooth domain C
∞(δ0) :=
∞⋂
n=1
Dom(δn0 ) . Let δ be
a closable graded derivation with Dom (δ) ⊃ C∞(δ0), δ ◦ αt = αt ◦ δ for all t, and δ2 = δ0 on
C∞(δ0). Then δ is bounded.
Thus it will be hard to obtain the supersymmetry relation on natural dense domains.
For the fermion field, let H = L2(R) and define CAR(H) in Araki’s self-dual form (cf. [1])
as follows. On K := H ⊕H define an antiunitary involution Γ by Γ(h1 ⊕ h2) := h2 ⊕ h1 . Then
CAR(H) is the unique simple C*–algebra with generators {Φ(k) | k ∈ K } such that k → Φ(k)
is antilinear, Φ(k)∗ = Φ(Γk) , and
{Φ(k1), Φ(k2)∗} = (k1, k2)1 , ki ∈ K .
The correspondence with the heuristic creators and annihilators of fermions is given by Φ(h1 ⊕
h2) = a(h1) + a
∗(h2) , where
a(h) =
∫
a(x)h(x) dx , a∗(h) =
∫
a∗(x)h(x) dx .
To obtain the Clifford operators c(f) = c(f)∗, f ∈ S(R, R) we take c(f) := Φ(f ⊕ f)/√2 ,
in which case we have c(f) = c(f)∗ and {c(f), c(g)} = (f, g) = ∫ fg dx . Let Cliff(S(R)) :=
C∗ { c(f) | f ∈ S(R) } and notice that c˜(f) := iΦ(f⊕−f)/√2 also satisfies the Clifford relations,
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hence generates another copy of Cliff(S(R)) in CAR(H) , and together these two Clifford algebras
generate all of CAR(H) . In fact, since the c(f) and c˜(g) anticommute, we have that CAR(H) ∼=
Cliff(S(R)⊕ S(R)) . Conversely, if we are given a real pre-Hilbert space X with complexified
completion Y and a projection P and antiunitary involution Γ such that ΓPΓ = 1 − P and
these preserve X, then we have an isomorphism Cliff(X) ∼= CAR(Y ) given by Φ(x) = (c(Px) −
ic(ΓPx) + c(PΓx) + ic((1 − P )x))/√2 .
For the bosonic part we take the resolvent algebra R(S(R), σ) where σ(f, g) := ∫ fg′ dx , and
so the full C*-algebra in which we want to define our model is
A := Cliff(S(R))⊗R(S(R), σ)
where the tensor norm is unique because the CAR-algebra is nuclear. The grading automorphism
γ is the identity on R(S(R), σ) , and γ(Φ(k)) = −Φ(k) for all k on the CAR-part.
Next, we want to define on some suitable domain in A the supersymmetry graded derivation
δ corresponding to the relations (1). First, considering δ(j(f)) = ic(f ′), since δ is a derivation
on the bosonic part, it is natural to define
δ(R(λ, f)) := ic(f ′)R(λ, f)2 ∈ A . (11)
However due to the unbounded rhs of δ(c(f)) = j(f) we cannot define δ directly on the c(f), so
we need to multiply by mollifiers. Define
ζ(f) := c(f)R(1, f) , (12)
then δ(ζ(f)) := iR(1, f) − 1+ ic(f)c(f ′)R(1, f)2 ∈ A (13)
where we made use of the graded derivation property, the relations (1) and j(f)R(λ, f) =
iλR(λ, f) − 1 . Next, we would like to extend δ as a graded derivation to the *-algebra gen-
erated by these basic objects:
DS := *–alg { 1, R(λ, f), ζ(f) | λ ∈ R\0, f ∈ S(R)\0 } ⊂ A .
Observe that DS is not norm-dense in A, however due to Theorem 3.6(ii) applied to R(λ, f)c(f) =
ζ(f/λ), it will be strong operator dense in A in any regular representation. Note that δ does not
preserve DS , it takes its image in the norm dense *-algebra
A0 := *–alg { 1, R(λ, f), c(f) | λ ∈ R\0, f ∈ S(R)\0 } ⊂ A .
To see that δ extends as a graded derivation to DS , we proceed as follows. Let π0 be any
representation of Cliff(S(R)) then π0⊗πS is a faithful representation of A and there is a common
dense invariant domain D := Hπ0⊗DT for all π0(c(f))⊗1, 1⊗ jπS (f) and 1⊗πS(R(λ, f)) where
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DT denotes the domain of E0 defined at the end of Section 3. (Henceforth we will not indicate
tensoring by 1 nor the representations π0, πS when the context makes clear what is meant). Let
E := ∗–algebra { c(f), j(f), R(λ, f) | f ∈ S(R), λ ∈ R\0 } ⊃ A0
so we have the *-algebras R0 ⊂ E0 ⊂ E on D . Define on the generating elements of E a map δ,
setting
δ(j(f)) = ic(f ′),
δ(R(λ, f)) = ic(f ′)R(λ, f)2,
δ(c(f)) = j(f).
We will see that this map extends to a graded derivation on E . For the proof it suffices to show
that δ is linear and satisfies the graded Leibniz rule on any finite polynomial involving operators
j(f), R(λ, f) and c(f), i.e. in each instance only a finite number of test functions f and real
parameters λ are involved. We will take advantage of this fact as follows.
Let Xs ⊂ S(R) be any finite–dimensional subspace and consider the subalgebra E(Xs) ⊂ E
generated by the elements j(f), R(λ, f) and c(f) with λ ∈ R\0, f ∈ Xs. We extend Xs to a
space Xs
′ ⊂ S(R) by adding to the elements of Xs also their first derivatives. Picking in Xs′
some (finite) orthonormal basis {hn} with regard to the scalar product (·, ·), we have for any
f ∈ Xs the “completeness relations”
∑
n (hn, f)hn = f,
∑
n (hn, f
′)hn = f ′.
Next, we define an operator Qs ∈ E , setting
Qs =
∑
n
c(hn)j(hn).
As Qs is of fermionic (odd) type, we can consistently define with the help of it a graded derivation
δs on E , setting for even and odd elements E± ∈ E , respectively,
δs(E+) = [Qs, E+] = QsE+ − E+Qs, δs(E−) = {Qs, E−} = QsE− +E−Qs.
Computing the action of δs on the even elements j(f), R(λ, f) and odd elements c(f), where λ ∈
R\0, f ∈ Xs, we obtain from the basic relations in E by some elementary algebraic manipulations.
δs(j(f)) = i
∑
n
c(hn) (hn, f
′) = ic(f ′) ,
δs(R(λ, f)) = i
∑
n
c(hn) (hn, f
′)R(λ, f)2 = ic(f ′)R(λ, f)2,
δs(c(f)) =
∑
n
(hn, f) j(hn) = j(f).
Thus we conclude that the action of δ on the generating elements of E(Xs) coincides with
the action of the graded derivation δs. As the choice of the subspace Xs was arbitrary, it follows
that δ extends to a graded derivation on the whole polynomial algebra E .
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The final step consists in showing that the action of δ on the generating elements R(λ, f),
ζ(f) of DS coincides with the action of the graded derivation δ. But this follows immediately
from the relations given above. Thus δ extends to a graded derivation with domain DS and
range in A0. Uniqueness is clear from the graded derivation property, so we have proven:
4.2 Theorem There is a unique graded derivation δ : DS → A satisfying relations (11) and (13).
Next we need to define the time evolution derivation δ0 in this C*-setting. From the equations
(2) this suggest that we define on E a *-derivation δ0 satisfying:
δ0(j(f)) = ij(f
′),
δ0(R(λ, f)) = iR(λ, f)j(f
′)R(λ, f),
δ0(c(f)) = i c(f
′)
and then proceed to the corresponding mollified relations in A. For the proof that δ0 extends to
a *-derivation on E , we proceed as in the discussion of the superderivation: We pick any finite
dimensional subspace Xs ⊂ S(R), consider the corresponding subalgebra E(Xs) ⊂ E and choose
in the extended space Xs
′ ⊂ S(R), containing the elements of Xs and their first derivatives, some
orthonormal basis {hn}. In addition to the completeness relations mentioned above we will also
make use of
∑
n (hn, f)h
′
n = f
′ for f ∈ Xs.
We consider now the symmetric operator in E
Hs =
1
2
∑
n
{ic(hn′)c(hn) + j(hn)j(hn)}.
Putting
δ0 s( · ) = [Hs, · ],
it induces a *–derivation on E . Its action on the generating elements of E(Xs) can easily be
computed:
δ0 s(j(f)) =
∑
n
j(hn) i(hn, f
′) = i j(f ′),
δ0 s(R(λ, f)) =
∑
n
i(hn, f
′)R(λ, f)j(hn)R(λ, f) = iR(λ, f)j(f ′)R(λ, f),
δ0 s(c(f)) =
1
2
∑
n
i{(hn, f) c(hn′) + (hn, f ′) c(hn)} = i c(f ′).
Thus we conclude as in the preceding discussion that the action of δ0 on the generating elements
of E(Xs) coincides with the action of the derivation δ0 s. As Xs was arbitrary, it follows that δ0
extends to a derivation on the whole polynomial algebra E .
The supersymmetry relation δ
2
= δ0 can now be verified on the generating elements of E and
thus holds on the whole algebra E .
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The question now is how one should define the time evolution δ0 and the square δ
2 on the
C*-algebra A from the unbounded versions in E . Since δ : DS → A0, its square δ2 does not make
sense on DS . Note however that for every A ∈ A0 there is a monomial M ∈ DS of resolvents
R(λ, f) such that
AM ∈ DS ∋MA.
(By Theorem 3.6(ii) we know that in regular representations we can let these mollifiers M go to
1 in the strong operator topology.)
4.3 Definition For each A ∈ DS let MA ∈ DS be a monomial of resolvents R(λ, f) such that
MAδ(A) ∈ DS . Define
MAδ
2(A) := δ(MAδ(A)) − δ(MA)δ(A) ∈ A0 .
Note that this definition coincides with MAδ
2
(A) in E , however the definition above involves
only bounded quantities, so it can be defined independently in the C*-setting on DS . Of course
we then have the mollified SUSY–relations MAδ
2(A) = MAδ0(A) for all A ∈ DS from the
unbounded SUSY relation in E . This is not however acceptable for a bounded SUSY–relation
until we have demonstrated the connection of MAδ0(A) with the time evolution. The time
evolution α : R→ AutA is just translation, as this is a chiral theory
αt(c(f)) := c(ft) , αt (R(λ, f)) = R(λ, ft) .
The desired connection
MAδ0(A) = −i d
dt
MA αt(A)
∣∣∣
0
(14)
exists only in specific regular representations on suitable domains, and for these one will then
have supersymmetry. In many applications, one only needs the supersymmetry weakly, i.e.
ω(BMAδ0(A)C) = −i d
dt
ω(BMA αt(A)C)
∣∣∣
0
= ω(BMAδ
2(A)C)
for A,B,C in a suitable domain and ω a distinguished functional. We will verify this relation
explicitly below for the functionals used in our constructions.
5 Graded KMS–functionals.
Graded KMS–functionals are used in supersymmetric theories to calculate cyclic cocycles [11, 15],
and here we want to develop this theory in the current context for our simple supersymmetric
model as a first application of it.
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5.1 Definition Let A be a unital C*-algebra with a grading automorphism γ ∈ AutA, γ2 = ι,
and a (pointwise continuous) action α : R → AutA such that αt ◦ γ = γ ◦ αt for all t . Then a
graded KMS–functional is a (possibly unbounded) functional ϕ on A such that
(i) Domϕ is a unital dense *–subalgebra of A such that
γ(Domϕ) ⊆ Domϕ ⊇ αt(Domϕ) ∀ t,
(ii) For all A, B ∈ Domϕ there is a continuous complex function FA,B : S → C on the strip
S := R+ i[0, 1] which is analytic on the interior of S and satisfying on the boundary:
FA,B(t) = ϕ (Aαt(B)) ∀ t
FA,B(t+ i) = ϕ (αt(B)γ(A)) ∀ t ∈ R .
(iii) For A, B ∈ Domϕ we have
|FA,B(t+ is)| < C(1 + |t|)N ∀ t ∈ R, s ∈ (0, 1)
and some C ∈ R+ and N ∈ N depending on A and B.
5.2 Example Below for our model, we will define on
A = Cliff(S(R))⊗R(S(R), σ)
a functional ϕ = ψ⊗ω, with Domϕ = A0 where ψ and ω are quasi-free with two-point functions
ω(j2(f)) =
∫
p
1− e−p
∣∣∣f̂(p)∣∣∣2 dp ,
ψ(c(f)c(g)) = lim
ε→0+
∫
p
1− e−p
p
p2 + ε2
f̂(p) gˆ(p) dp
and we will verify that ϕ = ψ ⊗ ω is a graded KMS–functional. Note that ω is a state on
R(S(R), σ), but ψ is unbounded and nonpositive. It does however satisfy supersymmetry, in
that ϕ ◦ δ = 0, and equation (14) holds weakly.
The motivation for using graded KMS–functionals come from several sources:
• Physicists used graded KMS–functionals to construct supersymmetric field theories in a
thermal background [8, 10].
• Jaffe e.a. [11] and Kastler [15] used graded KMS–functionals to construct cyclic cocycles in
Connes’ cyclic cohomology.
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The reasons why one has to use nonpositive unbounded KMS–functionals for field theories on
noncompact spacetime are as follows. First, there is the theorem of Buchholz and Ojima [4]
that supersymmetry breaks down in spatially homogeneous KMS–states, and second there is the
theorem of Buchholz and Longo [3] that if ϕ is a bounded graded KMS–functional of A with
time evolution α : R→ AutA, and if there are βn ∈ AutA such that
lim
n→∞ϕ (C[A, βn(B)]) = 0 ∀ A, B, C ∈ A
then α = ι . On noncompact spaces, the translations will produce the βn in a local field theory.
Thus in local field theories on noncompact spaces, we are inevitably led to unbounded graded
KMS–functionals for supersymmetry.
First, we would like to establish a few general properties of graded KMS–functionals.
5.3 Proposition Given a graded KMS-functional ϕ defined w.r.t. the data (A, γ, α), then
(i) ϕ is α–invariant.
(ii) ϕ is γ–invariant.
Moreover if a functional ϕ satisfies the graded KMS–property on a subset Y ⊂ Domϕ ⊂ A, then
it also satisfies the graded KMS–property on SpanY .
5.4 Proposition Let A = C⊗B where C and B are unital C*-algebras with C nuclear. Let σ : R→
Aut C and β : R → AutB be dynamical systems, and let γ ∈ Aut C be a grading automorphism,
γ2 = ι. Let ω ∈ S(B) be a KMS–state on B w.r.t. β, and let ψ be a graded KMS–functional on
C w.r.t. σ. Define a functional ϕ := ψ ⊗ ω with Domϕ := Span {C ⊗B | C ∈ Domψ, B ∈ B }
by ϕ(C⊗B) := ψ(C)ω(B) . Then ϕ is a graded KMS–functional w.r.t. the grading γ⊗ ι, and the
C*-dynamical system σ ⊗ β : R→ Aut (C ⊗ B) .
Thus for our model, as A = Cliff(S(R)) ⊗ R(S(R), σ), it suffices to define a graded KMS–
functional ψ on Cliff(S(R)) and a KMS–state ω on R(S(R), σ) from which we can then construct
the graded KMS–functional ϕ := ψ ⊗ ω. We start by defining the KMS–state ω on R(S(R), σ) .
5.5 Theorem (i) There is a quasi–free state on ∆(S, σ) defined by ω(δf ) := exp[−s(f, f)/2] ,
f ∈ S(R,R) where
s(f, g) :=
∫
p
1− e−p f̂(p) ĝ(p) dp = 〈f |g〉ω . (15)
(ii) This quasi–free state ω on ∆(S, σ) extends to a KMS–functional on πω(∆(S, σ))′′, hence
on R(S(R), σ), where it is defined by Equation (10). The time evolution used for the KMS–
condition is translation of test functions f.
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Next, we would like to define a graded KMS–functional ψ on Cliff(S(R)) with Domψ =
*-alg { c(f) | f ∈ S(R) } . By the last part of Proposition 5.3, it suffices to define ψ and check
its KMS-properties on the monomials c(f1) · · · c(fn) . Recall that a quasi–free functional on the
Clifford algebra is uniquely defined by its two point functional and the relations:
ψ(c(f1) · · · c(f2k+1)) = 0 (16)
ψ(c(f1) · · · c(f2k)) = (−1)(
k
2 )
∑
P
(−1)P
k∏
j=1
ψ
(
c(fP (j)) c(fP (k+j))
)
(17)
where k ∈ N and P is any permutation of {1, 2, . . . , 2k} such that P (1) < · · · < P (k) and
P (j) < P (k + j) for j = 1, . . . , k (cf. p89 in [21]). Using this formula, we define a quasi–free
functional ψ with two point function
θ(f, g) := ψ(c(f)c(g)) = lim
ε→0+
∫
p
1− e−p
p
p2 + ε2
f̂(p) gˆ(p) dp
= lim
ε→0+
( ∫ −ε
−∞
+
∫ ∞
ε
) 1
1− e−p f̂(p) gˆ(p) dp (18)
= lim
ε→0+
( ∫ −ε
−∞
+
∫ ∞
ε
)(1
p
)
p
1− e−p f̂(p) gˆ(p) dp
= P
(
1
p
)
(G)
where P
(
1
p
)
denotes the distribution consisting of the Cauchy Principal Part integral of 1/p ,
and G(p) := p1−e−p f̂(p) gˆ(p) which is differentiable everywhere and of fast decay since
p
1−e−p is
differentiable and of linear growth, and f, g are real-valued Schwartz functions. Thus θ(f, g) is
well-defined for all f, g ∈ S(R) .
We mention as an aside that the quasifreeness of a graded KMS–functional ψ on the Clifford al-
gebra and the formula for its two–point function are a consequence of the graded KMS–condition,
as can be shown by similar arguments as in [23].
This quadratic form θ is unbounded and not positive definite, because (1 − e−p)−1 is un-
bounded and not positive. θ has the following useful properties.
5.6 Theorem Let f, g ∈ S(R) , then
(i) θ(f, g) = (g, (P + T )f) where P = 2π × projection onto positive spectrum of D := id/dx,
and T is an unbounded operator given explicitly by
(g, Tf) = 2i
∫
dx
∫
dy f(x) g(y) (x − y)
∫ ∞
0
dp ln(1− e−p) cos(p(x− y)) .
Moreover PJTPJ is trace–class and selfadjoint for all compact intervals J ⊂ R where PJ is
the projection onto L2(J) ⊂ L2(R) .
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(ii) For z ∈ S = R+ i[0, 1] define
G(z) := θ(f, gz) := lim
ε→0+
( ∫ −ε
−∞
+
∫ ∞
ε
) eipz
1− e−p f̂(p) gˆ(p) dp .
Then G is continuous on S, analytic on its interior, and satisfies
|G(t+ is)| ≤ A+B|t| for t ∈ R, s ∈ [0, 1]
and constants A, B .
Using these properties, one can now establish that:
5.7 Theorem The quasi–free functional ψ with two point functional θ and domain Domψ =
*-alg { c(f) | f ∈ S(R) } , is a graded KMS–functional on Cliff(S(R)) where time evolution is
given by translation.
Thus by Proposition 5.4 we have a KMS–functional ϕ = ψ ⊗ ω on A with domain
Domϕ = Span {C ⊗R | C ∈ Domψ, R ∈ R(S(R), σ) } .
What makes this KMS–functional interesting, is that it satisfies supersymmetry, i.e.
5.8 Theorem For the quasifree functional ϕ above, we have that
(i) A0 ⊂ Domϕ ,
(ii) ϕ(δ(A)) = 0 for all A ∈ DS
(iii) ϕ(BMAδ0(A)C) = −i ddtϕ(BMA αt(A)C)
∣∣∣
0
= ϕ(BMAδ
2(A)C) for all A ∈ DS and B,C ∈
A0 where MA is a monomial of resolvents R(λ, f) such that MAδ(A) ∈ DS (as in Defini-
tion 4.3).
Whilst the functional ϕ is unbounded, it is locally bounded in the sense of the theorem below.
For the local algebras, let J ⊂ R be a bounded interval and define
A(J) := C∗ { c(f), R(λ, f) | supp f ⊆ J, f ∈ S(R), λ ∈ R\0 }
A0(J) := *-alg { c(f), R(λ, f) | supp f ⊆ J, f ∈ S(R), λ ∈ R\0 }
hence A0(J) is a dense *-algebra of A(J), and A0(J) ⊂ Domϕ . Then:
5.9 Theorem For the quasifree functional ϕ above, and a bounded interval J ⊂ R we have that∥∥∥ϕ A0(J)∥∥∥ ≤ exp(K|J |2)
where K is a constant (independent of J), and |J | is the length of J .
Thus ϕ is bounded on all the local algebras A0(J) .
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6 The JLO–cocycle.
From an assumed supersymmetry structure on a C*-algebra and a KMS-functional, Jaffe,
Lesniewski and Osterwalder [11] and Kastler [15] constructed with a Chern character formula an
entire cyclic cocycle in the sense of Connes [5]. Their assumed supersymmetry assumptions are
too restrictive to include quantum field theories on noncompact spacetimes. Here we want to
show that we can adapt the JLO cocycle formula to produce a well-defined entire cyclic cocycle
for our model, using the KMS-functional in the preceding section. We first need to make sense
of the Chern character formula:
τn(a0, . . . , an) := i
ǫn
∫
σn
ϕ
(
a0 αis1(δγ(a1))αis2(δ(a2))αis3(δγ(a3)) · · ·
· · ·αisn(δγn(an))
)
ds1 · · · dsn , ai ∈ DS , (19)
where ǫn := nmod2, ϕ is the graded KMS–functional above w.r.t. the data γ, α, δ above, and
σn := { s ∈ Rn | 0 ≤ s1 ≤ s2 ≤ · · · ≤ sn ≤ 1 } .
Since only α : R→ AutA is given, the expressions αis, s ∈ R in the formula are undefined, and
need to be interpreted. Let b0, . . . , bn ∈ A0 ⊂ Domϕ, then using the KMS–property of ϕ, the
function
Q(t1, . . . , tn) := ϕ(b0αt1(b1αt2(b2 · · ·αtn(bn) · · · )) = ϕ(b0αt1(b1) · · ·αt1+···+tn(bn))
can be analytically extended in each variable tj into the strip { zj | 0 ≤ Im zj ≤ 1 } keep-
ing the other varables real. This produces n functions Qj : Tj → C where Tj :=
{ z ∈ Cn | zj ∈ R+ i[0, 1], zk ∈ R for k 6= j } such that Qi Rn = Qj Rn for all i, j . The sets
Tj are flat tubes, i.e. of the form TB = R
n+ iB where the basis B ⊂ Rn is of dimension less than
n. To continue, we now need the Flat Tube Theorem [2]:
6.1 Theorem Let TB1 , TB2 ⊂ Cn be two flat tubes whose bases B1, B2 are convex, with closures
which contain 0 and are star-shaped w.r.t. 0. Let F1, F2 be any two functions analytic in TB1 , TB2
respectively, with continuous boundary values on Rn and such that F1 R
n = F2 R
n . Then there
is a unique function F extending F1 and F2 analytically into the tube T ̂B1∪B2 (where ̂B1 ∪B2 is
the convex hull of B1 ∪B2) and with continuous boundary values on Rn . We have that T ̂B1∪B2 =⋃
0≤λ≤1
TBλ where Bλ := (1− λ)B1 + λB2 .
Using this inductively, we can extend Q by analytic continuation into the tube Tn := Rn +
iΣn where Σn is the convex hull of the unit intervals on the axes, i.e. the simplex Σn :=
{ s ∈ Rn | 0 ≤ si ∀ i, s1 + · · · + sn ≤ 1 } . So we will interpret
ϕ(b0αz1(b1) · · ·αz1+···+zn(bn)) := Q(z1, . . . , zn)
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for z ∈ Tn to be this unique analytic continuation. The change of variables w1 := z1, w2 :=
z1+z2, . . . , wn := z1+ · · ·+zn defines an invertible complex linear mapW : Rn+iΣn → Rn+iσn,
so both W and W−1 are analytic, and hence
(Q ◦W−1)(w1, . . . , wn) =: ϕ(b0αw1(b1) · · ·αwn(bn))
is analytic on Rn + iσn . In particular∫
Σn
ϕ(b0αir1(b1) · · ·αir1+···+irn(bn)) dr1 · · · drn =
∫
σn
ϕ(b0αis1(b1) · · ·αisn(bn)) ds1 · · · dsn
by the change of variables s1 = r1, s2 = r1 + r2, . . . , sn = r1 + · · · + rn . By the substitutions
a0 = b0, b1 = δγ(a1), . . . , bn = δγ
n(an) into this formula, we arrive at a consistent interpretation
of the Chern character formula (19).
Let us recall from [11, 12, 5] the definition of an entire cyclic cocycle.
6.2 Definition Equip DS with the Sobolev norm ‖a‖∗ = ‖a‖+‖δa‖, and for any *–algebra D ⊆ DS
let Cn(D) denote the space of (n + 1)–linear functionals on D which are continuous w.r.t. the
norm ‖ · ‖∗ , and let ‖ · ‖∗ denote also the norm on Cn(D) w.r.t. the norm ‖ · ‖∗ on D . Define
the space of cochains C(D) to be the space of sequences ρ = (ρ0, ρ1, . . .) where ρn ∈ Cn(D) which
satisfy the entire analyticity condition:
lim
n→∞n
1/2‖ρn‖1/n∗ = 0 . (20)
The entire cyclic cohomology is defined by a coboundary operator ∂ = b+B on C(D) for operators
b : Cn(D)→ Cn+1(D) , B : Cn+1(D)→ Cn(D)
i.e. (∂ρ)n(a0, . . . , an) = (bρn−1)(a0, . . . , an) + (Bρn+1)(a0, . . . , an) (21)
where b and B are given by:
(bρn)(a0, . . . , an+1) =
n∑
j=0
(−1)jρn(a0, . . . , ajaj+1, . . . , an+1)
+(−1)n+1ρn(a˜n+1 · a0, a1, . . . , an) (22)
(Bρn)(a0, . . . , an−1) = ρn(1, a0, . . . , an−1) + (−1)n−1ρn(a0, . . . , an−1,1)
+
n−1∑
j=1
(−1)(n−1)j
[
ρn (1, γ(an−j), . . . , γ(an−1), a0, . . . , an−j−1)
+(−1)n−1ρn (γ(an−j), . . . , γ(an−1), a0, . . . , an−j−1,1)
]
(23)
where a˜ :=
{
γ(a) if ρn ∈ Cn+(D)
a if ρn ∈ Cn−(D)
where Cn+(D) denotes the even part under γ, and Cn−(D) the odd part. The entire cyclic cocycles
are those ρ ∈ C(D) for which ∂ρ = 0, i.e.
(bρn−1)(a0, . . . , an) = −(Bρn+1)(a0, . . . , an) , n = 1, 2, . . . (24)
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Below we will use the even part of τ to define an entire cyclic cocycle.
6.3 Theorem For τn defined in Equation (19) we have that
|τn(a0, . . . , an)| ≤ A
n!
eBn ‖a0‖∗ · · · ‖an‖∗
for all ai ∈ Dk := *–alg {1, R(1, f), ζ(f) | supp(f) ⊆ [−k, k] } ⊂ DS and where ‖a‖∗ := ‖a‖ +
‖δa‖ as above, and for some constants A and B which depend on k > 0 but are independent of
n. Thus condition (20) holds for τ, i.e.
lim
n→∞n
1/2‖τn‖1/n∗ = 0 .
Using this, we can now prove that:
6.4 Theorem The sequence τ˜ := (τ0, 0,−τ2, 0, τ4, 0,−τ6, . . .) ∈ C(Dk) defines an entire cyclic
cocycle for each k > 0 , i.e.
(bτn−1)(a0, . . . , an) = (Bτn+1)(a0, . . . , an) , n = 1, 3, 5, . . .
and the entire analyticity condition holds.
It is possible to have taken the choice ∂ = b−B for the cyclic coboundary operator above;- this
is in fact done in [13], and would have led to the cyclic cocycle (τ0, 0, τ2, 0, τ4, 0, . . .) instead of τ˜
above.
Note that whilst we have obtained entire cyclic cocycles on each compact set [−k, k] these do
not define an entire cyclic cocycle on Dcomp := *–alg { 1, R(1, f), ζ(f) | supp(f) is compact } ⊂
DS because one can choose a sequence {a0, a1, . . .} with aj ∈ Dkj where kj grows sufficiently
fast so that through the dependencies of the constants A and B in Theorem 6.3 on kj the entire
analytic condition fails. One expects to use an inductive limit argument, to define an index on
Dcomp from the indices on the Dk .
From this cyclic cocycle we can calculate an index for this quantum field theory, but its
physical significance is presently unclear, though one would expect it to remain stable under
deformations. This type of index is discussed in more detail in Longo [18].
7 Conclusions
In this paper we have explored how supersymmetric quantum fields can be treated in a C*-algebra
setting, avoiding the obstructions found by Kishimoto and Nakamura [16] and by Buchholz and
Longo [3]. We did this in detail for a simple one–dimensional model.
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In order to establish a reasonable domain of definition for the super–derivation, we found it
necessary to analyze a notion of “mollifiers” for the quantum fields and to introduce a corre-
sponding C*-algebra, the resolvent algebra. The full algebra A defining the model can then be
taken as the tensor product of this resolvent algebra and the familiar CAR–algebra.
The super–derivation is defined on a subalgebra which is weakly dense in A in all representa-
tions of physical interest; alternatively, one can define it on a norm dense subalgebra of A with
range in a *–algebra E of bounded and unbounded operators which are affiliated with A in the
sense of [9]. Similarly, the basic supersymmetry relation can either be formulated in a mollified
form on some weakly dense domain or, alternatively, as a relation between maps which have
been extended to the *–algebra E . These findings reveal some basic features of supersymmetric
quantum field theories which have to be taken into account in a general C*-framework covering
such theories. The tools developed here should also be useful in other areas of quantum field
theory where one needs to use graded derivations, e.g. in BRS–constraint theory.
We also exhibited in the present model graded KMS–functionals for arbitrary positive temper-
atures which are supersymmetric. In accordance with the general results in [3], these functionals
are unbounded. Yet their restrictions to any local subalgebra of the underlying C*-algebra A
are bounded. It is an interesting question whether these functionals are also locally normal with
respect to the vacuum representation of the theory, as one would heuristically expect.
The KMS–functionals were then employed to define cyclic cocycles. In view of the fact that
the domain of definition of these functionals does not contain analytic elements with regard to the
time evolution, the strategy outlined in [15, 11] could not be applied here. That these cocycles
can be constructed, nevertheless, is due to the fact that the functionals inherit sufficiently strong
analyticity properties from the KMS–condition which allow one to perform the necessary complex
integrations. Moreover, the resulting cocycles are entire on all local algebras.
These functionals may thus be taken as an input for a quantum index theory as suggested by
Longo [18]. Such an index should be stable under deformations, and one can easily think of pos-
sible deformations of our model, e.g. deform the supersymmetry generator Q by an appropriate
function M :
QM :=
∫
M(x) j(x) c(x) dx
so δM (c(f)) = j(Mf), δM (j(f)) = c(Mf
′)
thus: δ2M =: δ0M
defines the new generator for time evolution.
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8 Appendix
In this appendix we give proofs of the statements in the main body of the text.
Proof of Theorem 3.4
(i) By (6) we have that i(µ − λ)R(λ, f)R(µ, f) = R(λ, f) − R(µ, f) = −(R(µ, f) − R(λ, f)) =
i(µ − λ)R(µ, f)R(λ, f) , i.e. [R(λ, f), R(µ, f)] = 0 .
(ii) The Fock representation is a subrepresentation of πS, and the resolvents of the fields ϕ(f)
give the Fock representation induced on R(X,σ), i.e. π(R(λ, f)) = (iλ − ϕ(f))−1 . Since this is
nonzero, R(λ, f) 6= 0 for all nonzero f and λ . Now by R(λ, f)∗ = R(−λ, f) we get
2|λ|‖R(λ, f)‖2 = ‖2λR(λ, f)R(λ, f)∗‖ = ‖R(λ, f)−R(λ, f)∗‖ ≤ 2‖R(λ, f)‖ .
Thus by R(λ, f) 6= 0 we find ‖R(λ, f)‖ ≤ 1/|λ| . Now
‖R(λ, f)‖ ≥ ‖π(R(λ, f))‖ = ‖(iλ − ϕ(f))−1‖ = sup
t∈σ(ϕ(f))
∣∣∣ 1
iλ− t
∣∣∣ = 1|λ|
using the fact that the spectrum σ(ϕ(f)) = R . Thus ‖R(λ, f)‖ = 1/|λ| .
(iii) Rearrange equation (6) to get:
R(λ, f)(1− i(λ0 − λ)R(λ0, f)) = R(λ0, f) .
Now by (ii) above, if |λ0 − λ| < |λ0| then ‖i(λ0 − λ)R(λ0, f)‖ < 1, and hence
(1− i(λ0 − λ)R(λ0, f))−1 exists, and is given by a norm convergent power series in
i(λ0 − λ)R(λ0, f) . That is, we have that
R(λ, f) = R(λ0, f)(1− i(λ0 − λ)R(λ0, f))−1 =
∞∑
n=0
(λ0 − λ)nR(λ0, f)n+1in
when |λ0 − λ| < |λ0|, as claimed.
(iv) From equation (5) we get R(λ, tf) = 1λR(1,
t
λf) =
1
tR(
λ
t , f) so
R(λ, sf) − R(λ, tf) = 1sR(λs , f)− 1tR(λt , f)
= 1s
(
R(λs , f)−R(λt , f)
)
+
(
1
s − 1t
)
R(λt , f)
= iλs
(
1
t − 1s
)
R(λs , f)R(
λ
t , f) +
(
1
s − 1t
)
R(λt , f) .
Thus ‖R(λ, sf)−R(λ, tf)‖ ≤
∣∣∣1s − 1t ∣∣∣ 2 ∣∣ tλ ∣∣ from which continuity away from zero is clear.
(v) This follows directly from equation (7) by interchanging λ and f with µ and g resp.
(vi) Recall that we have a faithful (strongly regular) representation πS of R(X,σ) which is an
extension of a regular representation of the Weyl algebra ∆(X, σ) such that πS
(
∆(X, σ)
)′′ ⊃
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πS (R(X,σ)) and such that each πS(R(λ, f)) is the resolvent of the generator jπS (f) of the one-
parameter group t→ πS(δtf ). Let T ∈ Sp(X,σ) then it defines an automorphism of ∆(X, σ) by
αT (δf ) = δTf which preserves the set of strongly regular states, and in fact defines a bijection
on the set of strongly regular states by ω → ω ◦ αT . Now πS is the direct sum of the GNS–
representations of all the strongly regular states, and hence πS ◦ αT is just πS where its direct
summands have been permuted. Such a permutation of direct summands can be done by conju-
gation of a unitary, thus πS is unitarily equivalent to πS ◦αT , and so we can extend αT by unitary
conjugation to πS
(
∆(X, σ)
)′′
. By equation (9) we get that αT (πS(R(λ, f))) = πS(R(λ, Tf)),
and hence αT preserves R(X,σ), so defines an automorphism on it.
Proof of Theorem 3.6
(i) Observe that by Theorem 1 p216 of Yosida [26], we deduce from Kerπ(R(1, f)) = {0}
that π(R(λ, f)) is the resolvent of jπ(f), i.e. we have now for all λ 6= 0 that jπ(f) =
iλ1− π(R(λ, f)))−1 . Then
jπ(tf) = i1− π(R(1, tf))−1 = i1− tπ(R(1t , f))−1
= t
(
i1t 1− π(R(1t , f))−1
)
= t jπ(f) .
Thus
jπ(f)
∗ =
(
i1− π(R(1, f))−1
)∗ ⊇ −i1− (π(R(1, f))−1)∗
= −i1− π(R(1, f)∗)−1 = −i1− π(R(−1, f))−1
= −i1+ π(R(1,−f))−1 = −jπ(−f) = jπ(f)
and hence jπ(f) is symmetric. To see that it is selfadjoint note that:
Ran (jπ(f)± i1) = Ran
(
−π(R(±1, f))−1
)
= Dom (π(R(±1, f))) = Hπ
hence the deficiency spaces (Ran (jπ(f)± i1))⊥ = {0} and so jπ(f) is selfadjoint.
For the domain claim, recall that Dom jπ(f) = Ran π(R(1, f)) . So
π(R(λ, f))Dom jπ(h) = π(R(λ, f))π(R(1, h))Hπ
= π
(
R(1, h)R(λ, f) + iσ(f, h)R(1, h)R(λ, f)2R(1, h)
)
Hπ
⊆ π (R(1, h))Hπ = Dom jπ(h).
(ii) Let jπ(f) =
∫
λdP (λ) be the spectral resolution of jπ(f). Then π(R(µ, f)) =
∫ 1
iµ−λdP (λ)
hence
iµπ(R(µ, f))ψ =
∫
iµ
iµ − λ dP (λ)ψ ∀ ψ ∈ Hπ .
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Since
∣∣∣ iµiµ−λ ∣∣∣ < 1 (for µ ∈ R\0) the integrand is dominated by 1 which is an L1–function with
respect to dP (λ), and as we have pointwise that lim
µ→∞
iµ
iµ−λ = 1, we can apply the dominated
convergence theorem to get that
lim
µ→∞ iµπ(R(µ, f))ψ =
∫
dP (λ)ψ = ψ .
(iii) iπ(R(1, sf))ψ =
∫ i
i−sλ dP (λ)ψ → ψ as s→ 0 by the same argument as in (ii) .
(iv) Let D := π(R(1, f)R(1, h))Hπ, then by definition D ⊆ Ran π(R(1, f)) = Dom jπ(f) . More-
over π(R(1, f)R(1, h))Hπ = π(R(1, h)[R(1, f) + iσ(f, h)R(1, f)2R(1, h)])Hπ ⊆ Ran π(R(1, h)) =
Dom jπ(h), i.e. D ⊆ Dom jπ(f)∩Dom jπ(h) . That D is dense, follows from (iii) of this theorem,
using
lim
s→0
lim
t→0
π(R(1, sf)R(1, th)ψ = −ψ
for all ψ ∈ Hπ , as well as sR(1, sf) = R(1/s, f) and the fact mentioned before (cf. Theorem 1
p216 in [26]) that all π(R(λ, f)) have the same range for f fixed.
Let ψ ∈ D, i.e. ψ = π(R(1, f)R(1, h))ϕ for some ϕ ∈ Hπ . Then
π(R(1, h)R(1, f))[jπ(f), jπ(h)]ψ
= π(R(1, h)R(1, f))[π(R(1, f))−1, π(R(1, h))−1 ]π(R(1, f)R(1, h))ϕ
= π(R(1, f)R(1, h) −R(1, h)R(1, f))ϕ = iσ(f, h)π(R(1, h)R(1, f)2R(1, h))ϕ
= iσ(f, h)π(R(1, h)R(1, f))ψ .
Since Kerπ(R(1, h)R(1, f)) = {0} it follows that [jπ(f), jπ(h)] = iσ(f, h) on D .
(v) From Equation (5) we have that
π(R(λ, f)) = (1iλ− jπ(f))−1 = 1λπ(R(1, 1λf)) = 1λ ·
(
i1− jπ( 1λf)
)−1
and hence that jπ(f) = λ jπ(
1
λf), i.e. jπ(λf) = λjπ(f) for all λ ∈ R\0 . In equation (8):
π (R(λ, f)R(µ, g)) = π
(
R(λ+ µ, f + g)[R(λ, f) +R(µ, g) + iσ(f, g)R(λ, f)2R(µ, g)]
)
multiply on the left by i(λ+µ)1− jπ(f + g) and apply to (iµ1− jπ(g))(iλ1− jπ(f))ψ, ψ ∈ D to
get
(i(λ+ µ)1− jπ(f + g))ψ = ((iµ1− jπ(g)) + (iλ1− jπ(f)))ψ
making use of [(iµ1− jπ(g)), (iλ1 − jπ(f))]ψ = iσ(g, f)ψ . Thus jπ(f + g) = jπ(f) + jπ(g) on D.
(vi) From the spectral resolution for jπ(f) we have trivially that on Dom jπ(f)
jπ(f)π(R(µ, f)) = π(R(µ, f))jπ(f) =
∫
λ
iµ1− λdP (λ) = iµπ(R(µ, f))− 1 .
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(vii) Let ψ ∈ Dom jπ(f) = Ran π(R(λ, f)), i.e. ψ = π(R(λ, f))ϕ for some ϕ ∈ Hπ. Then
π(R(λ, f))[jπ(f), π(R(λ, g))]ψ = π(R(λ, f))[jπ(f), π(R(λ, g))]π(R(λ, f))ϕ
= π ([R(λ, g), R(λ, f)])ϕ = iσ(g, f)π
(
R(λ, f)R(λ, g)2R(λ, f)
)
ϕ
= iσ(g, f)π
(
R(λ, f)R(λ, g)2
)
ψ .
Since Kerπ(R(λ, f)) = {0} , it follows that
[jπ(f), π(R(λ, g))] = iσ(g, f)π
(
R(λ, g)2
)
on Dom jπ(f) .
(viii) We first prove the second equality. Let ψ, ϕ ∈ D˜ := Span {χ[−a,a](jπ(f))Hπ | a > 0 }
where χ[−a,a] indicates the characteristic function of [−a, a], and note that D˜ is a dense subspace.
Since
∥∥∥jπ(f)n χ[−a,a](jπ(f))Hπ∥∥∥ ≤ an , n ∈ N, we can use the exponential series, i.e.
W (f)ψ := exp (ijπ(f))ψ =
∞∑
n=0
(ijπ(f))
n
n!
ψ ∀ ψ ∈ D˜ .
By the usual rearrangement of series we then have
(ϕ, W (f)π(R(λ, h))W (f)∗ψ) =
∞∑
n=0
1
n!
(ϕ, (ad ijπ(f))
n(π(R(λ, h)))ψ)
for all ϕ, ψ ∈ D˜ . Using part (vii) we have
(ad ijπ(f))(π(R(λ, h)
k)) = k σ(f, h)π(R(λ, h)k+1)
thus (ad ijπ(f))
n(π(R(λ, h)) = n!σ(f, h)nπ(R(λ, h)n+1)
so (ϕ, W (tf)π(R(λ, h))W (tf)∗ψ) =
∞∑
n=0
tnσ(f, h)n
(
ϕ, π(R(λ, h)n+1)ψ
)
= (ϕ, π(R(λ+ itσ(f, h), h))ψ)
whenever |tσ(f, h)| < |λ| and where we made use of the Von Neumann series (Theorem 3.4(iii))
in the last step. Since the operators involved are bounded and D˜ is dense, it follows that
W (tf)π(R(λ, h))W (tf)∗ = π(R(λ + itσ(f, h), h)) for |tσ(f, h)| < |λ|. By analyticity in λ this
can be extended to complex λ such that λ 6∈ iR. Using the group property of t 7→W (tf) we then
obtain for λ ∈ R\0 that
W (f)π(R(λ, h))W (f)∗ = π(R(λ+ iσ(f, h), h)) . (25)
To prove the first equation, let us writeW (h) in terms of resolvents. Note that lim
n→∞(1−it/n)
−n =
eit, t ∈ R and so by the bound: sup
t∈R
|(1− it/n)−n| = sup
t∈R
(
1 + t2/n2
)−n
= 1, it follows from
spectral theory (cf. Theorem VIII.5(d), p262 in [22]) that
W (h) = eijpi(h) = lim
n→∞ (1− ijπ(h)/n)
−n = lim
n→∞π (iR(1,−h/n))
n
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in strong operator topology. Apply equation (25) to this to get
W (f)W (h)W (f)∗ = s-lim
n→∞ π
(
iR(1 + iσ(f,−hn),−hn)
)n
= s-lim
n→∞ (1− i(σ(f, h) + jπ(h))/n)
−n
= exp[iσ(f, h) + ijπ(h)] = e
iσ(f,h)W (h)
as required. Now
W (f)D =W (f)π(R(λ, f)R(µ, h))Hπ = π(R(λ, f)R(µ+ iσ(f, h), h))Hπ = D
hence we conclude that D is a core for jπ(f) (cf. Theorem VIII.11, p269 in [22]).
Proof of Proposition 3.7
Recall Equation (10)
ω(R(λ1, f1) · · ·R(λn, fn))
= (−i)n
∫ ∞
0
dt1 . . .
∫ ∞
0
dtn exp
(
−
∑
k
tkλk −
∑
k<l
tktl〈fk|fl〉ω − 12
∑
l
t2l 〈fl|fl〉ω
)
then the integrand F (x) is differentiable as a function of x ∈ Rn, because by assumption all
xk, xl 7→ 〈fk(xk)|fl(xl)〉ω are continuously differentiable. Thus by the chain rule we obtain for
its partial derivatives that
∂
∂xr
F (x) =
∂
∂xr
[
−
∑
k
tkλk −
∑
k<l
tktl〈fk|fl〉ω − 12
∑
l
t2l 〈fl|fl〉ω
]
F (x)
=
[
−
r−1∑
k=1
trtk
∂
∂xr
〈fk(xk)|fr(xr)〉ω − 12 t2r
∂
∂xr
〈fr(xr)|fr(xr)〉ω
−
n∑
k=r+1
trtk
∂
∂xr
〈fr(xr)|fk(xk)〉ω
]
F (x) (26)
= −
r−1∑
k=1
∂
∂xr
〈fk(xk)|fr(xr)〉ω ∂
2
∂λr∂λk
F (x) − 12
∂
∂xr
〈fr(xr)|fr(xr)〉ω ∂
2
∂λ2r
F (x)
−
n∑
k=r+1
∂
∂xr
〈fr(xr)|fk(xk)〉ω ∂
2
∂λr∂λk
F (x) (27)
making use of t exp(−tλ) = − ∂∂λ exp(−tλ) . In the middle step (26), all the terms are integrable
functions in the ti–variables, and bounded by an integrable function (uniformly in xr). To see
this, recall that 〈·|·〉ω is positive semidefinite and hence |titjF (x)| ≤ titj exp
(
−∑k tkλk) and
this is integrable in the (positive) variables t1, . . . , tn because λk > 0 for all k. Thus we can use
the dominated convergence theorem for derivatives (cf. Theorem 2.7 in [7]) to conclude that
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ω(R(λ1, f1) · · ·R(λn, fn)) is differentiable in all xi–variables, and the partial derivatives can be
taken into the integral to give via (27):
∂
∂xr
ω
(
R(λ1, f1(x1)) · · ·R(λn, f1(xn))
)
= −
r−1∑
k=1
∂
∂xr
(
〈fk(xk)|fr(xr)〉ω
) ∫ ∞
0
dt1 . . .
∫ ∞
0
dtn
∂2
∂λr∂λk
F (x)
−12
∂
∂xr
(
〈fr(xr)|fr(xr)〉ω
) ∫ ∞
0
dt1 . . .
∫ ∞
0
dtn
∂2
∂λ2r
F (x)
−
n∑
k=r+1
∂
∂xr
(
〈fr(xr)|fk(xk)〉ω
) ∫ ∞
0
dt1 . . .
∫ ∞
0
dtn
∂2
∂λr∂λk
F (x) .
We need to argue that we can take the partial derivatives w.r.t. the λi’s through the inte-
grals above. Now if we have that 〈fr(xr)|fr(xr)〉ω = 0, then each integrand factorises into
a tr–dependent and a tr–independent part. Then the integrand w.r.t. the tr–variable is of
the form tkr exp ( − trλr) for k = 0, 1, 2 , and so we get explicitly from the Laplace trans-
forms that we can take ∂/∂λr through the tr–integral. This takes care of the part of the in-
tegral corresponding to those variables tr for which 〈fr(xr)|fr(xr)〉ω = 0 . The remaining factor
F˜ (x) of F (x) depends only on variables tr for which we have that 〈fr(xr)|fr(xr)〉ω > 0 . Then∣∣∣ ∂2∂λr∂λk F˜ (x)∣∣∣ ≤ trtk exp (− 12 ∑l t2l 〈fl|fl〉ω) which is integrable w.r.t. the remaining variables,
and likewise we also get a dominating function for the first derivatives. Thus by dominated
convergence (uniformly in the λ–variables) we can take the partial derivatives in λi through the
integral in in the remaining variables. Thus we get
∂
∂xr
ω
(
R(λ1, f1(x1)) · · ·R(λn, f1(xn))
)
= −
r−1∑
k=1
∂
∂xr
(
〈fk(xk)|fr(xr)〉ω
) ∂2
∂λr∂λk
ω
(
R(λ1, f1(x1)) · · ·R(λn, f1(xn))
)
−12
∂
∂xr
(
〈fr(xr)|fr(xr)〉ω
) ∂2
∂λ2r
ω
(
R(λ1, f1(x1)) · · ·R(λn, f1(xn))
)
−
n∑
k=r+1
∂
∂xr
(
〈fr(xr)|fk(xk)〉ω
) ∂2
∂λr∂λk
ω
(
R(λ1, f1(x1)) · · ·R(λn, f1(xn))
)
Proof of Proposition 5.3
To prove this theorem, we first need to establish the following lemma.
8.1 Lemma For the strip S := R + i[0, 1[⊂ C, let F : S → C be a continuous function, analytic
on the interior of S, which satisfies for some C > 0 and λ ∈ C, |λ| = 1 the conditions:
|F (t+ is)| ≤ C(1 + |t|)N ∀ t ∈ R, s ∈ (0, 1)
and F (t+ i) = λF (t) ∀ t ∈ R .
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Then F = 0 if λ 6= 1 and F = constant if λ = 1 .
Proof: Note that C is covered by the strips Sn := S + in. We define G : C → C by G(z) :=
λnF (z−in) whenever z ∈ Sn This is consistent, because on the joining lines R+in = Sn∩Sn−1 we
have that G(t+ in) = λnF (t) = λn−1F (t+ i) . By the continuity of F on S0 = S, G is continuous.
Now G is analytic on the interior of each Sn and continuous on the boundary, i.e. continuous on
the lines R+ in and analytic on either side of them. So it follows from a well-known theorem of
analytic continuation that G is analytic on the lines R+ in (cf. [20] p183) hence entire. Moreover
G(z + i) = λG(z) for all z . Let Γ be a closed anticlockwise circle of radius R centered at the
fixed point z0 . If z ∈ Γ ∩ Sn then
|G(z)| = |λnF (z − in)| = |F (z − in)|
≤ C(1 + |Re(z − in)|)N = C(1 + |Re(z)|)N
≤ C(1 + (R+ |Re(z0))|)N ≤ C(1 +R+ |z0|)N
which is independent of n, i.e. |G(z)| ≤ C(1 + R + |z0|)N for all z ∈ Γ . Applying this to the
Cauchy integral formula:
G(k)(z0) =
k!
2πi
∫
γ
G(z)
(z − z0)k+1 dz we find:∣∣∣G(k)(z0)∣∣∣ ≤ k!R sup
z∈Γ
|G(z)|
Rk+1
≤ k!C (1 +R+ |z0|)
N
Rk
.
When k > N + 1 this goes to zero as R → ∞, hence G(k)(z0) = 0 for all k > N + 1 . This
is true for all z0 ∈ C, so G is a polynomial. However only a constant polynomial can satisfy
G(z + i) = λG(z) (or else it has infinitely many zeroes), hence G is a constant, and if λ 6= 1, the
only possible constant is zero.
(i) The KMS-condition for A = 1 reads F
1,B(t) = ϕ(αt(B)) = F1,B(t+ i) . Thus by lemma 8.1 it
follows that F
1,B is constant, hence that ϕ(αt(B)) is independent of t .
(ii) Let γ(A) = −A ∈ Domϕ , then FA,1(t+ i) = ϕ(γ(A)) = −ϕ(A) = −FA,1(t) so by lemma 8.1
we have 0 = FA,1 = ϕ(A) . For any B ∈ Domϕ decompose B = B+ + B− into γ-even and odd
parts then we get ϕ(B) = ϕ(B+) = ϕ(γ(B)) .
Finally, let a functional ϕ satisfy the graded KMS-condition on a set Y ⊂ Domϕ . Let A, B ∈
SpanY, i.e. A =
∑
i
λiAi , B =
∑
j
µjBj for Ai, Bj ∈ Y , and λi, µj ∈ C . Then
FA,B(t) := ϕ(Aαt(B)) =
∑
i,j
λiµj ϕ(Aiαt(Bj)) =
∑
i,j
λiµj FAi,Bj(t) .
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Since ϕ is γ–KMS on Y the FAi,Bj are γ–KMS functions. Thus FA,B is continous on S, analytic
on its interior, and
FA,B(t+ i) =
∑
i,j
λiµj FAi,Bj (t+ i) =
∑
i,j
λiµj ϕ(αt(Bj)γ(Ai))
= ϕ(αt(B)γ(A)) ,
|FA,B(t+ is)| ≤
∑
i,j
|λiµj | |FAi,Bj (t+ is)|
≤
∑
i,j
|λiµj |Cij(1 + |t|)Nij ≤ C(1 + |t|)N
where C :=
∑
i,j
|λiµj|Cij and N := max
ij
(Nij) . So ϕ is γ–KMS on SpanY .
Proof of Proposition 5.4
Since Domψ and B are dense *–algebras, it follows that Domϕ :=
Span {C ⊗B | C ∈ Domψ, B ∈ B } is a dense *-algebra of A = C ⊗ B, and that it is
invariant w.r.t. γ ⊗ ι and σ ⊗ β . Thus by the last part of Proposition 5.3 it suffices to
verify the KMS–property on {C ⊗B | C ∈ Domψ, B ∈ B } . Let Ai := Ci ⊗ Bi , i = 1, 2 for
Ci ∈ Domψ ⊂ C, and Bi ∈ B . Consider for t ∈ R the function
FA1,A2(t) := ϕ (A1(σ ⊗ β)t(A2))
= ϕ((C1 ⊗B1)(σt(C2)⊗ βt(B2)))
= ψ(C1 σt(C2))ω(B1 βt(B2)) = F
ψ
C1,C2
(t)Fω
B1,B2
(t)
where Fψ
C1,C2
and Fω
B1,B2
are the KMS–functions of ψ and ω resp.. Thus, using their analytic
properties, it follows that FA1,A2 extends to an function on the strip S = R+ i[0, 1] , analytic on
its interior and continuous on the boundary, given by FA1,A2(z) = F
ψ
C1,C2
(z)Fω
B1,B2
(z) . Moreover
FA1,A2(t+ i) = F
ψ
C1,C2
(t+ i)Fω
B1,B2
(t+ i) = ψ(σt(C2) γ(C1))ω(βt(B2)B1)
= ϕ (σt(C2)γ(C1)⊗ βt(B2)B1) = ϕ ((σ ⊗ β)t(A2)(γ ⊗ ι)(A1))
and thus FA1,A2 will be a (γ ⊗ ι)–KMS function if the tempered growth property also holds. We
have |Fψ
C1,C2
(t+ is)| ≤ K(1 + |t|)N for a constant K and N ∈ N depending on Ci . Now as ω is
a state we have from the KMS–property that |Fω
B1,B2
(t+ is)| ≤ ‖B1‖ ‖B2‖ for s = 0, 1 . So by
the maximum modulus principle (apply it after first mapping S to the unit disk by the Schwartz
mapping principle) it follows that |Fω
B1,B2
(z)| ≤ ‖B1‖ ‖B2‖ for all z ∈ S . Thus for t ∈ R, s ∈ [0, 1]
we have
|FA1,A2(t+ is)| ≤ ‖B1‖ ‖B2‖K(1 + |t|)N
and so the tempered growth property holds for FA1,A2 . Thus ϕ is a (γ ⊗ ι)–KMS functional.
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Proof of Theorem 5.5
(i) To prove there is a quasi–free state on ∆(S, σ) defined by ω(δf ) := exp[−s(f, f)/2] , f ∈
S(R,R) where s(f, f) := ∫ p1−e−p ∣∣∣f̂(p)∣∣∣2 dp , it suffices to show that |σ(f, h)|2 ≤ 4 s(f, f) s(h, h)
by [19].
|σ(f, h)|2 =
∣∣∣ ∫ ip f̂(p) ĥ(p) dp∣∣∣2 ≤ ( ∫ ∣∣∣p f̂(p) ĥ(p)∣∣∣ dp)2
=
(
2
∫ ∞
0
p
∣∣∣f̂(p) ĥ(p)∣∣∣ dp)2 as |pf̂(p) ĥ(p)| is even by f̂(−p) = f̂(p)
≤ 4
∫ ∞
0
p|f̂(p)|2dp
∫ ∞
0
k|ĥ(k)|2dk by Cauchy–Schwartz
< 4
∫ ∞
0
p
1− e−p |f̂(p)|
2dp
∫ ∞
0
k
1− e−k |ĥ(k)|
2dk as p < p1−e−p for p > 0
< 4
∫ ∞
−∞
p
1− e−p |f̂(p)|
2dp
∫ ∞
−∞
k
1− e−k |ĥ(k)|
2dk as 0 < p1−e−p for all p
= 4 s(f, f) s(h, h)
(ii) Next we need to show that this quasi–free state ω on ∆(S, σ) extends to a KMS–functional
on πω(∆(S, σ))′′, and hence on R(S(R), σ). We first prove that ω is KMS on the *–algebra
∆c := Span
{
δf | f ∈ S(R), supp f̂ compact
}
. Let δf , δh ∈ ∆c and consider
F1(t) := ω(δfαt(δh)) = e
−iσ(f,ht)/2ω(δf+ht)
= exp [− i2 σ(f, ht)− 12 s(f + ht, f + ht)]
= exp
[
1
2
∫ (
− p f̂ ĥt − p
1− e−p |f̂ + ĥt|
2
)
dp
]
= exp
[
1
2
∫
p
( |f̂ |2 + |ĥ|2
e−p − 1 −
2− e−p
1− e−p e
iptf̂ ĥ− e
−ipt
1− e−p f̂ ĥ
)
dp
]
where we used ĥt(p) = e
−iptĥ(p) . Now put K := exp
[
1
2
∫
p |f̂ |
2+|̂h|2
e−p−1 dp
]
, and substitute p → −p
in the last integral, using f̂ ĥ(−p) = f̂ ĥ(p) to get:
F1(t) = K exp
[
−
∫
peipt
1− e−p f̂ ĥ(p) dp
]
.
By a similar calculation we find ω(αt(δh)δf ) = F1(t + i) and this suggests that we define the
KMS–function for z ∈ S = R+ i[0, 1] by:
F (z) := K exp
[
−
∫
peipz
1− e−p f̂ ĥ(p) dp
]
. (28)
Let z = x + iy ∈ S = R + i[0, 1], then we know that the integral exists for y = 0, 1 . For
y ∈ (0, 1) the function
∣∣∣ p eipz1−e−p ∣∣∣ = p e−py1−e−p is bounded, so the integral exists for all z ∈ S, hence the
definition (28) makes sense for F . It is however not clear that F is analytic. However, recall that
by assumption supp f̂ and supp ĥ are compact, then it follows from the dominated convergence
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theorem that F is continuous on S and as the differential w.r.t. z of the integrand is continuous
in p, it also implies that F is analytic on the interior of S. Thus F is the KMS–function for ω,
hence by the last part of Proposition 5.4, ω is a KMS–state on ∆c .
Next, we prove that πω(∆c) is strong operator dense in πω(∆(S, σ))′′ . It suffices to show that
for each f ∈ S(R) there is a sequence {fn} ⊂ S(R) with Fourier transforms of compact support,
such that ω(δg δfn δh) → ω(δg δf δh) for all g, h ∈ S(R) as n → ∞ . Fix an f ∈ S(R) and define
fn ∈ S(R) by its Fourier transform f̂n = Kn · f̂ where each Kn : R → [0, 1] is a smooth bump
function of compact support which is 1 on [−n, n] and zero on R\[−n− 1, n+ 1] . Then
ω(δg δfn δh) = e
−iσ(g+fn, fn+h)/2ω(δg+fn+h)
= exp
[
− i2 σ(g + fn, fn + h)− 12 s(g + fn + h, g + fn + h)
]
= exp
[
1
2
∫ (
− p(ĝ + f̂n)(f̂n + ĥ)− p
1− e−p |ĝ + f̂n + ĥ|
2
)
dp
]
n−→∞ exp
[
1
2
∫ (
− p(ĝ + f̂)(f̂ + ĥ)− p
1− e−p |ĝ + f̂ + ĥ|
2
)
dp
]
= ω(δg δf δh)
using dominated convergence as f is L1 .
Next, we want to use the strong operator denseness of πω(∆c) in πω(∆(S, σ))′′ to show
that ω is KMS on all of πω(∆(S, σ))′′ . Let A, B ∈ πω(∆(S, σ))′′ be selfadjoint, then by the
Kaplansky density theorem (cf. Theorem 5,3.5 p329 in [14]) it follows that there are sequences
{An}, {Bn} ⊂ πω(∆c) of selfadjoint elements such that ‖An‖ ≤ ‖A‖, ‖Bn‖ ≤ ‖B‖ and An → A,
Bn → B, in strong operator topology. Now ω ◦αt = ω because s(ft, ft) = s(f, f), and thus there
is an implementing unitary Ut ∈ B(Hω) such that Utπω(D)U∗t = πω(αt(D)) for D ∈ ∆(S, σ) and
UtΩω = Ωω . Abbreviate the KMS–functions Fn(z) := FAn,Bn(z) of ω, then for all t ∈ R :
Fn(t)− Fk(t) = ω(An αt(Bn))− ω(Ak αt(Bk))
= (AnΩω, UtBnΩω)− (AkΩω, UtBkΩω)
= (U∗t AnΩω, (Bn −Bk)Ωω) + (U∗t (An −Ak)Ωω, BkΩω)
Thus |Fn(t)− Fk(t)| ≤ ‖(Bn −Bk)Ωω‖ · ‖An‖+ ‖(An −Ak)Ωω‖ · ‖Bk‖
≤ ‖(Bn −Bk)Ωω‖ · ‖A‖+ ‖(An −Ak)Ωω‖ · ‖B‖
and this is independent of t. Similarly
|Fn(t+ i)− Fk(t+ i)| ≤ ‖(An −Ak)Ωω‖ · ‖B‖+ ‖(Bn −Bk)Ωω‖ · ‖A‖ .
Now Fn − Fk is a analytic function on the strip S, so by combining The Riemann mapping
theorem with the maximum modulus principle we have that |Fn − Fk| takes its maximum on
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the boundary of S . Thus by the inequalities above, Fn − Fk converges uniformly to zero, hence
the uniform limit F := lim
n
Fn exists and is analytic and bounded on S. Since ω(Anαt(Bn)) =
(AnΩω, UtBnΩω)→ (AΩω, UtBΩω) = ω(Aαt(B)) it follows that F is the KMS–function FA,B of
ω. Thus ω is KMS on the selfadjoint part, hence on all of πω(∆(S, σ))′′ .
Since ω is quasifree, it is strongly regular, hence the resolvents of the generators of the one-
parameter groups t→ πω(δtf ) will provide a representation of R(S(R), σ), where it is defined by
Equation (10) via spectral theory.
Proof of Theorem 5.6
For z ∈ S = R+ i[0, 1] consider
G(z) := lim
ε→0+
( ∫ −ε
−∞
+
∫ ∞
ε
) eipz
1− e−p f̂(p) gˆ(p) dp
= lim
ε→0+
∫ ∞
ε
( eipz
1− e−p f̂(p) gˆ(p) +
e−ipz
1− ep f̂(p) gˆ(p)
)
dp by f̂(−p) = f̂(p)
=
∫ ∞
0
[(
eipz +
e−peipz
1− e−p
)
f̂(p) gˆ(p)− e
−pe−ipz
1− e−p f̂(p) gˆ(p)
]
dp
= (g, F (D)f) +
∫ ∞
0
dp
∫
dx
∫
dy f(x) g(y)
e−p
1 − e−p
(
eipzeip(y−x) − e−ipzeip(x−y)
)
= (g, F (D)f) + 2i
∫ ∞
0
dp
∫
dx
∫
dy f(x) g(y)
e−p
1− e−p sin p(z + y − x) (29)
where D = id/dx and F (p) := eipzχ[0,∞)(p) , and we used the fact that the Fourier transform
diagonalises D . To use Fubini to rearrange these integrals, we need to show that the integrand
is integrable. We need to separate the low p from the high p behaviour in the last integral. For
the low p behaviour, consider the integral∫ 1
0
dp
∫
dx
∫
dy f(x) g(y)
e−p
1− e−p sin p(z + y − x) .
Rearrange the integrand to f(x) g(y) e
−p
1−e−p p(z+y−x) sin p(z+y−x)p(z+y−x) and observe that p(z+y−x) ∈
S = R+i[0, 1] since p ∈ [0, 1] . Now H(z) := sin(z)/z is analytic in S, so |H(z)| takes its maximum
on the boundary. On R, |H(x)| ≤ 1, and for R+ i we have
|H(x+ i)|2 =
∣∣∣∣sin(x+ i)x+ i
∣∣∣∣2 = cosh2 1− cos2 xx2 + 1 ≤ cosh2 1
and thus for the integrand∣∣∣∣∣f(x) g(y) e−p1− e−p p(z + y − x) sin p(z + y − x)p(z + y − x)
∣∣∣∣∣ ≤ |f(x) g(y)| e−p1− e−p p|z + y − x| cosh 1 (30)
which is clearly integrable because f and g are Schwartz functions so take care of the linear factor
in x and y . For the high p behaviour, consider the remaining part of the integral (29), i.e.∫ ∞
1
dp
∫
dx
∫
dy f(x) g(y)
e−p
1− e−p sin p(z + y − x) .
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Now for z = t+ is ∈ S, t ∈ R, s ∈ [0, 1] we have∣∣∣∣∣f(x) g(y) e−p1− e−p sin p(z + y − x)
∣∣∣∣∣ ≤ 12 |f(x) g(y)| e−p1− e−p
∣∣∣eip(z+y−x) − e−ip(z+y−x)∣∣∣
≤ 12 |f(x) g(y)|
e−p
1− e−p
∣∣e−ps + eps∣∣ ≤ |f(x) g(y)| ep(s−1)
1− e−p
This is integrable for s ∈ [0, 1), but not for s = 1 . However, we will see below that G is continuous
on S, and this will be enough. Thus the integrand in (29) is integrable for z ∈ R + i[0, 1), and
we can apply the Fubini theorem to rearrange the order of integrals, and we get:
G(z) = (g, F (D)f) + 2i
∫
dx
∫
dy f(x) g(y)
∫ ∞
0
dp
e−p
1− e−p sin p(z + y − x) . (31)
To prove (i), let z = 0, so G(0) = θ(f, g) and F (p) = χ[0,∞)(p) hence P := F (D) = 2π×projection
onto positive spectrum of D . So
G(0) = θ(f, g) = (g, Pf) + 2i
∫
dx
∫
dy f(x) g(y)
∫ ∞
0
dp
e−p
1− e−p sin p(y − x)
= (g, Pf) − 2i
∫
dx
∫
dy f(x) g(y) (y − x)
∫ ∞
0
dp ln(1− e−p) cos p(y − x)
= (g, (P + T )f)
through an integration by parts. Consider the operator
(Tf)(x) := 2i
∫
dy f(y) (x− y)
∫ ∞
0
dp ln(1− e−p) cos p(x− y) =:
∫
dy f(y)K(x− y)
which is obviously a kernel operator with kernelK. Due to the factor (x− y) inK, T is unbounded.
Note however that ∣∣∣∣ ∂n∂tn ln(1− e−p) cos pt
∣∣∣∣ ≤ |pn ln(1− e−p)|
which is integrable in p. [To see this, note that for 0 < p ≤ 1 , |pn ln(1 − e−p)| ≤ | ln(1 − e−p)| ≤
| ln p|+| ln(1−e−pp )| which is integrable, and for ep > 2 we have |pn ln(1−e−p)| = pn(e−p+e−2p/2+
e−3p/3+· · · ) ≤ pn e−p(1+e−p/2+e−2p/3+· · · ) ≤ pn e−p∑∞k=0(12)k ≤ 2pn e−p which is integrable.]
Thus by dominated convergence the function t→ ∫∞0 dp ln(1− e−p) cos pt is is smooth. Thus the
kernel K of T is smooth. If J is a compact interval then PJTPJ has kernel χJ(x)K(x− y)χJ(y)
which is smooth and bounded on J . Thus PJTPJ is trace–class by Theorem 1 p128 in Lang [17].
We also have an explicit proof that PJTPJ is trace–class below in the proof of Theorem 5.9.
Selfadjointness now follows from the fact that θ(f, f) is real by its formula. This proves (i).
To prove (ii), Note that we already proved above that G(z) is well-defined for z ∈ R+ i[0, 1) .
To prove that it is well defined on all of S, it is only necessary to prove integrability for the high
p part of the integral. For this∣∣∣2i ∫ ∞
1
dp
∫
dx
∫
dy f(x) g(y)
e−p
1− e−p sin p(z + y − x)
∣∣∣
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=
∣∣∣ ∫ ∞
1
dp
e−p
1− e−p
[
eipz f̂(p) ĝ(p)− e−ipzf̂(p) ĝ(p)
]∣∣∣
≤
∫ ∞
1
dp
e−p
1− e−p (e
−ps + eps) |f̂(p) ĝ(p)|
≤
∫ ∞
1
dp
2
1− e−p |f̂(p) ĝ(p)| ≤
2
1− e−1 ‖f‖ ‖g‖ (32)
where z = t+ is ∈ S, and so G(z) is well-defined for z ∈ S .
To establish the stated inequality for z = s + it ∈ S, consider Equation (31). Now |F (p)| =
e−spχ[0,∞)(p) implies ‖F‖ = 1, so ‖F (D‖ = 1 and hence |(g, F (D)f, )| ≤ ‖f‖ ‖g‖ . The high p
part of the integral in (31) has an estimate (32), so for the low p integral we have for its integrand
the inequality (30) above, so that
∣∣∣ ∫ 1
0
dp
∫
dx
∫
dy f(x) g(y)
e−p
1− e−p sin p(z + y − x)
∣∣∣
≤ cosh 1 ·
∫
dx
∫
dy |f(x) g(y)| (1 + |t|+ |x− y|)
∫ 1
0
dp
p e−p
1− e−p
= C + |t|E
for some finite constants C and E. Combining this with (32) and the estimate for |(g, F (D)f)|,
we obtain |G(t+ is)| ≤ A + B|t| for constants A, B as desired. It remains to prove that G is
continuous on S and analytic in its interior. Now
∣∣∣ d
dz
f(x) g(y)
e−p
1− e−p sin p(z + y − x)
∣∣∣ ≤ |f(x) g(y)| p e−p
1− e−p
1
2(e
−sp + esp)
which is L1 for all s ∈ (0, 1) . Thus the last integral in (31) is analytic on the interior of S . That
(g, F (D)f) is analytic in z follows from spectral theory, hence G is analytic on the interior of S .
For continuity on S, we already have that (g, F (D)f) is continuous in z, and by inequalities (32)
and (30) we can get L1 estimates to ensure that G is continuous on S.
Proof of Theorem 5.7
We now show that quasi–free functional ψ with two point functional θ is a graded KMS–functional
on Cliff(S(R)) . Its domain Domψ = *-alg { c(f) | f ∈ S(R) } is clearly a unital dense *-algebra
of Cliff(S(R)) which is invariant w.r.t. both the grading γ and the time evolution αt , so part (i)
of Definition 5.1 is satisfied. For the KMS-condition (ii), it suffices to check it for the monomials
c(f1) · · · c(fk) . Let A = c(f1) · · · c(fk) and B = c(g1) · · · c(gm) where k + m = 2n . Then from
(16) and (17) we get
FA,B(t) := ψ(Aαt(B)) = ψ(c(f1) · · · c(fk)c(Ttg1) · · · c(Ttgm)
= (−1)(n2 )
∑
P
(−1)P
n∏
j=1
θ(hP (j), hP (n+j)) (33)
35
where h1 = f1, . . . , hk = fk, hk+1 = Ttg1, . . . , h2n = Ttgm and Ttf := ft is translation by t . Since
P (j) < P (n + j) always, the terms θ(hP (j), hP (n+j)) can only be one of the types
θ(fi, Ttgj) or θ(Ttfi, Ttgj) if k < n, or θ(fi, gj) if k > n .
Since by the formula for θ we have θ(Ttf, Ttg) = θ(f, g) the last two types are the same and con-
stant in t. For the first type, we get by definition functions G(t) = θ(f, Ttg) as in Theorem 5.6(ii),
which we therefore know extend analytically to the strip S . Thus since Equation (33) expresses
FA,B(t) as a polynomial of constant functions and functions of the form G , it follows that FA,B(t)
extends to a continuous function on S which is analytic on its interior. Now
G(t+ i) = lim
ε→0+
( ∫ −ε
−∞
+
∫ ∞
ε
) eip(t+i)
1− e−p f̂(p) gˆ(p) dp
= lim
ε→0+
( ∫ −ε
−∞
+
∫ ∞
ε
) eipt
ep − 1 f̂(p) gˆ(p) dp
= lim
ε→0+
( ∫ −ε
−∞
+
∫ ∞
ε
) e−ipt
e−p − 1 f̂(−p) gˆ(−p) dp
= − lim
ε→0+
( ∫ −ε
−∞
+
∫ ∞
ε
) e−ipt
1− e−p f̂(p) gˆ(p) dp
= −θ(Ttg, f) = ψ(αt(c(g))γ(c(f))) (34)
which is the graded KMS-condition for Fc(f),c(g)(t) = ψ(c(f)αt(c(g))) . The terms θ(Ttg, f) are
exactly the ones which occur in the corresponding expression (33) for ψ(αt(B) γ(A)) so the graded
KMS-condition for FA,B follows from the one for G, Equation (34).
It remains to prove the growth condition (iii) of Definition 5.1. We already have
|G(t+ is)| ≤ a+ b|t| for t ∈ R, s ∈ [0, 1]
by Theorem 5.6(ii). So from formula (34) we get that for t+ is ∈ S :
|FA,B(t+ is)| ≤ (a1 + b1|t|) · · · (an + bn|t|) ≤ C (1 + |t|)n
for suitable constants ai, bi and C . Thus ψ is a graded KMS-functional.
Proof of Theorem 5.8
By construction Domϕ contains the *-algebra generated by all c(f), f ∈ S(R) as well as
R(S(R), σ) and so it will certainly contain the *-algebra generated by 1 and all c(f), R(λ, f) ,
which is A0 . So (i) is trivially true.
Next, for (ii), we need to prove the SUSY-invariance of ϕ , and for this, we need the following
lemma.
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8.2 Lemma For all g, fi ∈ S(R)\0 and λi ∈ R\0 we have
ϕ
(
R(λ1, f1) · · ·R(λn, fn) j(g)R(λn+1, fn+1) · · ·R(λm, fm)
)
=
n∑
k=1
s(fk, g)ϕ
(
R(λ1, f1) · · ·R(λk, fk)2 · · ·R(λn, fn)R(λn+1, fn+1) · · ·R(λm, fm)
)
+
m∑
k=n+1
s(g, fk) ϕ
(
R(λ1, f1) · · ·R(λn, fn)R(λn+1, fn+1) · · ·R(λk, fk)2 · · ·R(λm, fm)
)
where ϕ is a strongly regular state on R(S(R), σ) so these expressions make sense on E0 .
Proof: Recall by Theorem 5.5 that ϕ is a quasi–free state on ∆(S, σ) defined by ϕ(δf ) :=
exp[−s(f, f)/2] , f ∈ S(R,R) where s is given in Equation (15). Since the maps t, r → s(rf, tg)
are smooth, we can apply Proposition 3.7 to ϕ w.r.t. the maps t → tf . From the two relations
d
dtR(λ, tf) = j(f)R(λ, tf)
2 and lim
t→0
λiπϕ(R(λ, tf))ψ = ψ, we get
ϕ
(
R(λ1, f1) · · ·R(λn, fn) j(g)R(λn+1, fn+1) · · ·R(λm, fm)
)
= −µ2 lim
t→0
∂
∂t
ϕ
(
R(λ1, f1) · · ·R(λn, fn)R(µ, tg)R(λn+1, fn+1) · · ·R(λm, fm)
)
= −µ2 lim
t→0
{
−
n∑
k=1
d
dt
s(fk, tg)
∂2
∂µ∂λk
ϕ
(
R(λ1, f1) · · ·R(λn, fn)R(µ, tg)R(λn+1, fn+1) · · ·R(λm, fm)
)
−12
d
dt
s(tg, tg)
∂2
∂µ2
ϕ
(
R(λ1, f1) · · ·R(λn, fn)R(µ, tg)R(λn+1, fn+1) · · ·R(λm, fm)
)
−
m∑
k=n+1
d
dt
s(tg, fk)
∂2
∂µ∂λk
ϕ
(
R(λ1, f1) · · ·R(λn, fn)R(µ, tg)R(λn+1, fn+1) · · ·R(λm, fm)
)}
(By Proposition 3.7)
=
n∑
k=1
s(fk, g)ϕ
(
R(λ1, f1) · · ·R(λk, fk)2 · · ·R(λn, fn)R(λn+1, fn+1) · · ·R(λm, fm)
)
+
m∑
k=n+1
s(g, fk) ϕ
(
R(λ1, f1) · · ·R(λn, fn)R(λn+1, fn+1) · · ·R(λk, fk)2 · · ·R(λm, fm)
)
where we used ddλR(λ, f) = −iR(λ, f)2 .
Next we need to show that ϕ ◦ δ is zero on DS , i.e. that it vanishes on all the monomials:
ζ(f1) · · · ζ(fn)R(λ1, g1) · · ·R(λm, gm) = c(f1) · · · c(fn)R(1, f1) · · ·R(1, fn)R(λ1, g1) · · ·R(λm, gm) .
Recall that δ is a restriction to DS of a graded derivation on E defined by
δ(j(f)) = ic(f ′), δ(R(λ, f)) = ic(f ′)R(λ, f)2, and δ(c(f)) = j(f) .
So we calculate:
ϕ ◦ δ (c(f1) · · · c(fn)R(1, f1) · · ·R(1, fn)R(λ1, g1) · · ·R(λm, gm))
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=
n∑
k=1
(−1)k+1ϕ
(
c(f1) · · ·
k∨ · · · c(fn) j(fk)R(1, f1) · · ·R(1, fn)R(λ1, g1) · · ·R(λm, gm)
)
+i(−1)n
n∑
ℓ=1
ϕ
(
c(f1) · · · c(fn)c(f ′ℓ)R(1, f1) · · ·R(1, fℓ)2 · · ·R(1, fn)R(λ1, g1) · · ·R(λm, gm)
)
+i(−1)n
m∑
p=1
ϕ
(
c(f1) · · · c(fn)c(g′p)R(1, f1) · · · · · ·R(1, fn)R(λ1, g1) · · ·R(λp, gp)2 · · ·R(λm, gm)
)
=
n∑
k=1
(−1)k+1ϕ(c(f1) · · ·
k∨ · · · c(fn))
{
n∑
r=1
s(fk, fr)ϕ
(
R(1, f1) · · ·R(1, fr)2 · · ·R(1, fn)R(λ1, g1) · · ·R(λm, gm)
)
+
m∑
t=1
s(fk, gt)ϕ
(
R(1, f1) · · ·R(1, fn)R(λ1, g1) · · ·R(λt, gt)2 · · ·R(λm, gm)
)}
+i(−1)n
n∑
ℓ=1
ϕ
(
c(f1) · · · c(fn)c(f ′ℓ)
)
ϕ
(
R(1, f1) · · ·R(1, fℓ)2 · · ·R(1, fn)R(λ1, g1) · · ·R(λm, gm)
)
+i(−1)n
m∑
p=1
ϕ
(
c(f1) · · · c(fn)c(g′p)
)
ϕ
(
R(1, f1) · · ·R(1, fn)R(λ1, g1) · · ·R(λp, gp)2 · · ·R(λm, gm)
)
where we made use of the lemma 8.2. Note that as ϕ is quasifree, n must be odd for the last
expression to be nonzero, and also:
ϕ(c(f1) · · · c(fn)) =
n−1∑
k=1
(−1)k+1 ϕ(c(fk) c(fn))ϕ(c(f1) · · ·
k∨ · · · c(fn−1)) .
So we get:
ϕ ◦ δ (c(f1) · · · c(fn)R(1, f1) · · ·R(1, fn)R(λ1, g1) · · ·R(λm, gm))
=
n∑
k=1
(−1)k+1ϕ(c(f1) · · ·
k∨ · · · c(fn))
{ n∑
r=1
[
s(fk, fr)− iϕ(c(fk)c(f ′r))
]
×ϕ
(
R(1, f1) · · ·R(1, fr)2 · · ·R(1, fn)R(λ1, g1) · · ·R(λm, gm)
)
+
m∑
p=1
[
s(fk, gp)− iϕ(c(fk) c(g′p))
]
×ϕ
(
R(1, f1) · · ·R(1, fn)R(λ1, g1) · · ·R(λp, gp)2 · · ·R(λm, gm)
)}
.
However for the two-point functions we have:
ϕ(c(f) c(g′)) = lim
ε→0+
( ∫ −ε
−∞
+
∫ ∞
ε
) −ip
1− e−p f̂(p) gˆ(p) dp
= −i
∫ ∞
−∞
p
1− e−p f̂(p) gˆ(p) dp = −is(f, g)
and so we get ϕ ◦ δ = 0 as desired.
Finally, for (iii) we need to prove that
ϕ(BMAδ0(A)C) = −i d
dt
ϕ(BMA αt(A)C)
∣∣∣
0
(35)
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for all A ∈ DS and B,C ∈ A0 . Since αt and δ0 do not mix Cliff(S(R)) and R(S(R), σ) and ϕ
has a product structure, it suffices to verify (35) on the CAR and CCR parts separately. First,
on the Clifford algebra we have δ0(c(f)) = ic(f
′), and by the derivative property we only need to
check (35) for A = c(f) . However, ϕ is quasifree so it suffices to check for the two-point functions
that
d
dt
ϕ(c(g)αt(c(f)))
∣∣∣
0
= iϕ(c(g)δ0(c(f))) = −ϕ(c(g) c(f ′))
for all f, g ∈ S(R) . The differentiability of G(t) = ϕ(c(g)αt(c(f))) was proven above in Theo-
rem 5.6. So:
d
dt
ϕ(c(f)αt(c(g)))
∣∣∣
0
=
d
dt
lim
ε→0+
( ∫ −ε
−∞
+
∫ ∞
ε
) eipt
1− e−p f̂(p) gˆ(p) dp
∣∣∣
0
= lim
ε→0+
( ∫ −ε
−∞
+
∫ ∞
ε
) ip
1− e−p f̂(p) gˆ(p) dp
= −ϕ(c(f) c(g′))
as required. Next, we need to check (35) on the resolvent algebra. By the derivative property, it
suffices to do this for A = R(λ, f) , and by linearity for the remaining terms being monomials of
resolvents. That is, we need to prove that
d
dt
ϕ
(
R(λ1, f1) · · ·R(λn, fn)R(µ, Ttg)R(λn+1, fn+1) · · ·R(λm, fm)
)∣∣∣
0
= i ϕ
(
R(λ1, f1) · · ·R(λn, fn)δ0(R(µ, g))R(λn+1, fn+1) · · ·R(λm, fm)
)
(36)
where δ0(R(µ, g)) = iR(µ, g) j(g
′)R(µ, g) . This is an expression of the form of Proposition 3.7,
so to apply this, we need to check that the functions t → s(f, Ttg) are smooth (note that
s(Ttf, Ttg) = s(f, g)) , and this is an easy verification. In fact, s(·, ·) is clearly a distribution in
each entry as it is an expectation value (f,Ag) where A is multiplication by a smooth function
which is polynomially bounded. Applying Proposition 3.7 we get:
d
dt
ϕ
(
R(λ1, f1) · · ·R(λn, fn)R(µ, Ttg)R(λn+1, fn+1) · · ·R(λm, fm)
)∣∣∣
t=0
= −
n∑
k=1
d
dt
s(fk, Ttg)
∂2
∂µ∂λk
ϕ
(
R(λ1, f1)) · · ·R(λn, fn)R(µ, Ttg)R(λn+1, fn+1) · · ·R(λm, fm)
)∣∣∣
t=0
−12
d
dt
s(Ttg, Ttg)
∂2
∂µ2
ϕ
(
R(λ1, f1) · · ·R(λn, fn)R(µ, Ttg)R(λn+1, fn+1) · · ·R(λm, fm)
)∣∣∣
t=0
−
m∑
k=n+1
d
dt
s(Ttg, fk)
∂2
∂µ∂λk
ϕ
(
R(λ1, f1) · · ·R(λn, fn)R(µ, Ttg)R(λn+1, fn+1) · · ·R(λm, fm)
)∣∣∣
t=0
= −
n∑
k=1
s(fk, g
′)ϕ
(
R(λ1, f1)) · · ·R(λk, fk)2 · · ·R(λn, fn)R(µ, g)2 R(λn+1, fn+1) · · ·R(λm, fm)
)
−
m∑
k=n+1
s(g′, fk)ϕ
(
R(λ1, f1) · · ·R(λn, fn)R(µ, g)2 R(λn+1, fn+1) · · ·R(λk, fk)2 · · ·R(λm, fm)
)
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where we used ddt s(f, Ttg)|0 = ddt
∫ p
1−e−p f̂ e
ipĝ dp|0 =
∫ ip2
1−e−p f̂ ĝ dp = −s(f, g′), as well as
s(Ttf, Ttg) = s(f, g) . On the other hand, for the right hand side of Equation (36) we have
from Lemma 8.2, that:
i ϕ
(
R(λ1, f1) · · ·R(λn, fn)δ0(R(µ, g))R(λn+1, fn+1) · · ·R(λm, fm)
)
= −ϕ
(
R(λ1, f1) · · ·R(λn, fn)R(µ, g) j(g′)R(µ, g)R(λn+1, fn+1) · · ·R(λm, fm)
)
= −
n∑
k=1
s(fk, g
′)ϕ
(
R(λ1, f1) · · ·R(λk, fk)2 · · ·R(λn, fn)R(µ, g)2 R(λn+1, fn+1) · · ·R(λm, fm)
)
−
m∑
k=n+1
s(g′, fk) ϕ
(
R(λ1, f1) · · ·R(λn, fn)R(µ, g)2 R(λn+1, fn+1) · · ·R(λk, fk)2 · · ·R(λm, fm)
)
−s(g, g′)ϕ
(
R(λ1, f1) · · ·R(λn, fn)R(µ, g)3 R(λn+1, fn+1) · · ·R(λm, fm)
)
−s(g′, g) ϕ
(
R(λ1, f1) · · ·R(λn, fn)R(µ, g)3 R(λn+1, fn+1) · · ·R(λm, fm)
)
.
However, s(g, g′) = −s(g′, g) and so the last two terms cancel and hence we have proven (36).
Proof of Theorem 5.9
Recall that
A0(J) := *-alg { c(f), R(λ, f) | supp f ⊆ J, f ∈ S(R), λ ∈ R\0 } = C(J) ⊗R0(J)
where C(J) := *–alg { c(f) | supp f ⊆ J, f ∈ S(R) }
and R0(J) := *–alg {R(λ, f) | supp f ⊆ J, f ∈ S(R), λ ∈ R\0 } .
Since ϕ = ψ⊗ω is a product functional, and ω is a state, we have that ‖ϕ A0(J)‖ = ‖ψ C(J)‖ ,
and so this is what we need to estimate. Without loss of generality we may assume J to be a
closed interval, and also symmetrical about the origin (since ϕ is invariant w.r.t. translations).
Recall from Theorem 5.6 that ψ(c(f)c(g)) = θ(f, g) = (g, (P+T )f) where P is a projection (after
a normalisation) and PJTPJ is trace-class and selfadjoint for all compact intervals J , and so this
is the case for c(f), c(g) ∈ C(J) .We will need to use the isomorphism of the Clifford algebra C(J)
with a self–dual CAR–algebra explicitly. First observe that C(J) = Cliff(L2(J,R)) by continuity
of c(f) . Since J is symmetrical about the origin, we can define Γ : L2(J,R) → L2(J,R) by
(Γ̂f)(p) := f̂(−p) . Then (Γf)(x) = f(−x) and ΓP = (1− P )Γ , and ΓTΓ = −T by the explicit
formula for T . Define for f ∈ L2(J,R)
Φ(f) := 1√
2
(
c(Pf)− ic(ΓPf) + c(PΓf) + ic((1− P )f)
)
and observe that Φ(Γf) = Φ(f)∗ and {Φ(f),Φ(g)} = (Γf, g)1, which establishes the isomorphism.
By requiring complex linearity for Φ(f), we get Φ(f) + iΦ(g) =: Φ(f + ig) hence get in fact
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isomorphism of C(J) with CAR(L2(J,C)) . Note that by Φ(Γf) = Φ(f)∗ the involution Γ has to
extend to L2(J,C) =: K in a conjugate linear way. The image of C(J) under the isomorphism, is
the dense *-algebra CAR0 generated by all Φ(f) , f ∈ K , and this is the domain of ψ .
With respect to the decomposition K = PK⊕ (1−P )K ∋ f ⊕ g we decompose T =
(
A
C
B
D
)
so
by T = T ∗ we get A = A∗, D = D∗ and B = C∗ , and these operators are trace–class because T
is. From the relation ΓTΓ = −T we then find that A = −D and B∗ = −B , hence T =
(
A
−B
B
−A
)
.
Since T preserves the original real space L2(J,R) we have Af = Af and Bf = B f . Then the
two-point function of ψ on CAR0 is for f ⊕ g, h⊕ k ∈ L2(J,R) :
ψ(Φ(f ⊕ g)Φ(h ⊕ k))
= 12 ψ
(
(c(f ⊕ 0)− i c(0 ⊕ f) + c(g ⊕ 0) + i c(0 ⊕ g)) · (c(h ⊕ 0)− i c(0 ⊕ h) + c(k ⊕ 0) + i c(0 ⊕ k))
)
= 12 [(h, f) + (k, f) + (h, g) + (k, g)] + (h,Af) − i(k,Bf) + i(h,Bg) + (k,Ag)
=
(
Γ(h⊕ k),
[
1
2
(
I I
I I
)
+
(−iB A
A iB
)]
(f ⊕ g)
)
.
This expression is complex linear in both entries, so we can extend it by linearity to K to get for
all f, g ∈ K that
ψ(Φ(f)Φ(g)) = (Γ(g), (R+Q)f) where: (37)
R := 12
(
I I
I I
)
and Q :=
(−iB A
A iB
)
Define an operator S by 12 +S := R+Q , then S is a bounded selfadjoint operator which satisfies
ΓSΓ = S . As S0 :=
1
2
(
0
I
I
0
)
has eigenvalues ±12 and Q is trace class, S = S0 + Q has discrete
spectrum with the only possible accumulation points ±12 (cf. Theorem 9.6 [24]). We now need:
8.3 Lemma (i) E([−12 , 12 ]c) ·(2|S|−1) on L2(J) is trace class where E is the spectral resolution
of S . Moreover we have for the trace–norms ‖ · ‖1 that∥∥∥E([−12 , 12 ]c) · (2|S| − 1)∥∥∥1 ≤ b ‖PJTPJ‖1
for a positive constant b (independent of J).
(ii) Let {ej | j ∈ J} be an orthonormal system of eigenvectors of S corresponding to the
eigenvalues sj ∈ [−12 , 12 ]c , and exhausting these eigenspaces. For each j ∈ J, let
Cj be the two–dimensional abelian *-algebras generated by Φ(ej)∗Φ(ej), and let C0 :=
*–alg
{
Φ(f) | f ∈ E([−12 , 12 ])K
}
. Then
‖ψ C(J)‖ =
∏
j∈{0}∪J
‖ψj‖ =
∏
j∈J
2|sj | <∞ (38)
where ψj denotes the restriction of ψ to Cj .
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Proof: (i) Let Let E0( · ) be the spectral resolution corresponding to S0 . For any s ∈ (0, 12) which
is not in the spectrum σ(S) of S , since S and S0 are bounded, we obtain by spectral calculus
that
E((s,∞)) − E0((s,∞)) = (2πi)−1
∫
C
dz ((z − S)−1 − (z − S0)−1)
= (2πi)−1
∫
C
dz (z − S0)−1Q(z − S)−1 (39)
where C is a suitable closed path in C , e.g. a large anticlockwise simple contour with σ(S)∩[s,∞)
and σ(S0) ∩ [s,∞) in its interior, and crossing the real axis only at s and some t > s . So from
(39) we conclude that E((s,∞))−E0((s,∞)) is a trace class operator. Taking into account that
E0((s,∞))(2S0 − 1) = 0 we obtain
E((s,∞))(2S − 1) = (E((s,∞)) − E0((s,∞)))(2S − 1) + E0((s,∞)) 2Q, (40)
showing that E((s,∞))(2S − 1) and hence a fortiori E(( 1
2
,∞)) (2S − 1) is trace class. A similar
argument establishes that E((−∞,−12 ))(2S +1) is trace class, and hence E([−12 , 12 ]c) · (2|S| − 1)
is trace class. From Equation (40) we get that
‖E((s,∞))(2S − 1)‖1 ≤ ‖(E((s,∞)) − E0((s,∞)))(2S − 1)‖1 + ‖E0((s,∞)) 2Q‖1
≤ ‖(E((s,∞)) − E0((s,∞)))(2S − 1)‖1 + 2‖Q‖1 (41)
since all the terms in (40) are trace class, and ‖AQ‖1 ≤ ‖A‖ · ‖Q‖1 for A bounded. Let P0 be the
projection onto the eigenspace of S0 with eigenvalue
1
2 (since S0 =
1
2
(
0
I
I
0
)
this is just the space
of even functions w.r.t. the decomposition associated with P ). Then by substituting
(z−S0)−1 = (z− 12)−1P0+(z+ 12 )−1(1−P0) and (z−S)−1(2S−1) = (2z−1)(z−S)−1−21
into (39)×(2S − 1) we get that
[E((s,∞)) − E0((s,∞))](2S − 1)
= 12πi
[
P0Q
∫
C
dz (z − 12)−1
(
2z−1
z−S − 2
)
+ (1− P0)Q
∫
C
dz (z + 12)
−1 (2z−1
z−S − 2
)]
= 12πiP0Q
∫
C
dz 2 (z − S)−1 − 2P0Q+ 12πi(1− P0)Q
∫
C
dz
(
2z−1
z+1/2
)
z − S
= P0Q 2E((s,∞)) − 2P0Q+ (1− P0)Qf(S)
where f(z) := 2z−1z+1/2 χH(z) and H := { z ∈ C | Re(z) > s } . Now ‖f(S)‖ ≤ ‖f (s,∞)‖∞ = 2 ,
and so ∥∥∥[E((s,∞)) − E0((s,∞))](2S − 1)∥∥∥
1
≤ 6‖Q‖1 ≤ a‖PJTPJ‖1
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for a constant a > 0 , where we obtain the last inequality ‖Q‖1 ≤ const.‖PJTPJ‖1 from the
decomposition in (37) from which PQP = −iB = −iP (PJTPJ)(1−P ), (1−P )QP = P (PJTPJ)P
etc. Thus by (41) we get
‖E((12 ,∞))(2S − 1)‖1 = ‖E(12 ,∞)E(s,∞)(2S − 1)‖1 ≤ ‖E(s,∞)(2S − 1)‖1 ≤ a‖PJTPJ‖1 .
A similar argument establishes that ‖E(−∞,−12 )(2S + 1)‖1 ≤ a‖PJTPJ‖1 and hence that∥∥∥E([−12 , 12 ]c) · (2|S| − 1)∥∥∥1 ≤ b ‖PJTPJ‖1 for a positive constant b .
(ii) Recall that S has a purely discrete spectrum in [−12 , 12 ]c , so choose an orthonormal sys-
tem { ej ∈ K | j ∈ J ⊆ N } of eigenvectors of S, corresponding to eigenvalues sj ∈ [−12 , 12 ]c and
exhausting these eigenspaces (some sj will coincide for higher multiplicities). Let Ej be the one–
dimensional orthogonal projection onto ej , j ∈ J, and let λ = (λ1, λ2, . . .) ∈
⊕
j∈J {−1, 1}. We
define on K the unitaries
V (λ) := E([−12 , 12 ]) +
∑
j∈J
λjEj .
Since V (λ) commutes with Γ, these unitaries induce an action γ :
⊕
j∈J {−1, 1} → AutCAR(K)
given by
γλ(Φ(f)) := Φ(V (λ)f).
Since V (λ)2 = 1 , we can decompose CAR(K) into odd and even parts w.r.t. each γλ . Moreover,
since V (λ) commutes with S we have that ψ ◦ γλ = ψ and so ψ must vanish on the odd part of
CAR0 with respect to each γλ . Let C ⊂ CAR0 be the *–algebra generated by {Φ(ej) | j ∈ J }∪{
Φ(f) | f ∈ E([−12 , 12 ])K
}
, then C is mapped to itself by all γλ . Since the two-point functional
θ is bounded on L2(J), it suffices to calculate the norm of ψ on C, and in fact on the intersection of
all the even parts of C with respect to γλ , and we denote this *-algebra by ε(C) . It is produced by
a projection ε which we can consider as the projection defined on C by averaging over the action of
γλ on C. Since for each A ∈ C only a finite number of j’s are involved, these averages will again be
in the *-algebra C. Now we only need to consider monomials in the Φ(ej) and Φ(ej)∗ which are even
in each index j . In a given monomial Φ(ej1) · · ·Φ(ejn) ∈ ε(C) if we collect all (even number of)
terms with the same j together, we can then simplify it with the relations 2Φ(ej)
2 = 〈Γej |ej〉1 and
[Φ(ej)
∗Φ(ej)]
2 = Φ(ej)
∗Φ(ej) − 14 |(Γej , ej)|21 . Thus ε(C) is generated by the two-dimensional
abelian *-algebras Cj := *–alg{Φ(ej)∗Φ(ej)} and C0 := *–alg
{
Φ(f) | f ∈ E([−12 , 12 ])K
}
. Since
for i 6= j we have
ε ([Φ(ei)
∗Φ(ei), Φ(ej)∗Φ(ej)]) = ε
(
(Γei, ej)Φ(ej)Φ(ei) + (Γei, ej)Φ(ej)
∗Φ(ei)∗
)
= 0
it follows that all the Ci commute, and in fact we have the (incomplete) tensor product decom-
position
ε(C) =
⊗
j∈{0}∪J
Cj .
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Moreover, ψ is a product functional on this tensor product. Hence its norm, if it exists, is given
by
‖ψ‖ =
∏
j∈{0}∪J
‖ψj‖,
where ψj denotes the restriction of ψ to Cj. Now ψ0 is by construction a state on C0 because
1
2 +S is positive on E([−12 , 12 ])K, hence the two-point function is positive and so ‖ψ0‖ = 1. Since
for a, b ∈ C
ψ(a1 + bΦ(ej)
∗Φ(ej)) = a+ b ( 12 + sj)
and
‖a1 + bΦ(ej)∗Φ(ej)‖ = max{|a|, |a + b|}
one obtains ‖ψj‖ = 2|sj |, j ∈ J. Thus since 2|sj | > 1, a necessary and sufficient condition for the
existence of ‖ψ‖ is ∑j∈J(2|sj | − 1) <∞. However, this is guaranteed by part (i)
Using this lemma, we can now prove:
8.4 Lemma We have
‖ϕ A0(J)‖ ≤ exp (b‖PJTPJ‖1)
where b is a positive constant (independent of J) and ‖ · ‖1 denotes the trace–norm.
Proof: recall from Equation (38) that
‖ϕ A0(J)‖ =
∏
j∈{0}∪J
‖ψj‖ =
∏
j∈J
2|sj | =
∏
j∈J
(1 + tj) <∞
where tj := 2|sj| − 1 . Now ln(1 + x) ≤ x for x ≥ 0 , so
ln
N∏
j=1
(1 + tj) =
N∑
j=1
ln(1 + tj) ≤
N∑
j=1
tj hence
∏
j∈J
(1 + tj) ≤ exp
(∑
j∈J
tj
)
Now
∑
j∈J
tj =
∑
j∈J
(2|sj | − 1) = ‖E([−12 , 12 ]c) · (2|S| − 1)‖1 ≤ b ‖PJTPJ‖1 for a constant b > 0 by
Lemma 8.3(i). Combining these claims prove the lemma
To conclude the proof of the theorem, we need to estimate ‖PJTPJ‖1 . Recall from Theorem 5.6
that
(PJTPJf)(x) := 2i χJ(x)
∫
dy f(y) (x− y)
∫ ∞
0
dp ln(1− e−p) cos p(x− y)χJ(y)
= i χJ(x)
∫
dy f(y) (x− y)
∫ ∞
−∞
dp ln(1− e−|p|) eip(x−y) χJ(y)
= const.
(
χJ(X)
[
X, ln(1− e−|P |)
]
χJ(X) f
)
(x) (42)
where X is the multiplication operator (Xf)(x) = xf(x), and P is as usual i ddx , and the constant
incorporates the 2π factors from the Fourier transforms. Now D := − ln(1 − e−|P |) is a positive
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operator, so write trivially χJ(X)X DχJ(X) = (χJ(X)X D
1/2)(D1/2 χJ(X)) , then we show
that both factors are Hilbert–Schmidt. Now
(χJ(X)X D
1/2f)(x) =
∫
dyK(x, y) where:
K(x, y) = χJ(x)x
∫
dp [− ln(1− e−|p|)]1/2 eip(x−y)
so ‖χJ(X)X D1/2‖22 =
∫
dx dy |K(x, y)|2 =
∫
J
dxx2
∫
dp [− ln(1− e−|p|)]
≤ const.|J |3 ,
using the integrability of ln(1 − e−|p|) . Likewise, we get
‖(D1/2 χJ(X)‖22 =
∫
J
dx
∫
dp [− ln(1− e−|p|)] ≤ const.|J | .
Thus χJ(X)X DχJ(X) is trace class, and as PJTPJ is, so is χJ(X)DX χJ(X) . For their trace
norms we find
‖χJ(X)X DχJ(X)‖1 ≤ ‖χJ(X)X D1/2‖2 · ‖(D1/2 χJ(X)‖2 ≤ const.|J |2
and likewise ‖χJ(X)DX χJ(X)‖1 ≤ const.|J |2 . Thus by (42) we get that
‖PJTPJ‖1 ≤ const.‖χJ(X)X DχJ(X)‖1 + const.‖χJ(X)DX χJ(X)‖1 ≤ K|J |2
for a constant K (independent of J). Now from Lemma 8.4 we get the claim of the theorem, i.e.
that
‖ϕ A0(J)‖ ≤ exp (K |J |2) .
Proof of Theorem 6.3
Fix a compact interval J = [−k, k] and let ai ∈ A0(J) for all i , then as αt(ai) ∈ A0(J + t) we
have αt0(a0) · · ·αtn(an) ∈ A0([−M,M ]) where M := k + sup
i
|ti| . Thus by Theorem 5.9 we get
∣∣∣ϕ(αt0(a0) · · ·αtn(an))∣∣∣ ≤ e4KM2 ‖a0‖ · · · ‖an‖ .
Now M2 = k2 + sup
i
t2i + 2k sup
i
|ti| ≤ k2 +
∑
i
t2i + 2k sup
i
(1 + t2i )
≤ k2 +
∑
i
t2i + 2k
(
1 +
∑
i
t2i )
)
= k2 + 2k + (1 + 2k)
∑
i
t2i
hence:
∣∣∣ϕ(αt0(a0) · · ·αtn(an))∣∣∣ ≤ A exp (B ∑
i
t2i
)
‖a0‖ · · · ‖an‖ .
for suitable constants A and B depending only on k (but not on n). Now let t0 = 0, t1 = s1,
t2 = s1 + s2, . . . , tn = s1 + · · ·+ sn , and define for all si ∈ R:
Fao,...an(s1, . . . , sn) := exp
(
−B
n∑
k=1
(s1 + · · · + sk)2
)
· ϕ
(
a0 αs1(a1) · · ·αs1+···+sn(an)
)
.
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Then we have |Fao,...an(s1, . . . , sn)| ≤ A ‖a0‖ · · · ‖an‖ , and by the KMS–property of ϕ, the
function Fao,...an can be analytically continued in each variable sj into the strip Sj := {zj ∈
Cn | Im zj ∈ [0, 1]}, keeping the other variables real. This produces functions F (j)ao,...an analytic
in the flat tubes T j := Rn−1 × Sj , and hence by using the Flat Tube Theorem 6.1 induc-
tively, we obtain an analytic continuation of Fao,...an into the tube Tn := Rn + iΣn where
Σn := { s ∈ Rn | 0 ≤ si ∀ i, s1 + · · ·+ sn ≤ 1 } , coinciding with all F (j)ao,...an on T
j . We want
to obtain a bound for this analytic function F . We start by finding bounds for the F (j) . Let
G(s1, . . . , sn) := ϕ
(
a0 αs1(a1) · · ·αs1+···+sn(an)
)
which has analytic extensions to each T j , and
by the definition of KMS–functionals we know that |G(s1, . . . , sj + irj , . . . , sn)| ≤ C(1 + |sj |)N
where C and N are independent of sj and rj ∈ [0, 1] . Now
Fao,...an(s1, . . . , sj + irj , . . . , sn) =
G(s1, . . . , sj + irj, . . . , sn) exp [Br
2
j (n+ 1− j)−B
n∑
k=1
(s1 + · · ·+ sk)2 + iθ] (43)
where θ is real. Thus from the exponential damping factor in sj we conclude that F
(j)
ao,...an
is
bounded. By the maximum modulus principle (applied after first mapping Sj to a unit disk by
the Schwartz mapping principle), the bound of |F (j)
ao,...an
| is attained on the boundary of Sj (this
also follows from the Phragmen Lindelo¨f theorem, cf. p138 in [6]). So on the real part of the
boundary of Sj we have already from above that |F (j)ao,...an(s1, . . . , sn)| ≤ A ‖a0‖ · · · ‖an‖ and by
the KMS–condition and translation invariance of ϕ we have on the other part
|G(s1, . . . , sj + i, . . . , sn)| =
∣∣∣ϕ(αs1+···sj(aj) · · ·αs1+···+sn(an)a0 αs1(a1) · · ·αs1+···+sj−1(aj−1))∣∣∣
≤ A exp
(
B
n∑
k=1
(s1 + · · ·+ sk)2
)
· ‖a0‖ · · · ‖an‖ hence by (43):
|F (j)
ao,...an
(s1, . . . , sj + i, . . . , sn)| ≤ AeBn ‖a0‖ · · · ‖an‖ and thus as eBn > 1 ,
|F (j)
ao,...an
(s1, . . . , zj , . . . , sn)| ≤ AeBn ‖a0‖ · · · ‖an‖ =: C for all zj ∈ Sj .
Now define Hα(z1, . . . , zn) := [Fao,...an(z1, . . . , zn)− eiαC]−1 where α ∈ [0, 2π] for (z1, . . . , zn) ∈
Tn . Then by the estimates above for |F (j)ao,...an | , each map zj → Hα(s1, . . . , zj , . . . , sn) is analytic
on the strip Sj , and thus by the Flat Tube Theorem 6.1, Hα has a unique extension as an analytic
function to Tn , and hence cannot have any singularities in Tn , i.e. Fao,...an(z1, . . . , zn) 6= eiαC
for all α . By continuity of F , the image set Fao,...an(Tn) must be connected. By assumption,
this set has some points inside the circle |z| = C , hence the entire image set is inside the circle
|z| = C , i.e.
|Fao,...an(z1, . . . , zn)| ≤ AeBn ‖a0‖ · · · ‖an‖ ∀ (z1, . . . , zn) ∈ Tn and ai ∈ A0(J) .
Consider now the Chern character formula (19):
τn(a0, . . . , an) := i
ǫn
∫
σn
ϕ
(
a0 αis1(δγ(a1))αis2(δ(a2))αis3(δγ(a3)) · · ·
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· · ·αisn(δγn(an))
)
ds1 · · · dsn , ai ∈ Dc ,
= iǫn
∫
Σn
ϕ(b0 αir1(b1) · · ·αir1+···+irn(bn)) dr1 · · · drn
where we made a change of variables s1 = r1, s2 = r1+r2, . . . , sn = r1+ · · ·+rn and substitutions
a0 = b0, b1 = δγ(a1), . . . , bn = δγ
n(an) as in Section 6, making use of the Flat Tube Theorem.
(Note that bi ∈ A0(J) ∀ i for some J .) In fact, from the uniqueness part of the extensions to Tn
we have that on Tn
ϕ(b0 αz1(b1) · · ·αz1+···+zn(bn)) = exp [B
n∑
k=1
(z1 + · · ·+ zn)2] · Fbo,...bn(z1, . . . , zn)
and so for (z1, . . . , zn) = i(r1, . . . , rn) ∈ iΣn we have∣∣∣ϕ(b0 αir1(b1) · · ·αir1+···+irn(bn))∣∣∣ ≤ exp [−B n∑
k=1
(r1 + · · ·+ rn)2 +Bn
]
A ‖b0‖ · · · ‖bn‖
hence: |τn(a0, . . . , an)| ≤ A
n!
eBn ‖b0‖ · · · ‖bn‖ ≤ A
n!
eBn ‖a0‖∗ · · · ‖an‖∗
where we used first, that the volume of |Σn| = 1/n! , and second, that ‖bj‖ ≤ ‖aj‖∗ because bj =
δγ(aj) = −γδ(aj) for j > 0 . Thus ‖τn‖∗ ≤ AeBn/n! and hence it is clear that lim
n→∞n
1/2‖τ‖1/n∗ ≤
eB lim
n→∞n
1/2(A/n!)1/n = 0 by Stirling’s formula, which concludes the proof.
Proof of Theorem 6.4
By Theorem 6.3 we already have the entireness condition for τ˜ so it is only necessary to prove
the cocycle condition for ai ∈ Dc :
(bτn−1)(a0, . . . , an) = (Bτn+1)(a0, . . . , an) , n = 1, 3, 5, , . . .
with b and B given by Equations (22) and (23). We will roughly follow the technique used in [12],
but due to the different analytic properties of our model, we will need to go explicitly through the
steps. In order to manipulate the expressions involved with Equation (24), we need the results
in the following Lemma.
8.5 Lemma Let bi ∈ A0 , then:
(i) ϕ
(
b0 αis1(b1) · · ·αisn(bn)
)
= ϕ
(
γ(bn)αi(1−sn)(b0)αi(1−sn+s1)(b1) · · ·αi(1−sn+sn−1)(bn−1)
)
for all (s1, . . . , sn) ∈ σn .
(ii)
∫
σn
ϕ
(
b0 αis1(b1) · · ·αisn(bn)
)
ds1 · · · dsn =
∫
σn
ϕ
(
γ(bn)αis1(b0) · · ·αisn(bn−1)
)
ds1 · · · dsn
(iii) The functions (t1, . . . , tn)→ ϕ
(
b0 αt1(b1) · · · δ(αtk(bk)) · · ·αtn(bn)
)
and
(t1, . . . , tn) → ϕ
(
b0 αt1(b1) · · · γ(αtk(bk)) · · ·αsn(bn)
)
both have analytic continuations to
Rn + iσn , and for these we have
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ϕ
(
b0 αis1(b1) · · · δ(αisk(bk)) · · ·αisn(bn)
)
= ϕ
(
b0 αis1(b1) · · ·αisk(δ(bk)) · · ·αisn(bn)
)
and
ϕ
(
b0 αis1(b1) · · · γ(αisk(bk)) · · ·αisn(bn)
)
= ϕ
(
b0 αis1(b1) · · ·αisk(γ(bk)) · · ·αisn(bn)
)
.
(iv) For j = 2, . . . , n we have:∫
σn+1
∂
∂sj
ϕ
(
b0 αis1(b1) · · ·αisn+1(bn+1)
)
ds1 · · · dsn+1
=
∫
σn
[
ϕ
(
b0 αis1(b1) · · ·αisj (bjbj+1) · · ·αisn(bn+1)
)
−ϕ
(
b0 αis1(b1) · · ·αisj−1(bj−1bj) · · ·αisn(bn+1)
)]
ds1 · · · dsn (44)∫
σn+1
∂
∂s1
ϕ
(
b0 αis1(b1) · · ·αisn+1(bn+1)
)
ds1 · · · dsn+1
=
∫
σn
[
ϕ
(
b0 αis1(b1b2)αis2(b3) · · ·αisn(bn+1)
)
− ϕ
(
b0 b1 αis1(b2) · · ·αisn(bn+1)
)]
ds1 · · · dsn (45)∫
σn+1
∂
∂sn+1
ϕ
(
b0 αis1(b1) · · ·αisn+1(bn+1)
)
ds1 · · · dsn+1
=
∫
σn
[
ϕ
(
γ(bn+1) b0 αis1(b1) · · ·αisn(bn)
)
− ϕ
(
b0 αis1(b1) · · ·αisn(bnbn+1)
)]
ds1 · · · dsn (46)
Proof: (i) Recall that the left hand side is defined by the analytic extension of the function
Ft1···,tn(b0, · · · , bn) := ϕ(b0 αt1(b1) · · ·αtn(bn)) to the tube Rn + iσn by the KMS–condition and
Flat Tube theorem, so ϕ
(
b0 αis1(b1) · · ·αisn(bn)
)
:= Fis1···,isn(b0, · · · , bn) . By the invariance
ϕ ◦ αt = ϕ we have
Ft1···,tn(b0, · · · , bn) = ϕ(αt(b0)αt+t1(b1) · · ·αt+tn(bn))
= Ft, t+t1···, t+tn(1, b0, · · · , bn) = Ft+t1···, t+tn(αt(b0), b1, · · · , bn) .
The latter function has an analytic continuation in the variables (t+ t1, . . . , t+ tn) to R
n + iσn
and from the former function it also has an analytic extension in t to the strip R+ i[0, 1] . Thus
by the flat tube theorem we get a unique analytic extension to all of Rn+1 + iσn+1 . Put tj = isj
where s ∈ σn and t = i(1− sn) , then
Fis1···,isn(b0, · · · , bn) = Fi(1−sn), i(1−sn+s1),···, i(1−sn+sn−1), i(1, b0, · · · , bn)
which is justified because we have that the variables
r = (r1, · · · , rn) := (1− sn, 1− sn + s1, . . . , 1− sn + sn−1) ∈ σn .
Now the function Fir1,···, irn, i(1, b0, · · · , bn) is obtained from the analytic extension of
Ft1,···, tn, v(1, b0, · · · , bn) , ti, v ∈ R to Rn+1 + iσn+1 . By the KMS–condition:
Ft1,···, tn, i(1, b0, · · · , bn) = ϕ
(
bn γ(αt1(b0) · · ·αtn(bn−1))
)
= ϕ
(
γ(bn)αt1(b0) · · ·αtn(bn−1)
)
= Ft1,···, tn(γ(bn), b0, · · · , bn−1)
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Thus by uniqueness of the analytic continuations we have
Fis1···,isn(b0, · · · , bn) = Fir1,···, irn, i(1, b0, · · · , bn) = Fir1,···, irn(γ(bn), b0, · · · , bn−1)
which is the statement (i) of the lemma.
(ii) By part (i) we have:∫
σn
ϕ
(
b0 αis1(b1) · · ·αisn(bn)
)
ds1 · · · dsn
=
∫
σn
ϕ
(
γ(bn)αi(1−sn)(b0)αi(1−sn+s1)(b1) · · ·αi(1−sn+sn−1)(bn−1)
)
ds1 · · · dsn
=
∫
σn
ϕ
(
γ(bn)αir1(b0) · · ·αirn)(bn−1)
)
dr1 · · · drn
making use of the change of variables s→ r above (with Jacobian = 1), and the fact that r ∈ σn
iff s ∈ σn .
(iii) Since ϕ
(
b0 αt1(b1) · · · δ(αtk(bk)) · · ·αtn(bn)
)
= ϕ
(
b0 αt1(b1) · · ·αtk(δ(bk)) · · ·αtn(bn)
)
and the
latter obviously has an analytic extension to Rn + σn the claim follows. Likewise for the other
one.
(iv) For 2 ≤ j ≤ n we have∫ sj+1
sj−1
∂
∂sj
ϕ
(
b0 αis1(b1) · · ·αisn+1(bn+1)
)
dsj
= ϕ
(
b0 αis1(b1) · · ·αisj−1(bj−1)αisj+1(bj)αisj+1(bj+1) · · ·αisn+1(bn+1)
)
−ϕ
(
b0 αis1(b1) · · ·αisj−1(bj−1)αisj−1(bj)αisj+1(bj+1) · · ·αisn+1(bn+1)
)
= ϕ
(
b0 αis1(b1) · · ·αisj−1(bj−1)αisj+1(bjbj+1) · · ·αisn+1(bn+1)
)
−ϕ
(
b0 αis1(b1) · · ·αisj−1(bj−1bj)αisj+1(bj+1) · · ·αisn+1(bn+1)
)
from which equation (44) follows by a change of label of the integration variables. For equa-
tion (45) we substitute j = 1, sj−1 = 0 into the last equation. For equation (46) we substitute
j = n+ 1, sj+1 = 1 into the last equation to get∫
σn+1
∂
∂sn+1
ϕ
(
b0 αis1(b1) · · ·αisn+1(bn+1)
)
ds1 · · · dsn+1
=
∫
σn
[
ϕ
(
b0 αis1(b1) · · ·αisn(bn)αi(bn+1)
)
− ϕ
(
b0 αis1(b1) · · ·αisn(bnbn+1)
)]
ds1 · · · dsn
=
∫
σn
[
ϕ
(
γ(bn+1) b0 αis1(b1) · · ·αisn(bn)
)
− ϕ
(
b0 αis1(b1) · · ·αisn(bnbn+1)
)]
ds1 · · · dsn
making use of part (i) for the KMS–condition.
Let us begin with the right hand side of our desired Equation (24). From the definition (23) we
have for ai ∈ Dc via δ(1) = 0 that:
(Bτn+1)(a0, . . . , an) = i
ǫn+1
∫
σn+1
ds1 · · · dsn+1
[
ϕ
(
αis1(δγa0) · · ·αisn+1(δγn+1an)
)
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+
n∑
j=1
(−1)nj ϕ
(
αis1(δγ
2an+1−j) · · ·αisj(δγ
j+1an)αisj+1(δγ
j+1a0) · · ·αisn+1(δγn+1an−j)
)]
.
We can now use Lemma 8.5(ii) in all the terms on the right hand side to bring the factor with
a0 to the front:
(Bτn+1)(a0, . . . , an) = i
ǫn+1
∫
σn+1
ds1 · · · dsn+1
[
ϕ
(
δγ(a0)αis1(δγ
2a1) · · ·
· · ·αisn(δγn+1an)αisn+1(1)
)
+
n∑
j=1
(−1)nj ϕ
(
δγj+1(a0)αis1(δγ
j+2a1) · · ·
· · ·αisn−j (δγ
n+1an−j)αisn−j+1(1)αisn−j+2(γδγ
2an+1−j) · · ·αisn+1(γδγj+1an)
)]
now substitute ϕ→ ϕ ◦ γj+1 in the last term, and use γ ◦ δ = −δ ◦ γ and Lemma 8.5(iii):
= iǫn+1
∫
σn+1
ds1 · · · dsn+1
[
(−1)n+1ϕ
(
δ(a0)αis1(δγa1) · · ·αisn(δγnan)αisn+1(1)
)
+
n∑
j=1
(−1)nj ϕ
(
(−1)j+1δ(a0) (−1)j+1αis1(δγa1) · · ·
· · · (−1)j+1αisn−j(δγ
n−jan−j)αisn−j+1(1) (−1)
jαisn−j+2(δγ
jan+1−j) · · · (−1)jαisn+1(δγan)
)]
= iǫn+1(−1)n+1
∫
σn+1
ds1 · · · dsn+1
[
ϕ
(
δ(a0)αis1(δγa1) · · ·αisn(δγnan)αisn+1(1)
)
+
n∑
j=1
ϕ
(
δ(a0)αis1(δγa1) · · ·
· · ·αisn−j (δγ
n−jan−j)αisn−j+1(1)αisn−j+2(δγ
jan+1−j) · · ·αisn+1(δγan)
)]
.
Now recall that τ˜ := (τ0, 0,−τ2, 0, τ4, . . .) ∈ C(Dc), and hence we may assume that n is odd in
the preceding expression (if n is even, Bτ˜n+1 = 0 ). Thus
(Bτn+1)(a0, . . . , an) =
∫
σn+1
ds1 · · · dsn+1
[ n∑
j=0
ϕ
(
δ(a0)αis1(δγa1) · · ·
· · ·αisn−j (δγn−jan−j)αisn−j+1(1)αisn−j+2(δγn+1−jan+1−j) · · ·αisn+1(δγnan)
)]
.
Since αisn−j+1(1) = 1 , we can do the integrals w.r.t. sn−j+1, and so using 0 ≤ s1 ≤ s2 ≤ · · · ≤
sn+1 ≤ 1 and a relabelling of variables, we get
(Bτn+1)(a0, . . . , an) =
∫
σn
ds1 · · · dsn
[ n−1∑
j=1
(sn−j+1 − sn−j)ϕ
(
δ(a0)αis1(δγa1) · · ·
· · ·αisn−j(δγ
n−jan−j)αisn−j+1(δγ
n+1−jan+1−j) · · ·αisn(δγnan)
)
+(s1 + 1− sn)ϕ
(
δ(a0)αis1(δγa1) · · ·αisn(δγnan)
)]
=
∫
σn
ds1 · · · dsn ϕ
(
δ(a0)αis1(δγa1) · · ·αisn(δγnan)
)
. (47)
Next, we turn our attention to the left hand side of our desired Equation (24). Observe first that
we have
τn(γa0, . . . , γan) = (−1)nτn(a0, . . . , an) because:
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ϕ (γ(a0)αis1(δγ(γa1)) · · ·αisn(δγn(γa1))) = (−1)n ϕ (a0 αis1(δγa1) · · ·αisn(δγnan))
since δ ◦ γ = −γ ◦ δ, ϕ ◦ γ = ϕ and by Lemma 8.5(iii). Thus τ˜ ◦ γ = τ˜ , and so we have a˜ = γa in
definition (22). An application of definition (22) to the left hand side of Equation (24) yields:
(b τn−1)(a0, . . . , an) = iǫn−1
∫
σn−1
ds1 · · · dsn−1
[ n−1∑
j=0
(−1)jϕ
(
a0 αis1(δγa1) · · ·αisj (δγ
j(aj aj+1)) · · ·
· · ·αisn−1(δγn−1an)
)
+ (−1)n ϕ
(
(γan) a0 αis1(δγa1) · · ·αisn−1(δγn−1an−1)
) ]
. (48)
We examine the terms in this sum more closely:
j = 0:
∫
σn−1
ds1 · · · dsn−1 ϕ
(
a0 a1 αis1(δγa2) · · ·αisn−1(δγn−1an)
)
j = 1: −
∫
σn−1
ds1 · · · dsn−1 ϕ
(
a0 αis1(δγ(a1a2))αis2(δa3) · · ·αisn−1(δγn−1an)
)
= −
∫
σn−1
ds1 · · · dsn−1 ϕ
(
a0 αis1((δγ(a1) γa2 + a1 δγa2)αis2(δa3) · · ·αisn−1(δγn−1an)
)
= −
∫
σn−1
ds1 · · · dsn−1
[
ϕ
(
a0 αis1((δγ(a1) γa2)αis2(δa3) · · ·αisn−1(δγn−1an)
)
+ ϕ
(
a0 a1 αis1(δγa2)αis2(δa3) · · ·αisn−1(δγn−1an)
)]
−
∫
σn
ds1 · · · dsn ∂
∂s1
ϕ
(
a0 αis1(a1)αis2(δγa2)αis3(δa3) · · ·αisn(δγn+1an)
)
where we made use of Equation (45) in the last step. Notice that we get a cancellation between
the middle term and the j = 0 term in the sum. For 1 < j ≤ n− 1 we have the terms:
(−1)j
∫
σn−1
ds1 · · · dsn−1 ϕ
(
a0 αis1(δγa1) · · ·αisj(δγj(ajaj+1)) · · ·αisn−1(δγn−1an)
)
= (−1)j
∫
σn−1
ds1 · · · dsn−1 ϕ
(
a0 αis1(δγa1) · · ·αisj((δγ
jaj)γ
jaj+1 + γ
j+1(aj)δγ
jaj+1) · · ·αisn−1(δγn−1an)
)
= (−1)j
∫
σn−1
ds1 · · · dsn−1
[
ϕ
(
a0 αis1(δγa1) · · ·αisj((δγ
jaj)γ
jaj+1) · · ·αisn−1(δγn−1an)
)
+ ϕ
(
a0 αis1(δγa1) · · ·αisj−1((δγ
j−1aj−1)γj+1aj) · · ·αisn−1(δγn−1an)
)]
+ (−1)j
∫
σn
ds1 · · · dsn ∂
∂sj
ϕ
(
a0 αis1(δγa1) · · ·αisj(δγ
j+1aj) · · ·αisn(δγn−1an)
)
where we made use of Equation (44). Thus we get for Equation (48), taking into account
cancellations between subsequent terms in the sum, that
(b τn−1)(a0, . . . , an) = iǫn−1(−1)n−1
∫
σn−1
ds1 · · · dsn−1 ϕ
(
a0 αis1(δγa1) · · ·αisn−1((δγn−1an−1) γn−1an)
)
+ iǫn−1
n−1∑
j=1
(−1)j
∫
σn
ds1 · · · dsn ∂
∂sj
ϕ
(
a0 αis1(δγa1) · · ·αisj(δγ
j+1aj) · · ·αisn(δγn−1an)
)
+ iǫn−1(−1)n
∫
σn−1
ds1 · · · dsn−1 ϕ
(
(γan) a0 αis1(δγa1) · · ·αisn−1(δγn−1an−1)
)
=
n∑
j=1
(−1)j
∫
σn
ds1 · · · dsn ∂
∂sj
ϕ
(
a0 αis1(δγa1) · · ·αisj (δγ
j+1aj) · · ·αisn(δγn−1an)
)
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where we made use of Equation (46) and used the fact that since τ˜ = (τ0, 0, −τ2, 0, τ4, . . .), we
may take n to be odd. Then
(b τn−1)(a0, . . . , an)
=
n∑
j=1
(−1)j+n
∫
σn
ds1 · · · dsn ∂
∂sj
ϕ
(
(γa0)αis1(δa1) · · ·αisj(δγ
jaj) · · ·αisn(δγnan)
)
=
∫
σn
ds1 · · · dsn
n∑
j=1
∂
∂sj
ϕ
(
(γa0)αis1(γδγa1) · · ·αisj−1(γδγ
j−1aj−1)αisj (δγ
jaj) · · ·αisn(δγnan)
)
. (49)
To make further progress, we need the following lemma.
8.6 Lemma Let ai ∈ DS and (s1, . . . , sn) ∈ σn, then
ϕ
(
δ(a0)αis1(δa1) · · ·αisn(δan)
)
=
n∑
j=1
∂
∂sj
ϕ
(
(γa0)αis1(γδa1) · · ·αisj−1(γδaj−1)αisj (aj)αisj+1(δaj+1) · · ·αisn(δan)
)
.
Proof: A close examination of the proof of Theorem 5.8 shows that we actually proved that
d
dt
ϕ(B αt(A)C)
∣∣∣
0
= i ϕ(Bδ0(A)C) = i ϕ(Bδ
2
(A)C)
for all A ∈ DS and B, C ∈ A0 where the right hand side makes sense because ϕ is strongly
regular on R(S(R), σ) hence is well defined on E0 . Now from the graded product rule for δ on
E0 we get
δ(b0)B1 · · ·Bn = δ(b0B1 · · ·Bn)−
n∑
j=1
γ(b0B1 · · ·Bj−1) δ(Bj)Bj+1 · · ·Bn
for b0 ∈ DS, B1, . . . , Bn ∈ A0 . Let Bi = δ(bi) for bi ∈ DS , then
δ(b0) δ(b1) · · · δ(bn) = δ(b0 δ(b1) · · · δ(bn))−
n∑
j=1
γ(b0 δ(b1) · · · δ(bj−1)) δ2(bj) δ(bj+1) · · · δ(bn) .
Hence, using ϕ ◦ δ = 0 we get:
ϕ
(
δ(b0) δ(b1) · · · δ(bn)
)
= −
n∑
j=1
ϕ
(
γ(b0 δ(b1) · · · δ(bj−1)) δ2(bj) δ(bj+1) · · · δ(bn)
)
= i
d
dt
n∑
j=1
ϕ
(
γ(b0 δ(b1) · · · δ(bj−1))αt(bj) δ(bj+1) · · · δ(bn)
)∣∣∣
0
.
Now make the replacements b0 → a0, bi → αti(ai) , i = 1, . . . , n for ai ∈ DS and use the fact that
αt ◦ δ = δ ◦ αt to find that:
ϕ
(
δ(a0)αt1(δ a1) · · ·αtn(δ an)
)
= i
n∑
j=1
∂
∂tj
ϕ
(
γ(a0)αt1(γδ a1) · · ·αtj−1(γδ aj−1)αtj (aj)αtj+1(δ aj+1) · · ·αtn(δ an)
)
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where we replaced δ by δ because it is now evaluated on DS only. Now by the KMS–condition,
analyticity, flat tube theorem and a complex linear change of variables, we find as in Section 6
that the functions
(t1, . . . , tn)→ ϕ
(
δ(a0)αt1(δ a1) · · ·αtn(δ an)
)
(t1, . . . , tn)→ ϕ
(
γ(a0)αt1(γδ a1) · · ·αtj−1(γδ aj−1)αtj (aj)αtj+1(δ aj+1) · · ·αtn(δ an)
)
extend analytically to the flat tube Tn := Rn + iσn such that
ϕ
(
δ(a0)αz1(δ a1) · · ·αzn(δ an)
)
= i
n∑
j=1
∂
∂zj
ϕ
(
γ(a0)αz1(γδ a1) · · ·αzj−1(γδ aj−1)αzj (aj)αzj+1(δ aj+1) · · ·αzn(δ an)
)
.
In the case that zk = isk where (s1, . . . , sn) ∈ σn we can use ∂/∂zk = −i ∂/∂sk to obtain from
the last equation the statement of the Lemma.
Application of the Lemma to Equation (49) then produces
(b τn−1)(a0, . . . , an) =
∫
σn
ds1 · · · dsn ϕ
(
δ(a0)αis1(δγa1) · · ·αisn(δγnan)
)
= (Bτn+1)(a0, . . . , an)
by Equation (47) and hence τ˜ is a cyclic cocycle.
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