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Abstrakt
Práce se zabývá °e²ením problému vymezení funk£ních region·, tedy region· vymezených
na základ¥ interakcí (tok·) v území, s pouºitím geograckých informa£ních systém· (GIS).
Jsou p°edstaveny základní p°ístupy popsané v £eské i sv¥tové literatu°e, u nichº se práce se
snaºí poukázat na sloºitost jejich aplikace, zejména co se tý£e zahrnutí prostorových aspekt·,
a nalézt zjednodu²ení pomocí implementace v GIS. Je navrºena vlastní metoda vymezování
funk£ních region·, zaloºená na p°ístupu M. Hampla; tato metoda je implementována spolu
s dal²ími pomocnými nástroji v prost°edí ArcPy jako ucelený toolbox pro ArcGIS 10.
Výsledky metody a implementace jsou kriticky zhodnoceny.
Klí£ová slova: Funk£ní regiony, komplexní sociogeogracké regiony, nodální regiony, pro-
blém vymezení funk£ních region·, regionalizace, GIS, ArcPy, sousedství
Abstract
The thesis deals with the functional areas delineation problem, seeking the best way to
delimit functional regions based on spatial interactions (ows) using geographic information
systems. The basic approaches from Czech and international literature are described. This
thesis aims to show both their complicatedness and incompleteness, mainly concerning
their spatial aspects, and to nd a simplication by GIS implementation. A new method
for delimiting functional regions is provided, based on the approach by M. Hampl. This
method is implemented together with other auxiliary tools in the ArcPy environment as a
toolbox for ArcGIS 10. The results of the method and its implementantion are critically
evaluated.
Keywords: Functional regions, functional areas delineation problem, local labour markets,
nodal regions, regionalization, GIS, ArcPy, neighbourhood
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1 Úvod
Funk£ní regiony jsou jedním ze základních koncept· sociální geograe. Jde o regiony vy-
mezené na základ¥ funk£ních vztah· mezi jednotlivými £ástmi prostoru, tedy dynamic-
kých proces· (nap°. pohyb· obyvatel), £ímº se li²í od region· homogenních, vymezovaných
staticky (nap°. dle p°evládajícího druhu pr·myslové výroby). Snaºí se v maximální mí°e
odráºet p°irozenou strukturu reality z hlediska £lov¥ka (spádovost), proto se také ve vzr·s-
tající mí°e pouºívají jako podkladové £len¥ní jak ve v¥deckých studiích, tak ve státní správ¥
(nap°. jako podklad pro návrh administrativního £len¥ní nebo alokaci zdroj· dekoncentro-
vaným pracovi²tím s ur£itou územní p·sobností). Jak podotýkají Coombes a kol. (1978),
pouºité územní £len¥ní m·ºe zna£n¥ ovlivnit výsledek práce, a proto je nutné vybrat to
odpovídající.
Tato práce se zabývá vymezováním t¥chto funk£ních region· se zvlá²tním d·razem na
regiony sociogeogracké, °e²í tedy problém vymezení funk£ních region· (functional area
delineation problem  FADP). V sociální geograi je tato problematika pom¥rn¥ ²iroce
rozvinuta a zpracována v rozsáhlé literatu°e; v esku zaujímá dominantní postavení Hampl
(2005), z jehoº p°ístupu vychází i tato práce.
Naopak potenciál geoinformatiky z·stává v této oblasti nevyuºit. Sou£asné metody jsou
realizovány ru£n¥ nebo s pomocí jednoduchých jednoú£elových program·, aniº by byla
hloub¥ji vyuºita prostorová dimenze vymezování, kterou lze jednodu²e podchytit v prost°edí
geograckých informa£ních systém· (GIS). Ty mohou být p°ínosné v n¥kolika oblastech:
 usnadn¥ní práce s velkými objemy podkladových dat, které jsou pro zachycení pro-
storových vztah· nezbytné,
 umoºn¥ní integrace prostorových vztah· (sousedství, vzdálenost) do procesu vymezo-
vání, £ímº odpadá nutnost p°echod· mezi r·znými aplikacemi,
 snadnou vizualizaci výsledku, která umoº¬uje rychlou zp¥tnou vazbu zpracovateli.
Struktura práce je následující: V kapitole 2 je analyzována problematika vymezování
sociogeograckých funk£ních region· z geoinformatického pohledu a jsou diskutovány moº-
nosti vyuºití GIS v tomto procesu.
V kapitole 3 je na základ¥ získaných poznatk· navrºena vlastní metoda vymezování
funk£ních region·, která je následn¥ v kapitole 4 implementována v prost°edí ArcPy a
v této podob¥ na ukázku pouºita pro tvorbu funk£ní sociogeogracké regionalizace eska.
V kapitole 5 jsou výsledky kriticky zhodnoceny.
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2 Problém vymezení funk£ních region·
Funk£ní region je územní celek vznikající na základ¥ organizace vztah· v území, který je
charakteristický vysokou intenzitou vnit°ních prostorových interakcí (Konjar a kol. 2010,
s. 1). Denicí zaloºenou na vztazích se li²í od region· homogenních, denovaných jednotí-
cím statickým znakem, typicky hodnotami ur£itých veli£in. P°íkladem homogenních region·
mohou být klimatické oblasti, vymezované dle teploty a sráºkových úhrn·, naproti tomu
funk£ními regiony jsou nap°íklad regiony migra£ní, vymezované na základ¥ vysokých inten-
zit vnit°ní migrace.
S funk£ními regiony pracuje p°edev²ím sociální geograe, na rozdíl od fyzické geograe,
která vymezuje p°edev²ím regiony homogenní1, a proto se tato práce v¥nuje sociogeograc-
kým funk£ním region·m2, které jsou vymezovány p°edev²ím na základ¥ interakcí mezi sídly.
Hampl (2005) je nazývá komplexní sociogeogracké regiony, Bezák (2000) funk£ní m¥stské
regiony (FMR), v zahrani£í se r·zn¥ pouºívají i termíny travel-to-work areas (TTWA 
oblasti dojíº¤ky za prací; Coombes a kol. 1986) nebo local labour market areas (LLA, LLM
nebo LLMA  lokální trhy práce; van der Laan a Schalke 2001). Tato práce se primárn¥
zabývá vymezováním t¥chto funk£ních m¥stských region·. Funk£ní regionalizací se potom
rozumí jednak proces vymezování funk£ních region·, tak i jeho výsledek  regionální £len¥ní
(Hampl 2005).
Tato kapitola se v¥nuje nástinu regionaliza£ních metod pouºívaných v £eském i sv¥tovém
kontextu s d·razem na prvky vyuºitelné p°i implementaci °e²ení v GIS. Nejd°íve je v²ak
nutné p°edstavit vlastní koncept funk£ního regionu.
2.1 Koncept funk£ních region·
V sou£asné literatu°e (Sýkora a Mulí£ek 2009, Coombes a kol. 1986, Bezák 2000) exis-
tuje n¥kolik denic funk£ního regionu, v²echny v²ak spat°ují základní mechanismus jeho
fungování v jeho nodální form¥, která spo£ívá v polarit¥ dvou základních sloºek:
 Jádro (centrum, core), p°edstavující koncentraci aktivit, místo s vysokou atraktivitou.
V p°ípad¥ funk£ního m¥stského regionu je p°edstavované jedním m¥stem nebo n¥kolika
vzájemn¥ kooperujícími m¥sty, z nichº je v¥t²inou jedno dominantní (Sýkora a Mulí£ek
2009).
 Zázemí (hinterland), které je s jádrem spojené sítí vazeb r·zného druhu, jejichº inten-
zita klesá se vzdáleností od jádra (Bezák 2000). Sýkora a Mulí£ek (2009) zd·raz¬ují
d¥lení zázemí na dv¥ £ásti  funk£ní urbánní oblasti (Functional Urban Areas  FUA,
Rings  Coombes a kol. 1982), urbanizované oblasti t¥sn¥ vázané na jádro, na n¥mº
1Existují samoz°ejm¥ výjimky obojího druhu  fyzickogeogracké funk£ní regiony (nap°. povodí) nebo
sociogeogracké homogenní regiony (nap°. regiony p°evládajících ekonomických aktivit).
2Zde p°edstavené metody ov²em nevylu£ují aplikaci na vhodná fyzickogeogracká data.
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jsou závislé ve v¥t²in¥ funkcí, a slab¥ji integrované periferní oblasti (Outer Areas, Rural
Areas), p°echázející postupn¥ aº do oscila£ních zón s nejasnou regionální p°íslu²ností.
Díky této polarit¥, kde jádro funguje jako d·leºitý uzel, se funk£ní regiony £asto nazývají
nodálními. Pokud je jeho jádro více£lenné, lze region ozna£it jako multinodální. P°íklad
funk£ního regionu p°edstavuje obrázek 1.
Obrázek 1: P°íklad funk£ního regionu: dojíº¤kový mikroregion Hradce Králové. Intenzita interakcí
postupn¥ klesá se vzdáleností od jádra  nejvy²²í je v oblasti FUA, nejniº²í v oscila£ních zónách.
Zdroj: ArcR (2013), vlastní zpracování
2.2 Formulace problému
Je dána mnoºina zón Z, Z = {zi}, |Z| = n je po£et zón, a £tvercová matice jejich vzájem-
ných interakcí F = (fij)
i∈n̂
j∈n̂, kde fij je tok ze zóny i do zóny j. Cílem je vytvo°it mnoºinu
region· M = {Ri} (|M | = k p°edem neznámé) tak, ºe ∀i;Ri ⊂ Z,Ri 6= ∅,
⋃k
i=1 Ri = Z.
Zóny p°edstavují základní prostorové jednotky, za n¥º jsou dostupná p°íslu²ná interak£ní
data. Jde o obecný technický pojem, jejº pouºívá Bezák (2000) pro elementární prvky
analýzy, aby bylo moºné abstrahovat od konkrétního národního sídelního systému; nejde
o oblasti vymezené na základ¥ homogenity ur£itého jevu. Nap°íklad v esku jsou jako
zóny pouºívány obce, o nichº jsou dostupná dostate£ná data (prostorové vymezení, po£et
obyvatel, interakce).
Kaºdé zón¥ je p°i°azena ur£itá váha mi (mass)  nej£ast¥ji jde o popula£ní velikost
(ve²keré nebo pouze ekonomicky aktivní populace). Prostorové ur£ení zón vstupuje do al-
goritmu nej£ast¥ji jako matice sousedství C = (cij)
i∈n̂
j∈n̂, kde cij = 1, pokud spolu zóny i a
j sousedí, jinak 0.
Guoqing (2001) uvádí jako hlavní interakce mezi sídly toky obyvatel, zboºí, kapitálu
a dat. V reálné situaci je práv¥ dostupnost dat o t¥chto interakcích zásadním omezením
funk£ní regionalizace, nebo´ je zna£n¥ obtíºné tato data získat. Pohyb obyvatelstva v území
není systematicky sledován a podobn¥ tomu je i u jiných prostorových aktivit (nap°. te-
lefonních hovor·); takovéto sledování nutn¥ naráºí na ochranu soukromí, osobních údaj·
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nebo obchodního tajemství. Podrobn¥j²í data lze získat v rámci p°ípadových studií od dob-
rovoln¥ spolupracujících jedinc·  u nás tento postup pouºili nap°. Kunc a kol. (2013) pro
vymezování region· dle dojíº¤ky za sluºbami. V zemích, kde se dojíº¤ka nes£ítá plo²n¥, je
dotazníkové ²et°ení jediným moºným východiskem (viz nap°. Karlsson a Olsson 2006), ve
v¥t²ím m¥°ítku je tento postup ov²em nan£n¥ neproveditelný.
Výzkumník tak z·stává omezen prakticky na jediné plo²né dotazníkové ²et°ení  s£ítání
lidu, kde se shromaº¤ují údaje o sm¥rov¥ ur£ené dojíº¤ce za prací a do ²kol. Tato data v²ak
mají n¥kolik dal²ích nevýhod. Nejsou mnohdy v dostate£ném územním rozli²ení, protoºe
obce jsou £asto zna£n¥ heterogenní jednotky, skládající se z více sídel. Jsou také zatíºena
chybami, jimiº trpí kaºdé dotazníkové ²et°ení, tím více to, které není zaloºeno na dobro-
volnosti. Jistou alternativu nabízí s£ítání intenzit silni£ní dopravy (u nás provád¥né SD),
u nichº vyvstává problém s p°evodem na interakce, analýza spojení ve°ejné hromadné do-
pravy, která je v²ak do zna£né míry ovlivn¥na administrativním £len¥ním a neposkytuje
úplný obrázek, nebo statistiky migrace, pouºitelné pouze na vy²²ích °ádovostních úrovních.
Pro vymezování funk£ních m¥stských region· nejniº²í (mikroregionální) úrovn¥ se v dr-
tivé v¥t²in¥ p°ípad· pouºívá denní dojíº¤ka za prací, jeº se v rámci s£ítání lidu b¥ºn¥
zji²´uje. Na tomto principu je postaven i koncept denního urbánního systému (DUS), z n¥jº
£erpá v¥t²ina zahrani£ních prací. Panuje p°itom v²eobecná shoda, ºe pracovní dojíº¤ka je
jedním z nejvýznamn¥j²ích pohyb· obyvatel a navíc se jí p°izp·sobují i pohyby ostatní,
nap°. za sluºbami (Bezák 2000); má v²ak i svá specika (n¥kte°í lidé dojíºdí za prací velmi
daleko, takºe jejich pohyb neodráºí regionální spádovost). Tato práce pracuje primárn¥
práv¥ s dojíº¤kovými interakcemi3.
Problém nastává v okamºiku, kdy jsou interak£ní data dostupná pouze za jednotky vy²-
²ího °ádu neº sídla (administrativní jednotky). Výsledná regionalizace pak trpí problémem
MAUP4, které nelze rozumn¥ eliminovat (viz obr. 2). V esku nastává takový problém
na²t¥stí pouze margináln¥ u obcí skládajících se z v¥t²ího po£tu funk£n¥ nezávislých sí-
del (prostorová nespojitost, odli²ná spádovost); ve v¥t²in¥ zahrani£ních studií v²ak p°íli²ná
velikost základních jednotek výrazn¥ zkresluje výsledky (Karlsson a Olsson 2006). Naopak
data v jemn¥j²ím detailu neº nejniº²í úrove¬ administrativního £len¥ní jsou dostupná pouze
výjime£n¥ (v Anglii a védsku  viz nap°. Landré 2012).
Matice interakcí je v¥t²inou nesymetrická (záleºí na povaze interakcí; n¥které interakce,
nap°. telefonní hovory, jsou ze své podstaty symetrické, n¥které metody také pracují s obou-
strannými interakcemi). Z hlediska zpracování je práv¥ velikost této matice p°ekáºkou pro
intuitivní analýzu; objem dat v ní roste kvadraticky s po£tem zón5 (O(n2)). Po£íta£ové
zpracování se proto p°ímo nabízí.
Ozna£me ii =
∑n
k=1 fki sou£et hodnot v²ech interakcí kon£ících v zón¥ i (p°íchozí
proudy, inows) a oi =
∑n
k=1 fik sou£et hodnot v²ech interakcí v zón¥ i po£ínajících (od-
chozí proudy, outows). Interakce jednotlivé zóny lze také vyjád°it interak£ním vektorem
~fi, p°edstavujícím °ádek i interak£ní matice.
3Vedle dojíº¤ky za prací se v esku sleduje rovn¥º dojíº¤ka do ²kol, která vykazuje pon¥kud jiný
prostorový vzorec a je zna£n¥ ovlivn¥ná administrativn¥, proto je její význam pouze £áste£ný (Hampl
2005); Hampl a Marada (2014) ji v²ak s pracovní dojíº¤kou slu£ují kv·li nekompletnosti dat.
4Modiable Area Unit Problem  problém vymezení odpovídajících územních jednotek. Pouºívá se jed-
nak pro skupinu problém· v¥nujících se vymezování územních jednotek, jednak pro obtíºe p°i analýzách
pouºívajících nevhodné územní jednotky.
5By´ je v d·sledku prvního zákona geograe (Tobler 2004) v¥t²inou °ídká (podobn¥ jako matice soused-
ství) a zdaleka v²echny dvojice zón nejsou propojeny nenulovou interakcí.
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Obrázek 2: Problém MAUP p°i nevhodn¥ zvolených zónách. Zóna na obrázku obsahuje t°i sídla,
jejichº p°evládající sm¥r interakcí je odli²ný; interakce nejv¥t²ího sídla (£erven¥) p°i posuzování
zóny jako celku p°evládnou a te£kovaná hranice, jeº by odd¥lovala regiony p°i pouºití podrobn¥j²ích
dat, se posune vlevo.
Zdroj: ArcR (2013), vlastní zpracování
Cörvers a kol. (2009) charakterizují problém vymezení funk£ních region· jako typ pro-
blému MAUP, skládajícího se z ur£ení °ádovosti (scale problem ústící v poºadovaný po£et
region·) a regionaliza£ní metody (aggregation problem). Fortunato (2010) k jeho °e²ení po-
znamenává, ºe po£et moºných variant vymezení region· roste exponenciáln¥ s po£tem zón,
a proto není pro obvyklou velikost vstupu moºné ov¥°it v²echny varianty; místo toho je
podle n¥j nutné uchýlit se k heuristikám. GIS takové heuristiky díky zahrnutí prostorové
dimenze umoº¬uje sestrojit kvalitn¥j²í a efektivn¥j²í, a tak vymezovat funk£ní regiony lépe
odpovídající reálným prostorovým vztah·m.
2.3 Principy vymezení
Hampl (2005) uvádí t°i základní pojetí regionalizace.
 Metodologické, kde je region brán jako ú£elová jednotka pro dal²í analýzy. Kritéria
vymezení zde stanovuje analytik.
 Realistické, snaºící se zjistit fakta o realit¥ jako takové na základ¥ funk£ních vztah·.
Na jeho základ¥ by v²ichni teoreticky m¥li dojít ke stejnému výsledku, odráºejícím
reálný stav; v praxi je toto limitováno na²í schopností vytvo°it model reality, z n¥jº
se odvozují kritéria vymezování.
 Pragmatické, vymezující regiony za konkrétním praktickým ú£elem (administrativní
a plánovací regiony, volební obvody). K modelu reality zde mohou být dodána dal²í
kritéria vyplývající z poºadavk· na výsledek (nap°. snaha o územní spravedlnost,
projevující se v poºadavku územní celistvosti a srovnatelné velikosti region·).
Sám se v¥nuje v maximální mí°e realistickému pojetí. V zahrani£ních studiích není pojetí
v tomto smyslu denováno; nej£ast¥j²í je snaha vymezit prakticky pouºitelné regiony, které
budou v maximální mí°e odráºet reálný stav  jde tedy o pr·nik druhého a t°etího pojetí.
Bezák (2000) (i nap°. Casado-Díaz a Coombes 2011) v tomto duchu uvádí osm obecných
princip· pro vymezování funk£ních m¥stských region·. Z nich jsou pro proces vymezování
nejpodstatn¥j²í následující £ty°i:
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Princip jednozna£nosti. Kaºdé území by m¥lo náleºet práv¥ jednomu regionu  funk£ní
regiony mají vypl¬ovat celé zkoumané území (∀ z ∈ Z;∃R ∈M ; z ∈ R) a p°itom se nep°e-
krývat (∀Ri, Rj ∈M ; i 6= j ⇒ Ri ∩ Rj = ∅). V p°ípad¥ opaku by obojí p·sobilo problémy
p°i následném pouºívání takové regionalizace jako výchozího £len¥ní jak pro analýzy, tak pro
administrativu. Realita je v²ak spojitá a oblasti vlivu sousedních jader region· se tém¥° vºdy
p°ekrývají. N¥kte°í auto°i (van der Laan a Schalke 2001, Farmer a kol. 2011) také poukazují
na rozdílnost region· pro r·zné sociální skupiny. Toto p°ekrývání souvisí s hierarchickým
uspo°ádáním sídelního systému  £asto se proto tvo°í regionalizace víceúrov¬ové (Hampl
2005, Coombes a kol. 1986), pokrývající více °ádovostních úrovní.
P°ímo proti tomuto principu jde teorie fuzzy region· (Feng 2009, Watts 2013), která
pracuje na principu fuzzy mnoºin, kde prvek m·ºe pat°it do mnoºiny jen do ur£ité míry, a
p°i°azuje kaºdou zónu do více region· v závislosti na jejich funk£ní provázanosti s daným
regionem. V ºádné z citovaných prací v²ak není tato teorie pouºita pro vymezování region·,
pouze pro hodnocení existující regionalizace. Fuzzy regiony jsou v²ak pro sv·j charakter od-
porující vý²e uvedeným podmínkám vyuºitelné pouze p°i realistickém pojetí regionalizace,
a to je²t¥ obtíºn¥.
Princip souvislosti. Kaºdý region by m¥l být prostorov¥ souvislý bez enkláv a exkláv6
(jde o £astý poºadavek vycházející z pragmatického pojetí). Tento princip je z velké míry za-
ji²t¥n prostorovou povahou samotných interakcí, jejichº síla se vzdáleností klesá, a tak jsou
výsledkem relativn¥ souvislé regiony i v p°ípad¥, ºe v postupu nebyla podmínka souvislosti
explicitn¥ vyjád°ena. Zejména v oblastech s dynamickým vývojem a velkou hustotou inter-
akcí v²ak dochází ke vzniku exkláv. Ty je nejvýhodn¥j²í eliminovat aº v záv¥ru; podmínka
souvislosti p°i samotném vymezování m·ºe vést k problematickým výsledk·m (Coombes a
kol. 1986, Bezák 2000).
Princip autonomie. Region by m¥l tvo°it autonomní jednotku systému co do interakcí
zón v n¥m obsaºených  maximum tok· by m¥lo probíhat v rámci regionu (vnit°ní soudrº-
nost) a minimum mezi regionem a okolím (vn¥j²í uzav°enost). Tento princip tvo°í jádro
postupu vymezování. Vnit°ní soudrºnost se dosahuje agregací zón s maximální intenzitou
interakce, jde tedy o maximalizaci ur£itého agrega£ního kritéria v pr·b¥hu p°i°azování zón
k region·m. Naopak zajistit vn¥j²í uzav°enost je v¥t²í problém, související s principem jed-
noty °ádovosti.
Princip jednoty °ádovosti. V²echny regiony, které jsou zárove¬ vymezovány, by m¥ly
být velikostn¥ porovnatelné, tedy odpovídat stejné °ádovostní úrovni (p°i£emº jedno jádro
m·ºe mít na r·zných °ádovostních úrovních r·zn¥ rozsáhlé regiony). Toho se zpravidla
dosahuje stanovením ur£itých minimálních poºadavk· na daný region (minimálního po£tu
obyvatel, vn¥j²í uzav°enosti)  tedy ur£itého ov¥°ovacího kritéria.
2.4 Klasikace vymezovacích metod
O klasikaci regionaliza£ních metod se pokou²eli van der Laan a Schalke (2001) a nov¥ji
Casado-Díaz a Coombes (2011). Jedno z d¥lení je zaloºeno na rozdílu metod
6Exkláva je zóna nebo skupina zón, která nesousedí se zbytkem svého regionu, kde se nachází regionální
jádro.
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 deduktivních, pouºívajících selek£ní kritérium (viz 2.4.1) a zd·raz¬ujících nodální cha-
rakter regionu (Hampl 2005, Konjar a kol. 2010), a
 induktivních, které selek£ní kritérium nepouºívají a jádra vymezují pouze na schop-
nosti p°itáhnout dostate£né zázemí (v¥t²ina moderních metod).
Z hlediska vlastního b¥hu algoritmu je významné d¥lení na metody
 hierarchické, pouºívající po celou dobu b¥hu pouze jedno kritérium (agrega£ní, viz
2.4.1), jako nap°. Intramax (Masser a Brown 1975) nebo top-down partitioning (Far-
mer a kol. 2011), a
 zaloºené na pravidlech (rule-based), které pouºívají kritérií více; zejména stanovují
jasná ov¥°ovací kritéria pro výsledné regiony. Mezinárodn¥ nejznám¥j²í vyvinuli Co-
ombes a kol. (1986), lze sem v²ak °adit i v¥t²inu £eských (Hampl a Marada 2014,
Sýkora a Mulí£ek 2009).
Hierarchické metody vycházejí spí²e z teoretických p°edpoklad· a stojí na matematických
základech, £ímº se p°ibliºují metodám detekce komunit (community structure detection)
z teorie graf· (více viz Fortunato 2010, pro nej£ast¥j²í spektrální d¥licí metody  spectral
partitioning  viz Nascimento a kol. 2011). Jejich výhodou je jasné od·vodn¥ní v²ech krok·
a v¥t²inou i jednoduchost. Naopak jsou £asto kritizovány, ºe neodráºí empirické zákonitosti
tvorby vztah· v území (Findlay a Slater 1981) a jejich jednostup¬ový charakter nedosta-
te£n¥ podchycuje jejich zm¥ny na r·zných °ádovostních úrovních, kdyº nedokáºe rozlou£it
jednou spojené zóny (Casado-Díaz a Coombes 2011).
2.4.1 Kritéria vymezení
Kaºdá regionaliza£ní metoda pracuje na základ¥ ur£itých kritérií7. Kaºdé z nich podléhá do
ur£ité míry subjektivní volb¥ tv·rce metody  £asto jsou tvo°ena teprve testováním jejích
výsledk· na zpracovávaných datech (Bezák 2000). V tom spo£ívá hlavní p°í£ina nekompa-
tibility regionalizací v r·zných státech. Cörvers a kol. (2009) a Farmer a kol. (2011) proto
nedoporu£ují pouºívat jakékoli explicitní £íselné míry.
Tato práce se snaºí kritéria pouºívaná v r·zných pracích klasikovat do p¥ti druh·.
Selek£ní kritérium vybírá z mnoºiny zón mnoºinu jader C (C ⊂ Z). Aplikuje se u
t¥ch metod, které vyºadují na za£átku b¥hu explicitní rozd¥lení zón na jádra a zázemí, a










kde wi je po£et zam¥stnaných v i (n¥kdy omezených sektorem) a mi váha této zóny. Cílem
je hned ze za£átku neuvaºovat p°íli² malé, nevýznamné nebo závislé zóny bez dostate£ného
po£tu pracovních p°íleºitostí, a tak celý postup vymezení zjednodu²it a zrychlit.
Casado-Díaz a Coombes (2011) i dal²í selek£ní kritérium kritizují pro jeho apriorní
charakter a model osídlení, který je dnes odsunut do pozadí r·stem vícejaderných sídelních
7Ty je nutno odli²it od princip·; zatímco principy jsou obecné, kritéria jsou exaktní a zpravidla jedno-
zna£n¥ kvantikovatelná.
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systém· a decentralizací nabídky zam¥stnání (Casado-Díaz a Coombes 2011, s. 13). Také
tvrdí, ºe pro po£íta£ové zpracování není v sou£asnosti nutné díky dostate£nému výkonu.
Selek£ní kritérium lze také odmítnout na základ¥ my²lenky, ºe schopnost zóny tvo°it jádro
regionu lze nejlépe hodnotit práv¥ její schopností p°itáhnout a udrºet dostate£né zázemí.
Agrega£ní kritérium se vytvá°í nad silou interakce a ur£uje pravd¥podobnost, s níº
budou dv¥ zóny p°i°azeny stejnému regionu. Zpravidla zahrnuje krom¥ síly interakce i cha-
rakteristiky po£áte£ní a koncové zóny (oi, ij ; mi, mj). Toto kritérium je v pr·b¥hu metody
maximalizováno  zóna je p°i°azena k tomu regionu, pro n¥jº je hodnota jejího agrega£ního
kritéria nejvy²²í.
Nejjednodu²²ím kritériem je sama velikost interakce (Hampl 2005) (metoda primárního
toku); van der Laan a Schalke (2001) relativizují tuto velikost d¥lením nejsiln¥j²í interakcí
zóny.
Farmer a kol. (2011) navrhuje pro zohledn¥ní principu jednoty °ádovosti aplikovat na
agrega£ní kritérium korekci dle vzdálenosti (distance-decay), p°es kterou interakce probíhá,
aby bylo moºné odltrovat interakce jiných °ádovostních úrovní neº té, na níº je daná
regionalizace konstruována.
Ov¥°ovací kritérium popisuje vytvá°ený region a ur£uje jeho kvalitu. Pokud region kri-
térium nesplní, je podle pravidel metody rozpu²t¥n a jeho zóny p°i°azeny jinam. Ov¥°ovací
kritérium obsahují v²echny metody zaloºené na pravidlech. Nej£ast¥ji je jejich obsahem veli-
kostní význam (Hampl (2005) pouºívá odd¥len¥ i velikost zázemí) a vn¥j²í uzav°enost, které
se £asto mohou do ur£ité míry vzájemn¥ kompenzovat (trade-o ), takºe v¥t²ím region·m
je tolerována niº²í uzav°enost.
P°e°azovací kritérium je aplikováno pro optimalizaci výsledného °e²ení. Jeho cílem je
maximalizace ov¥°ovacího kritéria tak, ºe p°e°azuje zóny (v¥t²inou pouze hrani£ní) z jednoho
regionu do druhého. Postup je analogický reloka£ním procedurám pouºívaným ve shlukové
analýze (Bezák 2000).
Slu£ovací kritérium slu£uje dohromady dva funk£n¥ siln¥ propojené regiony na základ¥
intenzity vzájemné interakce jejich jader nebo celých region·. Vzniká tak region multino-
dální.
2.5 Prostorová dimenze vymezování
P°estoºe síla interakcí v souladu s prvním zákonem geograe se vzdáleností p°irozen¥ klesá
(Tobler 2004), metody nezahrnující ºádným zp·sobem prostorovou dimenzi £asto vytvá°ejí
regiony nesouvislé nebo p°i°azují n¥které zóny p°íli² vzdáleným st°edisk·m. Z toho lze
usuzovat, ºe tento p°irozený pokles síly se vzdáleností není rovnom¥rný.
Nevhodnost nesouvislých region· p°ímo vychází z principu souvislosti; nevhodnost p°i°a-
zení zóny p°íli² vzdálenému jádru pak vyplývá implicitn¥ z poºadavku vnit°ní soudrºnosti
principu autonomie (p°íli² rozsáhlé regiony tuto soudrºnost nutn¥ ztrácejí) a z principu
°ádovostní srovnatelnosti. Interakce ve vstupních souborech totiº £asto odpovídají více °á-
dovostním úrovním (nap°íklad dojíº¤ka za vysokými ²kolami), a je tudíº t°eba odltrovat
2 Problém vymezení funk£ních region· 16
ty, které svou °ádovostní úrovní neodpovídají vymezovaným region·m. Výsledné regiony
pak budou spí²e velikostn¥ odpovídat povaze interakcí, které jej na dané °ádovostní úrovni
integrují.
Pokud má být princip souvislosti aplikován d·sledn¥, je nutno prostorovou dimenzi do
metody zahrnout, by´ jsou výsledná °e²ení z hlediska ostatních kritérií suboptimální  jinak
by se pochopiteln¥ vytvo°ila i bez zahrnutí prostorové dimenze (Casado-Díaz a Coombes
2011). Lze p°itom vyuºít dvou koncept·: sousedství a vzdálenosti.
GIS je pro aplikaci prostorové dimenze ideálním prost°edím, nebo´ p°ímo implicitn¥
pracuje s geometrií vstupních dat. Výhoda integrace celého vymezovacího procesu do GIS
netkví primárn¥ v roz²í°ení teoretických moºností  prostorové vztahy sousedství a vzdá-
lenosti lze samoz°ejm¥ ve vhodném datovém formátu z GIS exportovat a pouºít v jiném
prost°edí  ale v jednoduchosti a p°ímo£arosti integrace v²ech pot°ebných krok· od zpra-
cování dat aº po vizualizaci výsledku v jednom prost°edí. Odpadají tak datové konverze,
které jsou £asto nejzdlouhav¥j²í £ástí celého procesu a také nejnáchyln¥j²í k chybám.
2.5.1 Sousedství
V¥t²ina existujících metod zahrnuje koncept sousedství jako lokální prostorový vztah blíz-
kých zón pro zaji²t¥ní souvislosti regionu. Bu¤ je podmínka sousedství pevn¥ sou£ástí
agrega£ního kritéria, nebo jsou exklávy eliminovány dodate£nou (£asto dosti subjektivní)
úvahou. V ºádné z nalezených metod se v²ak nevyskytuje postupná aplikace této podmínky,
kdy jsou nejprve regiony vymezeny bez ohledu na sousedství, na£eº je podmínka soused-
ství p°idána a regionalizace se upraví zp·sobem analogickým k procesu vymezování (nap°.
pomocí p°e°azovacího kritéria).
Existuje n¥kolik zp·sob·, jak denovat sousedství dvou zón:
Administrativní sousedství. Jde o nejjednodu²²í p°ístup, kdy sousedí zóny, jejichº po-
lygony mají spole£nou hranici (pro v¥t²í robustnost se obvykle ov¥°uje, zda mají nenulový
pr·nik). Pouºívá se nej£ast¥ji (Burrough a McDonnell 1998)  zejména proto, ºe prosto-
rový tvar výsledného regionu je vºdy souvislý, pokud se ov²em polygony neskládají z více
£ástí. To je ob£as problémem u administrativních jednotek niº²ího °ádu zahrnujících více
sídel (nap°. £eských obcí, jichº je p°ibliºn¥ sto prostorov¥ nesouvislých; viz obr. 3). P°i-
rozen¥ tak vyvstává otázka, zda nedenovat sousedství pomocí jiného pr·b¥hu hranic neº
administrativních.
Thiessenovy polygony (téº Voronnoiovy bu¬ky) se v tomto ohledu p°ímo nabízí pouºít.
Kaºdý bod prostoru je pomocí nich p°i°azen té zón¥, k jejímuº centrálnímu bodu má nejblíºe
(Worboys a Duckham 2004; pro ukázku viz obr. 4). Centrální bod bývá umíst¥n v centru
hlavního sídla tvo°ícího zónu, tedy £asto odli²n¥ od centroidu polygonu administrativních
hranic zóny. Pokud data o centrálních bodech zón nejsou k dispozici, lze centroidy pou-
ºít  výhodou je blízkost výsledku administrativním hranicím, nevýhodou mén¥ pravdivá
informace o prostorových vztazích vlastních sídel zóny tvo°ících.
Thiessenovy polygony v²ak trpí nevýhodou v oblastech kolem velkých zón. Ty jsou re-
prezentovány jediným centrálním bodem, který je v d·sledku velikosti zóny zna£n¥ vzdálen
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Obrázek 3: Problém p°i pouºití sousedství dle administrativních hranic zón. Region uprost°ed je
nesouvislý, p°estoºe p°i vymezování byla striktn¥ aplikována podmínka sousedství; je totiº nesouvislá
zvýrazn¥ná zóna.
Zdroj: ArcR (2013), vlastní zpracování
Obrázek 4: Thiessenovy polygony centrálních bod· obcí v okolí Hradce Králové (uprost°ed). Je
z°ejmé, ºe plocha polygonu Hradce Králové (a tedy i mnoºství obcí, s nimiº sousedí) neodpovídá





















































































































































































































































































































































































































































































































































































Zdroj: ArcR (2013), vlastní zpracování
od centrálních bod· zón, s nimiº sousedí administrativní hranicí. e²ením mohou být dva
zp·soby:
Váºené Thiessenovy polygony. Vzdálenost je p°i tomto p°ístupu d¥lena masou
p°íslu²né zóny, takºe zóny s velkou masou mají ²ir²í sféru vlivu. Výsledkem jsou váºené
Thiessenovy polygony (Dong 2008), které odpovídají aplikaci Reillyho gravita£ního modelu.
Váhu zóny je v²ak nutno odpovídajícím zp·sobem upravit, aby odpovídala její regionální
p·sobnosti; lze p°i tom vyuºít po£etnou literaturu o gravita£ním modelování. Kraft a Blaºek
(2012) navrhují na základ¥ £eského sídelního systému pouºít pátou odmocninu.
Výpl¬ sekundárními body. Kaºdá zóna je dle pravidelné m°íºky o velikosti odpoví-
dající pr·m¥rné velikosti zóny vypln¥na body, nad nimiº se vytvo°í Thiessenovy polygony.
Ty jsou poté slou£eny na základ¥ p°íslu²nosti zdrojového bodu v zón¥.
Sousedství zaloºené na dopravních sítích je dal²í alternativní zp·sob, autorem vy-
hodnocený jako nejp°iléhav¥j²í, nebo´ nejlépe odpovídá reálnému vnímání sídelního systému
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z hlediska £lov¥ka. Dv¥ zóny spolu sousedí, pokud mezi jejich centrálními body existuje do-
pravní spojení neprocházející ºádným sídlem, které nepat°í do jedné z obou zón  pokud
tedy musím p°i cest¥ ze zóny a do zóny b projet i sídlem ze zóny c, zóny a a b spolu
nesousedí. Taková úloha pat°í svou povahou do sí´ové analýzy.
2.5.2 Vzdálenost
Koncept vzdálenosti jako prost°edek zaji²t¥ní vnit°ní soudrºnosti se v existujících metodách
vyskytuje pom¥rn¥ z°ídka. Farmer a kol. (2011) na interakce variantn¥ aplikuje gaussovskou
vzdálenostní korekci ve form¥






kde fij je p·vodní tok mezi zónami i a j, dij vzdálenost jejich centrálních bod· a b je
parametr ur£ující rychlost úbytku síly interakce se vzdáleností, který m·ºe být denován
manuáln¥ nebo ur£en na základ¥ analýzy vstupních interakcí (coº pouºívá i Farmer). Tímto
zp·sobem jsou penalizovány interakce p·sobící na nadpr·m¥rn¥ velkou vzdálenost. Místo
vzdu²né vzdálenosti lze samoz°ejm¥ op¥t vyuºít vzdálenost po dopravních sítích.
Dal²í moºností by bylo vyuºít gravita£ního modelu, který zahrnuje i masy interagují-
cích zón, a oslabit interakce p·sobící na p°íli² velkou vzdálenost vzhledem k masám jejich
st°edisek.
2.6 Existující metody vymezování
V této £ásti je popsáno n¥kolik regionaliza£ních metod, které jsou ²iroce pouºívané bu¤
v esku, nebo v zahrani£í, p°ípadn¥ jsou obzvlá²t¥ pozoruhodné n¥kterým ze svých prvk·.
2.6.1 Hamplova regionalizace eska
Sociogeogracké regionalizace eska z pera Martina Hampla (Hampl a kol. 1987, Hampl
1996, 2005, Hampl a Marada 2014) jsou nejkompletn¥j²ím zachycujícím £eský sídelní sys-
tém, navíc také pokrývají nejdel²í £asový úsek (jiº od roku 1960), £ímº umoº¬ují vývojová
srovnání. Vlastní vymezení funk£ních region· slouºí jen jako rámec pro hodnocení sídel-
ního systému, v n¥mº autor vidí hlavní hodnotu celé £innosti. Celá práce vychází z vlastní
zna£n¥ specické teoretické báze (Hampl 1998), která nabízí n¥kolik zajímavých východisek,
p°edstavených níºe.
Regionalizace není vedena p°esným algoritmem, nýbrº jen soustavou n¥kolika pravidel,
dopln¥ných autorovou d·kladnou znalostí lokálních pom¥r·. Kaºdá regionalizace p°itom
vychází z p°edchozích  v nejednozna£ných p°ípadech je £asto pouºito minulých výsledk·
(stejn¥ i v p°ípad¥ selek£ního kritéria).
Hampl·v koncept sociogeograckého (funk£ního) regionu zd·raz¬uje polaritu jádra a
zázemí a nepovaºuje na rozdíl od zahrani£ní literatury toky v zázemí regionu za integrující,
nýbrº za neutrální (viz obr. 5).
Selek£ní kritérium je aplikováno na základ¥ výsledk· minulých regionalizací, agrega£ní
kritérium je zaloºeno na primárním toku, slu£ovací kritérium je pouºito v individuálních
p°ípadech na základ¥ subjektivní analýzy.
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Obrázek 5: Hampl·v koncept regionu. Toky ozna£ené I region R integrují, D dezintegrují, N jsou
neutrální.
Zdroj: ArcR (2013), vlastní zpracování
Ov¥°ovací kritérium stojí na pevných empiricky stanovených hodnotách masy regionu
a jeho zázemí (15 000, resp. 5 000)8. Hodnota 5 000 je povaºována za minimální pro for-
mování polarity jádro-zázemí, 15 000 je ur£ena jako generalizovaný modus velikostí region·
s takto velkým zázemím. Pouºití generalizovaného modu jakoºto aproximace modu krajn¥
asymetrického rozloºení vychází z poºadavku za°azení jádra do hierarchie ve smyslu Zipfova
pravidla velikostního po°adí (Auerbach 1913, viz obr. 6). Pokud region ov¥°ovací kritérium
nesplní, je agregován podle zásady skladebnosti. Ta stanovuje, ºe region má být agregován
jako celek k jinému regionu na základ¥ primárního toku svého jádra.
Obrázek 6: Hampl·v koncept hierarchie region· pro odvození generalizovaného modu m̂. R ozna-

















Pro hodnocení uzav°enosti (integrity) region· pouºívá M. Hampl dv¥ míry  integritu












kde c(R) je jádro a h(R) zázemí regionu. Tyto míry v²ak nejsou sou£ástí ov¥°ovacího kritéria,
8Jedno z t¥chto kritérií m·ºe být sníºeno na 10 000, resp. 2 500  jde potom o niº²í °ádovostní úrove¬,
subregion.
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pouze slouºí k hodnocení výsledných region·.
Hamplova regionalizace je unikátní svou propracovanou hierarchií region· (v n¥kterých
verzích aº 7 stup¬·). Tyto regiony jsou získány na základ¥ zásady skladebnosti; zatímco
na niº²ích úrovních p°edstavuje vstupní interakce dojíº¤ka za prací, na vy²²ích úrovních
se zohled¬uje i dojíº¤ka do ²kol a migrace. Taková kongurace vybízí k n¥kolikastup¬ové
aplikaci jednoho algoritmu s rozdílnými vstupními daty a hodnotami ov¥°ovacího kritéria.
2.6.2 Intramax
Metodu Intramax vyvinuli Masser a Brown (1975). Je klasickým p°íkladem hierarchické
agrega£ní metody, která pracuje na principu postupného slu£ování zón.
Matice interakcí je nejprve standardizována dle principu rozdílu reálné hodnoty a hod-







kde fij je tok ze zóny i do zóny j, oi sou£et odchozích tok· ze zóny i a ii sou£et p°íchozích
tok· do zóny i.
V kaºdém kroku metody jsou slou£eny dv¥ zóny, jimº odpovídá aktuáln¥ nejvy²²í hod-
nota agrega£ního kritéria v matici, pokud spl¬ují podmínku spojitosti. Není stanovena
ºádná zastavovací podmínka; metoda m·ºe b¥ºet aº do kone£ného vytvo°ení jediného regi-
onu, proto je pro získání smysluplného £len¥ní nutné denovat ºádaný po£et region· nebo
podíl vnitroregionálních tok·.
Metoda sbírá body díky své jednoduchosti a existující po£íta£ové implementaci ve voln¥
dostupném softwaru FlowMap (de Jong a kol. 2013). Její ukotvení v geograckém kontextu
je velmi slabé, takºe ji lze pouºít nap°. pro vymezování informa£ních sémantických vazeb
(Fabrikant 2001). Dále tuto metodu v r·zných zemích vyuºili nap°. Feldman a kol. (2005),
Landré (2012), Landré a kol. (2013), Krygsman a kol. (2009), Mitchell a Watts (2010),
Nielsen a kol. (2008), Watts (2013).
Kritika metody (Findlay a Slater 1981) je zam¥°ena na její hierarchickou povahu 
p°edev²ím na nemoºnost rozd¥lit jednou slou£ené zóny (£ímº £asto vznikají neorganické
jednotky), neujasn¥nost a malou exibilitu zastavovací podmínky nebo p°íli²nou rigiditu
podmínky spojitosti.
2.6.3 Regionalizace CURDS
Regionaliza£ní metoda zaloºená na pravidlech, za níº stojí Coombes a kol. (1986) z výzkum-
ného centra CURDS (odtud metoda CURDS), kte°í ji poprvé pouºili ve Velké Británii,
získala velké mezinárodní uznání a mnoho autor· ji aplikovalo v jiných zemích (Andersen
2002, Bezák 2000, Casado-Díaz 2000, Newell a Perry 2004, Watts 2013), esko nevyjímaje
(Klapka a kol. 2013); £asto s r·znými modikacemi. Zde je popsána její sou£asná verze,
oproti originálu zjednodu²ená (Bond a Coombes 2007).
Selek£ní kritérium není aplikováno (ve d°ív¥j²ích metodách bylo obsaºeno ve form¥ lo-
kaliza£ních kvocient· kv·li urychlení). Agrega£ní kritérium je zaloºeno na ²iroce roz²í°ené
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Tato míra zohled¬uje vzájemný vztah zón vzhledem k jejich celkovému významu podobn¥
jako Intramax.
Pro ov¥°ovací kritérium denují Coombes a kol. (1986) dva typy uzav°enosti regionu:









Vlastní kritérium má potom formu




kde m je masa regionu a m1 = 3500, m2 = 25000, C1 = 34 , C2 =
2
3 empiricky stanovené
parametry, ur£ující poºadavky na velikost a uzav°enost regionu, p°i£emº tyto dva poºadavky
se mohou vzájemn¥ kompenzovat (viz obr. 7). Hranice je stanovena jako min{C,C1} > C0,
kde C = min{CS , CR} je uzav°enost regionu.
Obrázek 7: Coombesovo ov¥°ovací kritérium a jeho hranice. ikmý segment hranice nazna£uje
vzájemnou kompenzaci (trade-o) mezi uzav°eností C a masou m regionu.
Na za£átku b¥hu je kaºdá zóna povaºována za samostatný region. V kaºdém kroku je
rozpu²t¥n region s nejniº²í hodnotou ov¥°ovacího kritéria a jeho zóny jsou dle agrega£ního
kritéria p°i°azeny ostatním region·m, a to tak dlouho, dokud existuje region, který ov¥°ovací
kritérium nespl¬uje.
Metoda neobsahuje podmínku sousedství s od·vodn¥ním, ºe by b¥h metody výrazn¥ de-
formovala; místo toho jsou exklávy eliminovány manuáln¥ ex-post na základ¥ subjektivního
rozhodnutí.
Star²í verze metody (Coombes a kol. 1982) obsahovala slu£ovací kritérium na bázi
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agrega£ního kritéria. Dv¥ jádra byla na za£átku b¥hu algoritmu slou£ena v jeden vícejaderný
region, pokud byl jejich vzájemný vztah dostate£n¥ silný (sij2 ≥ 1100 ∧ fij ≥
1
10oi ∧ fji ≥
1
100oj). Také bylo aplikováno p°e°azovací kritérium pro lokální optimalizaci sij2 na hrani£ní
zóny region·.














Auto°i  a dle nich i Bezák (2000)  argumentovali tím, ºe Smartova míra sij2 ve slab¥ji
propojených systémech (zejm. v °id£eji osídlených oblastech) neadekvátn¥ zvýhod¬uje men²í
centra p°ed v¥t²ími díky niº²ím hodnotám marginálních sou£t·. Aplikace nov¥j²í verze
metody CURDS, kde je pouºita míra sij2, na £eský sídelní systém (Klapka a kol. 2013)
ukazuje, ºe tato kritika je oprávn¥ná.
2.6.4 Bezákova regionalizace Slovenska
Bezák (2000) pouºil upravenou star²í verzi metody CURDS. Zde je tento pokus zmín¥n kv·li
své propracovanosti a relativní podobnosti slovenského sídelního i statistického systému
s £eským.
Selek£ní kritérium obsahuje dva lokaliza£ní kvocienty  jeden vztahuje po£et pracujících
v zón¥ k ekonomicky aktivnímu obyvatelstvu zóny (a zohled¬uje tak pracovní funkci), druhý
po£et pracujících ve sluºbách a prostý po£et obyvatel zóny (£ímº zohled¬uje obsluºnou
funkci). Jejich minimální hodnotu pro jádro stanovuje na 0,7.
Ov¥°ovací kritérium pouºívá jinou míru uzav°enosti, která je dle autora upravená tak,




i∈R,j /∈R fij +
∑
i/∈R,j∈R fij
Z této míry a poºadavku minimální velikosti je konstruováno samo kritérium:
Z(R) = min {1, C(R)} ·min
{
1, 1,0526 · m(R)m0
}
,
kde m(R) je váha regionu a m0 je minimální poºadovaná váha; toto kritérium neumoº¬uje
vzájemnou kompenzaci velikosti a uzav°enosti.
Slu£ovací kritérium je podstatn¥ restriktivn¥j²í neº u metody CURDS, av²ak mimo
kooperujících center se zde objevuje snaha slou£it do jednoho také regiony center, které si








2.6.5 Metoda funk£ní vzdálenosti
Koncept funk£ní vzdálenosti pro vymezování funk£ních region· poprvé pouºili Brown a
Holmes (1971); v nov¥j²í literatu°e se jím zabývá Cörvers a kol. (2009). Vychází ze zásady
zohledn¥ní nep°ímých tok·, pro coº vyuºívá markovské °et¥zce. Pomocí tohoto matematic-
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kého aparátu, kdy imaginární cestovatel prochází zónami jako jednotlivými stavy s pravd¥-
podobností p°echodu na danou zónu rovnou síle interakce, která do ní sm¥°uje z aktuální
zóny, transformuje interak£ní matici na matici st°edních dob prvního pr·chodu (mean rst
passage time, MFPT), které p°edstavují funk£ní vzdálenosti mezi zónami.
Vlastní seskupení je potom provád¥no hierachickou procedurou, která slu£uje zóny s nej-
niº²í funk£ní vzdáleností za podmínky sousedství (ta je zde nezbytná, nebo´ MFPT dosta-
te£n¥ nezohled¬uje relativní význam zóny). Procedura se snaºí dosáhnout p°edem a priori
stanoveného preferovaného po£tu region·, jehoº stanovení je zákonit¥ problematické (Cör-
vers a kol. je stanovují rovný po£tu administrativních region· p°íslu²né úrovn¥).
2.6.6 Evolu£ní metody
V poslední dob¥ se objevil téº pokus o vymezování funk£ních region· stochastickým postu-
pem na bázi evolu£ních algoritm· (Martínez-Bernabeu a kol. 2012). Evolu£ní algoritmus
poºaduje dané vymezení region· za jedince, jehoº kvalita je dána ov¥°ovacím kritériem;
tyto jedince mezi sebou k°íºí (operátor k°íºení), p°ípadn¥ vytvá°í nové mutací (skupinové
muta£ní operátory).
Na za£átku je vytvo°ena populace výchozích jedinc· pomocí algoritmu SHA, který pro-
vádí postup podobný Coombesov¥ regionalizaci, ov²em místo exaktních kritérií pracuje
s pravd¥podobností, takºe zóna má v¥t²í pravd¥podobnost p°i°azení k regionu, s nímº sil-
n¥ji interaguje.
Vlastní b¥h algoritmu potom spo£ívá v cyklech. V kaºdém cyklu je vytvo°eno n¥kolik
nových jedinc· pomocí muta£ních a k°íºicích operátor·, ti jsou se°azeni dle ov¥°ovacího
kritéria a do dal²ího cyklu postupuje pouze ur£ený po£et nejlep²ích. Cyklus se opakuje tak
dlouho, dokud není stabiln¥ obsazena pozice nejlep²ího jedince.
K°íºicí operátor vybírá náhodn¥ dva jedince (s pravd¥podobností rostoucí s jejich kvali-
tou) a náhodn¥ zkopíruje vymezení region· z jednoho nebo druhého. Muta£ních operátor·
je dev¥t, pracujících na podobném principu. Pokrývají tém¥° ve²keré myslitelné operace
s regiony (slou£ení dvou region·, rozd¥lení regionu na dva, vytvo°ení nového regionu ze
zóny jiného, p°e°azení zón mezi regiony).
Po celou dobu b¥hu je zachována podmínka sousedství; auto°i v²ak poznamenávají,
ºe její omezující efekt je minimalizován stochastickým charakterem algoritmu a naopak
umoº¬uje výrazn¥ sníºit po£et procházených variant, £ímº se b¥h výrazn¥ zrychluje oproti
p°edcházející variant¥ (Flórez-Revuelta a kol. 2006).
Auto°i tvrdí, ºe jejich algoritmus vymezuje v porovnání s metodou CURDS výrazn¥
kvalitn¥j²í funk£ní regiony (vzhledem k denovanému ov¥°ovacímu kritériu, jeº mají ob¥
metody velmi podobné). Od evolu£ních algoritm· a jejich dal²ího vylep²ování lze skute£n¥
o£ekávat velký p°ínos zejména pro realistické pojetí vymezování funk£ních region·.
Nevýhodou evolu£ních algoritm· je v²ak práv¥ jejich nedeterministický charakter, který
nezaru£uje p°i stejných vstupních datech totoºný výsledek; rovn¥º absence p°ímo deno-
vaného jasného postupu m·ºe být na ²kodu p°i obhajování objektivity regionalizace pro
pragmatické pojetí.
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2.6.7 Shrnutí
Z vý²e uvedeného je z°ejmé, ºe k vymezování funk£ních region· existují velmi rozdílné
p°ístupy co do postup·, ale v n¥kterých kritériích jsou si podobné. V¥t²ina p°ístup· se snaºí
do vymezování zahrnout i prostorovou dimenzi (nej£ast¥ji pomocí sousedství), a proto by
mohly protovat z implementace v GIS. ádný z p°ístup· nalezených v £eské nebo sv¥tové
literatu°e v²ak GIS nevyuºívá (FlowMap, v n¥mº je implementován Intramax, je pouze úzce
specializovaným programem). Tento decit se tato práce snaºí napravit. Pokou²í se p°itom
o syntézu vý²e p°edstavených metod, p°i£emº z nich vybírá z nich ty prvky, které lze v GIS
vhodn¥ pouºít.
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3 Návrh metody vymezení
V této £ásti je navrºen vlastní regionaliza£ní algoritmus primárn¥ vycházející z metody,
kterou pouºili Hampl a Marada (2014), ov²em zahrnující v sob¥ vlivy ostatních prací (Bezák
2000, Coombes a kol. 1986, van der Laan a Schalke 2001, Watts 2013) a p°idávající n¥které
prvky specické pro GIS implementaci. Hamplova metoda je jako základní stavební kámen
zvolena p°edev²ím díky své teoretické propracovanosti a dlouhé tradici kvalitních výsledk·
v £eském sídelním systému. N¥které její koncepty jsou v rámci sv¥tové literatury unikátní
a neprávem opomíjené.
Algoritmus za£íná se stavem, v n¥mº je kaºdá zóna jádrem svého vlastního regionu.
Regiony jsou pak se°azeny podle ov¥°ovacího kritéria a ty, které jej nespl¬ují, jsou postupn¥
eliminovány (jejich zóny jsou p°i°azeny ostatním region·m nebo je celý region slou£en s ji-
ným za vzniku regionu vícejaderného).
Na konci je potom provedena optimalizace výsledku p°e°azováním okrajových zón.
P°esná podoba algoritmu je znázorn¥na v diagramu na obrázku 8; níºe jsou potom po-
psána pouºitá kritéria.
3.1 Selek£ní kritérium
Selek£ní kritérium není na rozdíl od Hamplovy metody aplikováno v souladu s my²lenkou,
ºe regionální jádra by m¥la být vybírána práv¥ na základ¥ schopnosti udrºet si dostate£né
zázemí (viz s. 14)  jde tedy o induktivní metodu. (Pro zrychlení b¥hu lze selek£ní kritérium
aplikovat ve zna£n¥ uvoln¥né a jednoduché form¥, která vy°adí pouze jasn¥ necentrální
místa  pro esko se jeví jako vhodná spodní popula£ní velikost 1 000 obyvatel.)
3.2 Agrega£ní kritérium
Agrega£ní kritérium aij je zaloºeno na Coombesov¥ mí°e sij3 (viz s. 22) upravené na vztah








kde fij je síla interakce ze zóny i do zóny j, oi sou£et síly v²ech výchozích tok· ze zóny i a ij
sou£et síly v²ech p°íchozích tok· do zóny j. Kritérium vychází z míry zohled¬ující význam
toku pro výchozí i cílovou zónu, z níº je ov²em v souladu s Hamplovou metodou vylou£ena
síla zp¥tné interakce. Více£lenná jádra region· jsou p°itom povaºována za jednu zónu (jako
cíl i jako po£átek  p°i rozpou²t¥ní regionu jsou agregována spole£n¥). P°i rozpou²t¥ní
regionu je nejprve p°i°azeno jádro a poté zázemí.
Pouºitá forma agrega£ního kritéria preferuje interakce s men²ími centry (díky druhému
£lenu) tak, aby se v po£átku mohly vytvo°it i men²í regiony; selekci ºivotaschopných region·
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Obrázek 8: Vývojový diagram navrhovaného algoritmu. Jednotlivá kritéria jsou vysv¥tlena níºe.
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ponechává na ov¥°ovacím kritériu a nální podobu hranic region· (p°i°azení okrajových
zón) na p°e°azovacím kritériu. Zárove¬ je ov²em pouºitím míry sij3 místo sij2 zabrán¥no
neadekvátní preferenci men²ích center.
Pokud takto ur£ený nejsiln¥j²í tok (maxj aij) nesm¥°uje do jádra, ale do zóny zázemí k,
je aplikováno pravidlo nep°ímé vazby a interak£ní vektor ~fi je transformován:




Je pak velmi pravd¥podobné, ºe zóna i bude p°i°azena ke stejnému regionu jako zóna k,
ov²em pokud má dostate£n¥ silný sekundární tok, který se neshoduje s primárním tokem
zóny k, mohou ob¥ zóny skon£it v r·zných regionech.
Pravidlo nep°ímé vazby je motivováno snahou, aby co moºná nejvíce zón agregovaného
regionu z·stalo pohromad¥ a byla tak zachována zásada skladebnosti niº²ích úrovní dle M.
Hampla (viz s. 18). Region v²ak na rozdíl od Hamplova p°ístupu není agregován jako celek 
je tak umoºn¥no zónám, které p°ipadly p·vodnímu agregovanému regionu jen t¥sn¥, aby
byl místo je²t¥ slab²í vazby na nový region vyuºit jejich sekundární tok.
V záv¥re£né fázi algoritmu je agrega£ní kritérium omezeno podmínkou sousedství  zóna
se nesmí stát exklávou.
3.2.1 Zahrnutí vzdálenosti
Interakce mohou být voliteln¥ p°ed vstupem do algoritmu transformovány gaussovskou
funkcí vzdálenosti dij (Farmer a kol. 2011, vlastní úprava)






kde b je ur£eno na základ¥ vstupního souboru metodou OLS (viz níºe) a kd je parametr,
jehoº hodnota ur£uje p°ísnost eliminace interakcí s nadpr·m¥rn¥ vysokou vzdáleností  u
nich se p°edpokládá, ºe integrují vy²²í °ádovostní úrove¬ region·, neº je práv¥ vymezována,
a proto by do výsledku pouze zaná²ely chybu.
Hodnota parametru b úbytku síly interakce se vzdáleností je ur£ena na základ¥ analýzy
vstupního souboru interakcí. S rostoucí vzdáleností se totiº mnoºství i síla interakcí zmen-
²ují. Vstupní interakce jsou proto rozd¥leny na n kvantil· dle vzdálenosti dij a v rámci
t¥chto kvantil· je síla v²ech interakcí se£tena (aby byl zahrnut jak po£et interakcí na danou
vzdálenost, tak jejich síla) do sou£tu Fk. Pro kaºdý kvantil Qk je také spo£ítána pr·m¥rná
interak£ní vzdálenost Dk:
Qk = 〈dk, dk+1)
Fk =
∑
{fij |dij ∈ Qk}
Dk =
∑
{dij |dij ∈ Qk}
| {dij |dij ∈ Qk} |
Parametr b je potom spo£ítán optimalizací metodou nejmen²ích £tverc·  minimalizací











kde g je p°evodový faktor (p°evádí exponenciální £len na jednotky interakce).
3.3 Ov¥°ovací kritérium
Ov¥°ovací kritérium je zaloºeno na £lenských funkcích, jejº pouºil Feng (2009) a zdokonalil
Watts (2009) pro ur£ování p°íslu²nosti zóny k regionu.
3.3.1 lenské funkce
lenská funkce ur£uje míru integrace zóny do regionu a nabývá hodnot di ∈ 〈0; 1〉, kde
0 odpovídá neexistenci vazby zóny na region, 1 pak vazb¥ absolutní. Feng (2009) po£ítá
£lenskou funkci (zobecn¥n¥) jako podíl tok· zóny integrujících daný region ku v²em tok·m
zóny.
Zde pouºitá £lenská funkce je zaloºená na Hamplov¥ pojetí regionálních vazeb (viz obr. 5
na s. 19). Ta povaºuje za integrující pouze toky mezi jádrem a zázemím regionu, nikoliv toky
v rámci zázemí  ty jsou proto z kalkulace úpln¥ vy¬aty. P°ímo se tak vychází z Hamplových
m¥r integrity.







j∈c(R) fij je tok ze zóny do jádra regionu (povaºovaný za integrující) a DiR =∑
j /∈R,j 6=i fij sou£et tok· ze zóny mimo daný region (povaºovaných za dezintegrující).
ke je potom koecient sousedství; pro p°i°azení zóny k regionu, s nímº zóna sousedí9, má
hodnotu 1, pro p°i°azení k nesousednímu regionu má hodnotu koecientu penalizace exkláv
ke0 ∈ 〈0; 1〉, která ur£uje sníºení hodnoty takového p°i°azení. Hodnota ke0 je na za£átku
algoritmu 1 (ºádný rozdíl), v záv¥re£né fázi algoritmu je v²ak nastavena na 0. To odpovídá
snaze nejd°íve vymezit regiony na základ¥ interakcí (bez ohledu na souvislost) a teprve
potom je p°e°azovacím kritériem upravit tak, aby spl¬ovaly princip souvislosti  v souladu
s Hamplovým p°ístupem, ov²em p°evedeným z manuální do algoritmické formy.
Pro zónu v jádru regionu j ∈ c(R) je £lenská funkce stanovena odli²n¥, a to ze dvou
d·vod·:
 Míra integrace jádra do regionu závisí nejen na jeho odchozích, ale i na jeho p°íchozích
tocích. Proto se pro pot°eby kalkulace £lenské funkce jádrové zóny oba sm¥ry interakcí
s£ítají.
 Za integrující toky se povaºují v²echny interakce zóny jádra v rámci regionu, jak do
zázemí, tak do ostatních zón jádra.
9Sousední region je takový, ºe ze zóny existuje cesta k alespo¬ jednomu jádru daného regionu pouze skrz
jeho zóny. Zóna tak s regionem nemusí sousedit ani v p°ípad¥, kdy sousedí s jednou z jeho zón; tato zóna
m·ºe totiº být exklávou.
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která udává celkový význam centra pro své okolí. Výhodou je, ºe fuzzy váha v sob¥ auto-
maticky obsahuje velikost i uzav°enost, takºe ov¥°ovací kritérium mohou splnit jak men²í
regiony se silnými vazbami jádro-zázemí, tak v¥t²í regiony s niº²í integritou. Dal²í (by´
diskutabilní) výhodou je moºnost vytvo°it region, který má sice malé zázemí orientované
na n¥j primárním tokem, ov²em vykazuje vysokou sekundární spádovost.





kde nejsou uvaºovány vazby t¥ch zón, které do regionu nepat°í.
3.3.3 Stanovení hranic
Pro úplné stanovení ov¥°ovacího kritéria je nutno krom¥ ukazatele také vhodn¥ zvolit jeho
minimální hodnotu. Ukazuje se, ºe práv¥ velikostní hranice jsou nej£ast¥ji upravovaným
parametrem p°i p°ejímání regionaliza£ní procedury, a to kv·li adaptaci na odli²ný sídelní
systém; to ov²em zárove¬ znemoº¬uje v¥rohodné srovnání mezi studiemi. Nejvýhodn¥j²ím
(by´ zatím z°ídka vyuºívaným) p°ístupem je pouºít hodnotu získanou na základ¥ analýzy
vlastního sídelního systému  tak je postupováno i zde. Hranice minimální velikosti je
stanovena pomocí Hamplovy techniky generalizovaného modu (viz obr. 6 na s. 19), a to
výpo£tem z t¥ch region·, které mají nezanedbatelné zázemí (postup výpo£tu je uveden
v £ásti 4.2.4 na stran¥ 39). Proto jsou v algoritmu pouºita dv¥ ov¥°ovací kritéria:
1. Hodnota je rovna EMW zázemí regionu. Minimální hranici ur£uje parametrW0, jehoº
hodnota by m¥la být dostate£n¥ malá, aby nebyly zbyte£n¥ likvidovány i regiony,
které by jinak spl¬ovaly druhé ov¥°ovací kritérium; zárove¬ v²ak dostate£n¥ velká pro
formování alespo¬ minimální polarity jádro-zázemí. Jeho ur£ení je proto ponecháno
sociogeogracké analýze zkoumaného sídelního systému.
2. Hodnota je rovna EMW celého regionu. Poºadována je hodnota rovná generalizova-
nému modu EMW region· spl¬ujících p°edchozí kritérium (alternativn¥ lze hodnotu
stanovit pevn¥  W1).
Dvoustup¬ové agrega£ní kritérium vyºaduje také dvoustup¬ovou agregaci, jak je vid¥t i
z vývojového diagramu na obr. 8. Pokud platí první ov¥°ovací kritérium, není na eliminované
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regiony p°ed agregací zkou²eno p°e°azení ani slou£ení, nebo´ se v této fázi vyskytují i regiony
s nulovou EMW (tvo°ené jednou zónu a tudíº nemající vnit°ní toky); takové regiony by
získávaly p°i p°e°azování a slu£ování výhodu neodpovídající jejich skute£nému významu, a
proto jsou rovnou agregovány.
3.4 P°e°azovací kritérium
P°e°azovací kritérium ri je postaveno na bázi EMW regionu. Pro p°e°azení zóny i z regionu
A do regionu B má hodnotu
ri(A→ B) =
∆W (B)i −∆W (A)i
mi
> r0,
kde ∆W (A)i je zm¥na EMW regionu A vyvolaná p°e°azením a mi masa zóny i. Hodnota r0
(mez p°i°azení) je malé kladné £íslo, zabra¬ující provedení zm¥n s p°íli² malým dopadem
vzhledem k velikosti zóny. Pokud je ri v¥t²í neº tato mez, p°e°azení je provedeno.
P°e°azovací kritérium je po celou dobu b¥hu algoritmu omezeno podmínkou sousedství
v tom smyslu, ºe p°e°azovaná zóna se nesmí stát exklávou; zde jde p°edev²ím o snahu omezit
po£et prohledávaných variant. V záv¥re£né fázi (po agregaci v²ech region· nespl¬ujících
ov¥°ovací kritérium) zárove¬ nejsou povolena ta p°e°azení, která by jeden z region· posunula
pod hranici spln¥ní ov¥°ovacího kritéria.
V p·vodní metod¥ M. Hampla se p°e°azovací kritérium vyskytuje pouze pro p°e°azení
exkláv; zde je roz²í°eno s cílem optimalizovat výslednou podobu region· tak, aby se pro
kaºdou zónu maximalizovala její £lenská funkce a tím bylo u£in¥no zadost principu autono-
mie.
Výpo£et zm¥ny EMW vyvolané p°e°azením je pro p°e°azení zóny i do regionu R
ur£en vzorcem








− e · IjR




k/∈R,k 6=i fjk je tok ze zóny j do v²ech zón vn¥ regionu R krom¥ zóny i a
e = ke0 v p°ípad¥, ºe p°e°azení zóny i zm¥ní souvislost10 zóny j s regionem R, jinak e = 1.
3.5 Slu£ovací kritérium
Slu£ovací kritérium je povoleno pro slou£ení dvou region· A,B se silnou vzájemnou vazbou







W (A) + W (B)
> RO0,
kde RO0 je hrani£ní hodnota ur£ující pravd¥podobnost tvorby vícejaderných region·.
10Tedy p°i p°e°azení zóny i se zóna j stane exklávou, pokud jí není, a naopak exklávou být p°estane,
pokud jí práv¥ je.
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Cílem aplikace slu£ovacího kritéria je zohlednit situace v území, kdy n¥která blízká
sídla vykazují vysoký stupe¬ územní d¥lby práce a vzájemné kooperace, £ímº formují jádro
jediného funk£ního regionu. M. Hampl takové situace ur£uje na základ¥ odborné úvahy nad
konkrétní situací.
3.6 Sousedství
Sousedství je v této metod¥ zaloºeno na dopravních sítích. Dv¥ zóny spolu sousedí, pokud
mezi jejich sídly existuje dopravní spojení neprocházející ºádným sídlem, které nepat°í do
jedné z obou zón. Alternativn¥ lze vyuºít jiný koncept sousedství z £ásti 2.5.1.
Podmínka sousedství se promítá do agrega£ního a p°e°azovacího kritéria a skrz koecient
penalizace exkláv i do kritéria ov¥°ovacího; rozhodující úlohu ale hraje aº v záv¥re£né fázi
algoritmu. Smyslem tohoto odkladu je nebránit vzniku organických jednotek dle hodnot
interakcí a teprve potom jejich výsledky smyslupln¥ (nikoli ad hoc) korigovat, aby jednotky
vyhovovaly i principu souvislosti.
3.7 Parametry metody
A£ byla metoda navrhována tak, aby pot°ebovala pouze nezbytné minimum parametr·
ur£ených zvn¥j²ku, p°esto to je u n¥kolika hodnot nutné  nejlépe na základ¥ analýzy zkou-
maného sídelního systému a ur£ených priorit jednotlivých princip· vymezování s ohledem
na pojetí regionalizace, která je zpracovávána (viz £ást 2.3)11. T¥mito parametry jsou:
 Hranice EMW pro úvodní ov¥°ovací kritérium W0 (viz £ást 3.3.3, s. 29).
 Koecient penalizace exkláv ke0, ur£ující tvrdost aplikace principu souvislosti od 0
(povoleny pouze souvislé regiony) po 1 (na souvislosti region· nezáleºí).
 Minimální p°e°azovací zisk r0 (v jednotkách masy). Jeho pouºití je nutné, aby nedo-
cházelo k p°íli² velkému mnoºství p°e°azení, které b¥h programu p°íli² zpomalují a
p°itom nemají ºádný významný efekt.
 Minimální slu£ovací p°ekryv RO0 ∈ (0; +∞), který ur£uje, p°i jak velkém p°ekryvu
region·, z nichº alespo¬ jeden nespl¬uje ov¥°ovací kritérium, má dojít k jejich slou-
£ení a tvorb¥ regionu vícejaderného; hodnota blízká nule pravd¥podobn¥ vytvo°í velké
mnoºství vícejaderných region·, hodnoty p°esahující 1 v¥t²in¥ slou£ení zabrání. Sta-
novení algoritmu pro výpo£et tohoto parametru ze vstupních dat se ukázalo jako úkon
p°esahující rozsah této práce.
 Koecient eliminace interakcí s nadpr·m¥rnou vzdáleností kd ∈ (0; +∞) (pokud je
aplikována vzdálenostní korekce). Hodnota blízká nule znamená rapidní pokles síly se
vzdáleností, velmi vysoké hodnoty potom pokles tém¥° neznatelný.
 Voliteln¥ lze ur£it i p°esnou hranici EMW regionuW1 pro hlavní ov¥°ovací kritérium 
nap°. v p°ípad¥, ºe pro daný regionální systém nedává technika generalizovaného modu
smysluplný výsledek.
11Pro co nejsnaz²í adaptaci metody na r·zné sídelní systémy je v¥t²ina parametr· relativních.
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3.8 Vizualizace výsledk·
lenské funkce zón umoº¬ují snadno ur£it míru, s jakou zóna pat°í r·zným region·m  a
tuto míru lze snadno vizualizovat pomocí barvy. Kaºdému regionu p°i°adíme ur£itou sytou





kde di(R) je £lenská funkce. Pro jednoduchost reprezentace a manipulace je pouºit barevný
model RGB  zóny se silnou vazbou k jádru svého regionu budou tak nést jeho sytou barvu,
zóny se silnou vyjíº¤kou mimo jádra se budou vyzna£ovat nízkou sytostí barvy (blízkou
²edé) a oscila£ní území s významnými vazbami na jádra více region· budou mít barvu velmi
sv¥tlou. Pro sostikovan¥j²í kartogracké znázorn¥ní by samoz°ejm¥ bylo vhodn¥j²í pouºít
jiný model (nap°. HSV; více viz nap°. Brown a Feringa 2003).
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4 Aplikace
Tato £ást se v¥nuje implementaci vý²e p°edstavených metod do podoby geoprocessingových
nástroj· umoº¬ujících provád¥t p°íslu²né analýzy p°ímo v prost°edí GIS. Pro implementaci
bylo vybráno rozhraní ArcPy programu ArcGIS, umoº¬ující snadnou tvorbu podobných
nástroj· na bázi skript· v jazyku Python.
ArcGIS, a£ komer£ní program, byl zvolen p°edev²ím díky relativn¥ jednoduchému roz-
hraní, a to jak uºivatelskému (snadná tvorba toolbox· obsahujících jednoduché gracké
uºivatelské rozhraní) i programátorskému (Python umoº¬uje vysokou exibilitu); dále pak
díky ²iroké funkcionalit¥ i roz²í°ení mezi uºivateli. Daní za jeho pouºití je pon¥kud niº²í vý-
kon skript· oproti nap°. QGISu a vysoká cena programu. V¥t²ina t°íd nástroje je proto
napsána tak, aby byla nezávislá na pouºitém GISu; p°ípadná konverze do jiného pro-
st°edí tak zahrnuje pouze p°epsání n¥kolika t°íd vyuºívajících p°ímo funkcí modulu arcpy 
ZoneLoader, InteractionLoader, NeighbourLoader, GeometricalZone a moduly common
a networking.
V rámci této práce byl vytvo°en toolbox Interactions, který zaji²´uje uºivatelské roz-
hraní k p°iloºeným skript·m v jazyce Python. Toto uºivatelské rozhraní umoº¬uje pohodlné
zadávání vstupních dat a parametr· p°ímo z prost°edí ArcGIS v£etn¥ jejich jednoduché va-
lidace. V této kapitole je nejprve stru£n¥ p°edstavena funkcionalita tohoto toolboxu, který
je p°iloºen na CD, zp·sob implementace jeho vybraných £ástí a nakonec p°edpokládaný po-
stup jeho pouºití (£ást 4.4). Následn¥ je p°edstavena ukázka aplikace  vymezení funk£ních
region· dle dat ze S£ítání lidu, dom· a byt· 2011.
4.1 Struktura a prvky toolboxu
Vytvo°ený toolbox je zobrazen v grackém rozhraní ArcGIS na obrázku 9 a p°iloºen na CD.
Skládá ze sedmi toolset·, jeº jsou popsány níºe. O samotné vymezování funk£ních region·
se stará toolset Regionalization na základ¥ metody popsané v kapitole 3, zbylé toolsety
obsahují nástroje pro p°ípravu pot°ebných vstupních dat a vizualizaci výsledk·:
Obrázek 9: Nástroje ve vytvo°eném toolboxu tak, jak se zobrazují v grackém rozhraní ArcGIS.
 Conversion umoº¬uje automaticky georeferencovat interakce  jeho nástroje z ta-
bulky interakcí vytvo°í liniovou vrstvu na základ¥ bodové vrstvy interagujících zón.
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Table to Interactions tvo°í linie vzdu²nou £arou, Table to Connections cesty
(routes) po zadané síti (network datasetu). Podrobn¥ji jsou popsány v £ásti 4.3.2.
 Management zahrnuje pomocné nástroje pro manipulaci s interakcemi:
 Aggregate Flows agreguje interakce mezi zónami do interakcí mezi vymezenými
regiony,
 Join OD Data p°i°azuje interakcím atributy jejich výchozí a cílové zóny,
 Mark Interactions ur£uje interakcím jejich relativní význam pro výchozí zónu,
 Mutualize Interactions tvo°í z nesymetrických interakcí symetrické,
 Select Interactions vybírá interakce dle síly a vzdálenosti a
 Select Interactions By Origins omezuje interakce pouze na ur£itou pod-
mnoºinu zón (vybírá takové, jeº probíhají mezi zónami z vybrané vrstvy).
 Modeling zahrnuje nástroje modelující sílu interakce dle gaussovského vzdálenostního
modelu (Gaussian Distance Decay, více viz £ást 4.3.2) nebo gravita£ního modelu
(Model Gravity Interactions). Tyto nástroje pot°ebují pro sv·j chod v Pythonu
nainstalovaný matematický balík scipy (SciPy 2014; voln¥ staºitelný).
 Network obsahuje nástroje pro hromadné generování liniových interakcí ze zadané sít¥
(network datasetu) s údaji o vzdálenosti, resp. jiných nákladových atributech. Create
Network Interactions vyuºívá analýzu OD Matrix, a proto generuje pouze p°ímé li-
nie, by´ s p°esnými hodnotami nákladových atribut·; Create Network Connections
vyuºívá Closest Facility, je proto pomalej²í, ale zato generuje p°esné linie cest.
 Neighbourhood generuje tabulky sousedství pro vstup do regionalizace; více o jed-
notlivých nástrojích je uvedeno v £ásti 4.3.1.
 Regionalization obsahuje jádro toolboxu  nástroje vymezující funk£ní regiony:
 Delimit Functional Regions vymezuje funk£ní regiony a ukládá informace do
atributové tabulky zón. Je podrobn¥ popsán v £ásti 4.2.
 Dissolve Regions podle této informace generuje polygony region· s agregát-
ními informacemi o jád°e i celém regionu.
 Division Equality umoº¬uje spo£ítat shodnost dvou r·zných vymezení uloºe-
ných v atributové tabulce zón (po£ítá, jaký podíl z masy v²ech zón je ob¥ma
vymezeními za°azen do shodného regionu).
 Visualisation umoº¬uje vizualizaci p°íslu²ností zón k region·m dle postupu popsa-
ného v £ásti 3.8 na s. 32. Technické detaily jsou uvedeny v £ásti 4.3.3.
Pro více informací o technických detailech pouºití nástroj· viz jejich dokumentaci, jeº se
zobrazí po otev°ení nástroje v ArcCatalogu nebo ArcMapu.
Kaºdý nástroj je tvo°en skriptem, uloºeným jako .py soubor. Krom¥ nich pat°í k tool-
boxu je²t¥ t°i moduly  common, obsahující jednoduché funkce pro práci s rozhraním ArcPy,
objects, obsahující t°ídy pro objekty vyuºívané regionaliza£ními nástroji a networking,
pokrývající konverzi interakcí z tabulek na geometrické vrstvy, a´ uº p°ímo, nebo pomocí
sí´ové analýzy. Práv¥ tyto t°i moduly obsahují v¥t²inu funkcionality; soubory skript· po-
v¥t²inou pouze importují moduly a volají funkce jejich objekt·.
V¥t²ina nástroj· má povoleno p°episování (arcpy.env.overwriteOutput = 1).
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4.2 Implementace vymezovací metody
Vlastní metoda vymezování funk£ních region· popsaná spolu s vývojovým diagramem v ka-
pitole 3 je implementována v nástroji Delimit Functional Regions (DFR) z toolsetu
Regionalization. Zde je p°edstavena struktura t°íd, které nástroj vyuºívá, poºadovaná
vstupní data a parametry a n¥které prvky jeho implementace.
Protoºe program pracuje primárn¥ se sociogeograckými daty, jeº jsou ze své povahy
diskrétní, je pouºit objektový (object-based) p°ístup (Worboys a Duckham 2004), jeº vnímá
jednotlivé jevy jako objekty a jejich vlastnosti, oproti eld-based p°ístupu, jeº povaºuje jevy
za vlastnosti prostoru. Objektový p°ístup potom vede k uºití vektorových dat.
4.2.1 Struktura t°íd
Struktura t°íd, jeº nástroj vyuºívá, je popsána na obrázku v p°íloze 2. Jádro tvo°í t°ídy p°ed-
stavující zóny (Zone, které jsou podle selek£ního kritéria bu¤ instancí potomka CoreZone,
nebo HinterlandZone), jejich interakce (Interactions  slovník cíl : síla toku obsahující
v²echny interakce daného objektu sm¥°ující z n¥j nebo do n¥j), regiony (Region) a p°i°azení
zón k region·m (Assignment, obsahující hodnotu £lenské funkce a umoº¬ují vztah efektivn¥
spravovat).
Datový model byl v pr·b¥hu implementace n¥kolikrát p°epracováván ve snaze najít
ten nejobecn¥j²í (ve smyslu pouºitelnosti na mnoho úloh) a p°itom nejefektivn¥j²í. T°ída
Assignment byla za°azena, aby byla umoºn¥na i implementace fuzzy metod, kdy je jedna
zóna £lenem více region· zárove¬. Interakce by mohly rovn¥º být reprezentovány po jedné
jako objekt s po£átkem, cílem a silou, av²ak tento p°ístup byl zavrºen pro svou vysokou
výpo£etní náro£nost; zvolená implementace pomocí potomka collections.defaultdict
je velmi programátorsky komfortní a umoº¬uje p°ímo v sob¥ provád¥t mnoºství výpo£t·
(souhrny interakcí do daného regionu ap.)
T°ídy Regionaliser, Bindings a NeighbourChange se snaºí odd¥lit aplikaci vymezo-
vacích kritérií konkrétní metody od datových t°íd. To se zcela nepoda°ilo; datové t°ídy
obsahují £ást funkcionality specické pro vlastní vymezovací metodu (by´ to nevylu£uje
jejich pouºití v implementaci jiné vymezovací metody).
4.2.2 Vstupní data a parametry
Vstupní data nástroj p°ijímá ve t°ech tabulkách:
 Tabulku zón (Zones), obsahující ve²keré informace o zónách ovliv¬ující provedení
regionalizace. Nástroj z tabulky £erpá p°edev²ím identikátory zón (Zone ID Field 
numerické nebo textové) a masy zón (Zone Mass Field  numerické). Voliteln¥ lze
zadat v dal²ích polích i dal²í nastavení.
Lze vynutit tvorbu vícejaderných region· hodnotou v poli Zone Cooperation/Agglo-
meration Field. V takovém p°ípad¥ je nutné zvolit jednu zónu jádra, jejíº identiká-
tor zadáme do tohoto pole ostatním zónám stejného jádra. Takto je moºné na základ¥
expertní znalosti specikovat skupiny zón, které funk£n¥ jednozna£n¥ tvo°í jeden ce-
lek  typicky pokud jejich sídla tvo°í jednu souvisle zastav¥nou oblast a probíhá mezi
nimi územní d¥lba práce, jako v p°ípad¥ pr·myslového areálu v obci t¥sn¥ sousedící
s m¥stem (nap°. Mladá Boleslav  Kosmonosy, Beroun  Král·v Dv·r).
4 Aplikace 36
Pro barevnou vizualizaci p°íslu²nosti k region·m je nutné do pole Zone Color Field
zón¥ zadat ²estimístný hexadecimální RGB kód barvy, kterou p°evezme region, jehoº
je zóna jádrem. Tyto kódy lze zvoleným zónám vygenerovat do atributové tabulky
nástrojem Assign Colors (více viz £ást 4.3.3).
Do tabulky zón sm¥°uje i výstup  vymezení region· je uloºeno do pole Region ID
Field ve form¥ identikátoru jedné ze zón jádra regionu, k n¥muº zóna pat°í. Pokud
takové pole v tabulce zón jiº existuje, jeho hodnoty jsou na£teny a pouºity jako výchozí
£len¥ní, jeº poté algoritmus pouze ov¥°uje a koriguje12. Lze takto specifkovat £len¥ní
pouze z£ásti a tak nap°. kompenzovat prob¥hlé územní zm¥ny nebo lokální chyby
v interak£ních datech.
 Tabulku interakcí (Interactions), na základ¥ nichº se má vymezení provést (nap°.
data o dojíº¤ce). Ta musí obsahovat pole s identikátory zdrojové a cílové zóny
(Interaction Origin ID Field, Interaction Target ID Field) a silou interakce,
nap°. po£et dojíºd¥jících lidí (Interaction Strength Field).
 Tabulku sousedství zón (Zone Neighbourhood Table). Ta musí obsahovat dv¥ pole
ID_FROM a ID_TO, ur£ující jednosm¥rný vztah sousedství pomocí identikátor· zón.
Automatizovaná tvorba této tabulky je popsána níºe v £ásti 4.3.1.
Data o geometrii zón tento nástroj p°ímo nena£ítá, nebo´ prostorové vztahy jsou vyjád°eny
v tabulce interakcí a sousedství; nahrávání geometrie by tak b¥h nástroje pouze zpomalo-
valo.
Parametry vymezovací metody (pro podrobn¥j²í popis viz £ást 3.7) se zadávají do
následujících polí:
 Allowed Cores  volitelná moºnost zadat selek£ní kritérium jako where podmínku
pro selekci nad tabulkou zón. Pokud je podmínka spln¥na, p°íslu²né zón¥ je v prvním
kroku nástroje vytvo°en region; pokud ne, je na tuto zónu hned po vytvo°ení region·
aplikováno agrega£ní kritérium.
 Minimum Protoregion Hinterland EMW  hranice EMW pro úvodní ov¥°ovací krité-
rium W0 v jednotkách masy zón.
 Minimum Region EMW  volitelný parametr umoº¬ující p°esn¥ specikovat hranici W1
pro hlavní ov¥°ovací kritérium a tak potla£it její výpo£et pomocí generalizovaného
modu.
 Exclave Assignment Weight Percent  stanovuje míru, s níº jsou tolerovány ex-
klávy (koecient penalizace exkláv ke0 v procentech): 0 % (v·bec) aº 100 % (exklávy
se nerozli²ují).
 Minimum Zone Reassignment Gain  minimální zisk pro p°e°azovací kritérium r0 (v
procentech).
 Region Overlap Merge Percent  minimální p°ekryv region· pro slou£ení RO0 (v
procentech).
12Kaºdá zóna, jejíº pole Region ID Field obsahuje ne-NULL hodnotu (identikátor), je hned na za£átku
b¥hu nástroje p°i°azena jako zázemí k regionu s tímto identikátorem.
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Moºnosti výstupu lze nepovinn¥ roz²í°it následovn¥:
 R·zné charakteristiky zón a region· (nap°. £lenské funkce, souhrnné charakteristiky
interakcí) nástroj spo£ítá a uloºí do polí v tabulce zón, pokud jsou za²krtnuty jejich
kolonky v parametru Output Measures. Pro více podrobností o charakteristikách viz
dokumentaci nástroje.
 Informace o vícejaderných regionech vytvo°ených nástrojem se uchovají, pokud je
za²krtnuto polí£ko Output Region Core Cooperation Field. V tom p°ípad¥ je do
tabulky zón zapsáno dal²í pole, do n¥jº se pro kaºdou zónu tvo°ící jádro regionu
s jiným identikátorem, neº má sama, zapí²e tento identikátor. Toto pole se následn¥
dá vyuºít jako Zone Cooperation/Agglomeration Field.
 Pro barevnou vizualizaci p°íslu²nosti k region·m je nutné do parametru Output
Color Field zadat název pole, do n¥jº bude kaºdé zón¥ zapsán ²estimístný hexadeci-
mální RGB kód výsledné barvy. Tyto barvy lze následn¥ do podoby rastru vizualizovat
nástrojem Create Color Map (viz £ást 4.3.3).
4.2.3 Zaji²t¥ní vstupu a výstupu
Ihned po spu²t¥ní nástroje jsou nahrány jeho parametry, na jejichº základ¥ se na£tou vstupní
tabulky pomocí instancí potomk· t°ídy Loader13, vyuºívajících arcpy.SearchCursor. Zo-
neLoader nahraje z tabulky zón slovník zón podle identikátor· (Zone, více viz £ást 4.2.4,
Selek£ní kritérium).
Následn¥ jim InteractionLoader p°i°adí pomocí metod Zone.addOutflow() a Zone.
addInflow() interakce z nahrané tabulky (jako nové záznamy do objekt· Interactions
uloºených v Zone.outflows a Zone.inflows). Pokud u daného záznamu interakce pouze
jeden z obou identikátor· odpovídá existující zón¥ (nap°. jde o záznam ozna£ující neiden-
tikovaný cíl vyjíº¤ky nebo je cíl v jiném stát¥), je jí p°i°azen jako neidentikovaný (raw)
tok (Zone.addRawOutflow() ap.)
NeighbourLoader nakonec pomocí Zone.addNeighbour() p°idá zónám odkazy na jejich
sousedy do seznamu Zone.neighbours.
Nahrávání tabulek p°es arcpy.SearchCursor je pom¥rn¥ pomalé, zvlá²t¥ u interakcí,
jichº je zpravidla nejvíce; po p°e°azovacím kritériu jde o £asov¥ nejnáro£n¥j²í £ást nástroje,
ov²em t¥ºko ji lze v rámci programu dále optimalizovat.
Hlavní b¥h nástroje je sv¥°en regionalizéru  instanci t°ídy Regionaliser14. Ten do-
stane slovník zón a vymezí funk£ní regiony metodou popsanou v kapitole 3. Zóny jsou potom
p°edány zp¥t instanci ZoneLoader, která pomocí arcpy.UpdateCursoru zapí²e v metod¥
output() kaºdé zón¥ do pole Region ID Field informaci o jejím p°i°azení k ur£itému re-
gionu. Tato informace je p°edstavována identikátorem jedné ze zón jádra regionu, k n¥muº
je zóna p°i°azena. To samo o sob¥ umoº¬uje regiony rychle vizualizovat; polygony region·
(tedy prostorová data) lze získat následnou aplikací nástroje Dissolve Regions.
13Ty jsou singleton  vºdy od nich existuje pouze jedna instance.
14Také singleton.
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4.2.4 Implementace kritérií vymezení
Hlavní b¥h nástroje odpovídá diagramu na obr. 8, kde jsou vyzna£eny i metody regionalizéru
provád¥jící jednotlivé £ásti programu. Níºe jsou potom detailn¥ rozvedena jednotlivá pouºitá
kritéria.
Selek£ní kritérium je provedeno rovnou p°i nahrávání tabulky zón. Ze zón, které jsou vy-
brány jako potenciální jádra, jsou vytvo°eny instance t°ídy CoreZone, z ostatních Hinter-
landZone. Pokud není selek£ní kritérium zadáno (parametr Allowed Cores), jsou v²echny
zóny instance CoreZone.
P°i tvorb¥ region· je pro kaºdou CoreZone vytvo°en v metod¥ createRegions() nový
Region s touto zónou jako jádrem (p°i°azení typu CoreAssignment). Následn¥ jsou v me-
tod¥ bindHinterlands() v²echny HinterlandZones p°i°azeny pomocí agrega£ního kritéria
k t¥mto region·m jako zázemí (p°i°azení typu HinterlandAssignment).
Agrega£ní kritérium zaji²´uje t°ída Bindings, která p°evezme agregovaný object (zónu
nebo region) a jeho interakce (flows). Jejich transformaci do agrega£ního kritéria zaji²´uje
metoda transformFlows(), která je volána metodou calculate(). Ta je provedena po-
kaºdé, kdyº se zm¥ní vymezení region·. Objekt je poté p°i°azen k takovému regionu, pro
n¥jº je hodnota agrega£ního kritéria nejv¥t²í.
Metoda transformFlows() nejprve spo£ítá agrega£ní kritéria podle tok· do zón jako
instanci Interactions. Následn¥ místo cíl·, jeº jsou jádry region·, dosadí do vzniklého
slovníku jako klí£e jejich regiony (p°i£emº se£te hodnoty kritérií pro vícejaderné regiony),
cíle leºící v zázemí nebo doposud nep°i°azené ponechá. Výsledné cíle potom se°adí do se-
znamu cíl· (sortedTargets) dle hodnoty agrega£ního kritéria.
To umoºní funkci getMaxBind() rychle vyhledat nejsiln¥j²í vazbu. Pokud je na prvním
míst¥ v seznamu cíl· nalezena zóna, znamená to, ºe leºí v zázemí a není to platný cíl pro
agregaci  proto se provede metoda subBind(), která transformuje p·vodní flows podle
pravidla nep°ímé vazby (subBindFlows()), posune za£átek hledání v seznamu cíl· o jednu
pozici dál a celý proces se vrací na za£átek  tak dlouho, dokud není nalezen region. K n¥mu
je vytvo°eno odpovídající p°i°azení (instance t°ídy Assignment) a tím jsou zóna a region
svázány (Assignment.tangle()).
P°i°azování rozpou²t¥ného regionu °ídí metoda regionalizéru assignRegion(). Ta nej-
prve p°i°adí jádro regionu (reassignRegionByBinds()) a následn¥ v²echny zóny zázemí
od nejv¥t²í po nejmen²í dle masy (reassignZones()).
Pokud je agrega£ní kritérium omezeno podmínkou sousedství (metod¥ je p°edáno True
jako nepovinný boolean argument neigh), vý²e uvedené metody se chovají odli²n¥  pro
zóny zázemí je zavedena prioritní fronta pomocí Binding.level. Nejprve jsou p°i°azeny
v²echny zóny, pro n¥º primární tok (po aplikaci nep°ímých vazeb) sm¥°uje do sousedního
regionu, poté ty, pro n¥º je nutné pouºít sekundární tok, poté ty, pro n¥º do sousedního
regionu sm¥°uje aº t°etí nejsiln¥j²í tok atd. Pokud jsou vy£erpány v²echny toky, je zóna
p°i°azena dle sousedství (viz níºe).
Ve vstupních datech se ob£as vyskytují i °ídké p°ípady, kdy zóna nemá ºádnou odchozí
interakci (resp. ºádnou odchozí interakci do sousedního regionu)  jde nap°. o velmi malé
obce. V tom p°ípad¥ je p°i°azení odloºeno aº za v²echna ostatní a provádí se na základ¥
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sousedství  zóna je p°i°azena k tomu regionu, k n¥muº pat°í nejvíce jejích soused· (v
p°ípad¥ rovnosti k regionu s nejvy²²í EMW). Toto je povaºováno za nestandardní p°ípad a
na výstup je vypsáno varování (arcpy.AddWarning()).
Ov¥°ovací kritérium zji²´uje regionalizér výsledkem funkce verifyMass() nad konkrét-
ním regionem, jehoº hodnota se porovná s aktuální hodnotou verifyThreshold, nastavi-
telnou funkcí setVerify(). Funkce verifyMass() vrací dle aktuálního kritéria bu¤ EMW
p°edaného regionu, nebo EMW jeho zázemí.
Generalizovaný modus EMW region· se po£ítá z EMW region· zbylých po první agre-
gaci metodou generalisedMode(). Ta rozd¥lí soubor region· na ur£itý po£et kvantil· podle
EMW, z nich vybere ten s nejuº²ím rozp¥tím hodnot a z nich spo£ítá pr·m¥r. Pro v¥t²í
stabilitu je tento postup opakován pro r·zný po£et kvantil· od 6 do 20 (meze byly zvoleny
na základ¥ empirického testování) a výsledky ze v²ech opakování jsou zpr·m¥rovány.
Region svoji EMW zji²´uje z aktuálních £lenských funkcí svých zón pomocí metody
Assignment.getDegree(). Pro vy²²í výkon se EMW cachuje (_mass); její opakované vý-
po£ty p°i kaºdém ov¥°ení by b¥h programu velmi zpomalovaly, a tak se pouze po kaºdé
zm¥n¥ vymezení regionu aktualizuje metodou hamplUpdateAssignments(), kterou volá re-
gionalizér v updateAssignments(). Ta nechá v²echna p°i°azení (Assignment) p°epo£ítat
hodnoty £lenské funkce.
Pokud je region v·£i interakcím zcela uzav°ený (nevede z n¥j ºádná ven) a p°itom
nespl¬uje ov¥°ovací kritérium, není agregován, není totiº jak o agregaci rozhodnout. Místo
toho je takový region zachován pomocí lokální výjimky uloºené v Region.indepOverride.
Pokud na n¥j narazí verifyMass(), vrátí hodnotu verifyThreshold.
P°e°azovací kritérium provádí regionalizér metodou change(), jíº jsou p°edány regi-
ony, k nimº se má p°e°azovat; v rámci agrega£ního cyklu jí tryAddNeighbours() p°edá
region, jehoº masu se snaºí zvý²it, v optimaliz£ní fázi p°ijdou od optimize() v²echny regi-
ony.
Vlastní p°e°azení (zm¥nu) zt¥les¬uje instance t°ídy NeighbourChange, obsahující
odkaz na p°e°azovanou zónu, zdrojový a cílový region. P°i svém vytvo°ení spo£ítá zisk ze
sebe plynoucí (calcGain(), volá Region.getEMWDiff(), pro výpo£et viz £ást 3.4 na s. 30).
Pokud tento zisk p°esahuje stanovenou minimální hranici r0 a zóna jiº nebyla do tohoto
regionu p°e°azována15 (isChangeViable()), je za°azena do seznamu zm¥n.
V rámci výpo£tu zisku plynoucího ze zm¥ny je nutné posoudit i dopad na souvislost
obou region·, p°i£emº tato otázka není jednoduchá a °e²ení je i výpo£etn¥ náro£né. Exklávy
mohou zaniknout p°e°azením do jiného regionu, s nímº sousedí, ale také p°e°azením vhodné
zóny do jejich regionu, která je propojí s jeho souvislou £ástí. Naopak k vzniku exklávy m·ºe
dojít p°i p°e°azení zóny, která je jako jediná propojovala s jádrem regionu.
Na první z t¥chto t°í p°ípad· pamatuje £lenská funkce, která se po p°e°azení exklávy
do souvislého regionu zvý²í, protoºe uº není násobena koecientem penalizace. Zbylé dva
p°ípady o²et°uje metoda Assignment.isOnlyConnection(), volající metodu svého regionu
getArticulation(). V p°ípad¥, kdy je zóna k regionu p°ipojována (a tedy sousedí s jeho
15Bez této podmínky m·ºe program skon£it v nekone£ném cyklu, kdy se stále znovu provádí t°i nebo více
ziskových zm¥n.
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souvislou £ástí), projde region své exklávy a zjistí, zda n¥jaká s touto zónou nesousedí;
pokud ano, p°idá zvý²ení jejich £lenské funkce k zisku zm¥ny.
T°etí p°ípad, kdy je zóna z regionu odebírána, je nejsloºit¥j²í  obná²í zjistit, zda odtrºení
zóny roztrhne region na dv¥ navzájem nesousedící £ásti, vytvo°í se tedy exklávy. Pokud
ano, je tato zóna nazývána artikulací (termín z teorie graf·). Artikulace lze v regionu
detekovat algoritmem zaloºeným na procházení grafu sousedství do hloubky (depth-rst
search, DFS). Podobu algoritmu popisuje erný (2010) a implementace se nachází v metod¥
calcArticulations(). Zaloºen je na my²lence, ºe zóna je artikulací, pokud ze skupiny zón
objevených p°i procházení hloub¥ji od ní nevede ºádný vztah sousedství mimo tuto skupinu.
Metoda change() nejd°íve vytvo°í v²echny zm¥ny, které p°icházejí v úvahu (get-
AllChanges()). Dal²í zpracování probíhá v cyklu. V kaºdém opakování vybere aktuáln¥
nejziskov¥j²í zm¥nu a tu provede (NeighbourChange.makeAssignment(); seznam zm¥n je
udrºován se°azený podle zisku). Pokud platí podmínka, ºe zdrojový region nesmí p°estat
spl¬ovat ov¥°ovací kritérium (p°i optimalizaci), je ov¥°eno a v p°ípad¥ neúsp¥chu se zm¥na
vrátí zp¥t (NeighbourChange.makeRollbackAssignment()). Jinak je zm¥na zaregistrována
(pro budoucí porovnání s následujícím p°e°azením) a v seznamu zm¥n jsou odstran¥ny
a znovu vytvo°eny v²echny zm¥ny dotýkající se jejího zdrojového nebo cílového regionu
(getAffectedChanges())16. Zm¥ny jsou generovány metodami getChangesToRegion() a
getChangesFromRegion(), jeº je sestavují nad hrani£ními zónami svých, resp. okolních
region·.
Implementace p°e°azovacího kritéria pat°ila v rámci nástroje k nejsloºit¥j²ím, coº odráºí
sloºitost kritéria samotného  v rámci kaºdé zm¥ny je nutné posoudit dopad na £lenskou
funkci kaºdé zóny obou dot£ených region·, v£etn¥ souvislosti, p°i£emº takových zm¥n je
velké mnoºství a po kaºdém p°e°azení se musí posuzovat znovu. Z toho vyplývá i fakt, ºe
jde o výpo£etn¥ nejnáro£n¥j²í £ást celého nástroje  jeho zpracování zabírá p°es 90 % b¥hu.
Slu£ovací kritérium je implementováno p°ímo£a°e pomocí metody tryMerge(), jíº se
p°edá region, který se snaºíme slou£it s jeho sousedy. Pro kaºdého souseda se zjistí vzá-
jemný p°ekryv RO, podle n¥j se vybere soused s nejv¥t²ím p°ekryvem a je-li tento v¥t²í
neº minimální hranice RO0, jsou oba regiony slou£eny  v²echny zóny p·vodního regionu
jsou p°i°azeny stejným typem p°i°azení (CoreAssignment nebo HinterlandAssignment)
k sousedovi.
4.2.5 B¥h nástroje
Nástroj s vý²e uvedeným nastavením b¥ºí na procesoru Intel Core i7 (4 jádra o 2,1 GHz)
s 8 GB RAM p°ibliºn¥ 15 minut, p°i£emº nejv¥t²í zát¥º p°edstavuje p°e°azovací kritérium,
které se nepoda°ilo ani p°es velkou snahu výrazn¥ji zefektivnit. Zanedbatelný není ani £as
nutný pro £tení a zápis dat; pot°ebná doba rovn¥º výrazn¥ roste, pokud je zadáno velké
mnoºství výstupních charakteristik (OutputMeasures).
Vzhledem k nep°íli² oslnivému výkonu nástroje byl tento i ostatní navrhován p°edev²ím
s ohledem na £asovou, nikoli prostorovou sloºitost, a n¥které jeho £ásti tak nejsou p°íli²
pam¥´ov¥ efektivní.
16Místo prostého p°epo£ítání zisk· v²ech ovlivn¥ných zm¥n se volí tento náro£n¥j²í postup, který umoº-
¬uje zachytit i nov¥ vzniklá sousedství.
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4.3 Implementace ostatních prvk·
V této £ásti je popsána implementace ostatních prvk· toolboxu, které plní p°eváºn¥ pod-
p·rnou funkci.
4.3.1 Sousedství
Matice sousedství se podobn¥ jako matice interakcí reprezentuje tabulkou obsahující dvojice
identikátor· sousedících zón, p°i£emº jeden °ádek znázor¬uje jeden sm¥r vztahu. Jelikoº
je sousedství v¥t²inou symetrický vztah, bude po£et °ádk· tabulky sudý.
Administrativní sousedství se získá prostou analýzou geometrie polygon· zón. Jde o
výpo£etn¥ náro£nou operaci, nebo´ po£et nutných porovnání geometrie roste kvadraticky
s po£tem zón. V ArcGISu existuje n¥kolik cest, jak tabulku administrativního sousedství
obdrºet:
 Standardní nástroj Near s parametrem Search Distance rovným 0. Tato moºnost je
nejpomalej²í, nebo´ nástroj po£ítá vzdálenosti, coº je výpo£etn¥ náro£n¥j²í operace.
 Vlastní analýza geometrie, která se nahraje p°es SearchCursor a nad výslednými ob-
jekty se volá funkce disjoint(). Tento postup je implementován ve skriptu Admini-
strative Neighbourhood Table. B¥ºí zhruba dvakrát rychleji neº nástroj Near.
 V ArcGIS modulu Spatial Statistics je obsaºen nástroj Generate Spatial Wei-
ghts Matrix, jehoº lze po nastavení vhodných parametr· a konverzi matice prosto-
rových vah do tabulky (Convert Spatial Weights Matrix to Table) vyuºít. Jeho
výhodou je °ádov¥ vy²²í rychlost neº u p°edchozích p°ístup·. Pro rychlé generování ta-
bulky je postup automatizován ve skriptu Spatial Matrix Neighbourhood Table,
kde je moºné rozhodnout, zda za sousedství bude povaºováno i sousedství p°es roh 
jedním bodem (volba CONTIGUITY_EDGES_CORNERS, tzv. p°ípad královna  viz Spurná
2008), nebo pouze hranou (p°ípad v¥º ; CONTIGUITY_EDGES_ONLY).
Pro urychlení b¥hu skript· je dobré pouºít prostorový index (Add Spatial Index), který
výrazn¥ urychluje prohledávání vstupní vrstvy tím, ºe její prvky katalogizuje podle £tver-
cové sít¥ o t°ech r·zných rozm¥rech bu¬ky.
Thiessenovy polygony kolem centrálních bod· zón lze jednodu²e vygenerovat stan-
dardním nástrojem Create Thiessen Polygons a na ty následn¥ aplikovat jednu z vý²e
uvedených metod. Výsledky jsou rozporuplné; je sice odstran¥n problém s nesouvislými
zónami, av²ak n¥které nesouvislosti znovu vznikají, pokud se pro vizualizaci region· pouºijí
administrativní hranice, a to zejména v okolí rozlohou velkých zón.
Dopravní sousedství pouºité v návrhu vlastní metody je po£ítáno skriptem Network
Neighbourhood Table, který vyuºívá roz²í°ení ArcGISu pro sí´ovou analýzu, Network
Analyst (konkrétn¥ jeho analýzu typu Closest Facility, která po£ítá cesty z daného
bodu do n¥kolika nejbliº²ích bod· sousedních, implementovanou v nástroji Create Network
Connections).
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Vstupem do nástroje jsou krom¥ polygon· zón i jejich centrální body (ty je moºno
p°edem spo£ítat jako centroidy nástrojem Feature to Point) a polygony sídel, zahrnující
vlastní zastav¥nou oblast sídel tvo°ících zóny. Ty by nem¥ly p°esahovat hranice polygon·
zón, jinak jsou povaºovány za sou£ást zóny, do níº p°esahují.
Obrázek 10: Ukázka tvorby vztah· dopravního sousedství v okolí Nového M¥sta nad Metují. Na
jihovýchodním okraji je vid¥t p°íklad problému p°echodu zevnit°; £ervenou barvou jsou ozna£eny




















Zdroj: ArcR (2013), CEDA (2010), vlastní zpracování
Pro kaºdý centrální bod je nejprve nalezen ur£ený po£et linií cest k nejbliº²ím dal²ím
centrálním bod·m. Od t¥chto cest jsou ode£teny segmenty uvnit° polygon· sídel (Erase)
a výsledné multipart linie jsou p°evedeny na singlepart (Multipart to Singlepart). Dále
jsou vy¬aty ty linie, které nep°ekra£ují hranice polygon· zón (spojují dv¥ sídla v rámci
jedné zóny), pomocí Select by Location (volba COMPLETELY_WITHIN). Pokud je potom
ve výsledné vrstv¥ obsaºena pouze jedna linie s danými identikátory startu a cíle, jde o
spojnici dvou zón neprocházející t°etím sídlem, start sousedí s cílem a jejich (jednosm¥rný)
vztah je zaznamenán do výstupní tabulky sousedství.
Nástroj Network Neighbourhood Table je velmi pomalý, zejména kv·li náro£né sí´ové
analýze a následujícím dv¥ma operacím p°ekrytí. Pro tisíce zón se doba b¥hu po£ítá v hodi-
nách. Metoda navíc trpí problémem p°echodu zevnit° (viz obr. 10)  pokud komunikace mezi
dv¥ma sídly téºe zóny p°ekra£uje její administrativní hranici, není eliminována operátorem
COMPLETELY_WITHIN a tudíº není s takovou zónou z daného sm¥ru navázáno sousedství17.
17To v n¥kterých p°ípadech vede i k tvorb¥ zón bez souseda, coº je pro vymezovací algoritmus krajn¥
neºádoucí.
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Tento problém by bylo moºné eliminovat p°evodem díl£ích singlepart linií na koncové body
a testováním, zda oba koncové body leºí ve stejné zón¥. Tento úkol je v²ak sloºit¥j²í a v této
práci nebyl zpracován; navíc by s sebou nesl dal²í významný nár·st výpo£etní náro£nosti.
Obrázek 11: Ukázka výsledných dopravn¥-sousedských vztah· v okolí P°íbrami. P°ítomnost rych-

























































Zdroj: ArcR (2013), CEDA (2010), vlastní zpracování
Dal²í problém p°i pouºití nástroje souvisí se selekcí vhodné sít¥. P°i aplikaci na silni£ní
sí´ se ukázalo, ºe do sít¥ pro kalkulaci sousedství není vhodné zahrnovat dálnice a n¥které
silnice vy²²ích t°íd, nebo´ ty se z velké £ásti vyhýbají zastav¥ným oblastem a umoº¬ují tak
bez pr·chodu jiným sídlem propojit °adu i velmi vzdálených zón (viz obr. 11).
4.3.2 Vzdálenost
Vzdálenost, p°es niº interakce p·sobí, se získá p°evedením tabulky interakcí na liniovou
feature class. Ta, pokud je uloºena v geodatabázi, automaticky získá atribut Shape_Length,
jehoº lze pouºít pro dal²í analýzy.
P°evod interakcí na liniovou vrstvu zaji²´ují dva skripty v toolsetu Conversion  Table
to Interactions, který tvo°í p°ímé £áry mezi startem a cílem, tedy vzdu²nou vzdále-
nost, a Table to Connections, který tvo°í spojnice (a tedy i vzdálenosti) po zadané do-
pravní síti. Oba skripty vyºadují jako vstup bodovou vrstvu centrálních bod· zón, Table to
Connections navíc i vybudovaný sí´ový dataset (network dataset ; je tedy nutné mít licenci
na Network Analyst). Tvorba sí´ových spojení nástrojem Table to Connections je samo-
z°ejm¥ podstatn¥ pomalej²í neº tvorba p°ímých £ar, které vytvá°í Table to Interactions;
rozdíl v rychlosti tvo°í zhruba dva °ády a pro desetitisíce °ádk· se za£íná doba b¥hu ná-
stroje Table to Connections po£ítat v hodinách. Výhodou je v²ak výsledek reektující
realitu daleko p°esn¥ji.
Pro prostou eliminaci interakcí p·sobících na p°íli² dlouhou vzdálenost sta£í jednoduché
atributové po£etní operace. Ty jsou implementovány ve skriptu Select Interactions,
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. Sostikovan¥j²í metodou je aplikace distance-decay funkce. Jedna z takových
moºností, vyuºívající Gaussovu k°ivku, je popsána v £ásti 3.2 na s. 25 a implementována
ve skriptu Gaussian Distance Decay.
4.3.3 Vizualizace p°íslu²nosti zón k region·m
Vizualizace p°íslu²nosti zón k region·m dle postupu popsaného v £ásti 3.8 na s. 32 je
zaji²´ována dv¥ma nástroji.
Nástroj Assign Colors p°i°azuje vstupním zónám podle p°edloºené tabulky sousedství
syté barvy, které uloºí do jejich atributové tabulky jako hexadecimální RGB kód (nap°.
ff0000 pro £ervenou). Tato reprezentace je výhodná svou roz²í°eností, kompaktností a
zárove¬ snadným p°evodem do £íselných RGB hodnot; navíc je pouºívána v HTML, takºe
p°ípadná tvorba on-line mapy m·ºe být relativn¥ snadná. Výchozí syté barvy jsou p°edem
ur£eny v souboru color_bright.conf v adresá°i s toolboxem a je tak moºné je roz²í°it
nebo p°edenovat.
P°i p°i°azování barev zónám bylo pouºito heuristiky, jiº uvádí Ve£erka (2007, s. 34). Ta
sleduje minimalizaci mnoºství pouºitých barev p°i zachování podmínky, ºe sousedé nesmí
být obarveni stejn¥, a to tak, ºe nejprve obarvuje nejvíce zapojené vrcholy (°azení nej-
prve podle po£tu obarvených a sekundárn¥ podle po£tu neobarvených soused·). Barvy drºí
uspo°ádané a kaºdou zónu se snaºí obarvit barvou co nejbliº²í za£átku jejich seznamu.
Minimalizace po£tu barev v²ak není hlavním cílem vizualizace p°íslu²nosti  naopak, je
vhodné, aby blízké, by´ nesousedící regiony byly obarveny r·zn¥, nebo´ jinak by ne²lo rozli²it
jejich sféry vlivu v regionech, které je odd¥lují. Proto je v pouºité implementaci seznam
barev p°ed obarvením kaºdé zóny náhodn¥ p°euspo°ádán a teprve následn¥ je vybrána (ve
shod¥ s p·vodní metodou) první barva, jiº není obarven ºádný ze soused·.
Nástroj Delimit Functional Regions poté spo£ítá pro kaºdou zónu její £lenské funkce
(pokud jsou zadány p°íslu²né parametry) a uloºí do atributové tabulky RGB kód odpoví-
dající barv¥ smí²ené podle p°íslu²nosti k region·m.
Protoºe ArcGIS zatím neumí p°i vizualizaci p°ístupným zp·sobem vyuºít p°esnou barvu
denovanou v atributové tabulce, nabízí se pouze p°evod na barevný ras. To zaji²´uje ná-
stroj Create Color Map, který ve vstupní polygonové vrstv¥ zón nejprve vytvo°í t°i pole
odpovídající RGB sloºkám s £íselným údajem intenzity, následn¥ t°ikrát spustí nástroj Arc-
GISu Raster to Polygon nad t¥mito údaji, £ímº vytvo°í t°i £ernobílé rastry, které v záv¥ru
zkombinuje do jednoho barevného (Composite Bands).
Protoºe n¥které jiné formáty neº ESRI Grid neumí správn¥ rozli²it NoData hodnoty od
nulových a p°i jejich pouºití se objevovaly ve výstupu díry tam, kde byla jedna z RGB
sloºek nulová, probíhají v²echny výpo£ty ve formátech ESRI Grid a teprve výsledek je
konvertován do zadaného formátu (Copy Raster)  je doporu£ován TIFF, nebo´ jej lze
snadno georeferencovat.
4.4 Postup pouºití
Pro vymezování funk£ních region· je nutné si nejprve p°ipravit vstupní data  polygonovou
feature class zón a tabulku interakcí.
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Obrázek 12: Schéma p°edpokládaného pouºití toolboxu. Pro p°ehlednost obsahuje pouze vstupy
tabulek a geometrických vrstev, nikoli £íselných a textových parametr·.
Tabulku lze specikovat v r·zných formátech  v¥t²inu b¥ºných formát· v£etn¥ Micro-
soft Excelu ArcGIS bez problém· p°e£te , ov²em je vhodné ji p°ed pouºitím exportovat
do geodatabáze (výhodou je vy²²í rychlost a moºnost zápisu).
Je nezbytné, aby si tyto zóny a interakce odpovídaly jak £asov¥ (vzhledem k p°ípadným
územním zm¥nám), tak identikátory  zóny musí v atributové tabulce obsahovat shodný
typ identikátoru, jaký pouºívají interakce pro ozna£ení výchozí a cílové zóny. Nejvhodn¥j²í
je pouºít standardní £íselníkové identikátory (v esku IZUJ), zásadn¥ ne názvy, nebo´
jsou náchylné k chybám zejména kv·li znak·m národních abeced, r·zným zkratkám a
podobn¥.
Interakce lze p°ed vstupem je²t¥ r·zn¥ modikovat pomocí vzdálenostní korekce (Gauss-
ian Distance Decay, viz £ást 4.3.2), vybírat, p°evést na symetrické a podobn¥.
Následn¥ je t°eba vygenerovat tabulku sousedství n¥kterým z nástroj· toolsetu Neigh-
bourhood, popsaných v £ásti 4.3.1, nejlépe také do geodatabáze, a na základ¥ expertní
znalosti ur£it parametry regionalizace. V²e se pak spolu s poºadavky na výstupy zadá do
nástroje Delimit Functional Regions, který vypí²e údaje o vymezení region· a p°ípadné
dal²í poºadované výstupy (viz £ást 4.2.2) do tabulky zón.
Tyto výstupy lze rychle vizualizovat v ArcMapu (nap°. regionální p°íslu²nost v Symbolo-
gy/Categories). Nástrojem Dissolve Regions m·ºeme získat polygony vymezených re-
gion· s atributy obsahujícími agregátní data za dané regiony.
Pokud má být vymezena hierarchická soustava region· na více °ádovostních úrovních, je
nutné nástroj Delimit Functional Regions a Dissolve Regions spustit opakovan¥ pro
kaºdou °ádovostní úrove¬ od nejniº²í k nejvy²²í. Po kaºdé úrovni je nutné také agregovat
interakce na regionální úrove¬ (z interakcí mezi zónami se stanou interakce v rámci region·),
pro coº slouºí nástroj Aggregate Flows.
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4.5 Regionalizace eska
Tato £ást obsahuje ukázku aplikace vý²e popsané vlastní regionaliza£ní metody implemento-
vané v nástroji Delimit Functional Regions na denní dojíº¤ku popsanou S£ítáním lidu,
dom· a byt· (SLDB) 2011.
4.5.1 Pouºitá data a parametry
Data ze SLDB 2011 jsou dostupná na úrovni obcí, tedy základních administrativních jed-
notek, skládajících se mnohdy z více sídel; MAUP zkreslení je v²ak stále zanedbatelné (viz
£ást 2.2 na s. 10). Obce, jichº je 6251, tedy pro tuto úlohu tvo°í zóny.
Konkrétn¥ jsou pouºita data o pracovní a ²kolské dojíº¤ce (SÚ 2013), která jsou
dostupná aº do úrovn¥ jednotlivých dojíºd¥jících  z nich byly kv·li neúplnosti jako síly
interakce p°evzaty údaje o celkové souhrnné denní pracovní i ²kolské dojíº¤ce (Hampl a
Marada 2014). Tabulka £ítá p°ibliºn¥ 180 000 interakcí a je ve formátu .dbf uloºena na CD
v p°íloze 1. Významy jednotlivých polí jsou uvedeny v tabulce 1 (v této práci byly pouºity
údaje z pole DEN).
Tabulka 1: Vysv¥tlení obsahu jednotlivých polí tabulky interakcí, která je uloºena na CD v p°íloze
1.
Název pole Obsah
O_ICZUJ identikátor IZUJ výchozí zóny interakce
D_ICZUJ identikátor IZUJ cílové zóny interakce
CELK celková dojíº¤ka (CELK = PRAC + SKOL)
PRAC celková dojíº¤ka za prací (v£etn¥ nedennía)
PRACDEN denní dojíº¤ka za prací (po£et lidí dojíºd¥jících denn¥)
SKOL celková dojíº¤ka do ²kol v²ech typ· a stup¬· (v£etn¥ nedenní)
SKOLDEN denní dojíº¤ka do ²kol v²ech typ· a stup¬·
DEN souhrn denní dojíº¤ky za prací i do ²kol (DEN = PRACDEN + SKOLDEN)
aNedenní dojíº¤kou se rozumí dojíº¤ka sice opakovaná, av²ak ne kaºdodenní a ne nutn¥ pravidelná
(nap°. pouze dva dny v týdnu). Více viz SÚ (2013).
Po£ty obyvatel obcí k datu s£ítání byly spolu s prostorovým vymezením p°evzaty zpro-
st°edkovan¥ z voln¥ dostupné databáze ArcR (ArcR 2013, polygonová vrstva ObcePoly-
gony s ru£n¥ vrácenými územními zm¥nami pomocí dat z vrstvy CastiObcePolygony do
stavu k 15. 3. 2011). Jako mas bylo vyuºito popula£ních velikostí z pole OB11.
Sousedství bylo pro nální verzi vygenerováno pomocí nástroje Spatial Matrix Neigh-
bour Table s parametrem CONTIGUITY_EDGES_ONLY. P·vodní zám¥r pouºít dopravní sou-
sedství selhal na problémech p°edstavených v £ásti 4.3.1; bylo sice otestováno jako pouºitelné
na díl£ích územích, pro ostré nasazení v²ak bude je²t¥ pot°ebovat vylep²it.
N¥kolik zón bylo  podle seznamu, jejº uvádí ve své publikaci Hampl (2005)18  manuáln¥
za°azeno do vícejaderného regionu pomocí Zone Cooperation/Agglomeration Field (viz
£ást 4.2.2).
Nastavení parametr· bylo pouºito následující:
18Oproti tomuto seznamu byla navíc p°idána i dvojice Kolín-Ov£áry, reektující vznik automobilky TPCA
v pr·myslové zón¥ na okraji Kolína, av²ak jiº ne v jeho administrativních hranicích.
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 Selek£ní kritérium (Allowed Cores) bylo pro zrychlení b¥hu aplikováno tak, ºe re-
giony byly vytvo°eny pouze pro zóny s více neº 1 000 obyvatel. Tato velikost tvo°í
p°ibliºn¥ 15 % velikosti nejmen²ího regionálního jádra, jejº vymezil Hampl (2005).
 Minimální úvodní EMW zázemí W0 = 1000, coº je stanoveno bohat¥ pod Hamplovu
mez 5 000 ve snaze touto mezí neeliminovat ºádné regiony s nezanedbatelným zázemím
a pro jednoduchost stejn¥ jako hranice selek£ního kritéria (ov²em nutno mít na pam¥ti,
ºe zde jsou masy zón pro výpo£et EMW váºeny £lenskou funkcí).
 Minimální EMW regionu (Minimum Protoregion Hinterland EMW) W1 byla ur£ena
programem pomocí generalizovaného modu.
 Koecient penalizace exkláv ke0 = 0 pro zaji²t¥ní principu souvislosti.
 Minimální zisk pro p°e°azovací kritérium r0 = 10 % (odhadem na základ¥ analýzy
výsledk·).
 Minimální p°ekryv region· pro slou£ení RO0 = 50 % (odhadem na základ¥ analýzy
výsledk·; nahrává £ast¥j²í tvorb¥ vícejaderných region·, aby byly odhaleny zajímavé
vztahy).
Tyto hodnoty jsou zárove¬ v nástroji nastaveny jako výchozí (krom¥ selek£ního kritéria,
které je standardn¥ prázdné).
4.5.2 Výsledek
Výsledné vymezení funk£ních region·19 je vizualizováno na map¥ v p°íloze 3. Kvantitativní
charakteristiky vymezených region· jsou uvedeny v p°íloze 6. Na mapách na obr. 13 a 14
je moºné toto vymezení porovnat s administrativním £len¥ním eska na úrovni ORP, jeº
mu °ádovostn¥ nejlépe odpovídá, a s vymezením, jeº provedli Hampl a Marada (2014).
Tabulka 2: Porovnání agregátních charakteristik region· vymezených programem se studií Hampl
a Marada (2014). Program vymezil i men²í regiony.
Popula£ní velikost Program Hampl a Marada (2014)
Po£et 179 149
Minimum 7 226 10 055
Medián 26 493 37 147
Pr·m¥r 59 007 70 041
Maximum 1 791 964 1 804 343
Sm¥r. odch. 151 022 166 343
Kvantitativní porovnání s vymezením, jeº provedli Hampl a Marada (2014)20, je uve-
deno v tabulce 2. Z ní je z°ejmé, ºe program vymezil regiony na mírn¥ niº²í °ádovostní
úrovni neº Hampl a Marada (2014); jejich kritérium je v²ak zaloºeno na analýze £ty°icet
let starého sídelního systému a dodnes se zachovalo p°edev²ím kv·li moºnosti provád¥t vý-
vojová srovnání, proto lze tvrdit, ºe zde pouºitá metoda (jeº mez W1 stanovila na 2 254)
v¥rn¥ji odráºí sou£asný stav, by´ je nutno uznat, ºe n¥které jí vymezené regiony mají velmi
nízkou míru autonomie, jak je vid¥t na map¥ v p°íloze 4.
Dal²í moºnosti vizualizace výsledku ukazují mapy v p°ílohách 4 (vizualizace p°íslu²nosti
zón k region·m dle postupu popsaného v £ásti 4.3.3) a 5 (zobrazení hodnot £lenských funkcí
19Vzhledem k pouºitým interakcím by nejp°iléhav¥j²í název pro tyto regiony zn¥l funk£ní sociogeogracké
mikroregiony, nebo´ denní dojíº¤ka integruje regiony relativn¥ nízké °ádovostní úrovn¥.
20Jiné dal²í studie zatím nad t¥mito daty nebyly vyhotoveny.
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Obrázek 13: P°ehledová mapa vymezených funk£ních region· eska dle dat ze SLDB 2011. Oproti
administrativnímu £len¥ní jsou regiony nejv¥t²ích center výrazn¥ v¥t²í.
Obrázek 14: P°ehledová mapa vymezených funk£ních region· eska dle dat ze SLDB 2011. Po£et
a umíst¥ní region· se vcelku kryje s vymezením, jeº provedli Hampl a Marada (2014).
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zón v regionech, kam byly p°i°azeny). V mapách jsou velmi dob°e patrné anomálie tvo°ené
vojenskými újezdy, jeº se svou velkou plochou a velmi nízkou hustotou zalidn¥ní z £eského
sídelního systému vymykají.
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5 Diskuze výsledk·
Pouºitá metoda regionalizace dosahuje vysoké shody s jinými v esku pouºitými meto-
dami  rozdíly se týkají p°edev²ím malých venkovských obcí v oscila£ních zónách a region·
s nízkou integritou, které zde pouºitá metoda nevymezí kv·li vysoké mí°e vlivu uzav°e-
nosti na ov¥°ovací kritérium (skrz £lenské funkce). S úsp¥chem jsou detekovány n¥které
dvojjaderné regiony (amberk-Letohrad) vymezené M. Hamplem; v okolí autorova byd-
li²t¥ výsledek lépe odpovídá autorov¥ lokální znalosti. Metoda v²ak vymezuje (patrn¥ díky
absenci lidského faktoru) regiony s velmi £lenitými hranicemi, které vypadají místy velmi
nerealisticky; nabízelo by se p°idat pomocné p°e°azovací kritérium podle délky hranice.
Metoda je citlivá na neúplnost datového souboru, není tak vhodné vybírat ke zpracování
pouze £ást interakcí s dostate£nou absolutní silou, nebo´ pak je zna£n¥ ovlivn¥na £lenská
funkce jádrových zón. Jako úsp¥²nou lze hodnotit implementaci výpo£tu generalizovaného
modu, jehoº hodnotu program ur£il na W1 = 2254. Tímto i ostatními parametry metoda
sleduje minimalizaci mnoºství v sob¥ zabudovaných p°edpoklad· a parametr·; místo toho,
aby bylo nutno parametry kalibrovat na daný sídelní systém, provádí kalibraci program sám
a zbylými parametry naopak umoº¬uje výzkumníkovi stanovit prioritu jednotlivých prin-
cip· vymezování (nap°. nakolik má být princip souvislosti p°ed°azen principu autonomie).
Metoda p°ímo vychází z Hamplova nodálního konceptu region·. A£koliv Casado-Díaz a
Coombes (2011) tento koncept kritizují jako zastaralý a neodráºející rostoucí polycentricitu,
dle sou£asných poznatk· je  alespo¬ v £eském sídelním systému  stále dominantní (Hampl
2005) a díky umoºn¥ní existence vícejaderných region· je i pom¥rn¥ exibilní. Snahou práce
v²ak bylo i vnést do existující plejády metod nové nápady, a proto není pouºitá metoda
p°ímou kopií Hamplovy, nýbrº v sob¥ obsahuje nové formy kritérií, jeº se z ur£itého úhlu
pohledu mohou zdát jako experiment.
Agrega£ní kritérium preferuje men²í regiony moºná aº p°íli²nou m¥rou, jak je z°ejmé
z mapy v p°íloze 4, kde jsou n¥které regiony tvo°eny v podstat¥ pouze jádrem a oscila£ní
zónou; na druhou stranu mohou být takto vyjád°eny v datech nepodchycené lokální toky.
lenské funkce jsou snahou vnést do posuzování velikosti a uzav°enosti nový, mate-
maticky smysluplný pohled, by´ míra vzájemné kompenzace t¥chto dvou ukazatel·, jeº
nabízejí, je oproti dosavadním metodám výrazn¥ v¥t²í. Koecient penalizace exkláv pak
umoº¬uje daleko exibiln¥j²í práci s nesouvislými regiony.
Naopak problematické z·stává slu£ovací kritérium, u n¥jº je sloºité stanovit mezní míru
p°ekryvu RO0; podobn¥ i p°e°azovací kritérium, jeº je na sv·j p°ínos pom¥rn¥ sloºité a
p°esto lze n¥která p°e°azení provedená ve snaze optimalizovat výsledek s úsp¥chem rozpo-
rovat.
Celková programová konstrukce by si zaslouºila vylep²it; p°estoºe nástroje fungují, s do-
state£ným odstupem by mohla být nalezena i vhodn¥j²í struktura t°íd a kvalitn¥j²í imple-
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mentace zejména vzhledem k £istot¥ kódu a snadnosti dal²ích úprav.
Pouºití toolboxu je relativn¥ rychlé a p°ímo£aré  pokud jsou p°ipravena data v tabul-
kách, sta£í je pouze spou²t¥t nad daty a postupn¥ vznikajícími výstupy a po skon£ení b¥hu
výsledek vizualizovat zobrazením dle kategorického atributu (pokud ArcGIS nevolí kvalita-
tivní barvy vhodn¥, nap°. p°i°azuje vedle sebe leºícím region·m velmi podobné, lze pouºít
nástroj Assign Colors a jako kategorický atribut pouºít vytvo°ený barvený kód). Po celou
dobu p°itom není nutná ºádná konverze dat a celý proces od nahrání dat po tvorbu mapo-
vého výstupu trvá i mén¥ zku²enému uºivateli nanejvý² hodinu (by´ by rychlost nástroj·
samoz°ejm¥ ²lo dále vylep²it).
Pouºitím GIS se navíc otevírají daleko ²ir²í moºnosti  jednak p°i zp°esn¥ní výsledku
jednoduchou aplikací sousedství a vzdálenosti, jednak p°i vizualizaci. Vytvo°ený toolbox
zp°ístup¬uje tyto moºnosti v pom¥rn¥ zna£ném rozsahu a nabízí se k dal²ímu roz²i°ování.
Dopravní sousedství dává pro v¥t²inu území smysluplné výsledky. Trpí sice problémy
p°echodu zevnit°, v n¥kterých územích kolem dálnic rovn¥º není p°íli² úsp¥²né a nástroj
sám má velké rezervy, co se tý£e výkonu, coº brání v jeho rutinním pouºívání; tyto nedo-
statky jsou v²ak dle autorova názoru odstranitelné a metoda stojí za dal²í rozvíjení, nebo´
výrazn¥ realisti£t¥j²í model sousedství, který poskytuje, m·ºe velmi pozitivn¥ ovlivnit vý-
sledné £len¥ní. Zamyslet by se ²lo zejména nad specikací poºadavk· na vstupní sí´ nebo
pouºitím in-memory úloºi²t¥ pro zrychlení overlay operací.
Barevná vizualizace p°íslu²nosti zón k region·m pomocí rastru je sice krkolomné °e-
²ení, obcházející neschopnost ArcGISu vyuºít v symbologii p°esnou barvu denovanou jako
atribut, nicmén¥ kartogracky jde o celkem vyhovující výstup (na pom¥ry automatického
nástroje), který m·ºe poskytnout velmi uºite£ný vhled do situace v regionálním systému;




Je z°ejmé, ºe GIS m·ºe být p°i vymezování funk£ních region· geografovi velmi platným
pomocníkem. Díky integraci v²ech pot°ebných krok· do jednoho prost°edí a vzniklé sy-
nergii vytvo°ených vymezovacích skript· s dal²ími nástroji GIS od editace po tvorbu map
odpadá nutnost zdlouhavých a chybových konverzí, takºe cesta od podkladových dat ke kar-
tograckému nebo jinému výstupu je p°ímo£ará a rychlá. Významná výhoda tkví zejména
v moºnosti rychle vymezení opakovat nad odli²nými daty a porovnávat nap°. regiony podle
pracovní a ²kolské dojíº¤ky £i podle pohlaví. Integrace nových p°ístup· k uchopení sou-
sedství umoº¬uje regionalizaci v n¥kterých územích zna£n¥ zp°esnit. Vytvo°ený toolbox je
snadno doplnitelný a roz²i°itelný o dal²í nástroje i moºnosti kongurace  nabízí se nap°.
zkoumání dal²ích p°ístup· k formalizaci sousedství, vylep²ování t¥ch stávajících, sostiko-
van¥j²í zahrnutí vzdálenosti nebo integrace dal²ích vymezovacích metod, jejichº výsledky
by tak bylo moºné mezi sebou jednodu²e porovnávat.
Samotná metoda vymezování je jen dal²ím krokem na cest¥ vylep²ování metod jí po-
dobných; jak podotýká Coombes a kol. (1979), ºádný algoritmus nem·ºe zcela vystihnout
komplexitu sídelního systému, zvlá²t¥ funk£ních region·, které se vyzna£ují jednou z nej-
niº²ích m¥r integrity z reálných systém· v·bec (Hampl 1998). P°esto je pot°ebné snaºit
se realitu vystihnout co nejp°iléhav¥ji a pokra£ovat v sestavování jejích model·. V tomto
ohledu slibují velký p°ínos evolu£ní algoritmy, které °e²í °adu problém· zde p°edstavené
metody.
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P°íloha 6: Charakteristiky vymezených region·. IR je Hamplova integrita regionu (viz £ást 2.6.1
na s. 19).
Název regionu EMW Obyvatel Zón IR Plocha (km2)
Praha 1 143 670 1 791 964 473 3,52 4 290
Brno 507 485 700 969 325 3,76 3 016
Ostrava-Haví°ov 363 545 577 924 73 1,22 1 089
Plze¬ 260 323 335 821 221 3,69 2 616
eské Bud¥jovice 151 204 201 778 127 3,56 1 892
Zlín-Otrokovice 121 761 172 090 82 2,44 826
Olomouc 116 115 185 527 74 2,16 1 177
Hradec Králové 98 375 171 831 116 1,50 1 015
Pardubice 76 826 156 711 96 1,00 752
Liberec 76 419 154 455 40 1,14 798
Opava 75 029 119 146 52 1,46 724
Mladá Boleslav-Kosmonosy 74 792 109 252 109 2,06 974
Jihlava 74 655 106 781 106 2,90 1 126
Uherské Hradi²t¥ 69 707 108 648 51 1,33 608
T°inec 68 265 104 477 26 1,31 453
Karlovy Vary 68 100 115 971 49 1,53 1 310
Znojmo 67 483 89 930 101 1,78 1 146
Teplice 66 957 109 958 28 0,92 355
Prost¥jov 60 193 101 497 86 1,09 809
Tábor-Sezimovo Ústí 57 243 82 713 81 1,67 1 030
T°ebí£ 56 062 84 556 103 1,64 942
umperk 55 130 78 808 42 1,98 918
Ústí nad Labem 54 102 123 788 28 1,13 478
Frýdek-Místek 52 597 108 845 32 0,74 650
Chomutov-Jirkov 50 154 82 183 25 0,70 486
P°íbram 45 097 74 006 81 1,12 778
P°erov 43 791 85 599 63 0,90 428
Vsetín 42 478 65 570 31 1,36 643
Trutnov 41 107 65 061 31 1,34 602
D¥£ín 40 901 76 962 31 0,90 505
Krom¥°íº 40 242 71 490 45 1,02 477
Rumburk 39 194 54 368 18 2,58 355
Klatovy 37 827 55 782 53 1,60 1 096
Kladno 36 740 110 911 32 0,35 316
Sokolov 35 835 61 991 27 0,87 494
B°eclav 34 442 58 444 17 1,13 423
Náchod 33 193 64 954 39 0,96 429
Jeseník 33 186 40 657 24 3,64 719
eská Lípa 32 612 68 523 38 0,79 618
Domaºlice 32 460 47 742 66 1,80 893
Hodonín 32 317 60 631 15 0,95 270
Kolín 30 991 62 488 51 0,82 414
Jind°ich·v Hradec 30 660 48 514 61 1,26 967
¤ár nad Sázavou 29 060 49 861 65 1,26 614
Cheb 29 014 51 101 20 1,39 455
Uherský Brod 28 928 50 170 28 0,99 460
Rakovník 28 767 45 781 69 1,17 761
Strakonice 28 299 46 075 74 1,36 608
Písek 27 878 51 468 46 1,07 741
Rychnov nad Kn¥ºnou 26 944 46 146 42 1,30 505
Jablonec nad Nisou 26 520 71 468 24 0,49 259
. . .
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Název regionu EMW Obyvatel Zón IR Plocha (km2)
Pelh°imov 25 888 42 698 65 1,32 752
Ji£ín 25 701 47 241 74 1,05 519
Bruntál 25 066 42 234 32 1,33 713
Nový Ji£ín 23 597 48 352 16 0,74 275
Louny 23 505 44 366 44 0,78 509
Havlí£k·v Brod 22 907 45 984 48 0,83 515
Krnov 22 091 42 001 25 0,90 575
Vy²kov 21 967 43 925 35 0,73 335
Kyjov 21 507 46 043 32 0,76 360
Chrudim 20 261 48 462 42 0,59 345
Vala²ské Mezi°í£í 19 574 44 547 20 0,85 297
Karviná 19 391 73 219 6 0,36 124
eský Krumlov 19 174 35 394 24 1,07 993
Boskovice 18 999 39 498 57 0,81 394
Litom¥°ice 18 833 45 843 30 0,54 309
Hranice 18 578 36 480 35 0,88 350
Mariánské Lázn¥ 18 555 29 329 17 1,17 516
Roºnov pod Radho²t¥m 17 722 36 288 10 0,71 247
Turnov 17 671 32 687 38 0,96 251
Vrchlabí 17 186 30 436 18 1,27 327
Rokycany 16 503 36 036 39 0,63 573
Svitavy 15 622 32 222 28 0,80 362
Most 15 594 76 365 18 0,34 261
Litvínov 15 514 39 573 11 0,60 236
Bene²ov 14 889 38 717 25 0,49 527
Velké Mezi°í£í 14 554 26 493 43 0,95 343
Lan²kroun 14 322 23 571 23 1,36 295
Prachatice 14 004 26 336 33 0,91 565
Tachov 13 705 26 128 18 0,88 533
áslav 13 621 32 650 45 0,58 360
Blansko 13 243 37 307 20 0,42 207
Litomy²l 13 113 24 556 29 0,93 306
Sedl£any 13 079 22 705 22 0,99 455
Poli£ka 13 012 21 909 25 1,12 316
Mohelnice 12 768 24 080 20 1,03 274
Letohrad-amberk 12 727 22 726 21 0,92 272
Kutná Hora 12 607 35 120 29 0,49 361
M¥lník 12 143 34 535 26 0,45 339
Vla²im 12 035 25 618 48 0,67 490
Su²ice 12 010 21 411 24 1,00 631
Roudnice nad Labem 11 630 29 872 31 0,51 286
Beroun-Král·v Dv·r 11 266 34 300 17 0,21 217
Dv·r Králové nad Labem 11 234 26 608 24 0,58 233
Kop°ivnice-tramberk 11 187 37 651 6 0,31 85
Vimperk 10 991 18 793 24 1,13 688
Lovosice 10 321 26 647 30 0,51 246
Mikulov 10 123 19 309 16 0,84 235
Slaný 10 078 27 704 36 0,39 250
Chot¥bo° 10 061 22 029 28 0,65 315
Da£ice 10 039 17 486 26 1,19 426
atec 9 972 26 169 15 0,64 260
Hlinsko 9 751 19 482 21 0,74 224
Byst°ice nad Pern²tejnem 9 688 19 236 34 0,78 308
Nymburk 9 637 28 950 25 0,41 255
. . .
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Název regionu EMW Obyvatel Zón IR Plocha (km2)
Moravská T°ebová 9 579 19 041 18 0,84 263
Ústí nad Orlicí 9 553 25 492 16 0,60 179
Humpolec 8 874 18 423 27 0,86 255
Uni£ov 8 762 22 959 11 0,52 213
Jilemnice 8 676 20 167 18 0,64 249
Milevsko 8 528 17 118 24 0,73 336
A² 8 513 17 635 5 0,87 144
Vysoké Mýto 8 505 22 203 32 0,63 230
Blatná 8 487 16 496 31 0,90 368
Pod¥brady 8 376 29 322 32 0,31 321
Broumov 8 061 14 666 12 0,92 184
Podbo°any 8 045 16 045 13 0,79 354
Kaplice 7 996 15 084 13 0,88 457
Záb°eh 7 823 22 992 18 0,42 177
Moravské Bud¥jovice 7 702 16 482 30 0,73 287
Fren²tát pod Radho²t¥m 7 700 21 274 7 0,50 119
P°elou£ 7 308 20 734 26 0,44 192
Semily 7 126 18 176 14 0,55 151
Nová Paka 7 083 19 477 13 0,48 176
Hole²ov 7 027 20 751 18 0,39 128
Nový Bydºov 7 023 16 334 18 0,60 185
St°íbro 6 891 16 405 20 0,51 396
Ho°ovice 6 811 17 887 20 0,44 99
Desná-Tanvald 6 296 17 023 7 0,32 148
Vala²ské Klobouky 6 042 15 536 10 0,53 141
Stráºnice 5 972 23 028 17 0,29 241
Ostrov 5 971 24 324 8 0,31 238
Lede£ nad Sázavou 5 590 11 121 25 0,75 230
Pacov 5 586 12 060 27 0,63 297
Byst°ice pod Hostýnem 5 563 13 595 9 0,37 97
T°ebo¬ 5 431 16 375 17 0,40 374
Jarom¥° 5 363 18 074 13 0,36 122
Dobru²ka 5 316 15 446 16 0,45 188
eská T°ebová 4 784 19 893 6 0,33 90
Hustope£e 4 735 12 797 9 0,58 109
Sob¥slav 4 704 13 226 22 0,43 224
Jeví£ko 4 695 11 279 15 0,60 153
Nový Bor 4 692 20 296 11 0,24 156
Slavi£ín 4 687 13 206 10 0,44 139
Ho°ice 4 586 14 196 21 0,41 138
Tel£ 4 474 12 182 27 0,48 218
Rýma°ov 4 285 11 553 8 0,53 226
Horaº¤ovice 4 196 10 515 16 0,56 194
Litovel 4 109 14 958 8 0,34 113
Kraslice 4 039 11 491 6 0,41 201
Bohumín 4 029 27 058 2 0,19 56
Kada¬ 3 850 22 594 10 0,26 218
ternberk 3 844 17 888 13 0,23 178
Nové M¥sto nad Metují 3 714 15 415 18 0,26 136
Vod¬any 3 695 11 348 14 0,43 161
Nové M¥sto na Morav¥ 3 651 14 055 13 0,31 149
Vítkov 3 605 10 914 7 0,40 194
Mnichovo Hradi²t¥ 3 586 12 913 17 0,33 150
Jemnice 3 550 8 392 21 0,51 207
. . .
Jan imbera: Vymezování funk£ních region· v prost°edí GIS 65
Název regionu EMW Obyvatel Zón IR Plocha (km2)
Králíky 3 543 8 462 4 0,54 146
Bílina-Ledvice 3 531 18 915 6 0,22 114
Choce¬ 3 444 12 833 17 0,30 109
Frýdlant 3 441 12 080 9 0,30 160
Skute£ 3 440 12 583 11 0,32 143
Moravský Krumlov 3 425 11 045 17 0,34 174
Odry 3 409 11 380 8 0,39 145
Bor 3 372 9 677 8 0,51 405
Mimo¬ 3 340 14 145 6 0,29 241
Klá²terec nad Oh°í 3 309 21 446 9 0,14 231
Týn nad Vltavou 3 152 11 413 12 0,26 187
Velká Bíte² 3 108 9 235 19 0,41 145
Sv¥tlá nad Sázavou 3 088 10 510 13 0,33 138
Suchdol nad Luºnicí 3 071 8 814 7 0,53 158
t¥tí 3 065 12 680 7 0,30 150
Brandýs n. L.-St. Boleslav 2 932 21 283 8 0,15 75
Jablonné nad Orlicí 2 891 7 768 10 0,44 93
Kralovice 2 885 7 226 21 0,50 194
Dob°í² 2 862 12 415 7 0,24 111
Ti²nov 2 318 11 683 8 0,13 48
