We take a Bayesian approach to model selection in regression models with structural breaks in conditional mean and residual variance parameters. A novel feature of our approach is that it does not assume knowledge of the parameter subset that undergoes structural breaks, but instead conducts model selection jointly over the number of structural breaks and the subset of the parameter vector that changes at each break date. Simulation experiments demonstrate that conducting this joint model selection can be quite important in practice for the detection of structural breaks. We apply the proposed model selection procedure to characterize structural breaks in the parameters of an autoregressive model for post-war U.S. inflation. We find important changes in both residual variance and conditional mean parameters, the latter of which is revealed only upon conducting the joint model selection procedure developed here.
Introduction
Regression models with parameters that undergo structural change have become a staple of the applied time-series econometrician's toolkit. One reason for the popularity of such models is the substantial evidence for parameter instability in regressions involving key economic variables, particularly macroeconomic and financial variables, measured over the post-war sample period. For example, there is overwhelming evidence of parameter breaks in autoregressive models of U.S. real output, particularly in the residual variance parameter (Kim and Nelson, 1999 and McConnell and Perez-Quiros, 2000) . Likewise, Garcia and Perron (1996) , Rapach and Wohar (2005) and Levin and Piger (2002) find important shifts in the intercept parameter of autoregressive models for interest rates and inflation in G7 countries. Indeed, Stock and Watson (1996) document instability in the parameters of a univariate autoregression for a "significant fraction" of the 76 U.S. macroeconomic time-series they study over the post-war period.
In many cases, the nature of structural breaks, in terms of their number and timing, is not known ex-ante, and a large literature has emerged focusing on testing for the existence of structural breaks, where the date of the potential structural break is unknown.
For example, Andrews (1993) , Andrews and Ploberger (1994) and Diebold and Chen (1996) develop tests of a model with no structural breaks against the alternative of a model with a single structural break. Bai and Perron (1998) and Bai (1999) develop sequential testing procedures designed to reveal the number of, perhaps multiple, structural breaks. Wang and Zivot (2000) discuss Bayesian estimation of a time-series model with multiple structural breaks, as well as present approaches, based on Bayesian model comparison, to determine the number of structural breaks.
In developing these approaches to determine the number of structural breaks, the literature has taken the subset of parameters that change at each break date as given. That is, there has been little attention paid to the model selection question of which parameters change at each break date. This is an important omission, as there are reasons to believe that it may be important to jointly conduct model selection over the number of structural breaks and the parameters that change at each break date. Perhaps most importantly, evidence for a break may be revealed only if the subset of parameters that undergo structural breaks is correctly specified. For example, in evaluating the evidence for parameter breaks, suppose the researcher has no a priori knowledge of which parameters are likely to have undergone breaks, and thus allows all parameters to change at each break date, a common practice in testing for structural breaks. Such a procedure is likely to have low power to identify structural breaks if only a small subset of the parameter vector actually changes. Further, even if one is able to accurately determine the number of structural breaks, interpreting the economic meaning of the breaks may be aided by identifying which parameters break at each break point. For example, in time series models of macroeconomic variables, the economic interpretation of changes in the persistence of the series is often quite different from the economic interpretation of changes in the residual variance.
It is not difficult to find examples of regression models where careful attention to establishing the subset of the parameter vector that undergoes parameter change might yield important dividends. For example, a lively debate has emerged on the existence of shifts in conditional mean parameters of key equations for models of the U.S. macroeconomy, such as the Phillips Curve and the Federal Reserve's "reaction function".
On the one hand, Clarida, Gali and Gertler (2000) , Sargent (2001, 2005) , and Boivin (1999) find important within-sample variation in their estimates of key conditional mean parameters. However, Sims (1999 Sims ( , 2001 ) and Sims and Zha (2004) argue that allowing for such changes does not provide a statistically superior fit over models with constant conditional mean parameters and structural change in covariance matrix parameters. Given the potentially large number of conditional mean parameters that may change in such models, the results could be quite sensitive to whether all conditional mean parameters are allowed to change, or only a subset. Indeed, Boivin (1999) notes that a key reason for discrepancies in statistical evidence for structural change observed in this literature is the differing number of parameters that are allowed to break in alternative model specifications.
In this paper we take a Bayesian approach to model selection in regression models with structural breaks in conditional mean and residual variance parameters. An important element of our approach is that it does not condition on the parameter subset that undergoes structural breaks, but instead conducts model selection jointly over the number of structural breaks and the subset of the parameter vector that changes at each break date. Specifically, we proceed by computing and comparing posterior model probabilities, where the space of potential models is expanded to include models that differ not just by the number of structural breaks, but also by which elements of the parameter vector are fixed and which elements change across individual break dates.
The Bayesian approach is well suited for the model selection problem studied in this paper, as this problem involves the comparison of non-nested models. For example, one may be interested in comparing a model in which there are two structural breaks, one in the intercept parameter and one in the residual variance parameter, against a model in which there are two breaks in the residual variance parameter. The Bayesian approach proceeds by comparing posterior probabilities for various competing models, an approach for which non-nested models create no special considerations. Bayesian model selection for the number of structural breaks was developed and discussed by Wang and Zivot (2000) . 1 Here we extend the Wang and Zivot framework to allow for model selection that encompasses the subset of parameters that undergoes structural breaks.
To evaluate the performance of our proposed model selection procedure, we conduct a series of simulation experiments in which we generate artificial data from regression models with varying numbers of structural breaks, and the structural breaks occur in a subset of the parameter vector. The results of these experiments suggest there are potentially sizeable gains to conducting model selection over the subset of parameters that undergo breaks rather than simply allowing all parameters to change. In particular, the likelihood of selecting the model with the correct number of structural breaks is substantially enhanced when model selection is expanded to include the subset of parameters that undergo breaks. Further, the simulation experiments suggest that the proposed Bayesian approach is relatively successful at identifying the correct subset of parameters that undergo change.
Finally, we apply our model selection approach to characterize possible structural breaks in conditional mean and residual variance parameters in an autoregression for the U.S. inflation rate. There is substantial ongoing debate about the existence of such breaks, with Sargent (2001, 2005) arguing that the inflation process has undergone important changes in these conditional mean parameters, including the persistence of the process, while other authors, such as Stock (2001) and Pivetta and Reis (2001) argue that, while there is strong evidence of changes in residual variance parameters, changes in conditional mean parameters are much less obvious. Our results reveal several insights that contribute to this literature. First of all, the Bayesian modelselection procedures suggest there have been substantial changes in both conditional mean and residual variance parameters. Second, and importantly, the evidence for conditional mean parameters is revealed only when one conducts model selection over the subset of conditional mean parameters that undergo breaks, a result that demonstrates the empirical relevance of our proposed model selection procedure. Finally, the results suggest that evidence for intercept parameter shifts is substantial, but evidence for shifts in the persistence of the process is less so. Indeed, estimates of inflation persistence obtained by Bayesian model averaging of the various models under consideration suggests that inflation persistence has been roughly constant over the sample, albeit at a substantially lower level than estimates obtained assuming a constant parameter autoregression.
Section 2 lays out the empirical model of interest in this paper and describes the Bayesian approach to conducting model selection jointly over both the number of structural breaks and the subset of parameters that undergo breaks at each break date.
Section 3 details the results of simulation experiments designed to evaluate the performance of the Bayesian techniques. Section 4 presents an application of the Bayesian model selection procedures to modeling U.S. inflation rates. Section 5 concludes and offers some directions for future research.
Model Specification, Bayesian Estimation, and Model Selection

Model Specification
Consider the following time-series regression with m structural breaks:
. . (1)
where t y is a scalar dependent variable observed at time t, 
where 
where
Prior Specification
In this paper we focus on Bayesian estimation of the model in (3). We begin with . We assume prior independence of R β , R σ , and τ , as well as prior independence of the elements of R σ . The joint prior is then given by:
We specify proper priors for each parameter block. We define ( ) ( )
where 1 ≥ b . The constraint (5) requires that a regime have minimum length b.
Bayesian Estimation via the Gibbs Sampler
For given values of m and R, and given the prior density functions defined above, Bayesian estimation of the model in (3) can proceed via the Gibbs Sampler (Gelfand and Smith, 1990) . The Gibbs sampler for a time-series regression model with multiple structural breaks is described in Wang and Zivot (2000) . 2 The algorithm presented here follows closely that of Wang and Zivot (2000) , modified to allow for subsets of parameters that break across some, but not all, break dates.
The Gibbs sampling algorithm proceeds by drawing iteratively from the full set of conditional posterior densities in the following steps: 
from which samples can be easily obtained via draws from a multivariate random normal density. It can also be shown that ( )
, and: To complete the Gibbs-sampling algorithm, we require draws from
, which is given by:
Given the uniform prior, ( ) τ f , and the fact that the denominator of (8) 
Expression (9) can be simplified further by noting that: 
However, in practice, obtaining a draw from (11) The standard Bayesian approach to model comparison is to compute posterior probabilities of alternative models. In particular, the posterior probability of
given by:
In (12),
is the researcher's prior probability on ( )
is the marginal likelihood, or likelihood function integrated free of model parameters. Finally, ) ( y f is an integrating constant that can be recovered, given
, and
requires knowledge of
To obtain the marginal likelihood, we use the approach of Chib (1995) , which obtains a simulation consistent estimate of
based on the output of full and reduced runs of the Gibbs sampler described in Section 2.3. We have considered alternative approaches to estimating
, such as those based on importance sampling, and have found that the approach of Chib (1995) performed best in the simulation evidence presented in Section 3.
To specify the prior model probability, we use a flat prior over the number of structural breaks up to a pre-specified maximum, denoted 
The first term in (13) divides the probability space equally among the 1
, while the second term divides the probability space for a given m equally among the m N potential models.
, selection of m and R proceeds in two steps. In the first step, we choose the number of structural breaks as the value of m that solves:
Given a choice for m, in the second step we choose R as that value of R that solves:
An alternative, commonly used approach to model selection is based on information criteria such as the Schwarz Information Criterion (SIC). The SIC was shown to be a consistent criterion for selecting the number of structural breaks in a linear regression with exogenous regressors by Liu et al. (1997) , and was shown to perform well at selecting the number of structural breaks in dynamic models by Wang and Zivot (2000) .
Here we will also consider model selection based on the SIC. In particular, the SIC for
where hats indicate the maximum likelihood estimates. Due to the substantial computational burden involved with obtaining maximum likelihood estimates for certain structural beak models, we follow Wang and Zivot (2000) and instead evaluate (16) at the median of the posterior distribution for each parameter. A value for m and R is then chosen as the solution to the following problem:
(17)
Model Averaging
In many cases, the objective is not to select a particular ( ) R m M , from the set of possible structural break models, but instead to draw inference on a particular subset of the parameter space that has a common interpretation across models with different m and R. A distinct advantage of the Bayesian approach is that it allows the researcher to obtain a posterior distribution for this subset of parameters of interest, without conditioning on a particular model. Specifically, suppose one is interested in a subset of the parameter space, denoted * θ .
The posterior density for * θ , conditional on only the observed data, is given as:
is the posterior density of * θ conditional on a particular model, and can be sampled using the algorithm given in section 2.3, while
is the posterior model probability computed as in section 2.4. Operationally, a draw can be
for all m and R, and then forming a weighted average of these draws, where the weights are given by
Dimensionality of the Model Space
A practical problem with the model selection procedure outlined above is the proliferating dimensionality of the model space. For example, consider a simple AR (1) model with three parameters, namely an intercept, an autoregressive parameter, and the residual variance parameter. These parameters yields seven potential combinations of parameters that can go undergo a structural break at any particular break point. That being said, given modern computing speeds, it is quite feasible to conduct model selection over all potential models for moderately parameterized regressions, such as univariate autoregressions, and for moderate numbers of breaks. Second, for more highly parameterized models, such as a vector autoregression, model selection might be conducted over parameter blocks, which would reduce the dimensionality of the model space considerably. Finally, although considering a large number of potential models has a measurable cost, the benefit might also be substantial. Indeed, we will demonstrate in the following sections that basing inference regarding structural breaks on a model with breaks in all parameters can lead to very misleading results, even for models with a small numbers of parameters.
Simulation Evidence
In this section we describe the results of simulation experiments conducted to evaluate the performance of the model selection procedures detailed above. In these simulation experiments we generate artificial time series from regression models with varying numbers of structural breaks in the conditional mean and conditional variance parameters, and evaluate the ability of the Bayesian and SIC-based model selection procedures to select the correct number of breaks and the correct subset of parameters that break at each break date.
The details of this simulation experiment are as follows. Given a time series of data, ỹ , we focus on selecting a model from the following class of models: simulations of the Gibbs Sampler after an initial 5000 "burn-in" simulations to obtain convergence.
In the first set of simulations, we evaluate the performance of the model selection procedures when the true model has no structural breaks. In particular, we generate data from (19) with 0 = m . It is well known that the performance of frequentist-based tests for structural breaks is quite sensitive to the persistence of regressors, with tests being severely oversized for high levels of persistence (Diebold and Chen, 1996) . To evaluate the sensitivity of the procedures developed here to persistent regressors we consider three possible calibrations of ρ , corresponding to low, moderate and high persistence, and In the second set of simulations, we evaluate the performance of the model selection procedures when the true model has a single structural break. In particular, we generate data from the model in (19) with 1 = m . We consider six potential data generating processes. In the first two, we generate data from a model with a break in 0 β only. We . For all cases, we set the break date, 1 τ , in the middle of the sample period, so that 1 τ = 100. The autoregressive parameter for the regressor, ρ , is set equal to 0.6.
We again base our results on 500 simulated time series from each data generating process. Table 2 Table 2 also demonstrates that the preferred procedures select the correct value of both m and R close to as often as they selects the correct value of m, suggesting that the procedure is relatively successful at identifying the correct subset of parameters that break at each break date.
In the final set of simulations, we evaluate the performance of the model selection procedures when the true model has two structural breaks. In particular, we generate data from the model in (19) with 2 = m . We again consider six potential data generating processes. In the first two, we generate data from a model with two breaks in 0 β only.
We again consider both small and large breaks, calibrated as discussed above for the case of a single structural break. These values are given by { } τ , equally throughout the sample at dates 67 and 134 respectively. The autoregressive parameter for the regressor, ρ , is set equal to 0.6. We again base our results on 500 simulated time series from each data generating process. Table 3 give a similar message to those in Table 2 for the case of a single structural break. Specifically, in all cases considered, the preferred posterior odds procedure selects the correct value of m substantially more than the baseline procedure. This improvement is even larger than was the case for a single structural break, which is not surprising given that the number of unnecessary parameter breaks allowed by the baseline procedure grew in the simulations with two breaks from those with a single break. Similar results are also obtained for the SIC procedures, although, again, the benefits to conducting model selection over R in addition to m are more pronounced. Finally, Table 3 again demonstrates that the preferred procedures are fairly successful at selecting the correct value of both m and R, and thus the correct subset of parameters that break at each break date.
In summary, the results from these simulation exercises are suggestive that model selection conducted over both the number of structural breaks and the subset of parameters that change at each break date can yield important benefits over model selection procedures in which all parameters are allowed to break at each break date.
One such benefit is an improved frequency with which the correct number of structural breaks are chosen, which, as would be expected, is particularly the case as the total number of potential parameter breaks grows relative to the total number of actual parameter breaks. Another benefit is that the model selection procedures conducted over both m and R provide some reliable information regarding the subset of parameters that undergo breaks at each break date, information that is absent from procedures that simply allow all parameters to change at each break date.
Application to U.S. Inflation Dynamics
A substantial recent literature is devoted to evaluating the evidence for parameter change in time-series models for the post-war U.S. inflation rate. In particular, Cogley and Sargent (2001) argue that the persistence of shocks to the U.S. inflation rate have varied considerably over the sample period, being quite low prior to the "great inflation"
and after the Volcker disinflation, while being quite high between these episodes. The
Cogley and Sargent results were challenged by Pivetta and Reis (2001) and Stock (2001) .
In particular, these authors argue that evidence for shifts in persistence is not statistically significant, particularly once one allows for shifts in the residual variance of the model for the inflation rate. Other authors, such as Levin and Piger (2002) , have argued that there are important structural breaks in the intercept parameter of an autoregression for inflation, and that allowing for such breaks is important to properly characterize inflation persistence. The stakes in this debate are quite high, as the stylized facts regarding inflation are key metrics often used to evaluate the plausibility of structural macroeconomic models.
Here we apply the Bayesian model selection procedures described above to evaluate the evidence for structural breaks in the parameters of an autoregressive process fit to the post-war U.S. inflation rate. We measure inflation as the quarterly quarters. Results are based on 10,000 simulations of the Gibbs Sampler after an initial 5000 "burn-in" simulations to obtain convergence.
To conduct model selection for the model in (21), we use the preferred posterior odds procedure outlined in Section 2.4. In particular, we consider all possible combinations of shifts in the intercept parameter, the autoregressive parameters, and the residual variance parameter at each potential break date. To economize on the model space considered, we consider the autoregressive parameters as a single block and thus assume that these parameters undergo structural breaks together. In addition, we extend the Bayesian model selection procedure to allow for model selection over the lag length, k. In particular, a model is defined by values for m, R, and k, denoted ( )
. We augment our prior over models with a flat prior over k, where we consider a maximum lag length of * k . That is, we have:
We then conduct model selection using the posterior model probabilities,
. As a means of comparison, we also generate posterior model probabilities from our baseline posterior odds procedure, where we assume that all parameters break at each potential break date, and thus do not conduct model selection 
. Table 4 is the preferred number of structural breaks. The results for the baseline posterior odds procedure also suggest overwhelming evidence for structural breaks, although the chosen number of breaks is four rather than three.
Next we move to evaluating the nature of this structural change. In particular, we are interested in evaluating the claim that structural breaks in the inflation rate are confined to structural breaks in the residual variance parameter only, and do not extend to the conditional mean parameters. Table 5 compares the posterior probability of models with structural breaks in only conditional variance with the posterior probability of models that contain structural breaks in conditional mean parameters. These probabilities are computed both for the preferred and baseline posterior odds procedures. As Table 5 makes clear, when model selection is based on the baseline procedure, the posterior probability that the model contains only breaks in residual variance dominates the posterior probability that the model contains structural breaks in conditional mean parameters. However, when model selection is conducted using the preferred procedure these probabilities reverse, with models containing structural breaks in conditional mean parameters dominating those with structural breaks in only residual variance. Thus, these results demonstrate that model selection over R can be crucial for evaluating the evidence for alternative types of parameter breaks.
What is the nature of the structural breaks in conditional mean parameters? We are particularly interested in whether there is evidence in favor of shifts in autoregressive parameters, or if the breaks in conditional mean parameters are confined to intercept
shifts. An advantage of conducting model selection over R is that it allows us to provide evidence on this question. In particular, we begin by restricting the model space to only those models that have a structural break in conditional mean parameters. We then divide this model space into those models that do and do not contain structural breaks in autoregressive parameters and construct the posterior probability for each class of models. The results suggest that the models with breaks in autoregressive parameters are given 33% posterior probability, while the models without breaks in autoregressive parameters are given 67% posterior probability. Thus, while there does not seem to be strong evidence in favor of shifts in autoregressive parameters, the data is not speaking strongly against such shifts either. This suggests that while there is clear evidence in favor of shifts in conditional mean parameters, the evidence is not clear as to whether these shifts include breaks in autoregressive parameters, and thus in the persistence of the inflation process.
We now study those models for which the number of structural breaks is equal to the chosen value of m = 3 in more detail. Table 6 contains specification and estimation details for the highest posterior probability models with m = 3. In particular, each model presented in Table 6 has a posterior probability that is no less than 1/10 th that of the most preferred model with m = 3. Several conclusions can be drawn from these results. First, there are a large number and variety of models in Table 6 , suggesting that the data does not speak definitely about the exact form of the preferred model with three structural breaks. Second, the timing of the structural breaks generally fall into one of two categories. In the first, the structural breaks occur in the late 1960s, early 1970s and early 1980s, while in the second the structural breaks occur in the late 1960s, early 1980s and early 1990s. Third, structural breaks in the intercept and residual variance parameters appear to be a dominant feature of the data. In particular, of the 25 models presented in Table 6 , all allow for at least two breaks in residual variance, while 13 allow for three breaks in residual variance. Correspondingly, 24 of the models allow for at least two shifts in intercept, while 12 allow for three shifts in intercept. Fourth, there is less evidence of any shifts in autoregressive parameters. Specifically, only 7 of the 25 models in Table 6 allow for a shift in the autoregressive parameters.
When the data does not definitely select an exact model specification, as is the case in Table 6 , one would likely be hesitant to base conclusions about key parameters on the results from any one most preferred specification. An advantage of the Bayesian procedures employed in this paper is the ability to characterize key parameters of interest without conditioning on a particular value for m, R, or k. For example, we might be interested in estimating the sum of the autoregressive coefficients at each quarter in the sample, defined as t ρ . A posterior distribution for this quantity that is averaged over potential values for m, R and k is given by:
For comparison purposes, we will also be interested in an estimate of t ρ conditional on a particular value for m, given by:
Figure 2 presents the 5 th , 50 th and 95 th percentile of
, which is the estimate of the persistence of the inflation process assuming there have been no structural breaks. The estimated persistence of the inflation process is quite high, with a median posterior value above 0.9 and 95 th posterior percentile approaching one. This is consistent with a large existing literature documenting high inflation persistence when measured using a constant parameter autoregression over the post-war period (e.g. Nelson and Plosser, 1982; Fuhrer and Moore, 1995) . In summary, these results suggest that there have been important structural breaks in both the conditional mean parameters and conditional variance parameters of an autoregression for post-war U.S. inflation. We find that the evidence for shifts in conditional mean parameters are only revealed once we conduct model selection over not just the number of structural breaks, but also the subset of parameters that break at each break date, demonstrating the empirical relevance of the model selection procedures developed earlier in this paper. Finally, we find no strong evidence for time variation in the persistence of U.S. inflation. However, the estimates of persistence that we obtain are substantially lower than those obtained in the existing literature using constant parameter autoregressions, as these models ignore important shifts in the intercept parameter of the inflation autoregression.
Conclusion
We have developed a Bayesian approach to model selection in regression models with structural breaks in conditional mean and residual variance parameters. A novel feature of our approach is that it does not assume knowledge of the parameter subset that undergoes structural breaks, but instead conducts model selection jointly over the number of structural breaks and the subset of the parameter vector that changes at each break date. Simulation experiments suggest there are potentially sizeable gains for break detection to conducting model selection over the subset of parameters that undergo breaks rather than simply allowing all parameters to change.
We apply the proposed model selection procedure to characterize possible structural breaks in conditional mean and residual variance parameters in an autoregressive model for the U.S. inflation rate. We find substantial evidence for changes in both residual variance and conditional mean parameters, the latter of which is revealed only when one conducts model selection over the subset of conditional mean parameters that undergo breaks, a result that demonstrates the empirical relevance of our proposed model selection procedure. We obtain estimates of inflation persistence that are substantially lower than those obtained assuming a constant parameter autoregression. Notes: This table holds the proportion of 500 simulations for which the indicated model selection procedure selected the correct value of m = 1 structural break (given in the column labeled "Correct Number of Breaks"), as well as the correct subset of the parameter vector that changes at the break date (given in the column labeled "Correct Model"). The data generating process for the simulated data is given by equation (19). "Preferred Procedures" indicate model selection is conducted over both the number of structural breaks and the subset of the parameter vector that changes at each break date. "Baseline Procedures" indicate model selection is conducted over the number of structural breaks only, with all parameters allowed to change at each break date. Notes: This table holds the proportion of 500 simulations for which the indicated model selection procedure selected the correct value of m = 2 structural breaks (given in the column labeled "Correct Number of Breaks"), as well as the correct subset of the parameter vector that changes at the break dates (given in the column labeled "Correct Model"). The data generating process for the simulated data is given by equation (19). "Preferred Procedures" indicate model selection is conducted over both the number of structural breaks and the subset of the parameter vector that changes at each break date. "Baseline Procedures" indicate model selection is conducted over the number of structural breaks only, with all parameters allowed to change at each break date. Notes: This table holds posterior model probabilities for autoregressive models of U.S. GDP Deflator inflation that contain structural breaks. The column labeled "Models with Only Breaks in Variance" contains posterior probabilities of models with structural breaks in the residual variance parameter only. The column labeled "Models with Breaks in Conditional Mean Parameters" contains posterior probabilities of models with structural breaks in conditional mean parameters, such as the intercept or autoregressive parameters. The probabilities in both columns are computed assuming a maximum of four structural breaks. The "Preferred Procedure" computes the posterior probability without conditioning on a choice for the subset of the conditional mean parameters that are allowed to change at each break date. The "Baseline Procedure" computes the posterior probability conditional on allowing all conditional mean parameters to break at each break date. The sample period considered is 1953:Q1-2005:Q2. 
