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ABSTRACT
Context. In order to obtain the precise positions of stars, various centering algorithms based on model fitting have been proposed in
astrometry. But the precision difference between these algorithms in the reduction of practical observations is unclear.
Aims. We intend to provide the basis to select a optimal algorithm according to the specific observational conditions in ground-based
astrometry, and clarify the loss of precision in the case of not achieving optimum.
Methods. The principle of the centering algorithms based on model fitting is analyzed by the method of maximum likelihood. Two
representative centering algorithms, the effective point spread function (ePSF) and the Gaussian centering algorithms, are chosen to
investigate the effects of different factors on centering precision. We use these algorithms to process a series of synthetic star images
with different backgrounds, full width at half maximums (FWHMs) and profiles. The profiles include the actual profiles extracted
from observations and the theoretical profiles, the spatial variation of the PSF across the detector is also taken into account. Each
algorithm is applied to the observations obtained from Yunnan observatory to verify the simulation results.
Results. The simulations show that ePSF fitting is obviously more precise than Gaussian fitting for a Gaussian profile star with high
signal-to-noise ratio (SNR). When the center of star profile becomes sharp, or the SNR of the star decreases, the advantage of ePSF
fitting will gradually decrease. The high precision of ePSF fitting is due to its appropriate weight in the weighted least squares fitting.
However, a similar method using the same weight, the weighted Gaussian fitting, turned out to be poor under some conditions. The
reduction results of practical observations show good agree with the simulations.
Conclusions. For a frame of CCD image with enough sampling stars to construct accurate ePSFs, ePSF fitting can approach the
Crame´r-Rao (CR) bound. Gaussian centering algorithm could achieve the same precision under suitable conditions, but will show
poor precision when not used properly.
Key words. astrometry, methods: analytical, techniques: image processing
1. Introduction
Determining the center of star images precisely is fundamen-
tal to high-precision astrometry. With the release of Gaia DR2
(Brown et al. 2018) and the development of astrometric tech-
niques (Morgado et al. 2019; Wang et al. 2019), the influences
of other error components in astrometry, such as geometric dis-
tortion and the effect of turbulent atmosphere, are decreasing.
Thus the importance of centering precision becomes more and
more prominent. To realize the precision of various centering al-
gorithms, many comparisons have been done by the researchers
(van Altena & Auer 1975; Chiu 1977; Auer & Van Altena 1978;
Stone 1989; Kuo et al. 1991; Lu 1993). Among them, the two-
dimensional Gaussian fitting is considered to have the highest
precision in most conditions. However, if the star image is under-
sampled (FWHM<2 pixels), high precision position cannot be
obtained using the traditional centering algorithms (Stone 1989).
This is arisen by incorrect point spread function (PSF) fitting
and introduces the so-called pixel-phase error. The situation is
even more serious in Hubble Space Telescope’s imaging camera.
Anderson & King (2000, hereafter, called Paper 1) proposed the
ePSF algorithm to address this problem. This method is excel-
lent for undersampled images, because the source of pixel-phase
error can be eliminated when an accurate ePSF is constructed
to fit the star images. Using ePSF algorithm, observations taken
with the Hubble Space Telescope can be measured with high
accuracy of 0.005 pixels (Piatek et al. 2002). The ePSF algo-
rithm is also adapted to the well-sampled ground-based astrome-
try (Anderson & King 2006). On the other hand, the pixel-phase
error can be reduced by some other correction techniques in-
dependent of the fitting process as well (Zacharias et al. 2017).
In addition, Gaussian fitting does not lead to the pixel-phase
error for well-sampled images. Coupled with some historical
reasons (Espinosa et al. 2018), Gaussian fitting has become the
most commonly used method in ground-based CCD astrometry
and obtained many high-precision results (e.g. Monet & Dahn
1983; Stone et al. 2003; Peng et al. 2017; Zacharias et al. 2017,
to name a few).
The accuracy of fitting model and weight are two essential
factors that affect the precision of centering algorithms based on
model fitting. The ePSF algorithm can construct an accurate fit-
ting model when there are enough sampling stars, and Gaussian
centering algorithm uses the most typical analytical model to fit
the stars. At the same time, different weighting schemes can be
introduced into the fitting process of the algorithms. Therefore,
the precision of these two algorithms are very representative, and
the aims of this paper can be achieved by comparing the differ-
ences between them. All algorithms that focus on constructing
a more accurate fitting model than Gaussian model (e.g. Stetson
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1987; Platais 1991; Lu et al. 2018) would reach similar conclu-
sions as ePSF algorithm.
For a star image with Gaussian profile, Lobos et al. (2015)
characterized the gap between the least squares estimator and the
minimum variance Crame´r-Rao (CR) bound analytically. More-
over, the performance of the adaptive weighted least squares es-
timator proved to be very close to the CR bound in all observa-
tional regimes (Espinosa et al. 2018). And the ePSF fitting uses
the same weighting scheme as this estimator and therefore could
have the same precision. As a result, the theoretical prediction
can well estimate the gap between Gaussian and ePSF fitting
when the star images have an idealized Gaussian profile. The
variance of Gaussian fitting can be as large as 8/3
√
3 times of
ePSF fitting for a well-sampled star image with an idealized high
signal-to-noise ratio (SNR), while the precision of them is al-
most the same for low SNR star images. Our simulations also
show good agreement with the prediction.
The profile of practical observations, however, is often devi-
ated from an idealized Gaussian profile, which makes the pre-
cision comparison result of these algorithms in the actual situa-
tions some different from the theoretical prediction. In order to
investigate the precision of each algorithm in practical applica-
tion, theoretical analysis and simulation experiments are carried
out in this paper. Specifically, we analyze the principle of cen-
tering algorithms based on model fitting by the method of max-
imum likelihood. Then a series of synthetic star images under
different observational conditions are generated for the simula-
tion experiments. The variables considered include the flux of
the star, the background noise, the FWHM and the profile of
the star image. The spatial variation of the PSF across the de-
tector is also taken into account in our simulations. All of these
factors have effects on the difference in precision between al-
gorithms. We not only use the Gaussian profile as Stone (1989)
does, but also use the actual ePSF extracted from observations
and the Moffat profile (Moffat 169) to generate synthetic im-
ages. The Moffat profile is chosen since we find that the actual
ePSF usually have a sharper center than Gaussian function, and
so fitted better with Moffat function than Gaussian. Furthermore,
the actual ePSF includes more factors that can affect the center-
ing precision, such as the asymmetry of a profile. With these
profiles, the conclusions of simulations in this paper are more
practical. These images are fitted with combination methods of
different fitting models and weighting schemes to get the simula-
tion results. The conclusions of this work are verified by two sets
of observations obtained from Yunnan 1-m telescope and 2.4-
m telescope. Using a statistical method mentioned in Lin et al.
(2019), the centering precision of practical observations can be
seen clearly. The capability of ePSF algorithm to construct an ac-
curate ePSF with small FWHM from a single CCD frame is also
studied. This is important since the PSF changes with frames
for the ground-based observations (Stetson 1987), no dithered
frames with same PSF can be used to test for and calibrate the
pixel-phase error.
The contents of this paper are arranged as follows. In the
second section, the basic principle of model fitting is explained
by the method of maximum likelihood. The third section briefly
introduces the process of Gaussian and ePSF algorithms. A de-
tailed description of the synthetic images and observations is
shown in Sect. 4. The fifth section gives the centering results
of each algorithm and the analysis of them. The last section pro-
vides the summary and conclusions.
2. Basic principle
In this section, only the fitting process of centering algorithms
is considered. The effective point spread function, which is pro-
posed by Paper 1, is a convolution that represents the total frac-
tion of a star’s light falling in the area of each pixel. The ePSF
directly describes the count level in each pixel of a star image,
as well as the profile of a star.
Let the ePSF of a star image be p, and p(x, y; xc, yc) ex-
presses the value of the function p(x, y) when the center of p
is (xc, yc). The count level in pixel (x, y) of a star image can be
expressed as
g(x, y; xc, yc) = f∗ · p(x, y; xc, yc) + B, (1)
where f∗ is the total count level by the star (i.e. total flux of
the star) and B, which is referred to as background, is the to-
tal count level in all the other sources (sky, dark level etc.) ex-
cept the star. For a single star image, random variable B is con-
sidered to be uniform everywhere (i.e. the background of each
pixel has the same variance and expected value). According to
the noise model proposed byMerline & Howell (1995), there are
five sources of noise should be considered. Since Poisson distri-
bution with large variance (or expected value) can be approxi-
mated as Gaussian, the sum of these independent noises can be
considered as a Gaussian noise. For a pixel (x, y) suffering from
this Gaussian noise, the count level in it, which is represented by
G(x, y), can be considered as a Gaussian random variable with a
variance of V[G] and an expected value of E[G]. V[G] and E[G]
can be expressed as
V[G] = f∗ · p(x, y; xc, yc) + V[B] (2)
and
E[G] = f∗ · p(x, y; xc, yc) + E[B], (3)
where E[B] and V[B] are the expected value and variance of B.
If the center and flux of the star are (xc, yc) and f∗, the probability
that the count level in pixel (x, y) is Mxy can be expressed as
P(Mxy|xc, yc, f∗) =
1√
2pi
√
V[G]
exp
−
(
Mxy − E[G]
)2
2V[G]
 . (4)
As mentioned above, the noise of each pixel in the star image is
independent of each other. When Mxy of each pixel is given, the
probability that the center and flux of the star are (xc, yc) and f∗
can be calculated by the equation
P(xc, yc, f∗) =
∏
(xy)∈S
P(Mx,y|xc, yc, f∗), (5)
where S is the set of pixels used in the fitting process. According
to the method of maximum likelihood, the star center (xc, yc) and
flux f∗ should take the value that maximizes P(xc, yc, f∗). For
CCD Frames contaminated by Poisson noise, the variance V[G]
can be approximated as a known value Mxy. Then the problem
of solving the maximumvalue of P(xc, yc, f∗) can be transformed
into the least squares problem (?). That is to say, P(xc, yc, f∗) is
maximized by finding the values of the parameters xc, yc and f∗
that minimize the quantity
χ2(xc, yc, f∗) =
∑
(x,y)∈S
(
Mxy − E[G]
)2
V[G]
, (6)
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or
χ2(xc, yc, f∗) =
∑
(x,y)∈S
(
Mxy − E[G]
)2
Mxy
(7)
if V[G] approximately equal to Mxy. Equation (7) in this paper
is the same as Equation (10) in Paper 1 except the constant g
and weight wi j. The observations may also be contaminated by
some Gaussian noises such as readout noise, so V[G] should be
approximated as Mxy − E[B]+V[B] instead of Mxy. In this case,
we should use the modified expression
χ2(xc, yc, f∗) =
∑
(x,y)∈S
(
Mxy − E[G]
)2
Mxy − E[B] + V[B]
(8)
or
χ2(xc, yc, f∗) =
∑
(x,y)∈S
(
Mxy − E[G]
)2
E[G] − E[B] + V[B] . (9)
Note that Eq. (9) proposed in this paper is preferable to Eq. (8),
since its weighting scheme is more stable for faint stars when
the background is low. If the noise of the star image is uniform
everywhere, the equation can be reduced to
χ2(xc, yc, f∗) =
∑
(x,y)∈S
(
Mxy − E[G]
)2
. (10)
Obviously, the most important and challenging task in the
centering process is to find an accurate function p. The Gaussian
centering algorithm uses a two-dimensional symmetric Gaussian
function as p. However, the PSF of the observations is usually
not an idealized Gaussian function. The ePSF algorithm can con-
struct an accurate ePSF using the star images with different pixel
phases. Since the error of the fitting model may lead to extra cen-
tering errors, the precision of ePSF fitting can be higher than that
of Gaussian fitting to varying degree. A detailed comparison will
be shown by the simulations given in Sect. 5.1.
3. Centering Algorithms
3.1. Gaussian centering algorithm
Although several variants of Gaussian fitting have been devel-
oped, the best astrometric results are usually obtained from fit-
ting a symmetric Gaussian function plus a flat background to
the image (Auer & Van Altena 1978). Therefore, the function p
used in Gaussian fitting is expressed as:
p
G
(x, y; xc, yc) = α exp
[
− (x − xc)
2
+ (y − yc)2
2σ2
]
+ β, (11)
where α and β are the amplitude and baseline, (xc, yc) and σ are
the center and rms half-width of the star image, respectively. In
fact, the parameter β would be 0 provided that the background
of the star image E[B] mentioned in Sect. 2 is determined accu-
rately.
In general, Gaussian fitting uses Eq. (10) in the least squares
fitting process. If Eq. (7) or (9) is used, the solution is referred to
as weighted Gaussian fitting in this paper.
3.2. ePSF algorithm
The process of the algorithm will only be briefly introduced
here, detailed description has been given in Paper 1 and some
other papers (e.g. Piatek et al. 2002; Anderson & King 2006;
Anderson et al. 2006). The ePSF value at each position is cal-
culated by the basic equation:
p
E
(x, y; xc, yc) =
Mxy − β
f∗
(12)
Parameters used in the construction of the ePSF, such the sam-
pling range of the ePSF and the size of the smoothing kernel, are
calculated automatically based on σ obtained by Gaussian fit-
ting. The smoothing kernels with different sizes are generated us-
ing the algorithm proposed by Kuo et al. (1991). After the ePSF
of each CCD frame is constructed, the center of each star in the
frame is solved by Eq. (7) or (9).
In order to study the effect of the model error on the center-
ing precision, the true ePSF, which is used to generate synthetic
images, will also be used as a fitting model in our simulations.
This method is referred to as true ePS F fitting hereafter.
In our program, the radius R f of the circular area used in
the centering process is 2.5σ by default, because other factors
that reduce the centering precision (such as the flux of adjacent
stars and cosmic ray in practical observations) may be intro-
duced when R f is too large.
4. Experimental images
4.1. Synthetic Images
Different kinds of synthetic images may be used depending on
the science goals. For example, the GALSIM software package
developed by Rowe et al. (2015) is dedicated to simulating the
weak lensing observations, it can produce highly realistic im-
ages. However, many factors affecting the centering precision
are too stochastic (such as cosmic rays, binary stars, etc.), which
is not conducive to the comparison of centering algorithms here.
Since the centering precision is mainly affected by the FWHM,
background and flux of a star image (King 1983; Mendez et al.
2013, 2014), only considering these three factors are enough in
general. In this paper, another factor, namely the effect of profiles
on the precision difference between algorithms, is also explored
to make our conclusions more practical.
There are five profiles used in the simulations, corresponding
to five sets of synthetic images.
1. The profile of the two-dimensional symmetric Gaussian
function which is expressed by
F(x, y) = exp
[
− (x − xc)
2
+ (y − yc)2
2σ2
]
. (13)
2. A Moffat profile with very sharp center and gentle wings.
The profile corresponds to the two-dimensional Moffat function
(Moffat 1969):
F(x, y) =
1 + (x − xc)2 + (y − yc)2
r2
0

−β
, (14)
where r0 is a parameter controlling the width of the profile and
β affects the shape of the profile. Since this profile is used to in-
vestigate the effect of the profile in the extreme case, an atypical
β value 1.2 is used in our simulations.
3. Single ePSF constructed from one frame of Yunnan 1-m
telescope observations. Fig. 1 shows the contour of the ePSF.
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Fig. 1. The contour of the ePSF which is constructed from one frame of
the observations taken with the 1-m telescope at Yunnan Observatory.
In the construction of an ePSF, each pixel is divided into 4 grid points.
The peak value of the contour is normalized to 1.
Fig. 2. The contour of an asymmetric ePSF which is constructed from a
poor focusing frame of the observations taken with the 2.4-m telescope
at Yunnan Observatory.
4. An asymmetric ePSF which is constructed from a poor
focusing CCD frame captured by the 2.4-m telescope at Yunnan
Observatory. The contour of this ePSF is shown in Fig. 2.
5. Multiple ePSFs constructed from one frame of Yunnan
2.4-m telescope observations. The ePSF at any given position
can then be interpolated using these fiducial ePSFs. Figure 3
shows the contours of these fiducial ePSFs.
Figure 4 shows Profiles 2, 3 and 4 and corresponding Gaus-
sian curves that fit them exactly, the actual Profiles 3 and 4 are
also fitted with Moffat curves. As shown in the figure, it is ob-
vious that the actual profiles are more consistent with Moffat
curves than with Gaussian. The fitted Moffat parameter β is 3.5
for Profile 3 and 2.8 for Profile 4. Note that when the parameter
β of Moffat function approaches infinity, the Moffat profile be-
comes Gaussian. Therefore, the analytical Profiles 1 and 2 can
be considered as two extreme cases of actual profile changes.
Fig. 3. The contours of the 3× 3 ePSFs that constructed from one frame
of the observations taken with the 2.4-m telescope at Yunnan Observa-
tory. The levels of the contours are adjusted to show the ePSFs more
clearly.
The noise model proposed by Merline & Howell (1995),
which contains the readout noise of the Gaussian distribution and
other noises of the Poisson distribution, is used as a criterion for
adding noise to the image. Each of the synthetic frame contains
isolated stars with same brightness (total flux), and the bright-
ness of the stars varies with different frames. The peak values
of the star images ranging from just detectable to about 60000
counts. Table 1 shows the detailed information of the five sets of
simulations and Fig. 5 shows one synthetic frame in simulation
set 3.
4.2. Observations
Two sets of observations are used to verify the conclusions of
simulations. Observation set 1 contains 54 frames of CCD im-
ages captured by the 1-m telescope at the Yunnan Observatory
(IAU code 286, longitude–E102◦47′18′′, latitude–N25◦1′30′′,
and height–2000m above sea level) on February 24, 2011. We
use the observations that obtained many years ago because the
environment of the observatory changed after that time, which
led to the increase of the sky background. Besides, a new CCD
had just been installed in 2009, so it had better performance
at that time. Observation set 2 contains 44 frames of CCD im-
ages captured by the 2.4-m telescope (IAU code O44, longitude–
E100◦1′51′′, latitude–N26◦42′32′′, and height–3193mabove sea
level) of the Yunnan Observatory on January 3, 2011. The tar-
gets of these two sets of observations are open cluster M35 and
NGC1664 respectively. Detailed information about these obser-
vations is given in Table 2. More instrumental details of the re-
flectors and CCD detectors are listed in Table 3.
5. Results
5.1. Simulation results
The synthetic image does not contain any systematic error re-
lated to the direction of coordinates, so only the centering pre-
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Fig. 4. The solid line is the x profile through the center of the ePSF along the x direction, the dashed line the corresponding Gaussian curve that
fits it exactly. The dotted lines in the middle and right panels are the Moffat curves that fits the actual profiles exactly. Left panel shows the Moffat
profile when parameters r0 = 11.0 and β = 1.2. Middle and Right panels show Profiles 3 and 4, respectively.
Table 1. Detailed information of the five sets of synthetic frames used in this paper. Column 2 denotes the profile used to generate the images.
Column 3 is the standard deviation (std) of the 2-D Gaussian model which fits the star images exactly, and it represents the width of the profile.
Column 4 is the approximate std of the background noise. Column 5 gives the number of stars in each synthetic frame. All the frames have the
same width and height of 2048 pixels.
ID Profile σ
P
σ
B
a Stars
(pixel) (counts)
1 Gaussian 3.0 1,10,100 225
2 Moffat 1.2, 1.5, 3.0 1,10,100 225
3 1-m telescope 3.0 1,10,100 225
4 asymmetric 2.1 1,10,100 225
5 2.4-m telescope 2.0b 1, 10 360
Notes. (a) Only the approximate std of the background in each pixel is listed in the table, and the excepted value is simply set to 1000 to make the
count level in each pixel positive. (b) Since the profile widths of the 3×3 ePSFs are not very different, only the average width of them is listed.
Table 2. Detail information of the observations captured by the 1-m and 2.4-m telescopes of the Yunnan Observatory. The value in parentheses is
the average.
1-m telescope 2.4-m telescope
Observation date (y-m-d) 2011-2-24 2011-1-3
Frames 54 44
Exposure time 18-30 s 30-60 s
FWHM 5.6-8.2 (6.9) pixels 4.3-5.9 (5.1) pixels
Saturate counts about 63000 counts about 700000 counts
Background std 5.1-6.8 (6.4) counts 47.2-61.9 (51.5) counts
Stars per frame 259-373 (323) 824-1148 (945)
Fitted Moffat parametera β 2.9-4.8 (3.4) 2.0-2.5 (2.2)
Notes. (a) This parameter is obtained by fitting the constructed ePSF with the 2-D Moffat function. A large β indicates that the PSF is close to
Gaussian function.
Table 3. Specifications of the 1-m and 2.4-m telescopes and the corresponding CCD detectors.
Parameter 1-m telescope 2.4-m telescope
Approximate focal length 1330 cm 1920 cm
F-Ratio 13 8
Diameter of primary mirror 100 cm 240 cm
Approximate scale factor 0.209 arcsec pixel−1 0.286 arcsec pixel−1
Size of CCD array (effective) 2048 × 2048 1900 × 1900
Size of pixel 13.5 µm × 13.5 µm 13.5 µm × 13.5 µm
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Fig. 5. One synthetic frame in simulation set 3. The total flux of each
star in a frame is the same and the pixel phase of each star is random.
The star images are arranged as shown in the figure to ensure that each
star is absolutely isolated.
cision in the x direction is given here. Each synthetic star image
is centered by Gaussian fitting, weighted Gaussian fitting, ePSF
fitting and true ePSF fitting, the description of them is given in
Sect. 3. For well-sampled star images, each ePSF is sampled
from about only 60 stars with random brightness (the distribu-
tion is extracted from our observations) to ensure that the ac-
curacy of the ePSF can be achieved for almost all open cluster
observations. Besides, the true ePSF fitting results are included
to show the maximum precision that ePSF algorithm can reach,
especially for the bright stars. In practical applications, the accu-
racy of the constructed ePSF is usually not less than that in our
simulations, so the centering precision of the true ePSF would
be more relevant. The centering precision of the synthetic im-
ages with different characteristics are shown in Figs. 6, 9, 10 and
11.
Gaussian function is the most commonly used PSF in the
study of centering precision. For well-sampled star images with
Gaussian profile, our simulation shows that the precision of ePSF
fitting and weighted Gaussian fitting are obviously higher than
that of Gaussian fitting in high SNR regime, and the preci-
sion tends to be the same when the SNR is low. These can be
seen from the Fig. 6(a) and the left panel of Fig. 9. Figure 7
shows the square root of CR Bound calculated by the equation
(Mendez et al. 2014)
σ2xc1D
≈ 1
8ln2
1
f∗
FWHM2 (15)
for a star image with flux much higher than the background. The
predicted precision of the LS estimator for idealized high SNR
regime (Lobos et al. 2015) is also shown in that figure. Com-
pared with the results of Gaussian fitting and ePSF fitting with
enough large fitting radius (R f=3.5σ), our results show good
agreement with the theoretical predictions.
The weight of least square fitting has a crucial effect on the
centering precision. According to the basic principle mentioned
in Sect. 2, accurate weight should be related to the noise of each
pixel. Gaussian fitting simply uses unit weight and is therefore
theoretically not accurate enough. The weighted Gaussian fitting
may have the same high precision as ePSF fitting. However, as
shown in Fig. 6, this is only true if the profile of the star image is
the symmetric Gaussian. Moreover, its centering error could be
much larger than other fitting methods in some situations. This
is because of two reasons. The one is that the weighted Gaus-
sian fitting introduces the systematic error associated with the
brightness of a star when the profile is not absolutely symmetric
and the background is not low. Fig. 8 shows the mean residu-
als between the real and measured positions changing with the
brightness of the stars. It can be seen from Fig. 8(c) that for the
Profile 3, the mean residuals of weighted Gaussian fitting is not
equal to that of Gaussian when the background is negligible. Fur-
thermore, weighted Gaussian degenerates into Gaussian fitting
when the background dominates. So the position of weighted
Gaussian fitting will systematically shift as the star brightness
increases. The right panel of Fig. 9 also shows the low preci-
sion when the systematic error exists. Note that the actual PSFs
of ground-based observations are rarely absolutely symmetric.
Nevertheless, this systematic error can be fixed by using a plate
model with a magnitude term in the reduction process. The other
reason is that the weight used in weighted Gaussian fitting is in-
accurate when the profile of the star images deviates from Gaus-
sian. It will cause an error similar to the pixel-phase error, which
makes the precision of weightedGaussian fitting to be lower than
others. This error is especially serious when the star profile has
gentle wings (left panel of Fig. 4, which can be seen from Fig.
6(b). Therefore, the weight should only be used when the fitting
model (i.e. function p) is accurate.
The profile of the star image can affect the precision differ-
ence between Gaussian and ePSF fitting significantly. When the
profile of the star image has a sharp center and gentle wings, the
precision of ePSF fitting is almost the same as that of Gaussian.
The actual profiles are between the extreme Moffat profile (Pro-
file 2) and Gaussian profile (as shown in Fig. 2). Therefore, the
precision improvement of the ePSF fitting for the simulation sets
3 and 4 are in between (see Figure 6).
As the dominance of background noise increases, the effect
of the weight on centering precision is gradually reduced. In ex-
treme case, Eqs. (7) and (9) will degenerate into Eq. (10). At this
time, only the accuracy of the fitting model affects the centering
precision. It can be seen from Fig. 9 that ePSF fitting does not
improve the centering precision in this situation. That is to say,
an accurate fitting model has little value without the advantage
of fitting weight.
The centering precision when the PSF changes with location
on the detector is investigated using the synthetic frames with
Profile 5. Fig. 10 shows the standard deviation (std) of the orig-
inal centering residuals, and the std of residuals after mapping
the centering results onto the real positions utilizing a thirty-
constant plate model. Before transformation, the centering pre-
cision of Gaussian fitting is worse than that of true ePSF fitting.
The reason is that spatial variation of PSF will leads to a sys-
tematic error related to the location on the detector. The lower
precision of constructed ePSF fitting is also caused by this sys-
tematic error, since there are recentering blemishes during ePSF
construction. However, this error can be absorbed by a higher-
order plate model when PSF not changes rapidlly with location
(see the right panel of Fig. 10). Using the geometric distortion
correction technique (Peng et al. 2012; Wang et al. 2019, e.g.),
the case of the PSF changes rapidly with space can also be han-
dled. That is to say, the spatial variation of PSF itself does not
introduce systematic error into the reduction results. The advan-
tage of ePSF algorithm at this time is that it can interpolate an
accurate fitting model at each CCD position to fit the star image
there. Therefore, the final results when the PSF changes with
location on the detector are similar to that of the constant PSF
discussed above.
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Fig. 6. Centering errors of the synthetic star images with different profiles when the background is very low. The vertical axis is the standard
deviation (std) of residuals between real and measured positions. Each std is a statistical result of about 225 residuals. The horizontal axis is the
total flux of each star. σ
P
is the std of the 2-D Gaussian model which fits the ePSF of the star images exactly, and it represents the width of the
profile. σ
B
is the approximate std of the background noise.
Fig. 7. A comparison between the results of different centering algo-
rithms and corresponding theoretical predictions for bright star images
with very low background.
The pixel-phase error always exists for the undersampled im-
ages when the fitting model and the PSF of the star image un-
matched. Fig. 11 shows the centering results of critical sampling
star images (FWHM=2 pixels) and images with larger FWHM.
It can be seen that the Gaussian fitting leads to a large pixel-
phase error for the critical sampling star images with Moffat
profile, so it is difficult to obtain high-precision positions even
for bright stars. The ePSF algorithm can construct an accurate
ePSF from a single frame to avoid this error. To do this, we only
need more sampling stars to achieve finer pixel division (six grid
points per pixel width in our simulation) and appropriate smooth
to the model.
5.2. Results of the observations
Practical observations usually suffer from many kinds of errors,
such as geometric distortion, the impact of atmospheric turbu-
lence and differential color refraction. Some of them can’t be
completely corrected in the data reduction process. Therefore,
the small improvement of the centering precision may be sub-
merged in other errors, and it is difficult to compare the preci-
sion of different centering algorithms using observations. Fortu-
nately, most of these errors can be minimized in the relative po-
sition measurement when the separation of two objects is small.
The precision premium curve, which is generated by the statis-
tics of the separation residuals, can clearly show the situation.
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Fig. 8. The mean residuals between the real and measured positions changing with the brightness of the stars.
Fig. 9. Centering errors of the synthetic images with different profiles when the background is extremely high.
A detailed description of this curve is given in Lin et al. (2019).
After an appropriate reduction process, the statistics of the sep-
aration residuals are given in Fig. 12. Only stars brighter than
14 Gaia G-mag are used in the statistics. It can be seen from the
figure that the precision of results using ePSF fitting is higher
than that of Gaussian. For our 1-m telescope observations, the
separation std decreases from about 7.0 mas to 6.5 mas, which
means the centering precision is improved by about 2 mas when
ePSF fitting used. The improvement is merely about 1 mas for
our 2.4-m telescope observations. The less improvement of the
precision for the 2.4-m telescope results is probably due to the
high background of the observations, which reduces the effect of
weight in ePSF fitting. The results of weighted Gaussian fitting
are comparable to that of ePSF fitting for 1-m telescope observa-
tions. However, the conditions for using it to obtain benefits are
very demanding. Just as the 1-m telescope observations, it needs
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Fig. 10. The std of the original centering residuals, and the std of residuals after a thirty-constant plate model transformation.
Fig. 11. The simulation results for critical sampling star images (Moffat profile with β = 1.2 and FWHM=2 pixels) and images with larger FWHM.
For the profile used here, the pixel-phase error of Gaussian fitting does not disappear until FWHM ≥ 2.5 pixels.
a low background, and the ePSFs should be close to a Gaussian
(see Table 2). Moreover, most of the star images in each frame
should have medium or low SNR, only a few has high SNR. For
the 2.4-m telescope observations, weighted Gaussian fitting has
obviously lower precision than other methods. Therefore, it is
not recommended to be used in the processing of practical ob-
servations.
6. Summary and conclusions
In this paper, the factors that affect the precision difference be-
tween centering algorithms based on model fitting are studied,
through a detailed comparison of ePSF and Gaussian center-
ing algorithms. Using an accurate fitting model and weight to
fit star images can obtain the best centering performance (reach
CR bound). Our simulation shows that the ePSF algorithm has
good ability to attain this high precision. For well-sampled ob-
servations, other centering algorithms could also reach the same
precision under suitable conditions, but would show poor preci-
sion when not used properly. Specifically,
1. If the ePSF is close to Gaussian, the precision of ePSF
fitting can be higher than that of Gaussian fitting for medium
to high SNR. As the theoretical prediction given in Lobos et al.
(2015) and the simulations shown in Fig. 7, the improvement can
be up to 19.4% under idealized conditions.
2. Weighted Gaussian fitting, which uses the same weight
as ePSF fitting, could have the same advantages as ePSF fitting
when the observations have Gaussian PSF, medium SNR and
low background (as our observation set 1). However, it turned
out to be poor when the PSFs of the observations have a cer-
tain difference with Gaussian. That is to say, a weighting scheme
should be used only if the fitting model is accurate.
3. When the center of the ePSF becomes sharper, the preci-
sion of Gaussian fitting and ePSF fitting will tend to be the same.
This is also the case when the SNR of star images is decreased.
4. For the observations with few stars in the field of view,
the model error of the constructed ePSF will be large and lead to
the degradation of the ePSF algorithm. In this paper, we demon-
strated that the best performance can be achieved when the num-
ber of sampling stars is more than ∼15 times of grid points in a
pixel.
The PSF usually change with CCD frames for the ground-
based observations, so the effect (amplitude or phase) of pixel-
phase error would also change with frame.We demonstrated that
an accurate ePSF can be constructed from a single CCD frame
in which the star images have small FWHM. Therefore, ePSF
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Fig. 12. Comparison of the precision premium statistics for the observations processed by different fitting methods. The horizontal axis is the
separation of the star pairs and the vertical axis is std of the separation.
algorithm is appropriate to eliminate the pixel-phase error. The
centering precision when the shape of the PSF changes with lo-
cation on the detector has also been investigated in this paper.
The spatial variation of PSF results in a systematic error related
to the location, but it could be absorbed in the reduction. As a
result, the superiority of ePSF algorithm in this situation is the
same as that of constant PSF. The ePSF algorithm needs some
extra processes to construct the accurate fitting model, so it of
course takes more computing time. Anyway, if the highest pre-
cision is required, ePSF algorithm can be used as long as there
are enough sampling stars.
In order to verify the conclusions, observations obtained
from Yunnan 1-m telescope and 2.4-m telescope have been re-
duced using each algorithm separately. As mentioned above,
each algorithm would show advantages and disadvantages ac-
cording to the characteristics of the observations. When the ap-
propriate algorithm is used to obtain the optimal centering pre-
cision, the precision for these two observation sets have been
improved by about 2 mas and 1 mas, respectively. In any case,
the loss of the centering precision for Gaussian fitting, which is
the most commonly used method in ground-based astrometry, is
no more than 10% in the reduction of the practical observations.
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