The results of a theoretical study on the point defects of monoclinic ␤-Ga 2 O 3 are reported here. The point defects considered here are vacancies, interstitials together with dopant ions such as Be, Mg, In, Cr, Si, Ge, Sn, and Zr. Since the low symmetry of the monoclinic lattice does not provide an unambiguous location of interstitial sites and migration paths, we propose a unique way for their identification in terms of the electron density topology. Special attention has also been given to the preference among the lattice and interstitial sites for the impurity defects, and its explanation in terms of structural, electrostatic, and electron density arguments. The calculated results find the most prominent features in the lattice to be the existence of ͑i͒ empty channels along the b direction, and ͑ii͒ atomic layers perpendicular to them. Their interplay governs the stability and mobility of the point defects in ␤-Ga 2 O 3 . The anionic Frenkel pair consisting of the oxygen vacancy and oxygen interstitial is predicted to dominate the defect structure in the lattice. The dopants considered here are likely to be stabilized at the octahedral gallium sites, except for Be +2 , which prefers a tetrahedral gallium site in the lattice. Some of the possible migration paths have been determined, and the pseudoactivation energies for the intrinsic, oxygen-rich, and oxygen-deficient conditions are computed as a function of temperature. It is suggested that tuning the concentration of oxygen can lead to a change in the anisotropy of the ionic conductivity in ␤-Ga 2 O 3 .
I. INTRODUCTION
Thin films and single crystals of gallium oxide ͑Ga 2 O 3 ͒ have acquired an increasing importance in recent years because of their diverse applications in various technologically important fields. For example, Ga 2 O 3 is useful in the fabrication of masers, 1 metal-insulator structures, facet coatings of semiconducting lasers, [2] [3] [4] [5] and field-effect devices. 6 The applicability of Ga 2 O 3 for switching memory devices 7, 8 was suggested by a bistable Overhauser effect observed in the conduction electron spin resonance measurements. It is also considered as a pioneer material in a new family of transparent conducting oxides ͑TCOs͒, especially for transmitting UV light. [9] [10] [11] Since TCOs are the key to optoelectronic devices and solar cells, many experimental studies [12] [13] [14] [15] [16] [17] have been devoted to conventional and low-dimensional properties of the material. It has also drawn attention for its promising potential in ultra-sensitive gas-detecting devices. 18, 19 In particular, the gas sensors based on polycrystalline films of ␤-Ga 2 O 3 have shown very stable operating characteristics at high temperatures. With an ability to detect different gases depending on the environment, ␤-Ga 2 O 3 is expected to have a wide range of applications in the automobile industry.
At ambient conditions, Ga 2 O 3 occurs in the monoclinic ͑i.e., ␤͒ phase, although it can be transformed into four other high-pressure and temperature polymorphs. 1, 20, 21 The monoclinic phase has C2/m symmetry with four formula units per crystallographic cell. [22] [23] [24] In the lattice unit cell, there are two crystallographically nonequivalent Ga atoms, and three nonequivalent O atoms. The local symmetry of the constituent atoms is C s , and Ga atoms have tetrahedral-and octahedral-like coordination in the lattice. ␤-Ga 2 O 3 is found to be an intrinsic insulator, with a band gap of 4.9 eV, 25, 26 although it displays a semiconducting behavior when synthesized in reducing conditions. [27] [28] [29] The dc and ac conductivity measurements in single crystals of ␤-Ga 2 O 3 show that the dominant mechanism for migration below 900 K is ionic due to diffusion of oxygens in the lattice. Above 900 K, the conductivity is predominantly electronic. 30 The photoluminescence studies on single crystals of ␤-Ga 2 O 3 reveal three dominant bands in the ultraviolet ͑UV͒, blue, and green regions of the emission spectrum. 31 The UV emission is an intrinsic phenomenon attributed to the recombination of an electron and a self-trapped hole. 32 However, the blue and green emissions are found to occur only in the presence of specific impurities, such as Be, Ge, Zr, and Si, in the lattice. 8 In spite of the availability of numerous experimental studies on point defects in Ga 2 O 3 , there is very little understanding of the energetics of native defects and dopants in the lattice. Surprisingly, there is also a complete dearth of theoretical studies on Ga 2 O 3 , and, in fact, on low-symmetry crystals in general. This may be because the low symmetry makes theoretical studies of point defects to be expensive in terms of computational resources, but also due to the unambiguity in the determination of the interstitial sites and the migration paths.
In this paper, we report the results of a comprehensive theoretical study of point defects in ␤-Ga 2 O 3 . Specifically, we will focus on defect energetics and diffusion of hostlattice and dopant ions in the lattice, paying attention to the ionic conductivity, in the framework of the shell model. First, we will develop a set of shell-model pair potentials to describe interactions involving the constituent ions and dopants in the lattice. Using the shell model description of the lattice, defect energetics, and site preferences for dopants will be calculated. We will also study several migration paths for ions in the lattice, calculating the concentration and temperature dependence of the pseudoactivation energies for migra-tion. Since ␤-Ga 2 O 3 is the only monoclinic metaloxide that is stable from room temperature to its melting point, 18, 33 we believe that this endeavor will also open the door for further theoretical studies on materials of this type in the near future.
The paper is organized as follows. In the next Section we describe the shell model, and the derivation of the interionic potentials. The calculated results pertaining to native defects and dopants in ␤-Ga 2 O 3 are presented and discussed in Sec. III. We provide a summary in Sec. IV. The derivation of some of the equations used in this paper is given in the Appendix.
II. THEORETICAL METHOD

A. Model
The simulation of ionic oxides using interatomic potentials is now a well established field with the most common approach being based on a fully ionic description of such materials. 34 Even beyond this, the ionic model is often found to be a reasonable basis for interatomic potential models as any effects of covalency can be subsumed into the parametrization for closed shell ions, such as those being considered in this study. Based on the difference in electronegativity of Ga and O, the metal-oxygen bond in ␤-Ga 2 O 3 is mainly expected to be an ionic bond. It therefore allows us to choose a fully ionic description of the constituent ions in the lattice with an assignment of the nominal charges of +3 and −2 to gallium and oxygen, respectively.
Due to the low lattice symmetry, and the charged constituent ions, an adequate representation of the lattice polarization is foreseen to play a major role in the simulation study of Ga 2 O 3 . Thus, we have chosen a dipolar shell model 34 to describe the interionic interactions in the lattice. In this model, we use central-force interionic potentials, in which contributions of the overlap repulsion and dispersion forces, between ions i and j at separation r ij , are described by a short-range Buckingham-type potential, V ij sr ͑r ij ͒ = A ij e −r ij / ij − C ij r ij 6 . ͑1͒
Here, A ij is the pre-exponential constant for the overlap repulsion potential with hardness parameter ij . C ij is the constant for the average dipole-dipole van der Waals interaction, which typically accounts for long-range attraction between closed shell anions. On the other hand, long-range electrostatic interactions are described by the Coulomb law,
V ij
Coul
where q i and q j are the ionic charges of ions i and j, respectively. The conditionally convergent sum of this Coulomb interaction in an infinite lattice is carried on by the Ewald technique, whereas the sum of the short-range interactions is carried up to a cutoff of 16 Å.
To account for the ionic polarization, the shell model assumes the ions to be formed by a shell of charge Y i , which is responsible for the short-range interionic interactions, and a core, which carries the rest of the ionic charge and does not interact with the rest of the lattice via short-range interactions. The core and its shell are, however, linked by a springlike interaction of the form
where k 2 and k 4 are spring constants and r is the core-shell separation. The charge separation model ͑i.e., core and shell͒ accounts for the ionic dipole, while the springlike interaction term represents the ionic polarizability. The anharmonic term in Eq. ͑3͒ is generally added to avoid the so-called overpolarization effects in some highly strained defect calculations. Calculations of point defects are based on a physical model devised by Mott and Littleton. 34 Here, the lattice containing the defect is divided into three concentric regions that are treated with decreasing levels of accuracy: region 1, comprising the defect and a few shells around it; region 2a, which surrounds region 1 and is larger in size; and region 2b consisting of the rest of the lattice. Thus, region 2b is treated as a dielectric continuum, and the polarization effects due to the net charge of the defect are calculated by a partial transformation into reciprocal space. On the other hand, both region 1 and region 2a are combined in a consistent way but with the displacements and polarizations evaluated differently. In region 1, ions are treated explicitly at the atomistic level and are allowed to relax completely. The ions in region 2a are also allowed to relax, but only in a restricted manner: they are assumed to provide a harmonic response to the force field arising due to the defect, which is only true if we consider that the perturbation introduced by the defect in the lattice is weak. This assumption consequently requires that the region 1 should be large enough to contain most of the perturbation introduced by the defect in the lattice. Our previous studies on a wide variety of complex materials including oxides, 35 nitrides, 36 and chalcopyrites 37 suggest that approximately 500 ions in region 1 are adequate enough to meet this criterion. In this study, we have fixed the radius of region 1 at 9 Å, which encompasses about 550 ions. The electrostatic force of region 1, screened by the dielectric constant, is then employed to calculate the displacements in region 2a.
For the bulk and defect calculations in ␤-Ga 2 O 3 , we have used the GULP program, 38 which has been successfully employed in several atomistic simulation studies of ionic and semi-ionic materials. The main features of GULP include a highly efficient energy minimization technique that uses first and second derivatives and reliable symmetry simplifications, which is a prerequisite for any subsequent evaluation of the physical properties of a defect-free or defectcontaining crystal.
B. Interionic potentials: Host lattice
The host-lattice interionic potentials involving O-O and Ga-O ions were obtained by fitting the potential parameters ͑i.e., A, , C, Y, k 2 , and k 4 ͒ to the known bulk properties of ␤-Ga 2 O 3 . The interaction involving the second-neighbor Ga-Ga ions is assumed to be weak and is neglected. The Ga ions are also assumed to be rigid ions in the lattice.
The fitting procedure is a multidimensional, nonlinear, square root deviation minimization procedure, for which the starting potential parameters may play a crucial role. We have therefore started the fitting procedure with the O −2 -O −2 short-range potentials of Catlow et al., 39 suitable for a wide range of binary oxides, and A and of Ga +3 -O −2 from Pandey et al. 35 developed for ZnGa 2 O 4 . The shell charges ͑Y͒ and spring constants ͑k 2 and k 4 ͒ for Ga and O are then fitted to reproduce dielectric properties of the lattice. After the initial fitting, a more complex relaxed fitting procedure was employed in which the least square sum was defined by the experimental lattice geometry, the bulk modulus, and static and high-frequency dielectric constants. The crystal structure was then optimized for each set of potential parameters, computing the actual variation in the structural parameters rather than the estimated gradient at the experimental geometry. This is a much superior strategy: while allowing the structure to change according to the potential parameters, it makes them sensitive to the lattice geometry, so that the fitted parameters are also those that give an overall better optimized lattice structure as well as crystal properties. The final interionic potential parameters obtained through this procedure are given in Table I. Table II lists both experimental and computed lattice properties generated by the derived parameter set for ␤-Ga 2 O 3 .
C. Interionic potentials: Dopants-oxygen
In order to obtain the lattice-adapted interionic potentials for dopant ions in ␤-Ga 2 O 3 , ab initio perturbed ion 40, 41 ionic descriptions of dopant and host-lattice ions were used here following the lines of Refs. 41-43. Accordingly, we will consider the ionic description of O −2 at the experimental lattice geometry. For the dopant ions, we have taken in vacuo ionic descriptions, since the electronic distributions of positively charged ions are not expected to change significantly upon their incorporation into the lattice. In the ab initio perturbed ion calculations, the multizeta Slater-type basis sets of Clementi and Roetti 44 
III. RESULTS AND DISCUSSION
A. Native defects: Vacancy and interstitial
Even an undoped crystal can have point defects referred to as native defects. These include vacancies, interstitials, and antisites. In the present case, antisites are quite unlikely to form in the lattice due to its highly ionic nature. We will therefore focus on vacancies and interstitials in this study. To preserve the stoichiometry of the lattice, defects generally appear in definite combinations, such as Frenkel or Schottky defects. The Schottky defects in the lattice are formed by moving the constituent ions to the surface from their bulk sites. On the other hand, the Frenkel defects are pairs of vacancies and interstitials of the same type of ion. The low symmetry of the ␤-Ga 2 O 3 lattice allows several possible vacancies and interstitial defect sites for both Ga and O in the lattice. We therefore first discuss the formation energies of individual defects before discussing the energetics of Frenkel or Schottky defects in ␤-Ga 2 O 3 . Table IV lists the values of the formation energy of Ga and O vacancies. We label Ga ions occupying tetrahedral and octahedral sites as Ga I and Ga II , respectively. The oxygen ions that are labeled as O I , O II , and O III have coordination indices of 3, 3, and 4, respectively. Since the formation energy of a vacancy is defined as that required to remove a lattice ion to infinity, the ordering of the calculated formation energies of Ga and O vacancies can be understood in terms of the electrostatic potential at the given site. The most fa- Table IV . The ⌬E f /uotient therefore shows, especially for oxygens, that even though the loss of the electrostatic contribution is only a part of the total vacancy formation energy, the missing short-range interactions and the vacancy relaxation contributions are closely related to the electrostatic forces, to the point of being almost proportional to them. Finally, it is also to be noticed that the values of ⌬R nn given in Table IV are all positive, indicating an outward relaxation of the neighboring ions of the vacancies. This is as would be expected, since the removal of a lattice atom with a charge opposite to that of its neighbors introduces a large repulsion among them. This is further reinforced by the coordination index of the vacancy site shown in Table IV . The coordination index of Ga I , O I , and O III vacancy sites has decreased with respect to that of the perfect lattice. Although the Ga II and O II vacancies maintained their co-ordination polyhedra, near neighbors were found to relax outwardly in the lattice due to their electrostatic repulsion.
Vacancies
Interstitials
In a high symmetry lattice, such as NaCl, the most likely positions of interstitials can easily be identified. There usually exist unoccupied high-symmetry Wyckoff positions of the corresponding space group, that are sites with fixed coordinates. It is then easy to locate, by simple inspection, a favorable coordination for any interstitial ion among these unoccupied sites, using the electrostatic potential ͑necessar-ily a critical point͒ as a guidance. However, low symmetry lattices offer no such guidance in identifying the interstitial positions in the lattice: they usually contain few or no fixed coordinate appropriate Wyckoff positions, and the electrostatic potential does not necessarily display further maxima or minima than the ionic positions. This is indeed the case for the ␤-Ga 2 O 3 lattice, and hence some criterion is needed to select candidate interstitial positions.
We begin with the observation that the appropriate interstitial sites in an ionic lattice can be located from the extrema of the point-charge electrostatic potential ͑see Fig. 2͒ . This is due to the fact that positions with a maximum of the potential will stabilize anions, while minima of the potential will stabilize cations. Following this guidance, the interstitial sites in a high-symmetry lattice can be correctly located, e.g., the potential at an octahedral site in the NaCl lattice is a maximum or minimum, due to the high symmetry of the corresponding Wyckoff position. However, the abovementioned guidance may fail for a low-symmetry lattice, since a similar octahedral-like site may not show a maximum or a minimum of the potential at all. Even if the maxima or minima of the potential are present in a low-symmetry crystal, they may be quite difficult to locate in a lattice that has much sharper maxima and minima of the potential at the anionic and cationic sites. For example, the potentials are generally of the order of +25 V for the anionic site and −35 V for the cationic site, while the interstitial sites are expected to be associated with potentials of the order of tenths of V.
In this study, we propose that a much better guidance can be obtained in locating interstitial sites in a low symmetry lattice when attending to the topology of the electron density, ͑r͒. The electron density is a positive definite function, which peaks at the nuclei and decays exponentially in going away from the nuclei. Thus, the minima of are sites with a smaller short-range repulsion ͑e.g., steric interaction͒, and are therefore good candidates for interstitial sites. The electrostatic potential on each site can help in determining if the position is more suitable for an anion or a cation interstitial. Another advantage is that obtaining the topology of can be automated, 45 thus providing a guide in low-symmetry lattices. Since these lattice positions are only tentative interstitial sites, which will be ultimately optimized during energy minimization of the defective lattice, and the topology is fairly insensitive to the method used to obtain , almost any well-behaved electron density can serve to provide the guid- ance. In the present study, we rely on the electron density computed through the ab initio perturbed ion ͑aiPI͒ method, 41 which was previously used to generate the interionic potentials for dopants in ␤-Ga 2 O 3 . Several candidate interstitial sites are then obtained by using the CRITIC 45 program's automatic location of critical points of the aiPI electron density, which are given in Table  V . The first six positions are symmetry-fixed stationary points of , but only Wyckoff position 2c is a true minimum. Positions 2b, 2d, 4e, and 4f, correspond to minima along the O-O direction, but maxima in the rest, and are therefore second-order saddle-points of , referred to as bond points. Since the first six positions correspond to high-symmetry positions, they may be preferred by an interstitial or they may act as saddle points during the migration of an interstitial in the lattice. Finally, the last four positions, i 7 , i 8 , i 9 , and i 10 , correspond to the true, nonconstrained minima of , and hence are good candidate sites for interstitial ions. However, there is an i 10 minimum of the electron density above and below i 1 along the b axis, and very close to it. Hence, it may happen that the stable position for the interstitial turns out to be the high symmetry position, even though it is a saddle point of .
All of the minima of are found to be located along three channels lying parallel to the y axis, which are shown in Fig.  2 . These channels are colored in yellow, black, and red, showing the unique y = 0 plane that contains all of the inequivalent atoms, and also most candidate interstitial positions ͑except for the interlayer i 5 and i 6 ͒. The y =1/2 layer is equivalent to the y = 0 layer, although displaced 1 / 2 along the a axis. These straight channels do not have any occupied lattice site, and thus are likely to play an important role in the study of interstitial-mediated ionic conductivity in ␤-Ga 2 O 3 . Along the center of each channel, the electrostatic potential is periodic, as shown in Fig. 3 , suggesting the possibility of several interstitial positions. The extrema of these lines are at y equal to 0 and 1 / 2 for yellow and black, and the same plus 1 / 4 for the red channel, favoring interstitials within the atomic layers. On the other hand, the distance to the nearest ions for an atom traveling along the center of each channel gives an indication of how large the short-range repulsion effects will be. This is shown in Fig. 4 , and it seems that the short-range effects favor interlayer situations, close to the y = 0 layer in the yellow and black channels and at the y =1/4 for the red channel. Thus, a competition among the short-range and the electrostatic effects appears.
To perform geometry optimization calculations of the defect-containing lattice, we start from the initial positions of interstitials given in Table V . In contrast to what we have found for vacancies, ⌬E f / q varies significantly when we choose the value of from the unrelaxed ͑i.e., initial͒ position or from the relaxed ͑i.e., optimized͒ position. The variation, therefore, shows that the short-range repulsion effects from the neighboring ions are crucial in selecting the optimal interstitial position, supporting the proposed criterion based on electron-density minima. Moreover, from Figs. 2, 4, and 5, we see that the red channel, being the widest channel, is most likely to accommodate an interstitial in the ␤-Ga 2 O 3 lattice. Table VI collects the results for the interstitial oxygen in ␤-Ga 2 O 3 . We note here that the interstitial formation energy is the energy required to bring an ion from infinity to an interstitial site with the corresponding relaxation of the surrounding lattice. Based on the magnitude of the formation energy, the oxygen interstitial sites along the red channel are found to be the most stable, as expected; i 9 is the absolute minimum, closely followed by the symmetry-fixed i 5 position. The i 9 position was indeed the absolute minimum for the electron density, suggesting a small short-range repulsion due to neighboring ions. Although the calculated electrostatic potential at i 9 was negative, it was much smaller in absolute value than that of the i 5 position. In fact, all of the positive potential sites, which are candidate sites for a negative interstitial ion, showed shorter Ga-O and O-O distances, leading to larger short-range repulsions. In the optimized geometry, ͑Color͒ Isolines of the point-charge electrostatic potential of the ␤-Ga 2 O 3 lattice ͑y = 0 plane, logarithmic scale, blue for positive and zero potential, red lines for negative potential͒. The projection of the unit cell edges and some auxiliary lines ͑x =0,1/4,1/4,3/2,1 and z =0,1/2,1,3/2͒ are drawn in black. Tetrahedral ͑green͒ and octahedral ͑blue͒ Ga sites and their coordination polyhedra are shown, with the lattice O atoms in red. Cyan symbols correspond to interstitial positions, either symmetry-fixed ͑diamonds͒, oxygen ͑circles͒, or gallium ͑squares͒. Empty channels along the ͑0, y ,0͒ ͑yellow͒, ͑0, y ,1/2͒ ͑black͒, and ͑1/4, y ,0͒ ͑red͒ directions are shaded in color. Lattice atoms in the plane can be recognized by the circular pattern of the isolines, those out of plane are at the y =1/2 parallel plane ͑both y = 0 and y =1/2 are symmetry planes containing half the atoms in the unit cell͒. Due to the C nature of the Bravais lattice, the ͑x ,1/2,z͒ points appear here as ͑x +1/2,0,z͒, hence the two different instances of each channel representing the y =0 ͑left͒ and y =1/2 ͑right͒ planes. All interstitial sites shown are in the y = 0 plane except for the 4e and 4f positions ͑center of red channel and middle of two octahedra, respectively͒, which are at y = ±1/4. O i 9 gets displaced in such a way that it is able to bond not only to the tetrahedral Ga I ions above and below but also to Ga I and Ga II in the same plane, acquiring a four-fold coordination. The resulting configuration consists of a trigonal pyramid with O i 9 at the center of the base. The average distance between O i 9 and the Ga neighbors ͑2.07 Å͒ is close to that of the perfect lattice ͑1.94 Å͒. The O i 9 interstitial pushes the nearby O I ion into the neighboring yellow channel, where it forms an extra bond to a tetrahedral Ga I . We label as complex defects the sites where large bond reorganizations occur. In this context, bonding is related to the interatomic distance as compared to the lattice spacing.
The next low-energy site comes out to be i 5 , which is again in the red channel. It pushes two O I ions in a similar manner, while having a rhombus-planar coordination with two Ga I at 1.86 Å and two Ga II at 2.44 Å. In fact, it can be shown that the O i 5 defect corresponds to a first-order saddle point, a maximum for the displacement of O i along the red channel between two symmetric O i 9 positions. Since O i 5 is at a center of symmetry, the symmetry-constrained optimization leads to the minimum along all other degrees of freedom, which turned out to be a saddle point with a negative Hessian eigenvalue.
The interstitial positions along the yellow channel are predicted to be associated with a high formation energy, O i 10 being the lowest among them. Although the initial i 10 almost coincides with i 1 , its final optimized position reaches an almost tetrahedral coordination with a very small lattice distortion at a position intermediate between i 1 and i 2 . In fact, these two high-symmetry positions are found to be secondorder saddle points for the migration of O i along the yellow channel, while O i 10 has a negative Hessian eigenvalue with the eigenvector orthogonal to the channel axis. The i 2 interstitial, being the one with the highest co-ordination index ͑6 O, 6 Ga͒ and a strong electrostatic repulsion of about 8 eV, is calculated to have the highest formation energy. An interesting feature is noticed here for the i 7 site. It originates from the yellow channel and evolves to the regular O II position, common to the black and yellow channels, pushing O II to the i 8 site.
The O i 8 site is the absolute minimum along the black channel by more than an eV, a result that deserves some explanation. In fact, the electron density minimum position is much closer to the center of the channel ͑i.e., the i 4 position͒ than the final optimized position. O i 8 comes to lie al- Fig. 2 . The calculated results find O i 8 and O i 9 to be the only true minima for oxygen interstitials, while all of the rest either evolve into one of these two, or are saddle points of different orders. Let us recall that the i 8 and i 9 positions were included in the list as minima of the electron density, supporting the proposed strategy. i 9 was in fact the absolute minimum of , and the site with the lowest absolute value of the electrostatic potential. O i 8 , on the other hand, started at a low-density minimum, but it found a better suited position by slightly distorting the lattice along the b axis during the optimization, a fact that no static analysis can foresee. It is, however, remarkable that simple arguments, like the distance to nearest neighbors coming from Table IV, can provide the guidance for the ordering of the energetics. In the yellow and black channels, the largest nearest-neighbor distance is around y = 0.2, while the low-energy sites along the axis are O i 10 and O i 11 . Nevertheless the complete picture needs all of the elements; y = 0.25 would be the energetically favored position along the red channel according to the distance criteria, but it is in fact the O i 9 position that is the minimum, due to its association with the low electron density and significantly less negative electrostatic potential.
The optimum configurations obtained for the Ga interstitials are given in Table VII . Although most of the suggested interstitial sites were suitable for oxygen ions, they do not provide favorable conditions to gallium ions. The optimized configurations of the Ga interstitials come out to be of complex nature. Except for the i 2 and i 4 positions that are associated with high formation energies, most of the configurations consist of an aggregate of more than one defect due to the large distortions in the lattice. The most stable site is found to be the Ga i 8 site, consisting of two vacancies and three interstitials with the respective coordination indices of 5, 4, and 4. The average nearest neighbor distances of the Ga interstitials are 1.937, 1.794, and 1.802 Å in the lattice. Besides the Ga interstitials at ͑0.117,0.5,0.461͒, ͑0.245,0.5,0.126͒ in the red channel, and ͑0.484,0.5,0.136͒ in the yellow channel, there are vacancies at ͑0.154,0.5,0.313͒ associated with V Ga II and ͑0.411,0.5,0.202͒ associated with V Ga I . Thus, the most stable site can be viewed in three different ways: ͑i͒ a Ga i 8 which kicks out a Ga II into the red channel, which then pushes a Ga I into the yellow channel; ͑ii͒ a Ga i in the red channel pushing Ga I and Ga II into the yellow and black channel, respectively; or ͑iii͒ a Ga i in the yellow channel kicking Ga I into the red channel which then pushes Ga II into the black channel. The most stable interstitial is therefore connected to interstitials of all the three channels, which are shown in Figs. 2 and 5 .
Apart from the most stable complex occurring as a multichannel minimum, the calculations also find energy minima in each channel, which are Ga i 1 , Ga i 3 , and Ga i 9 in the yellow, black, and red channels, respectively. All of them involve bond reorganization in the lattice; Ga i 1 displaces two Ga I into neighboring black channels, Ga i 3 displaces two other Ga I into neighboring red channels, all of them within the y =0 plane, while Ga i 9 displaces two Ga I , above and below its plane, into the neighboring yellow channel. The interstitial sites i 7 , i 10 , and i 11 appear to be energetically unstable during the optimization, and stabilize to the corresponding highsymmetry positions within their channels. The only undistorted, noncomplex defects are quite high in energy. For example, Ga i 2 is more than 1.5 eV above the lowest energy site in its channel. In fact, Ga i 2 is at a very shallow minimum surrounded by paired saddle points that are 0.06 eV above it and at a distance smaller than 0.5 Å. Thus, Ga i 2 can be considered as a saddle point for further calculations. Another noncomplex interstitial site, Ga i 4 , is about 3 eV above Ga i 3 and Ga i 8 , and is indeed a saddle point of second order connecting both minima. In the red channel, Ga i 5 is barely at a minimum, with the paired saddle points 0.3 meV above it and at a distance smaller than 0.02 Å. Ga i 5 can therefore be considered as a saddle point, as the case with Ga i 2 . Finally, Ga i 6 is another true saddle point associated with the highest formation energy that connects two Ga i 8 complex minima via a kickout mechanism.
As it was the case with the oxygen interstitials, Ga interstitials seem not to be strongly affected by the electrostatic effects. Instead, the site preference for Ga interstitials seems to be driven by the short-range effects that prefer sites with appropriate oxygen coordination, even though a Ga ion has to be kicked out of its site. On the other hand, the noncomplex Ga i 2 and Ga i 4 interstitials are sites greatly favored by electrostatics, but with high formation energies. It seems that these two positions persist as noncomplex sites due to their electrostatically favored nature; however, in all other positions the electrostatically unfavored nature drives the formation of complex defects, which end up with a much lower energy. Thus, a complex defect configuration is likely to be the preferred configuration for Ga interstitials in ␤-Ga 2 O 3 .
In the present study, it is often the case that, because of the low symmetry of the monoclinic lattice, a missing atom or an interstitial distorts the lattice up to the point that a neighboring atom ͑e.g., oxygen͒ moves into one of the channels ͓e.g., the wider and electrostatically favored ͑1/4, y ,0͒ red channel͔ and bonds to the atoms located on the other side of the channel, creating a complex defect. Such complex defects are found to trigger instabilities in the lattice during defect calculations. In the case of Ga interstitials, the ion kicked out is usually a tetrahedrally coordinated Ga I , and so we find it to be a structurally weaker link than the corresponding octahedral Ga II . In the case of oxygen vacancies, it is the vertex-shared O II that gets displaced easier, followed by O I , contained on the edge shared by two octahedra in the same stack, while O III is the strongest link, taking part on the edges shared by octahedra both in the same stack and with the parallel stack.
Distribution of native defects
We now focus on the temperature-dependent statistical distribution of native defects in the lattice, knowing that there is a set of possible sites for a given class of defect ͑V O , V Ga , O i , and Ga i ͒ in ␤-Ga 2 O 3 . If the concentration of a given class of defect is x d , the concentration of defects at a given site i at constant temperature T can be written as follows:
where g i is the number of sites of type i per unit cell, and k B is Boltzmann's constant. q d ͑T͒ is a molecularlike canonical partition function for defects of class d, and is given by
Thus, x d = ͚ i x i . The average energy of the distribution of defects of class d at temperature T is given by the well-known equation
ͪ.
͑6͒
This equation can be rearranged into Fig. 6 for the native defect classes computed here. The correction term is small for the temperature range in which the ionic conductivity dominates for the defect classes. It can therefore be neglected at low temperatures, suggesting that an overwhelming majority of defects of each class will occupy the sites associated with the lowest formation energies. Since the crystal is electrically neutral, defects must occur in the lattice with a definite stoichiometry, which is usually interpreted in terms of defects like Frenkel pairs or Schottky defects. In the case of ␤-Ga 2 O 3 , the energies required to form Frenkel pairs and the Schottky defect are listed in Table  VIII . As discussed previously, the site with the lowest formation energy of each defect class, namely V O III , O i 9 , V Ga II , and Ga i 8 , dominates the equilibrium at the temperatures considered, and so it will be chosen for subsequent calculations. It is readily apparent that the anionic Frenkel pairs are preferred for the lattice. Table VIII also lists the energies for the interconversion reactions of defects among the different sites of each class. These energies are used in the calculation of the f d ͑T͒ functions presented in Fig. 6 , and they will also be useful for the migration of defects.
B. Dopants: Formation energy and site preference
Dopants in ␤-Ga 2 O 3 may be incorporated either at substitutional or interstitial sites in the lattice. Since the blue and green photoluminescent emissions in ␤-Ga 2 O 3 appear to be related to cation impurities, we have considered the incorporation of divalent ͑Be, Mg͒, trivalent ͑In, Cr͒, and tetravalent ͑Si, Ge, Sn, Zr͒ ions in the lattice in the MO, MO 3 , and MO 2 stoichiometries, respectively. We will first discuss the site preference for substitutional sites, then for interstitial sites, and finally we will compare the dopant inclusion at substitutional and interstitial sites. Table IX presents the calculated formation energies of substitutional dopants in ␤-Ga 2 O 3 . Here, we do not expect the electrostatic potential to play a major role in the dopants' preference among the two lattice sites, I and II: the potentials are quite similar ͑−35.14 and −35.04 V, respectively͒, and the size mismatch will make the short-range contribution more important. Except for Be +2 , where the nearestneighbors repel each other significantly at the octahedral site ͑see below͒, all other dopants prefer the octahedral Ga II site rather than the tetrahedral Ga I .
The preferred site occupancy for In +3 and Cr +3 , which are isovalent with Ga +3 , can be well explained from the size arguments. In +3 , being larger than Ga +3 , prefers substituting Ga II in the lattice, with a higher coordination index and a larger nearest-neighbor distance. Although Cr +3 has a slightly larger ionic radii relative to Ga +3 , its short-range interaction with the oxide ion ͑see Fig. 1͒ is more repulsive, leading again to a preference for substitution at the octahedral Ga II site.
The doubly charged Be +2 and Mg +2 ions substituting Ga +3 introduce a negative effective charge in the lattice. Hence, these substitutions are electrostatically unfavored. Nevertheless, among these two sites, there will be a slight electrostatic preference ͑0.1 eV͒ for the Ga II site associated with a higher potential. This is followed by Mg +2 , which being larger in size than Ga +3 , would anyway prefer the octahedral site. Be +2 , on the other hand, prefers the Ga I site. This is consistent with the general rule that a small cation needs a small coordination index. Due to the small atomic radius of Be +2 , the first neighbors are too close to each other in the octahedral coordination, thereby favoring the tetrahedral coordination with a smaller number of O −2 -O −2 repulsions. The tetravalent dopants substituting Ga +3 have a positive effective charge in the lattice. However, they prefer to substitute the octahedral Ga II in spite of the fact that a slightly more negative value of the electrostatic potential is calculated for the Ga I site. For Sn +4 and Zr +4 , one can explain the preferred substitutional site by noting the stronger repulsive interaction of Sn +4 and Zr +4 with neighboring O −2 at the tetrahedral site. On the other hand, the site preference for Ge +4 and Si +4 can be explained using the coordination index, since the tetravalent dopants having a positive effective charge in the lattice would like to have a higher coordination index of oxygen.
The lattice distortions introduced by the tetravalent dopants can be understood in terms of the ionic size and the magnitude of the electrostatic forces on the neighboring oxygen. That is, the lattice will tend to contract for all tetravalent dopants, with a further contraction/expansion effect for dopant ions that are smaller/larger than the Ga ion. For the preferred sites, tetravalent dopants always maintain the coordination index of the original lattice site with the large Zr +4 cation as an exception. ͑See Tables X and XI.͒ In summary, we can say that the site preference for the dopant cations substituting the Ga ion in ␤-Ga 2 O 3 is driven by three factors, namely the size effect, strength of shortrange repulsion, and the coordination index. The reason behind the nonproportionality of the formation energies for substitutional dopants with the electrostatic contribution is that substitutional formation energies compare the energies of two different ions at the same site, with their own different charges and short-range repulsions, whereas in the vacancies they compare the presence or absence of a single ion, with a single type of interaction.
Let us now compare the different interstitial sites. The interstitial dopants in ␤-Ga 2 O 3 seem to prefer the i 8 site, as was the case with the host cation, Ga i . In all cases including Ga i 8 , the defect configuration is in fact a complex one, in which the dopant interstitial displaces a Ga II from its perfect lattice location to the i 9 site. The resulting configuration can then be written as M i 8 + V Ga II +Ga i 9 . In the case of Sn i 8 , the Sn dopant occupies the perfect lattice position, being really a complex defect Sn Ga II +Ga i 9 , with energy −71.2 eV. Another preferred site for dopants in the lattice is i 3 , where the dopants tend to form complex defects. For example, In and Si displace two Ga I ions to the i 1 position, while Cr, Sn, and Zr push Ga I ions to the i 9 position to form low-energy complex defects. It is remarkable that, in most of the complex defects ͑including the Ga i ones͒, the ion displaced is the tetrahedral Ga I , going preferably into the red channel. This hints again at a structural weakness in the low-coordination site, triggered by nearby defects, and the special stability of the empty red channel.
Finally, let us compare the relative stabilities of dopants at substitutional and interstitial sites. Table XII presents the energies for the interconversion equilibria: M i + V Ga → M Ga ͑i → s͒ and M Ga +Ga i → M i +Ga Ga ͑s → i͒. The divalent dopants are the only ones for which the s → i transformation is energetically possible, probably due to the high instability of the substitutional sites associated with the net negative charge in the lattice. However, the energy associated with the i → s transformation of Be +2 and Mg +2 is still more favorable than that associated with the s → i transformation. Hence all of the dopants considered here are likely to be stabilized at the substitutional cation sites in ␤-Ga 2 O 3 . Furthermore, except for Be +2 , which prefers a tetrahedral Ga site, the other dopants considered prefer the Ga II site. This prediction poses a restriction on the local geometry surrounding a given dopant, which might help in interpreting the results of the electron paramagnetic resonance and luminescence experiments.
C. Transport properties: Migration
To investigate transport properties of the host lattice ions in ␤-Ga 2 O 3 , we should consider, in principle, both vacancy and interstitial mechanisms of diffusion in the lattice. However, as we have seen, interstitial atoms induce rather large deformations in the lattice, and many of the sites are not real minima but instead are saddle points for the ionic diffusion. Thus, we will mainly focus on the migration of the host lattice ions by the vacancy mechanism in ␤-Ga 2 O 3 . We note here that migration via a vacancy involves displacement of a real atom from an occupied lattice site into an empty vacancy site, which has the same effect as the displacement of the vacancy in the opposite direction.
We define the activation energy of migration ͑E j m ͒ to be the energy of the saddle-point configuration relative to the isolated vacancy. The saddle point should be of first order, that is, the energy should be a maximum along the migration path but a minimum in all other directions. This is a transition state that would be located by searching along the path of migration with consideration of local symmetry characteristics.
To calculate E j m associated with V O defects, the vacancy migration paths will be classified into two groups. In the unit cell of ␤-Ga 2 O 3 , the oxygen ions form connected tetrahedra ͑T d -coordinated to Ga I ions͒ and octahedra ͑O h -coordinated to Ga II ions͒, which define the empty channels labeled as yellow ͑y͒, black ͑b͒, and red ͑r͒ in Fig.  2 . The first group consists of migration paths in which a lattice O −2 will migrate to a vacancy site along the edges of the Ga coordination polyhedra, namely T d or O h . Meanwhile, in the second group, we will consider the diagonal paths through the empty interstitial positions in the yellow, black, and red channels. We will label the migration paths according to the site traversed by each of them. The first part of Table XIII collects the calculated saddle points for all the possible paths of migration of the oxygen ion by the vacancy mechanism in ␤-Ga 2 O 3 . The activation energy of migration will be obtained by subtracting the energy of the initial vacancy site from the energy of the saddle point, and thus there will be different activation energies for asymmetric paths connecting two different vacancies.
The migration path associated with the lowest activation energy for the O I vacancy is through the red channel, that for the O II vacancy goes through the black channel, and that for the O III vacancy passes through i 6 while traversing the shared edge of two octahedra that connects the two octahedra stacks. For the migration path involving O I -O II and O II -O III vacancies, the preferred paths involve traversing a tetrahedron edge. On the other hand, the preferred migration path associated with the O I -O III vacancies goes through the shared edge of two octahedra in the same stack.
Several ideas can be extracted from the preferences predicted for the migration of oxygen via the vacancy mechanism in the lattice. First, traversing coordination polyhedra edges is lower in energy than going through interstitial sites for oxygens. This is due to the fact that oxygen remains bonded to the Ga ion at the center of the polyhedron during migration along the path in the former case, while oxygen has to break the bonds in the initial configuration for the latter case. The O h and T d paths that connect same-type oxygens are exceptions, because they involve a ͑0, 1, 0͒ displacement crossing an atomic plane halfway. The T d edges, which are not shared with other polyhedra, tend to be easy to traverse. The O h edges that are shared by two octahedra lead to a small saddle point energy, since the midpoint is exactly in between the two Ga II ions. If, instead of focusing into the saddle point energy, we look into the activation energies of migration, the lowest barrier of about 0.52 eV is that for the migration of V O II to V O I . It is followed by the migration path involving V O III symmetric vacancies with an activation energy of 0.67 eV. Table XIII , later, also lists the possible paths for the migration of gallium vacancies considered in the present study. We note that the gallium ions in the lattice are surrounded by the nearest-neighbor oxygen, forming tetrahedra and octahedra. In order to migrate in the lattice, Ga ions must exit from the original coordination polyhedron through a face or an edge. Also, they have to pass through one of the empty channels, since the polyhedra share corners, with an exception of two edges being shared between octahedra. The migration paths that do not traverse the channels will be labeled as ͑i͒ T d or O h representing the migration paths along the y axis in the tetrahedron or octahedron stacks; ͑ii͒ i 6 connecting two octahedra sharing an edge whose center is at i 6 , and ͑iii͒ y / b connecting a tetrahedron through an edge and an octahedron through a face almost in between the yellow and black channels in the lattice.
The low-energy saddle points for the migration of Ga vacancies are found to be those ͑i͒ connecting V Ga I vacancies through the yellow and black channel, ͑ii͒ connecting V Ga I through the red channel to V Ga II , and ͑iii͒ connecting V Ga II vacancies along an octahedra stack. All of these paths display a double-saddle scheme ͑i.e., a minimum in the middle part surrounded by two maxima͒. This is consistent with the fact that, for the paths crossing channels, the first saddle point corresponds to Ga ions leaving the coordination polyhedron to enter into the channel, and the second to Ga ions entering the second polyhedron from the channel. The calculated double saddle points are symmetrical, since the midpoint is a high symmetry position, except for the V Ga I -V Ga II path traversing the red channel. Here, there are two saddle points along the path that are associated with the exit of Ga ions from the two coordination polyhedra. Table XIII lists only the high-energy saddle point associated with Ga ions leaving the octahedron.
The calculated activation energies for migration show that the preferred paths are those in which a tetrahedral Ga ion migrates into the empty channels along the ͑x ,0,z͒ plane. The barrier heights are 0.11, 0.29, and 0.19 eV for the migration paths via the yellow, black, and red channels, respectively. The results again predict that the GaO 4 tetrahedra are easier to distort than the GaO 6 octahedra in the lattice, as pointed out earlier.
D. Transport properties: Conductivity
The changes in the ionic conductivity of an ionic crystal with temperature involve several Arrhenius-like steps corresponding to different dominant mechanisms in the lattice. 46 For a mechanism j where defect i transforms into defect iЈ ͑within the same class, but at a different site͒, the pseudoactivation energy can be expressed as
where x i is the concentration of defects at the initial site, and j is the mobility associated with mechanism j. E j m is the mobility contribution, and is given by the energy barrier computed for the j migration path. E i c is a concentration correction to the activation energy which, as presented in Ref. 46 , can be obtained by solving a set of equations involving the Frenkel and Schottky defect formation energies. However, owing to the existence of different competing sites for each class of defect in ␤-Ga 2 O 3 , there is a temperaturedependent distribution that will affect the calculated results.
Taking the appropriate derivative in Eq. ͑4͒, and using the definition in Eq. ͑7͒, both for site i and the general class of defects d, we obtain an activation energy correction for each different site in the lattice, 
Here, ͑E i − E 0 ͒ is the energy of the defect i relative to the lowest of its class E 0 , which is given by the interconversion reaction shown in Table VIII . The f d ͑T͒ functions include temperature effects into the activation energies. As shown in Fig. 6 , their values are smaller than 0.01 eV up to 900 K, and hence they will be disregarded in what follows. It is interesting to note here that E j m depends on the direction of the migrations involving asymmetric paths, while E j a does not. If we substitute E j m = E j saddle − E i and Eq. ͑8͒ into Eq. ͑7͒, we find that
which shows that E j a only depends on the energy of the saddle point and on global properties for the class of migrating defect, but not on the initial ͑i͒ or final ͑iЈ͒ states.
Equation ͑9͒ can be interpreted as follows: E j a , the activation energy, is the thermal energy required for the migration of the defect along a given path. It facilitates the excitation of defects from the lowest-energy defect configuration to another within a given class ͓the E i c part in Eq. ͑7͔͒, and helps the defect in surmounting the migration energy barrier ͓the E j m part in Eq. ͑7͔͒. The sum of both processes is the energy difference from the most stabilized defect configuration of the defect class to the saddle point configuration of the defect in the mechanism being considered. The class concentration effects are included in the term E d c , while the temperature dependence in f d ͑T͒ has been neglected.
The global concentration corrections for each defect class can be obtained using the reactions related to the lowestenergy sites ͑Table VIII͒ together with Eq. ͑8͒. For the lowest-energy sites, E 0 c = E d c in Eq. ͑8͒, and thus
To solve this set of equations, we have to consider the equilibrium conditions for different initial conditions, as given in the Appendix. The concentration corrections for each defect class d are given in Table XIV , considering ͑i͒ V O excess, ͑ii͒ intrinsic, and ͑iii͒ O i excess conditions. Introducing these corrections into Eq. ͑9͒ gives the activation energies for the different mechanisms, comprising the E j saddle values ͑given in Table  XIII for vacancy migration mechanisms͒ and a class correction ͑E d c − E 0 ͒, which is shown in Table XV . The activation energies themselves are also collected in Table XV . An exhaustive search was conducted to study the migration of vacancies, although only the lowest activation energy conduction mechanisms are listed. To estimate the conduction by interstitial mechanisms, we have selected a few interstitial sites that displayed a saddle point Hessian as indicators for the possible paths.
In the intrinsic region, the lowest value of E j a ͑ii͒ comes out to be associated with the migration path connecting O i 9 sites along the red channel. At low temperatures, the oxygen interstitial mechanism therefore dominates the ionic conductivity of the intrinsic ␤-Ga 2 O 3 . This is clearly due to the ease with which an atom can move along the empty and wide red channel, which is also wide for the different atomic planes that it crosses, something that was not true for the yellow or black channels ͑see Figs. 4 and 5͒. In the intrinsic region, the ionic conduction by the oxygen vacancies is also expected to be important due to the rather low activation energies. The ionic conduction by the Ga vacancies and interstitials are likely to be negligible due to their high activation energies in the intrinsic region.
As we move away to the oxygen-rich ͑oxygen-deficient͒ conditions, calculations predict the oxygen interstitial ͑vacancy͒ mediated mechanism to dominate the ionic conduction in the lattice. So, in all conditions the preferred mechanisms would be those involving oxygen. Note that the dc and ac conductivity measurements in single crystals of ␤-Ga 2 O 3 show that the dominant mechanism for migration below 900 K is ionic due to the diffusion of oxygen in the lattice, 30 hence supporting our predictions. Another important result here is the anisotropy in Ohm's law that can be inferred from the calculated E j a results. We note that the conductivity is a second-rank tensor, with a principal axis that corresponds to the b vector, while the other two axes will lie in the ͑x ,0,z͒ plane. For oxygendeficient conditions in which the oxygen vacancies dominate, it appears that the preferred mechanisms have either no or a very small y component in the displacements ͑see Table  XIII͒ . Thus, the yy component of the conductivity will be smaller than the in-plane components. In the intrinsic and oxygen-rich regions, the interstitial mechanism associated with oxygen dominates the ionic conductivity. It is therefore obvious that migration along the y direction via the red channel will be preferred over the in-plane migration for oxygen interstitials. Thus, the calculated results predict changes in ionic conductivity under different doping conditions that are anisotropic in nature. 
IV. SUMMARY
A detailed theoretical study of vacancies, interstitials, and dopants was performed in monoclinic ␤-Ga 2 O 3 . For such a low-symmetry lattice, a systematic and general procedure is proposed to identify interstitial sites and migration paths, showing how the temperature effects can be taken into account. The most prominent structural features are found to be the empty channels along the b direction, which have an influence on the preferred interstitial positions and migration paths for the host lattice ions in the lattice, and the perpendicular atomic sheets, controlling the vacancy migration paths. It is seen that the tetrahedral chains along the b axis ͑especially the Ga I and the vertex-shared O II ͒ are the weakest links of this structure; they are easily broken by neighboring defects, leading to complex defects, defect aggregation, and possibly to structural disorder. The calculated results predict the anionic Frenkel pairs consisting of the oxygen vacancy and oxygen interstitial to dominate the defect structure in the lattice. The dopants considered here are likely to be stabilized at the octahedral gallium sites, except for Be +2 , which prefers a tetrahedral gallium site in the lattice. The oxygen interstitials are predicted to be the dominant carriers in the intrinsic and oxygen-rich conditions, while it is suggested that the oxygen vacancy mechanism dominates the conductivity in oxygen-deficient conditions. This has important consequences in the anisotropy of the conductivity, since oxygen interstitial mechanisms tend to favor one-dimensional ͑0, y ,0͒ conduction along the empty channels, while oxygen vacancies prefer two-dimensional ͑x ,0,z͒ mechanisms within the atomic sheets.
Whenever there is a set of simultaneous chemical-like reactions involving defects, the equilibrium conditions will depend on the so-called initial constraints, i.e., those of a hypothetical initial state in which the reactants are mixed but there has been no reaction yet.
To obtain the equilibrium conditions, a set of N r ͑linearly͒ independent reactions 0 → ͚ i i r A i , r =1, ... ,N r , must be selected. Here, A i represents the different defect species and i r their stoichiometric coefficients in reaction r. In our case, grouping together the different possible sites for each class of defects, and attending only to the native defects ͑vacancies and interstitials͒, two Frenkel-like reactions together with the Schottky-like one constitute the set of independent reactions:
It is customary to use de Donder's extent of reaction, 47 defined as d r = dx i r / i r , valid for all species involved in the reaction, and where dx i r corresponds to the infinitesimal increase or decrease in x i due to the advance of reaction r. Since the total increase or decrease in x i will be the sum of those due to each of the reactions, we arrive at the set of linear equations:
To obtain the magnitude of the concentrations, x i should be substituted in the mass-action law. Alternatively, we can eliminate 's from the above equation to obtain
͑A3͒
The above exact relation leads, however, to a set of nonlinear equations whose solution requires further approximations based on different conditions, such as the oxygen-rich and oxygen-deficient cases. The calculated formation energies of native defects suggest that the anion Frenkel defect is most likely to occur in ␤-Ga 2 O 3 . Since we are considering only cations as dopants, the charge compensation mechanism will therefore be dominated by the oxygen ions in the lattice. Thus, in order to simplify the equilibrium conditions, we will consider both stoichiometric and nonstoichiometric oxygen-rich and oxygen-deficient conditions.
• Intrinsic: x i,0 are assumed to be zero for the defect-free crystal. Since the Schottky reaction requires a much larger energy than that required by the Frenkel ones ͑see Table  VIII͒ , it is plausible to assume that F , FЈ ӷ S Ӎ 0. Then,
• Excess of MO-like defects: For a material doped with the x M concentration of a defect, all x i,0 are zero except x V O ,0 = x M / 2. The excess of such defects in the lattice would be much larger than their formation from the intrinsiclike reactions. Hence, x V O Ӎ x M / 2, a constant value independent of temperature leading to E V O c =0.
• 
