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Abstract - This paper presents an empirical study of multi-label 
classification methods, and gives suggestions for multi-label 
classification that are effective for automatic image annotation 
applications. The study shows that triple random ensemble 
multi-label classification algorithm (TREMLC) outperforms 
among its counterparts, especially on scene image dataset. 
Multi-label k-nearest neighbor (ML-kNN) and binary 
relevance (BR) learning algorithms perform well on Corel 
image dataset. Based on the overall evaluation results, 
examples are given to show label prediction performance for 
the algorithms using selected image examples. This provides an 
indication of the suitability of different multi-label 
classification methods for automatic image annotation under 
different problem settings. 
Keywords- empirical study; multi-label classification; 
image annotation and retrieval 
I.   INTRODUCTION  
Automatic image annotation (AIA) refers to 
automatically associate a set of semantic concepts or labels 
to un-labeled images [1, 2]. Retrieving images based on 
content attributes is challenging due to the difficulty of 
representing query images using abstract features [3]. Thus, 
concept keywords based image retrieval becomes popular. 
This method requires annotating images with semantic 
concepts, followed by a search in the databases based on the 
corresponding query keywords [2, 4]. 
A critical problem for image annotation is that many 
images may be associated with multiple semantic concepts 
since the images may contain multiple objects. This is a 
typical multi-label learning problem. Many automatic image 
annotation (AIA) approaches treat such problem as 
single-label learning, and tackle it by developing multiple 
binary classifiers [1, 2, 3, 5, 6]. In this way, potential 
correlations among the labels are ignored. Recently, several 
AIA approaches have attempted to take into account of 
correlations among the labels [6, 7, 8, 9]. Figure 1 shows a 
categorization of automatic image annotation approaches. 
AIA can be grouped into statistical model and classification 
based approaches [3, 5, 6], and the classification based 
approaches can be further divided into single-label and 
multi-label classification (MLC) based [1, 6, 7]. The 
statistical model based approaches give rise to the problem 
of semantic gap [3, 6]. Thus, classification based approaches 
have become popular. Particularly, the MLC based AIA has 
drawn much attentions in recent years thanks to it considers 
correlations among labels [6, 7, 8, 10, 11, 12].  Since the 
AIA problem can be viewed as MLC problem, exploring and 
identifying robust MLC methods for AIA are the objective 
of this study.  
 
 
Figure1. Categorization of image annotation approaches 
II.   MULTI-LABEL CLASSIFICATION METHODS 
In multi-label classification problem, each example can 
be assigned to multiple classes where the classes or labels 
are possibly correlated [6, 7, 13, 14]. Many MLC methods 
have been developed in both problem transformation (PT) 
and algorithm adaptation (AA) based categories [15, 16, 17]. 
The methods in PT group decompose a MLC task into 
multiple binary classification problems, and employ 
single-label classification methods to tackle the problems. 
The methods in the AA group modify binary classification 
algorithms to adapt and solve MLC problems directly. 
ML-kNN is an AA approach [18] which extends the 
traditional k-nearest neighbor lazy learning to tackle the 
multi-label learning problem. Maximum a posterioris 
(MAP) principle is used to determine real-world multi-label 
learning problem in ML-kNN, where the number of 
neighbouring instances belonging to each possible class 
[18].  Back-propagation multi-label learning (BP-MLL) [19] 
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adapts the back-propagation neural network to multi-label 
learning by introducing a new error function. 
Among the popular PT approaches, binary relevance 
(BR) [20, 16] learns M binary classifiers, one for each 
different label and M denotes the size of all the label set L. 
BR then outputs the union of the labels for a new instance 
that are positively predicted by the M classifiers. Label 
power set (LP) method [13,15,16] considers each particular 
set of labels that exists in a multi-label training set as one of 
the classes in a new single-label classification task. The 
single-label classifier of LP then outputs the most likely 
class. Random k-label sets ensemble learning (RAkEL) [21] 
builds an ensemble of LP classifiers. Each LP classifier is 
trained using a different small random subset of a label set. 
In this way, RAkEL is able to take label correlations into 
account and avoid LP's learning problems [16] [21]. 
Calibrated label ranking (CLR) [22] learns a mapping from 
instances to rank over a finite number of predefined set of 
class labels. In hierarchy of multi-label classifiers 
(HOMER) [23], a tree-shaped hierarchy of simple 
multi-label classifier is constructed where each classifier 
handles a small set of labels.  
In order to avoid unnecessary and detrimental 
complexity, as well as to ensure minimal information loss, 
the PT based pruned set (PS) was proposed [24], which 
prunes away infrequently occurring label sets. The pruned 
sets are broken up into more frequently occurring subsets 
and pruned instances are reintroduced into the data in a 
post-pruning step. Ensemble of pruned set (EPS) was 
formed by combining the pruned sets in an ensemble 
learning scheme, which enables setup new label sets to adapt 
complex multi-label data [24]. The triple-random ensemble 
multi-label classification (TREMLC) [25] integrates the 
ideas of random subspace method (RSM) [26, 27], bagging 
[28, 29] and random k-label set ensemble learning [21], 
where RSM applies the random subspace strategy to feature 
space, RAkEL uses the strategic random subspace scheme to 
label space, and bagging employs the random sub-sampling 
to instance space. This way, sets of feature subsets, label 
subsets, and instance subsets are produced iteratively. By 
end of the iteration, a set of ensemble multi-label classifiers, 
a set of LP [15, 21], are built using the randomly selected 
subsets to train the LP classifiers, where LP uses Decision 
tree [30] as base classifier. Although RAkEL, EPS and 
TREMLC are effective multi-label ensemble learning 
methods, however, they pursuing different subsets selection 
schemes for building multi-label ensemble classifiers.  
III. EXPERIMENTAL SETUP 
A.  Datasets 
The selected MLC algorithms are evaluated on five 
multi-label multimedia datasets (see TABEL I) including 
images scene [13] and jmlr2003 subset 001 (jmlr001) [31], 
video mediamill [32], music emotions [33] and diagnostic 
medical report text [24, 35] datasets. 
 
TABLE I.  MULTI-LABEL DATASETS 
Dataset 
Names 
Domains Instances Attributes Labels 
 scene image 2407 294 num. 6 
 jmlr001 image 13766 500 nom. 153 
mediamill video 43907 120 num. 101 
emotions music 593 72  num. 6 
medical text 978 1449 nom. 45 
 
The scene image dataset contains 2407 image instances, 
and each image is associated with up to 6 concept classes, 
such as beach, mountain and field. The images are described 
with 294 visual numeric features and these features are 
represented with spatial color moments in Luv color space. 
Prior to this stage, each image is segmented into 49 blocks 
using a 7 rows by 7 columns grids, thus the total features of 
each image are calculated as 2 × 3 × 7 × 7 = 294 [13, 22]. 
Furthermore, among these features, spatial information 
plays a crucial role. 
The jmlr001 dataset is produced from the first (001) 
subset of the data jmlr2003 [31]. The jmlr2003 is derived 
from a popular benchmark dataset eccv2002 [34] by 
eliminating less frequently appeared keyword classes, i.e. 
374 keyword classes in eccv2002 were reduced to 153 in 
jmlr2003 subset 001. Before this stage, images are 
segmented using normalized cuts, then useful 46 numeric 
features are extracted from each region/blob and vector 
quantized. Next, the blobs are clustered into 500 blob 
clusters, and they are used as nominal features of the 
jmlr001 dataset. The jmlr001 data is created based on 13766 
images, and these images are associated with 153 concept 
classes. 
The mediamill dataset is based on the mediamill 
challenge data set [32]. It contains pre-computed low-level 
multimedia features from 85 hours of international broadcast 
news video of the TRECVID 2005/2006. That is, the 
mediamill contains Arabic, Chinese, and US news 
broadcasts that were recorded during November 2004, and 
the contents are annotated with multiple labels. The 
component used for the evaluation of MLC algorithms is 
based on still image data from the video shot key frames 
extracted. The annotation was extended to current 101 
concepts from a manual annotation of 39 labels in 
TRECVID 2005. 
The emotions dataset can be used for evaluating the 
predictive power of several audio features [33]. The emotion 
dataset contains a set of 593 songs with 6 clusters of music 
emotions, which is constructed based on the Tellegen 
-Watson-Clark model. The medical dataset was constructed 
from the available data in Computational Medicine Center’s 
2007 Medical Natural Language Processing Challenge [24, 
35]. It contains 978 clinical text reports and each report is 
related to one or more disease code from the 45 classes. 
B. Evaluation Methods 
The evaluation methods for multi-label classification can 
be divided into example based, label-based, and ranking 
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based measures [16, 18]. Two popular MLC evaluation 
metrics are chosen from the various measures in this paper: 
•   Example-based Evaluation measures bipartition 
based on the average differences of the actual and 
predicted sets of labels. Suppose the multi-label 
evaluation dataset D contains multi-label examples 
( ii Yx , ), i=1, 2,…,N, where i denotes the number of 
examples in D, LYi ⊆ denotes a set of true labels 
associated with i th example xi,  L={lj: j=1…M} 
denotes a set of all the labels. Then, A set of labels 
that are predicted by a multi-label classifier h for 
.ix is )( ii xhZ = , Hamming-loss that average 
binary classification error can be calculated as: 
             H-loss= ¦
=
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       The smaller value of the hamming-loss is indicative 
of better classification performance. 
•   Ranking-based Evaluation measures the ranking of 
label predictions. The most relevant label is ranked to 
receive highest score, while the most irrelevant one is 
ranked to receive the lowest. The ranking based label 
prediction by using label ranking method is assumed 
to be ri (l) for a label l [16]. Average precision 
evaluates the average fraction of labels ranked above 
a particular label iYl ∈ : 
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  The larger value of the average precision is indicative of 
better classification performances. 
C. Experimental Setting 
A number of popular MLC algorithms are chosen for this 
empirical study. Default parameters are set for the examined 
MLC algorithms as indicated in the literature. ML-kNN is 
run with 10 nearest neighbors and a smoothing factor equal 
to 1 [18]. For BP-MLL [19], the number of training epochs 
is set to 100, and learning rate is set to 0.05 by default. 
HOMER distributes the labels evenly and randomly into 3 
subsets, and CLR is chosen to be the learner base for 
HOMER. Similar to RAkEL [21], TREMLC uses LP [25] as 
multi-label base learner, set the number of models (number 
of iterations) to the twice size of the label set, i.e. m= 2M, set 
the label subset size k to 3 and the threshold to 0.5, since 
these parameters gave a better performance for RAkEL [21]. 
Furthermore, each subset of feature set and instance set 
covers 70% of the original sets for TREMLC by default. 
Additionally, the minimum size of models is set to 200 if the 
m=2M < 200 for TREMLC in order to build sufficient 
ensemble classifiers for achieving better label predictions 
[25]. The predictive performances of the examined MLC 
algorithms are evaluated using 10-fold cross-validation.  
IV. EXPERIMENTAL RESULTS AND DISCUSSION 
A. Predictive Performance 
 Evaluation results of the predictive performance of the 
examined MLC algorithms are given in TABLES IV – V, 
and the evaluation time is presented in TABLE VI. These 
tables show that TREMLC performed the best in terms of 
hamming-loss on almost all the selected multi-label datasets, 
except the jmlr001. ML-kNN performed slightly better than 
TREMLC on jmlr001 using hamming-loss measure. In the 
second best performance level, ML-kNN performed nicely 
on scene, mediamill and emotions, while RAkEL 
approached to the high performance in the next level on 
almost all the datasets. Furthermore, CLR achieved 
reasonably good results on jmlr001, mediamill and medical, 
while BR climbed to the better position on jmlr001 and 
medical. These can be observed from TABLE IV. 
      Under ranking-based average precision measure, 
TREMLC is assessed as the best among its counterparts on 
three out of five selected evaluation datasets, especially on 
scene, while BR achieved the best performance on jmlr001, 
and ML-kNN reached the best on mediamill and the second 
best on scene and jmlr001. EPS approached the second best 
on mediamill and performed  reasonably well on scene and 
jmlr001, while CLR achieved the second best on medical, 
and gained relatively good results on scene and jmlr001. In 
the next level, RAkEL is the best performance on almost all 
the selected datasets except for jmlr001. These are 
evidenced by the emprical results in TABLE V. 
      Overall, TREMLC achieved the top performance on four 
out of five evaluation datasets under example-based 
hamming-loss, while ML-kNN achieved slightly better on 
jmlr001. Again, TREMLC showed excellence on three out 
of five datasets when measured with ranking based average 
precision, especially on scene, while BR reached the highest 
performance on jmlr001, and ML-kNN gained the best 
performance on mediamill.   
B. Evaluation Time 
Table VI shows that ML-kNN is the fastest algorithm 
among its counterparts. It showed efficiency on three out of 
five selected datasets. The next efficient algorithms are BR 
on jmlr001 and BP-MLL on mediamill. The most time 
consuming algorithms on large sized dataset mediamill is 
LP, followed by RAkEL, CLR, TREMLC and EPS. For the 
smaller to medium sized datasets, TREMLC is the slowest 
algorithm, due to its iterative ensemble classifiers 
construction with triple times random subsets selection. 
RAkEL also cost great amount of time to build classifiers on 
larger sized datasets. The sizes of the datasets and 
dimensionalities of the datasets in the feature space and label 
space impact the efficiencies of the MLC algorithms. 
C. Image Annotations 
Image annotation examples based on multi-label 
classification algorithms on jmlr001 are presented in this 
section. Overall, TREMLC algorithm is evaluated as the top 
performing MLC algorithm. It is ranked as the best for label 
predictions on scene, and achieved the second best on 
jmlr001 under hamming-loss. BR is assessed as the best on 
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jmlr001 using average precision measure, and reached the 
above average position under hamming-loss. Therefore, 
examples are given from the prediction results of these two 
algorithms on jmlr001. TABLE II provides real labels and 
predicted labels for the example images chosen from the 
Corel image 16k 001 given in Fig. 2. The evaluation result of 
the label predictions on full jmlr001 dataset is presented in 
TABLES IV and V.  The predicted labels can be viewed as 
target annotations for the example images.  
As can be seen from TABLE II, one extra label is 
predicted for example Image1, i.e. additional concept 
‘flowers’ is predicted apart from correct prediction of the 
three concepts when using TREMLC for the label 
predictions. Predicted labels for Images 2-3 and 5 are false. 
According to TABLES II - III, 49 (flowers), 76 (leaves) and 
97 (plants) are predicted for Image 2 for the real labels 9 
(birds), 56 (grass) and 85 (nest). However, the causes for 
these false predictions maybe partially due to the visual 
features of these objects are similar, such as the colors and 
textures of grass (56), leaves (76) and plants (97) are the 
similar in some way. Visual features of nest (85) and flowers 
(49) may not be distinguished by the algorithm. TABLE II 
shows that the predicted labels for Images 4 and 6 are 
partially correct, i.e. two out of three labels are predicted 
correctly for Image 4, while one out of two labels are 
correctly predicted for Image 6. 
BR predicted accurately all the labels for Image 1. 
Another difference to the label predictions using TREMLC 
is that, one additional false label is predicted for Image 5 by 
BR. The rest of the label predictions for the example images 
are the same as the prediction by TREMLC. There is 
possibility that predictions for some images are none. This 
indicates that the algorithm is failed to predict any labels for 
a particular image. Hence, improvement of the prediction 
performances of the algorithms is necessary. 
There are a number of ways to improve the above label 
prediction performances. Firstly, refining the parameters for 
a particular algorithm, such as selecting different set of 
parameters, i.e. number of models and sizes of the label 
subset for RAkEL and TREMLC, and additional feature 
subset and instance set sizes can be adjusted for better 
performance of TREMLC. The next strategy is to work on 
the pre-processing steps of AIA by using more effective 
methods for image segmentation and feature extraction [1]. 
Finally, developing more robust algorithms for a particular 
annotation task is another option. Furthermore, since it was 
hard to obtain original images for scene, examples for scene 
predictions are omitted. The predictive performance of 
TREMLC is better on scene, while BR and ML-kNN shows 
strength on jmlr001. Therefore, selection or development of 
a suitable and effective method for a particular annotation 
task is important.  
   
(a)    Image 1                            (b) Image 2 
   
(c ) Image 3                               (d) Image 4 
                              
(e) Image 5                          (f) Image 6 
Figure 2. Example images associated with multiple concept labels 
TABLE II.    REAL LABELS AND PREDICTED LABELS  FOR THE 
EXAMPLE IMAGES FROM COREL16K001 
Input  
Images 
Real labels Predicted labels  
by TREMLC 
Predicted   
Labels by BR 
I1-005 9,  12 , 85 9 , 12, 49, 85  9, 12, 85 
I2-013 9 , 56,  85  49,  76,  97 49, 76, 97 
I3-017 9,  56,  85  93   93 
I4-020 9,  56,  85  9,   85  9,  85 
I5-027 9,  85, 139  49   49, 76 
I6-041 9,    139 9     9 
V. CONCLUSION 
Empirical study of popular multi-label classification 
methods was presented, and different MLC algorithms are 
suggested for different annotation problems in this paper. 
TREMLC is superior in most cases under hamming-loss. It 
achieved the best label predictions on scene, while BR and 
ML-kNN performed better on jmlr001 under different 
evaluation measures. The empirical results also reveal that 
improving the efficiencies of the examined time consuming 
MLC algorithms is a critical task for the next step. 
Optimizing the AIA performances by refining the datasets in 
pre-process steps is important, since the quality of the 
dataset that are obtained from the pre-process and feed into 
classifiers affect the performances of AIA systems directly. 
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 TABLE III.  SELECTED  CONCEPT  KEY WORDS  AND LABELS CORRESPONDENCE IN JMLR001 DATASET 
Labels 9    12 49 56 76 85 93 97 139 
Words birds branch flowers grass leaves nest people plants tree 
  
TABLE IV.  PREDICTIVE PERFORMANCES OF MLC ALGORITHMS MEASURED WITH HAMMING-LOSS
MLC 
Algorithms 
scene jmlr001 mediamill emotions medical 
TREMLC 0.082821 0.018849 0.02814 0.180758 0.010319 
EPS 0.102275 0.021929 0.030748 0.233644 0.011886 
ML-KNN 0.085309 0.018669 0.028189  0.195122 0.015112 
BPMLL 0.139313 0.689394 0.05999 0.204670 0.507613 
BR 0.136762 0.019729 0.03349 0.247401 0.010344 
LP 0.143819 0.032102 0.042314 0.27775 0.013476 
RAKEL 0.098884 0.019327 0.029003 0.217538 0.010411 
CLR 0.138348 0.018921 0.028317 0.242302 0.010364 
HOMER 0.165357 0.035103 0.04496 0.278315 0.011229 
 
 
TABLE V.  PREDICTIVE PERFORMANCES OF MLC ALGORITHMS MEASURED WITH AVERAGE PRECISION.
MLC 
Algorithms 
scene jmlr001 mediamill emotions medical 
TREMLC 0.880521  0.1712 0.69915 0.820078 0.871313 
EPS 0.832368 0.283526  0.745029  0.770904 0.839276 
ML-KNN 0.865763 0.287985 0.755868  0.796454 0.813356 
BPMLL 0.824252 0.031879 0.663015  0.813071 0.152304 
BR 0.710852 0.289205 0.576282 0.701352 0.834109 
LP 0.739422 0.185362 0.57648 0.683013 0.814071 
RAKEL 0.835592 0.182094 0.691481 0.783797 0.826389 
CLR 0.809449 0.282241 0.699258 0.759014 0.851976 
HOMER 0.71679 0.201736 0.524566 0.702491 0.801279 
 
 
TABLE VI.  EVALUATION TIMES OF THE EXAMINED MLC ALGORITHMS
  
MLC 
Algorithm 
scene jmlr001 mediamill emotions medical 
TREMLC 172.8003 1231.66 2020.85 8.769833 51.2055 
EPS 12.758667 161.173 1849.847 0.647 3.5475 
ML-KNN 2.757667 301.513 339.457 0.1195 0.1185 
BPMLL 1.339667 135.451 156.134 0.107333 8.699833 
BR 2.487 58.90133 727.2203 0.140167 0.7685 
LP 3.281833 486.023 3207.094 0.153833 3.496833 
RAKEL 16.16567 2371.159 3081.987 0.770333 21.08367 
CLR 5.075333 1576.314 2577.75 0.285 6.285 
HOMER 4.356 1088.286 533.3867 0.225667 3.688833 
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