The covering dimension of a distinguished subset of the spectrum M(H∞) of H∞ and the algebra of real-symmetric and continuous functions on M(H∞)  by Mortini, Raymond
Topology and its Applications 159 (2012) 900–910Contents lists available at SciVerse ScienceDirect
Topology and its Applications
www.elsevier.com/locate/topol
The covering dimension of a distinguished subset of the spectrum
M(H∞) of H∞ and the algebra of real-symmetric and continuous
functions on M(H∞)
Raymond Mortini
Département de Mathématiques, LMAM, UMR 7122, Université Paul Verlaine, Ile du Saulcy, F-57045 Metz, France
a r t i c l e i n f o a b s t r a c t
Article history:
Received 13 October 2010
Received in revised form 9 December 2011
Accepted 9 December 2011
MSC:
primary 46J15
secondary 46J10, 30H05, 54C40, 54F45,
55M10
Keywords:
Covering dimension
Spectrum for bounded analytic functions
Bass stable rank
Topological stable rank
Real-symmetric functions
We show that the covering dimension, dim E , of the closure E of the interval ]−1,1[ in the
spectrum of H∞ equals one. Using Suárez’s result that dimM(H∞) = 2, we then compute
the Bass and topological stable ranks of the algebra C(M(H∞))sym of real-symmetric
continuous functions on M(H∞).
© 2011 Elsevier B.V. All rights reserved.
0. Introduction
In recent years the real counterparts to the classical complex function algebras A(D), A(K ), H∞(D) have gained a certain
interest due to their appearance in control theory. These are, for example, the algebras
A(K )sym =
{
f ∈ C(K ), f holomorphic in K ◦ and f (z) = f (z) for all z ∈ K},
where K is a real-symmetric compact set in C (that is, K satisﬁes z ∈ K ⇐⇒ z ∈ K ),
AR(D) =
{
f ∈ A(D): f real-valued on [−1,1]},
and
H∞
R
= H∞
R
(D) = { f ∈ H∞(D): f real-valued on ]−1,1[}
(see [16,20,27,28,33,34]). If D is the closed unit disk, then of course A(D)sym = AR(D). The main feature in the papers
referenced above was to give a determination of the Bass and topological stable ranks. In addition, extension problems to
invertible tuples of real-symmetric functions in several complex variables were studied in [17] for the real algebras
E-mail address:mortini@univ-metz.fr.0166-8641/$ – see front matter © 2011 Elsevier B.V. All rights reserved.
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{
f ∈ C(K ): f (z1, . . . , zn) = f (z1, . . . , zn)
}
of complex-valued continuous functions on real-symmetric compact sets K in Cn .
In the present work we will determine the topological and Bass stable ranks of the algebra C(M(H∞))sym of all complex-
valued continuous functions on the spectrum M(H∞) of H∞ that satisfy f (z) = f (z) in D = {z ∈ C: |z| < 1}. Note that in
view of the corona theorem, D can be viewed of as a dense subset of M(H∞). We will call C(M(H∞))sym the real-symmetric
algebra associated with C(M(H∞)). Let us point out that the trace of C(M(H∞)) in D is a proper subalgebra of the algebra
Cb(D,C) of all bounded, continuous and complex-valued functions on D.
From a topological view point, the space M(H∞) is a very bizarre space; it is a non-metrizable, connected, compact
Hausdorff space of cardinal at least 2c that is neither locally connected, nor path-connected [1]. In particular, M(H∞) is not
contractible. Its covering dimension, though, is small: it is two [29].
A quite diﬃcult problem is a concrete characterization of those continuous functions on D that admit a continuous
extension to M(H∞). K. Hoffman showed in his fundamental work [9] that C(M(H∞)) is the smallest uniformly closed
subalgebra of Cb(D,C) that contains the (complex)-valued bounded harmonic functions. C. Bishop [2] showed that f ∈
Cb(D,C) has a continuous extension to M(H∞) if and only if f is uniformly continuous with respect to the hyperbolic
metric in D and for every ε > 0 there is a Carleson contour Γ in D so that f is within ε of a constant on each connected
component of D \ Γ .
Henceforth, we give a thorough discussion of the algebra C(M(H∞))sym. It can be looked upon as a non-trivial standard
model for the classical real function algebras C(X, τ ) presented for example in the monograph [12] by Kulkarni and Limaye.
1. The algebra C(M(H∞))sym
We ﬁrst look at several properties of the underlying space M(H∞) that are relevant to the study of the algebra
C(M(H∞))sym. Let f ∈ C(M(H∞)) and deﬁne f ∗ by f ∗(z) = f (z). If f ∈ H∞ , then f ∗ ∈ H∞ and the operation σ given
by σ( f ) = f ∗ is an algebra involution on H∞ . It is well known that { f ∈ H∞: f = f ∗} coincides with the algebra H∞
R
deﬁned above. We shall now introduce the associated involution on C(M(H∞)).
Lemma 1.1. For m ∈ M(H∞), let m∗ be deﬁned as m∗( f ) =m( f ∗), f ∈ H∞ . Then m∗ ∈ M(H∞). Moreover, if (ϕzα ) is a net of point
functionals in D that converges to m ∈ M(H∞), then (ϕzα ) is a net of point functionals in D that converges to m∗ ∈ M(H∞).
Proof. It is obvious that m∗ is additive. Moreover, m∗ is homogeneous because
m∗(λ f ) =m((λ f )∗)=m(λ f ∗)= λm( f ∗)= λm∗( f )
whenever f ∈ H∞ . Thus m∗ ∈ M(H∞). Now if ϕzα →m, then
ϕzα ( f ) = f (zα) = f ∗(zα) = ϕzα
(
f ∗
)→m( f ∗). 
Lemma 1.2. Let τ0 : D → D be the involution a 	→ a. Then τ0 admits a unique extension to a topological involution τ between M(H∞)
and itself.
Proof. Let ϕa : f 	→ f (a) be the evaluation functional associated with a ∈ D. For m ∈ M(H∞), consider the functional m∗
given above. Deﬁne τ at m by τ (m) = m∗ . Note that τ (ϕa) = ϕa . Hence τ : M(H∞) → M(H∞) is an involution between
M(H∞) and itself. It remains to show that τ is continuous on M(H∞). So let mα be a net in M(H∞) converging to m. Then
for f ∈ H∞
τ (mα)( f ) =m∗α( f ) =mα
(
f ∗
)→m( f ∗)=m∗( f ) = τ (m)( f ).
Thus τ is a topological involution extending τ0. 
For a topological involution τ on a compact Hausdorff space X let
C(X, τ ) := { f ∈ C(X,C): f (τ (m))= f (m) for everym ∈ X}
be the classical real function algebra as given for example in [12, p. 27]. Using Lemma 1.2 above, we can now represent
C(M(H∞))sym as an algebra of this type:
Corollary 1.3. Let τ be the involution from Lemma 1.2. Then
C
(
M
(
H∞
))
sym = C
(
M
(
H∞
)
, τ
)
.
902 R. Mortini / Topology and its Applications 159 (2012) 900–910Proof. Recall that C(M(H∞))sym was deﬁned to be the set of all functions f in C(M(H∞)) such that f (z) = f (z) for all
z ∈ D. Let f ∈ C(M(H∞))sym and m ∈ M(H∞). The continuity of τ implies that g ◦ τ ∈ C(M(H∞)) whenever g ∈ C(M(H∞)).
If m is not point evaluation at some point in D then, by the corona theorem, we choose a net zα in D such that ϕzα →m.
Then, by Lemma 1.2
f
(
τ (m)
)= lim f (τ (ϕzα ))= lim f (zα) = lim f (zα) = f (m).
So C(M(H∞))sym ⊆ C(M(H∞), τ ). The other inclusion is trivial noticing that τ restricted to D is τ0. 
Observation 1.4. f ∈ Cb(D,C) has a continuous extension F to M(H∞) if and only if f ∗ has.
Proof. This follows from the representation f ∗ = (F ◦ τ )|D and the fact that τ is continuous on M(H∞) (Lemma 1.2).
Another way to see this is to use Hoffman’s theory that states that C(M(H∞)) is the uniformly closed subalgebra of Cb(D,C)
generated by bounded holomorphic functions and their complex conjugates. 
In conformity with our previous notation, we keep on writing f ∗ for the function f ◦ τ , whenever f ∈ C(M(H∞)); that
is
f ∗(m) = f (m∗),
where m ∈ M(H∞).
In view of Corollary 1.3 and [12, Theorem 1.3.20] we have the following result on the structure of the maximal ideals of
C(M(H∞))sym and their associated multiplicative linear functionals (see also [13] for the case of the algebra AR(D)).
Theorem 1.5. Let Fτ = {m ∈ M(H∞): τ (m) =m} be the set of ﬁxed points of τ . Then the following assertions hold:
(i) An ideal I in C(M(H∞))sym is maximal if and only if
I = Im :=
{
f ∈ C(M(H∞))sym: f (m) = 0}
for some m ∈ M(H∞). Moreover, Im = Im∗ for any m.
(ii) Im has co-dimension 1 (in the real vector space C(M(H∞))sym) if and only if m ∈ Fτ .
(iii) Im has co-dimension 2 if and only if m ∈ M(H∞) \ Fτ .
(iv) The only multiplicative R-linear functionals φ : C(M(H∞))sym → R are given by φ( f ) = f (m), where m ∈ Fτ . Their kernels are
those maximal ideals Im that have co-dimension 1 in the real vector space C(M(H∞))sym .
(v) The remaining multiplicative R-linear functionals have target space C (regarded as an algebra over R), and are given by φ( f ) =
f (m) or φ( f ) = f (m), where m ∈ M(H∞) \ Fτ . Their kernels are the maximal ideals Im that have co-dimension 2 in the real
vector space C(M(H∞))sym .
(vi) C(M(H∞)) is the complexiﬁcation of C(M(H∞))sym . Each q ∈ C(M(H∞)) can be uniquely written as q = f + ig, where f , g ∈
C(M(H∞))sym . Here f = (q + q∗)/2 and g = (q − q∗)/(2i).
(vii) σ( f ) = f ∗ is a topological involution on C(M(H∞)).
Proof. For the proof, we just note that if τ (m) = m, then the evaluation functional φm on C(M(H∞))sym = C(M(H∞), τ )
satisﬁes
φm( f ) = f (m) = f
(
τ (m)
)= f (m).
Hence φm is real-valued and so the kernel has co-dimension 1.
On the other hand, if τ (m) = m, then there exists (by [12, Lemma 1.3.7]) a function f ∈ C(M(H∞), τ ) with f (m) = i
and f (τ (m)) = −i. Thus the evaluation functional φm is a surjection onto the real algebra C; hence its kernel has co-
dimension 2.
The results now follow from [12, Theorem 1.3.20]. 
That the maximal ideal spaces of C(M(H∞))sym and C(M(H∞)) can be identiﬁed also follows from the fact that if
( f1, . . . , fN ) ∈ C(M(H∞))Nsym, then a solution to the Bézout equation
∑N
j=1 q j f j = 1 in C(M(H∞)) yields the solution∑N
j=1
q j+q∗j
2 f j = 1 of the associated Bézout equation in C(M(H∞))sym.
In the same way, we may identify the maximal ideal space of the real subalgebra H∞
R
of C(M(H∞))sym with M(H∞).
Note, however, that if m is a character of H∞
R
, then the maximal ideals Kerm and Kerm∗ coincide even in the case where
m =m∗ .
In the next section we will determine the set Fτ of ﬁxed points of τ .
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Let E be the closure of ]−1,1[ in M(H∞), M+ the closure of D+ := {z ∈ D: Im z > 0} in M(H∞) and M− the closure of
D
− := {z ∈ D: Im z < 0} in M(H∞). Finally, T+ = {eiθ : 0< θ < π} and T− = {eiθ : −π < θ < 0}.
The goal in this section is to prove that M+ ∩ M− = E and to show that E = Fτ . To this end, we need a couple of
lemmas.
For f ∈ C(M(H∞)), we denote by Z( f ) = {m ∈ M(H∞): f (m) = 0} the zero set of f . The set of points in M(H∞)
with non-trivial Gleason parts will be denoted as usual, by G (see [8,9]). The pseudohyperbolic distance on D is given by
ρ(z,w) = | z−w1−zw |. Its extension to M(H∞) is deﬁned as
ρ(x,m) = sup{∣∣ f (x)∣∣: f ∈ H∞, ‖ f ‖∞  1, f (m) = 0},
x,m ∈ M(H∞).
Observation 2.1. Let f ∈ C(M(H∞)). Then f ∗(x) = f (x) whenever x ∈ E.
Proof. Let (rα) be a net in ]−1,1[ that converges to x. Then
f ∗(x) = lim f ∗(rα) = lim f (rα) = lim f (rα) = f (x). 
Our subsequent results will be based on the following assertion. Recall that for a real or complex function algebra A
with character space M(A) a compact set C ⊆ M(A) is said to be A-convex if C coincides with its A-convex hull
Cˇ =
{
m ∈ M(A): ∣∣ fˆ (m)∣∣max
C
| fˆ |, ∀ f ∈ A
}
,
where fˆ denotes the Gelfand transform of f .
Theorem 2.2. Let S be a closed subset of the closure E of ]−1,1[ in M(H∞). Then S is H∞-convex as well as H∞
R
-convex.
Proof. Let x /∈ S . Since H∞ is separating (see [29, p. 242]), there exists f ∈ H∞ such that f (x) = 0 and f = 0 on S . We
may assume that ‖ f ‖∞  1. Let g = f f ∗ . Then g ∈ H∞R and so g is real-valued on E . By deﬁnition of g , we actually have
that 1  g  0 on E . Since f = 0 on S , we obtain from f ∗ = f on E , that σ := minS g > 0. Now let h = 1 − g . Then
h ∈ H∞
R
⊆ H∞ , h(x) = 1 and so
max
S
|h| =max
S
h 1− σ < ∣∣h(x)∣∣.
Thus x does not belong to the H∞
R
-convex closure of S . Therefore S is H∞
R
-convex as well as H∞-convex. 
Lemma 2.3. Let b be an interpolating Blaschke product all of whose zeros zn in D satisfy Im zn < 0. Suppose that Z(b) ∩ E = ∅. Then
Z(b) ∩ M+ = ∅ and Z(b∗)∩ M− = ∅.
Proof. Let x ∈ M(H∞) satisfy b(x) = 0. We may assume that x /∈ D. Then x ∈ G and x belongs to the closure of the {zn:
n ∈ N} (see [8, p. 379]). Assuming that x ∈ M+ = cl(D+), we get from Hoffman’s result [9, p. 103] that ρ(Z(b)∩D,D+) = 0.
For j ∈ N, let u j ∈ D+ and n( j) be chosen so that ρ(zn( j),u j) 1/ j. Then every cluster point m of {zn( j): j ∈ N} belongs to
Z(b).
Note that Im zn( j) < 0 and Imu j > 0. By passing to subnets, we may assume that zn( j(α)) → m. Now, if Ima < 0 and
Im ξ  0, then
ρ(a,Rea) ρ(a,a) ρ(a, ξ) + ρ(ξ,a) 2ρ(a, ξ).
Now letting a = zn( j(α)) and ξ = u j(α) , we obtain that
ρ(zn( j(α)),Re zn( j(α))) → 0.
By taking a further subnet, if necessary, Re zn( j(β)) then converges to some m′ . Note that this implies that m′ ∈ E . Since ρ
is semi-continuous [9, p. 103], ρ(m,m′) = 0 and so m =m′ . Thus m ∈ E ∩ Z(b). Hence Z(b) ∩ E = ∅; a contradiction to our
hypothesis. Therefore x /∈ M+ . Since x was an arbitrary zero of b, we conclude that Z(b) ∩ M+ = ∅. Due to symmetry, we
obviously have that Z(b∗)∩ M− = ∅, too. 
Let us note that the previous result also holds for arbitrary Blaschke products (see Proposition 2.9 at the end of this
section). For the sake of completeness we present that result, too, although we will not use this fact in the present paper.
The proof itself is based on Theorem 2.6 and on a factorization theorem given by K. Izuchi.
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some cones. For the reader’s convenience we present its proof.
Lemma 2.4. Let u be the harmonic function with boundary values 1 on T+ and 0 on T− and let Cκ be the cone
Cκ =
{
z = x+ iy ∈ D: |y| κ(1− x)}.
Then there exists σ > 0 such that 1> u(z) 3/4 on
h+(Cσ ) :=
{
z = x+ iy ∈ D, 0 σ(1− x) y}
and 0< u(z) 1/4 on
h−(Cσ ) :=
{
z = x+ iy ∈ D, y < 0, 0 σ(1− x) |y|}.
Moreover, u(r) = 1/2 for every r ∈]−1,1[, 1/2 u  1 on D+ and 0 u  1/2 on D− .
Proof. Note that u has the form
u
(
reiθ
)= 1
2π
π∫
0
1− r2
1+ r2 − 2r cos(t − θ) dt.
Now we use the following inequality:
1+ r2 − 2r cos s = (1− r)2 + 4r sin2(s/2) (1− r)2 + s2.
Let θ ∈ [0,π/4]. Then
u
(
reiθ
)

θ∫
0
+
π/2∫
θ
 1+ r
1− r
1
2π
θ∫
0
1
1+ ( θ−t1−r )2
dt + 1+ r
1− r
1
2π
π/2∫
θ
1
1+ ( t−θ1−r )2
dt
= −1+ r
2π
arctan
(
θ − t
1− r
)∣∣∣∣
θ
0
+ 1+ r
2π
arctan
(
t − θ
1− r
)∣∣∣∣
π/2
θ
= 1+ r
2π
[
arctan
(
θ
1− r
)
+ arctan
( π
2 − θ
1− r
)]
.
Now if reiθ stays outside the cone
C := {z = r˜eiθ˜ ∈ D: |θ˜ | < C(1− r˜)},
then C(1− r) θ  π/4 and hence
u
(
reiθ
)
 1+ r
2π
[
arctanC + arctan
(
π/4
1− r
)]
r→1−→ arctanC
π
+ 1
2
.
Now C ⊆ Cκ with κ = C = tanψ , where ψ is the angle between the horizontal axis and the line y = κ(1− x) respectively
the curve r(θ) = 1− θC at the point 1.
Thus u(reiθ ) 3/4 whenever C is large, r = r(C) close to 1, and reiθ ∈ h+(Cσ ) for some σ = σ(C).
A change of variable −t → s shows that u(z)+ u(z) is the integral over the Poisson kernel on the whole interval [0,2π ].
Hence u(z)+ u(z) = 1. Now if z ∈ h+(Cσ ), then z ∈ h−(Cσ ) and so
u(z) = 1− u(z) 1− 3/4= 1/4.
Finally, if z = x is real, then 1= u(z) + u(z) = 2u(x); and so u(x) = 1/2.
Next let z ∈ D−; that is z = reiθ with −π < θ < 0. Then t − θ  t and so
u
(
reiθ
)
 1
2π
π∫
0
1− r2
1+ r2 − 2r cos(t) dt = u(r) = 1/2.
If z ∈ D+ , then u(z) = 1− u(z) 1/2. 
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(1) 1/2 u  1 on M+;
(2) 0 u  1/2 on M−;
(3) u = 1/2 on E.
Question. Do we have that u = 1/2 exactly on E?
Recall that for λ ∈ T, the ﬁber Mλ is given by
Mλ =
{
m ∈ M(H∞): m(z) = λ},
where z denotes the identity function here.
Theorem 2.6. M+ ∩ M− = E.
Proof. First we note that E ⊆ M+ ∩ M− by deﬁnition. Now let y ∈ M+ ∩ M− . Of course, we may assume that y /∈ D, since
the fact that
M+ ∩ M− ∩D =]−1,1[
is obvious. We claim that y belongs to one of the two ﬁbers M1 or M−1. In fact, suppose that y ∈ Mλ , where λ /∈ {−1,1}. We
may assume that Imλ > 0. Let pλ(z) = (1+ λz)/2 be a peak function in A(D) associated with λ. Then pλ ≡ 1 on Mλ ⊆ M+ ,
but |pλ|  1 − η < 1 outside small neighborhoods of λ within D. In particular |pλ|  1 − η on M− . Hence y /∈ M+ ∩ M−;
a contradiction.
Let x ∈ M(H∞) \ E . Since M+ ∪ M− = M(H∞), we may assume that x ∈ M+ . Also, by the paragraph above, we may
assume that x ∈ M1. We claim that x does not belong to M− .
Case 1. x ∈ G .
Choose a closed neighborhood U of x in M(H∞) so that U ∩ E = ∅. There exists an interpolating Blaschke product b
with b(x) = 0 such that Z(b) ∩ D ⊆ U ◦ ∩ D. Thus, by [8, p. 379], Z(b) ⊆ U . Hence Z(b) ∩ E = ∅. Decompose b in a product
b = b1b2 of two interpolating Blaschke products, where the zeros of b1 are those with imaginary part strictly positive and
where the zeros of b2 are those with imaginary part strictly negative. Note that b has no real zeros.
Noticing that Z(b2)∩ E = ∅, we obtain from Lemma 2.3 that Z(b2)∩ M+ = ∅. Thus b1(x) = 0. Again, since Z(b1)∩ E = ∅
and the zeros of b1 are contained in M+ , we obtain from Lemma 2.3, that Z(b1)∩ M− = ∅. Thus x /∈ M− . Hence,
M+ ∩ M− ∩ G ⊆ E.
Case 2. x is a trivial point with x ∈ M+ ∩ M1.
Since the M(H∞)-closure S of every cone
Cκ =
{
z = ξ + iη ∈ D: ξ  1/2, |η| κ(1− ξ)}
is contained in G (see [9, p. 108]), x is not in S . By Lemma 2.4, the harmonic function u given there is bigger than 3/4
on h+(Cκ ) and smaller than 1/4 on h−(Cκ ) if Cκ has a suﬃciently large opening. Now h+(Cκ ) ⊆ M+ , h−(Cκ ) ⊆ M− ,
h+(Cκ )∩ h−(Cκ ) = ∅ and
M1 =
(
h+(Cκ )∩ M1
)∪ (S ∩ M1)∪ (h−(Cκ )∩ M1).
Since x ∈ M+ , u  1/2 on M+ and u  1/4 on h−(Cκ ), we deduce that x ∈ h+(Cκ ) and so u(x) 3/4. Also, since u  1/2
on M− , we conclude that x /∈ M− .
To sum up, we have shown that (M+ \ E)∩ M− = ∅. Therefore M+ ∩ M− = E . 
Corollary 2.7. Let m ∈ M(H∞). The following assertions hold:
(1) m ∈ M+ if and only if m∗ ∈ M− .
(2) The set E coincides with the set of ﬁxed points Fτ of τ ; that is m =m∗ if and only if m ∈ E.
(3) m ∈ E if and only if m( f ∗) =m( f ) for any f ∈ H∞ .
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(2) Let m = m∗ . By (1), m ∈ M+ ∩ M− . Using Theorem 2.6, we conclude that m ∈ E . To prove the converse, let m ∈ E .
Choose a net rα ∈]−1,1[ converging to m. Then, by Lemma 1.1, rα = rα converges to m∗ . Thus m =m∗ . Since m∗ = τ (m), it
follows that Fτ = E .
(3) This is merely a reformulation of the assertion that m =m∗ . 
We add the following additional information on u.
Proposition 2.8. The following assertions hold:
(1) u ≡ 1 on the set of trivial points in M+;
(2) u ≡ 0 on the set of trivial points in M− .
Proof. If x ∈ M+ ∩ Mλ , λ ∈ T \ {−1,1}, then u(x) = 1 because u is constant 1 on Mλ . If x is a trivial point in M1 ∩ M+ , then
x lies outside the closure of any cone. Hence we can replace the number 3/4 in Lemma 2.4 by any number σ < 1 close to
one. Thus u(x) σ and so, u(x) = 1. A similar reasoning holds for x ∈ M− . 
Using Theorem 2.6, we may generalize Lemma 2.3 in the following way.
Proposition 2.9. Let B be a Blaschke product all of whose zeros zn in D satisfy Im zn < 0. Suppose that Z(B) ∩ E = ∅. Then Z(B) ∩
M+ = ∅ and Z(B∗)∩ M− = ∅.
Proof. The hypothesis Z(B) ∩ E = ∅ and the fact that M+ ∩ M− = E (Theorem 2.6) imply that M+ ∩ Z(B) and M− ∩ Z(B)
are disjoint, open–closed sets in Z(B). Suppose that both sets are non-empty. Then, by [10, Theorem 2.1], B = B+B− , where
Z(B+) = M+ ∩ Z(B), Z(B−) = M− ∩ Z(B). But B , and hence B+ , has no zeros in D+ . Thus the factor B+ does not exist. This
contradiction shows that Z(B)∩ M+ = ∅. 
Finally we remark, that if B is a Blaschke product all of whose zeros zn in D satisfy Im zn < 0, then Z(B) ∩ M+ can
be big, though. Just take the zeros zn in D− with ρ(zn,1 − 1n2 )  1/n and let B be the associated Blaschke product. Then
B(r) → 0 as r → 1 and so B vanishes identically on every Gleason part P (x) associated with a point x ∈ E \D. We claim that,
(P (x) ∩ M+) \ E = ∅ and (P (x) ∩ M−) \ E = ∅. In fact, suppose that rα → x, rα ∈]0,1[. Then wα := rα+z1+rα z → Lx(z), wα ∈ D+
for z ∈ D+ , wα → (Lx(z))∗ and wα → Lx(z). Since the Hoffman map Lx is a bijection, Lx(z) = Lx(z), and so Lx(z) = (Lx(z))∗ .
Thus, by Corollary 2.7, Lx(z) ∈ (P (x)∩ M+) \ E and Lx(z) ∈ (P (x)∩ M−) \ E . In particular, ∅ = P (x)∩ M+ ⊆ Z(B).
Such a phenomenon does not occur when b is an interpolating Blaschke product, since Z(b) ⊆ M− whenever the zeros
in D are in the lower half-disk. Thus the fact that M+ ∩ M− = E implies that no point in M+ \ E can be a zero of b.
3. The covering dimensions of E and M+
First let us recall the deﬁnition of the notion of covering dimension (or Cˇech–Lebesgue dimension) as given in [6, p. 54]
or [22, p. 111]. Let X be a normal topological space. Then X is said to have dimension n, denoted by dim X = n, if n is the
smallest integer such that every ﬁnite open covering of X has a ﬁnite open reﬁnement of order n. Here, as usual, the order
of a family A of subsets of X is the largest integer n such that A contains n+ 1 sets with a non-empty intersection.
In order to determine the covering dimension of E , we need the following result from [22, p. 119]. Recall that a closed
set C separates two disjoint closed sets E and F in a normal space X if X \ C = G ∪ H , where G and H are two disjoint open
sets with E ⊆ G and F ⊆ H .
Proposition 3.1. If X is a normal space, the following assertions are equivalent:
(1) dim X  n;
(2) for each family of n+ 1 pairs of closed sets{
(E1, F1), . . . , (En+1, Fn+1)
}
where Ei ∩ Fi = ∅, there exists a family {C1, . . . ,Cn+1} of closed sets such that Ci separates Ei and Fi and⋂n+1i=1 Ci = ∅.
Theorem 3.2.
(a) Let E be the closure of ]−1,1[ in M(H∞). Then the covering dimension of E is one.
(b) The covering dimension of the closure, M+ , of {z ∈ D: Im z > 0} in M(H∞) is two.
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convex. So the maximal ideal space of the algebras A j = H∞|E j∪F j equals X := E j ∪ F j . Since E j and F j are open–closed
in X , Shilov’s idempotent theorem (see for example [7, p. 88]) yields a function q j ∈ A j such that q j ≡ 1 on F j and q j ≡ 0
on E j . Thus there exists f j ∈ H∞ such that f j ∼ 1 on F j and f j ∼ 0 on E j . Let h j = f j f ∗j . Then h j ∈ H∞R and h j is real-
valued on ]−1,1[, hence on E . Moreover, since for x ∈ E one has f ∗(x) = f (x) (Observation 2.1), h j is close to 1 on F j and
close to 0 on E j . Let k j = 2h j − 1. Then k j ∈ H∞R is real-valued on E , too, and k j is close to 1 on F j and close to −1 on E j .
Consider the pair (k1,k2). Since H∞R has the topological stable rank 2 [20],1 there is an invertible pair (g1, g2) of functions
in H∞
R
so that g j and k j stay very close to each other. In particular, the g j are real-valued on E and g j remains close to −1
on E j and close to 1 on F j . But Z(g1) ∩ Z(g2) = ∅. Thus we may choose C j = Z(g j) ∩ E to conclude that C j separates E j
and F j (just take G j = {x ∈ E: g j(x) < 0} and H j = {x ∈ E: g j(x) > 0}). Hence, by Proposition 3.1, the covering dimension of
E is less than or equal to one. The dimension cannot be zero, though, since E is a continuum. Thus dim E = 1.
(b) The fact that the covering dimension of the closure, M+ , of {z ∈ D: Im z > 0} in M(H∞) is two follows from Suárez’s
result [29] that dimM(H∞) = 2 and the sum-property for the dimension [6, p. 42, Theorem 1.5.3] that tells us that if X
is the union of a ﬁnite (or countably inﬁnite) number of closed sets X j with dim X j  d, then dim X  d. Here we have
X = M+ ∪ M− and, due to symmetry, dimM+ = dimM− . 
Instead of using in the above proof the full power of the fact that tsr H∞
R
= 2, we can also prove part (a) of Theorem 3.2
by applying the following lemma.
Lemma 3.3. Let (k1,k2) be a pair of functions in H∞R . Then, for every ε > 0, there exists a pair (b1K1,b2K2) of functions in H
∞
R
such
that
(1) the b j are interpolating Blaschke products having only real zeros;
(2) b1 and b2 have no common zeros on M(H∞);
(3) K1 and K2 are zero free on E;
(4) ‖b j K j − k j‖E < ε.
Proof. Let k j = B j F j be the Riesz factorization of k j . Here B j is a Blaschke product and F j is zero free on D. Since k j ∈ H∞R ,
the zeros of B j are symmetric to the real axis and so B j , as well as F j , belong to H∞R . We may assume that F j  0
on ]−1,1[. Then for ε > 0, the functions F j + ε have no zeros on E . Let B j = v ju j , where v j is the Blaschke prod-
uct formed with the real zeros of B j . By [15], the Frostman shifts w j := v j−ε1−εv j are Carleson–Newman Blaschke products.
Write w j as w j = d je j , where d j is the factor of w j formed with the real zeros. Note that w j,d j, e j ∈ H∞R . Since d j is a
Carleson–Newman Blaschke product with real zeros only, it can be uniformly approximated by interpolating Blaschke prod-
ucts with real zeros. Let W j = e ju j . Due to the symmetry of the zeros, W j(a) = 0 if and only if W j(a) = 0. Therefore, for
r ∈]−1,1[,
W j(r) =
∏
a: Ima>0
a
|a|
a− r
1− ar ·
a
|a|
a− r
1− ar =
∏
a: Ima>0
|a− r|2
|1− ar|2 .
Thus W j  0 on ]−1,1[. Hence W j + ε is zero free on E . Thus we are able to approximate each k j by functions of the form
b˜ j K j , where b˜ j is an interpolating Blaschke product with real zeros only and where
K j = (F j + ε)(W j + ε).
Let b1 = b˜1. By moving those zeros of b˜2 that are hyperbolically close to those of b˜1, we may approximate b˜2 by an
interpolating Blaschke product b2 so that infD(|b1|+|b2|) δ > 0; for example by replacing b˜2 = b(1)2 b(2)2 by the interpolating
Blaschke product b(1)2
b(2)2 −ε
1−εb(2)2
. The tuple (b1K1,b2K2) is now the desired item. 
4. The Bass and topological stable ranks for C(M(H∞))sym
In this section we determine some K -theoretic data for the algebra C(M(H∞))sym. Our construction will use the follow-
ing lemma.
Lemma 4.1. Let q ∈ C(M+,C). Suppose that q is real-valued on ]−1,1[. Then q admits a unique extension to a function in
C(M(H∞))sym .
1 For a deﬁnition see the next section.
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f (m) =
{
q(m) ifm ∈ M+,
q(m∗) ifm ∈ M−.
Since M+ ∩ M− = E (Theorem 2.6) and m = m∗ on E (Corollary 2.7), the real-valuedness of q on ]−1,1[, hence on E ,
implies that f is well deﬁned. Also, the continuity of q on M+ implies the continuity of m 	→ q(m∗) whenever m ∈ M− .
In fact, let mα be a net in M− converging to m. Then m∗α = τ (mα) converges to τ (m) = m∗ by Lemma 1.2. Hence, using
Corollary 2.7(1),
q
(
m∗α
)→ q(m∗).
Thus f is continuous on M(H∞). Since for a ∈ D, (ϕa)∗ = ϕa , we obtain that f ∈ C(M(H∞))sym. 
Let A be a commutative unital (real or complex) Banach algebra with unit element denoted by 1. The set of invertible
n-tuples in A is the set
Un(A) =
{
( f1, . . . , fn) ∈ An
∣∣∣ ∃g = (g1, . . . , gn) ∈ An: n∑
j=1
f j g j = 1
}
.
An element ( f1, . . . , fn, g) ∈ Un+1(A) is said to be reducible, if there exists (x1, . . . , xn) ∈ An so that
( f1 + x1g, . . . , fn + xng) ∈ Un(A).
The smallest integer n for which every element in Un+1(A) is reducible is called the Bass stable rank of A and is denoted
by bsr(A). If no such integer exists, then bsr(A) = ∞.
A related concept is that of the topological stable rank, tsr(A), of A (see [23]). This is the smallest integer n such that
Un(A) is dense in An . If no such n exists, then tsr(A) = ∞. It is well known that bsr(A) tsr(A) (see [23,21]).
Many papers have dealt with the determination of the Bass and/or topological stable rank for concrete function algebras
(see for instance [3–5,11,20,24–28,30,31]). It has been shown by Vasershtein [32] and Rieffel [23] that whenever X is a
compact Hausdorff space, then
tsr
(
C(X,C)
)= bsr(C(X,C))= [dim X
2
]
+ 1
and
tsr
(
C(X,R)
)= bsr(C(X,R))= dim X + 1.
The following result can now be deduced from Theorem 3.2 and Suárez’s result [29] that the covering dimension of
M(H∞) is 2.
Corollary 4.2.
(1) tsrC(M(H∞)) = bsrC(M(H∞)) = 2.
(2) tsrC(E,R) = bsrC(E,R) = 2.
(3) tsrC(M+,C) = bsrC(M+,C) = 2.
For an n-tuple f= ( f1, . . . , fn) of complex-valued functions, let
|f| =
(
n∑
j=1
| f j|2
)1/2
.
As usual, Sn denotes the unit sphere{
(x1, . . . , xn+1) ∈ Rn+1:
n+1∑
j=1
x2j = 1
}
in Rn+1. Finally, if (z1, z2) ∈ C2 with |z1|2 + |z2|2 = 1, then we say that (z1, z2) ∈ S3.
We are now able to prove the main result of this paper. For matter of comparison, recall that bsr(H∞) = 1 [31],
tsr(H∞) = 2 [30] and bsr(H∞
R
) = tsr(H∞
R
) = 2 [20].
Theorem 4.3. tsrC(M(H∞))sym = bsrC(M(H∞))sym = 2.
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those parts that need replacing D by M(H∞), and D+ by M+ .
1. We ﬁrst note that bsr(C(M(H∞))sym) > 1, since the invertible pair (z,1− z2) is not reducible.
2. Next we indicate how to prove that tsr(C(M(H∞))sym) 2. Let f= ( f1, f2) ∈ (C(M(H∞))sym)2 and
En =
{
m ∈ M+: ∣∣f(m)∣∣ 1/n}.
Step 1. Suppose that En ∩ E = ∅. We claim that there is an R2-valued extension of the tuple f/|f| ∈ C(En ∩ E, S1) to f˜n ∈
C(E, S1).
To prove this, we choose gn ∈ C(E,R) with gn ≡ 0 on En ∩ E and gn ≡ 1 on Z( f1)∩ Z( f2)∩ E (Urysohn’s lemma).
Then the triple ( f1, f2, gn) is invertible in C(E,R). Since by Corollary 4.2 bsr(C(E,R)) = 2, there exist h1,n,h2,n ∈ C(E,R)
such that
( f1 + h1,ngn, f2 + h2,ngn)
is invertible in C(E,R). Now the pair
f˜n := ( f1 + h1,ngn, f2 + h2,ngn)/
∣∣( f1 + h1,ngn, f2 + h2,ngn)∣∣
is the desired extension. We point out that f˜n is R2-valued.
If En ∩ E = ∅, then we let f˜n = (1,0).
Step 2. Next we claim that there exists a C2-valued extension of f/|f| ∈ C(En, S3) to fˆn ∈ C(M+, S3) that coincides on E
with f˜n .
In fact, deﬁne Fn = (F1,n, F2,n) by
Fn(m) = f(m)/
∣∣f(m)∣∣ wheneverm ∈ En, (4.1)
Fn(m) = f˜n(m) wheneverm ∈ E (4.2)
and extended continuously to M(H∞) by Tietze. Note that Fn is well deﬁned, due to Step 1. Now let Gn ∈ C(M+,R) be a
real-valued continuous function with Gn ≡ 0 on En ∪ E and Gn ≡ 1 on Z(F1,n) ∩ Z(F2,n). Then the triple (F1,n, F2,n,Gn) is
invertible in C(M+,C). Since by Corollary 4.2 bsr(C(M+,C)) = 2, there exist H1,n, H2,n ∈ C(M+,C) such that
(F1,n + H1,nGn, F2,n + H2,nGn)
is invertible in C(M+,C). Now the pair
fˆn = (F1,n + H1,nGn, F2,n + H2,nGn)/
∣∣(F1,n + H1,nGn, F2,n + H2,nGn)∣∣
is the desired extension.
Step 3. It is easy to check that |f− (|f| + 1/n)fˆn| 3/n on M+ .
Step 4. In the steps above we have found a C2-valued function
gn :=
(|f| + 1/n)fˆn
with |f − gn| 3/n on M+ . Note that gn is R2-valued on E ⊇]−1,1[. Thus by Lemma 4.1 we can use reﬂection to deﬁne
a C2-valued function Φn on M (whose components are in C(M(H∞))sym) so that |f− Φn| 3/n on M(H∞) and such that
|Φn| 1n > 0 on M(H∞). 
It remains an open problem which pairs ( f , g) of functions in C(M(H∞))sym are reducible. Recall that in H∞R an in-
vertible pair ( f , g) is reducible if and only if f has constant sign on the set Z(g) ∩ E (see [34,35,14]). The situation in
C(M(H∞))sym is more diﬃcult, since (a) the behavior of f outside E is not determined by that in E (in contrast to the an-
alytic case) and (b) the Bass stable rank of C(M(H∞)) is two, and not one. So a characterization of the reducible elements
in C(M(H∞))sym must also involve conditions outside M(H∞) \ E . A necessary condition for example is the following:
Suppose that ( f , g) is reducible, say u = f + hg = 0 on M(H∞) and let C be a connected component of M(H∞) \ Z(g).
Suppose that the closure of C is contained in D. Then u is a zero free (continuous) extension of f |∂C to C . Thus the Brouwer
degree of f satisﬁes d( f ,C,0) = d(u,C,0) = 0.
Necessary and suﬃcient criteria for reducibility of individual pairs in C(K ) and C(K )sym, where K ⊆ C is compact, have
meanwhile been developed (see [26] for preliminary material and [18] for a full solution).
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In view of the results in this paper and the ones in [17], we conjecture that the following is true:
Conjecture. Let X be a compact Hausdorff space, and τ a topological involution of X . Denote the set of ﬁxed points of τ by E. Then
bsrC(X, τ ) = tsrC(X, τ ) =max
{[
dim X
2
]
,dim E
}
+ 1.
6. Note added in proof
Meanwhile this conjecture has been conﬁrmed (see [19]).
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