A is called an ω-matrix if it has eigenvalue monotonicity l(A(α, α)) ≤ l(A(β, β)) < ∞ whenever ∅ = β ⊆ α ⊆ n .
A is a τ -matrix if, in addition, l(A) ≥ 0. Engel and Schneider [4] asked if nonsingular τ -matrices or, equivalently, ω-matrices all whose principal minors are positive (see Remark 3.7 in [4] ), are positive stable. Varga [9] conjectured even more than stability, viz.
| arg(λ − l(A))| ≤ π 2 − π n ∀λ ∈ σ(A).
This inequality was proven for n ≤ 3 by Varga (unpublished) and Hershkowitz and Berman [7] and for n = 4 by Mehrmann [8] . In his survey paper [6] , Hershkowitz posed the weaker conjecture that τ -matrices that are also GKK are stable. Below we describe a class of GKK τ -matrices which are not even nonnegative stable, i.e., have eigenvalues with negative real part. We construct Toeplitz Hessenberg matrices A n,k,t of size n for k ∈ IN and t ∈ IR. We show that A n,k,t is GKK for any t ∈ (0, 1), a τ -matrix if n ≤ 2k+2 and t ∈ (0, 1) is sufficiently small, and that A 2k+2,k,t is unstable for sufficiently large k and sufficiently small positive t. This provides a counterexample to the Hershkowitz conjecture and, therefore, to the Carlson, Engel and Schneider, and Varga conjectures as well.
In what follows, we shall use the following notation
Counterexample
Given k, n ∈ IN, and t ∈ (0, 1), let A n,k,t be the following Toeplitz Hessenberg matrix. If n ≤ k + 1, set
Otherwise let
This definition makes sense for all j = 1, . . . , n − k − 1. Indeed, the expansion of A n,k,t [ k + j + 1 , k + j + 1 ] by the first row gives
(recall that A n,k,t [∅, ∅] = 1, so the last term in the sum is well defined). As the coefficient of a
k+j , the equation A n,k,t = s (linear in a k,t j ) has a solution for any right hand side s, in particular, for s: = t j . Since A n,k,t is Toeplitz, this implies A n,k,t [i:
Show that the matrices A n,k,t are GKK for any t ∈ (0, 1). Since A n,k,t is Hessenberg, the submatrix
This shows that A n,k,t is a P -matrix. Moreover, since 0 < t < 1 and
we have
Together with Eq. (3), Eq. (4) shows that A n,k,t satisfies Eq. (1) if α, β are sets of consecutive integers.
To prove Eq. (1) in general, first make a definition. Call the subsets α, β ⊆ n separated if |p − q| > 1 ∀p ∈ α, q ∈ β. Suppose α, β 1 , . . ., β j ⊆ n are sets of consecutive integers, β i (i = 1, . . . , j) are separated, and for any i = 1, . . . , j, there exist p ∈ β i and q ∈ α such that |p − q| ≤ 1.
Then A n,k,t , α, and β: = ∪ j i=1 β i satisfy Eq. (1). Indeed, Eq. (1) holds for α and β 1 . If 1 ≤ l < j, then, assuming Eq. (1) for α and
Due to Eq. (5), α ∪ γ l is a set of consecutive integers, so an application of Eq. (1) yields
Now, given a set of consecutive integers α ⊆ n and any index set β ⊆ n , write β = γ 1 ∪ γ 2 where 
In other words, A n,k,t satisfies Eq. (1) if α ⊆ n is a set of consecutive integers and β ⊆ n is arbitrary. Finally, if α 1 , α 2 , β ⊆ n , the sets α i (i = 1, 2) are separated, Eq. (1) holds for α 1 and β, and α 2 is a set of consecutive integers, then Eq. (1) holds for α: = α 1 ∪ α 2 and β:
So, by induction on the number of 'components' of α, Eq. (1) holds for any α, β ⊆ n . Thus, by the Gantmacher-Krein-Carlson theorem, A n,k,t is GKK for any t ∈ (0, 1) and any k, n ∈ IN. Now check that A n,k,t have eigenvalue monotonicity if n ≤ 2k + 2 and t ∈ (0, 1) is sufficiently small. Let ϕ k,t j (λ): = det(A k+j+1,k,t − λI) for j = 1, . . . , k + 1. Show by induction that
By direct calculation, ϕ
. Thus Eqs. (7)-(9) hold for j = 1. Now suppose that j ≥ 2 and our formulas are true for j − 1. Expansion of ϕ j (λ) by its last row gives ϕ
Since ϕ
On the other hand, expanding g k,t j (λ) by its first row, we get g
so a
2 , which gives Eq. (8). Now, using Eq. (11) again together with the inductive hypothesis on g k,t j−1 , we get Eq. (9):
Finally, substituting the expression for ϕ k,t j−1 (λ) and the just verified expression for g k,t j (λ) into Eq. (10) yields Eq. (7).
If n ⊇ α = ∪ j i=1 α i is the union of separated sets of consecutive integers, then det(A n,k,t (α, α) − λI) = j i=1 det(A(α i , α i ) − λI) since A n,k,t − λI is Hessenberg (the same observation earlier led to Eq. (3)). Since A n,k,t − λI is Toeplitz, the product in the right hand side equals
. Hence, to prove eigenvalue monotonicity of A n,k,t for n ≤ 2k + 2 it is enough to prove it for leading principal submatrices of A n,k,t only, i.e., to show
i.e., that ϕ k,t j has a root in (0, 1] for any j ≤ k + 1, and min{λ ∈ (0, 1] : ϕ j (λ) = 0} ≤ min{λ ∈ (0, 1] : ϕ j−1 (λ) = 0}, j = 2, . . . , k + 1 (since A k+j,k,t is a P -matrix, the coefficients of its characteristic polynomial are strictly alternating, so A k+j,k,t has no nonpositive eigenvalues). Observe that ϕ
So, lim t→0+ ϕ k,t j (0) = k + 3 − j ≥ 2 ∀j = 1, . . . , k + 1. Since 0, the minimal real root of ν k j , is simple, the minimal real root λ j of ϕ k,t j is positive and simple for all j = 1, . . . , k + 1 whenever t is sufficiently small. But thenφ k,t j (λ j ) is bounded below by a positive constant for any j = 1, . . . , k + 1, hence
if t is small. So, for any k ∈ IN and n ≤ 2k + 2, there exists t(k) ∈ (0, 1) such that A n,k,t is a τ -matrix for all t ∈ (0, t(k)). Now let B k : = lim t→0+ A 2k+2,k,t . The matrix B k is Toeplitz with first column Show that there exists K ∈ IN such that, for all k > K, B k has an eigenvalue λ with Re λ < 0. As the eigenvalues depend continuously on the entries of the matrix, this will demonstrate that, for any k > K, there exists t ∈ (0, 1) such that the GKK τ -matrix A 2k+2,k,t has an eigenvalue with negative real part. The polynomial ν 
