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PLANCHEREL DECOMPOSITION OF HOWE DUALITY AND
EULER FACTORIZATION OF AUTOMORPHIC FUNCTIONALS
YIANNIS SAKELLARIDIS
ABSTRACT. There are several global functionals on irreducible automor-
phic representationswhich are Eulerian, that is: pure tensors of local func-
tionals, when the representation is written as an Euler product pi = ⊗′vpiv
of local representations. The precise factorization of such functionals is
of interest to number theorists and is – naturally – very often related to
special values of L-functions.
The purpose of this paper is to develop in full generality the Plancherel
formula for the Weil or oscillator representation, considered as a unitary
representation of a reductive dual pair, and to use it in order to demon-
strate a very general principle of Euler factorization: local factors are
determined via the Langlands correspondence by a local Plancherel for-
mula. This pattern has already been observed and conjectured in the
author’s prior work with Venkatesh in the case of period integrals. Here,
it is shown that the Rallis inner product formula amounts to the same
principle in the setting of global Howe duality.
To Roger Howe,
in admiration.
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2 YIANNIS SAKELLARIDIS
1. INTRODUCTION
The purpose of this paper is to develop the Plancherel formula for the
Weil or oscillator representation, considered as a unitary representation of
a reductive dual pair, and to show how known results on global Howe
duality, more precisely Rallis’ inner product formula (and its most recent
extensions, in particular by Gan, Qiu and Takeda [GQT14]) can be reformu-
lated as an identity between global and local functionals that generalizes a
pattern already observed in the case of period integrals of automorphic
forms.
Here is the general setup, which covers both period integrals and Howe
duality (a.k.a. theta correspondence, [How89]): One is given a reductive
group G over a global field k, and a unitary representation ω of the adelic
pointsG(Ak), which is a restricted tensor product of local unitary represen-
tations ωv. One is also given a suitable irreducible automorphic represen-
tation of Gwith a factorization:
π =
′⊗
v
πv (1.1)
as a tensor product of irreducible representations of the local groups Gv ,
and an invariant pairing:
P : π ⊗ ω0 → C (1.2)
of “global” nature (i.e. given by some integral of automorphic functions
over [G] := G(k)\G(Ak)), whereω
0 is a dense (Eulerian) subspace of smooth
vectors in ω. For what follows we will ignore the difference betweenω and
ω
0 in our notation, and formulate statements that hold for suitable dense
subspaces of vectors. We denote by π,ω etc. both the spaces of the repre-
sentations and the corresponding actions of the group.
Examples of this setup include:
(1) Period integrals over subgroups of G, which can equivalently be
described as pairings:
π ⊗ S(X(Ak))→ C,
where X = H\G is a homogeneous G-variety, and S denotes the
space of Schwartz functions. Here ω = L2(X(Ak)), and the pairing
is given by:
P : π ⊗ S(X(Ak)) ∋ ϕ⊗ Φ 7→
∫
[G]
ϕ(g)ΣΦ(g)dg, (1.3)
whereΣΦdenotes the automorphic function
∑
γ∈X(k) Φ(γg), assum-
ing that this integral converges.
(2) The Weil representation ω, when G = G1 ×G2 denotes a dual pair,
whereby for Φ ∈ ω∞ and ϕ1 ⊗ϕ2 in an automorphic representation
π = π1 ⊗ π2, the pairing is given by the theta series of the pair
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(Φ, ϕ1) integrated against ϕ2, or vice versa. It can be written in the
symmetric form:
P : π ⊗ ω∞ ∋ ϕ1 ⊗ ϕ2 ⊗ Φ 7→∫
[G1×G2]
ϕ1(g1)ϕ2(g2)Σ(ω(g1, g2)Φ)d(g1, g2), (1.4)
where Σ denotes the standard automorphic functional on ω∞, pro-
vided these integrals converge.
In general, not all integrals above are convergent, and one needs to suit-
ably regularize them.
Suppose that, for some reason, one knows that the pairing P is Eulerian,
that is: a pure tensor in the space
HomG(Ak)(π ⊗ ω,C) ≃
′⊗
v
HomGv(πv ⊗ ωv,C). (1.5)
(This restricted tensor product also needs some qualifications, in general,
depending on the subspace of vectors that one is considering.) This is au-
tomatically true in the multiplicity-one case, i.e. when the spaces
HomGv(πv ⊗ ωv,C)
are (at most) one-dimensional, which is the case for Howe duality and for
many spherical varieties. The question is, then, to describe an explicit fac-
torization of P into local functionals.
Such local factors will depend on how one fixes the isomorphism (1.1),
hence there is a better hope of getting a meaningful answer if we double
all variables, and consider the corresponding pairing P × P on the pair
π ⊗ π∨, where π∨ is the dual representation of π, realized in a natural way
on the space of automorphic representations. (Typically, π will belong to
L2([G]) up to a character twist, and π∨ will be its complex conjugate up to
the inverse twist.) The tensor product π ⊗ π∨ has a canonical factorization:
π ⊗ π∨ =
′⊗
v
(πv ⊗ π
∨
v ), (1.6)
dictated by the preservation of the dual pairing, and so does the product of
ω with its dual (which, by unitarity, is just its complex conjugate). There-
fore, we have a functional:
P × P : (π ⊗ π∨)⊗ (ω ⊗ ω∨)→ C, (1.7)
which is invariant under G(Ak) × G(Ak) acting diagonally on the 1st and
3rd, resp. 2nd and 4th factors, and one is asking for an Euler factorization
into local functionals with the analogous invariance property:
(πv ⊗ π
∨
v )⊗ (ωv ⊗ ω
∨
v )→ C. (1.8)
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Equivalently, since the (admissible) dual of πv ⊗ π
∨
v is π
∨
v ⊗ πv, we can
view the global and local functionals as morphisms:
ω ⊗ ω∨ → π∨ ⊗ π,
and because π is assumed to be irreducible, these are determined uniquely
by their composition with the canonical pairing
J : ω ⊗ ω∨ → π∨ ⊗ π → C, (1.9)
which we will call a relative character. (It is a generalization of the notion of
character, when ω0 = S(H(Ak)), the Schwartz space of a group H under
the G = H ×H-action.)
If we denote by JAut (for “automorphic”) the relative character that we
get from the global pairing P, we are seeking an Euler factorization:
JAut =
∏
v
Jv . (1.10)
Such an Euler factorization was conjectured in [SV] for the case of Euler-
ian period integrals, generalizing a conjecture of Ichino and Ikeda [II10]
for the Gross-Prasad periods. The main idea is that the local relative char-
acters Jv of (1.10) will be provided by the Plancherel decomposition of the
unitary representations ωv, assuming that this satisfies a relative local Lang-
lands conjecture. Namely, it is conjectured (and proven in several cases) that
the Plancherel decomposition for ωv reads:
ωv =
∫
Ĝω,v
temp
Hσµω,v(σ),
where:
• the groupGω is a reductive group determined by the representation
ω;
• µω,v is the standard Plancherel measure on the unitary dual ofGω,v =
Gω(kv) (supported on the set of tempered representations);
• The (possibly zero) Hilbert spaceHσ is ι(σ)-isotypic, where
ι : Ĝω,v
temp
→ Ĝv
is a map from the tempered dual of Gω,v to the unitary dual of Gv
determined by a distinguished map of L-groups:
LGω × SL2 →
LG. (1.11)
To be precise, the map of L-groups, including the “Arthur” SL2-
factor determines, by the Langlands and Arthur conjectures, a map
φ 7→ Πι(φ) from the set of tempered Langlands parameters into
LGω to the set of (unitary) Arthur packets of Gv . Thus, in real-
ity the above integral should be an integral over L-parameters into
LGω (the actual group Gω plays no role), the measure µω,v is the
Plancherel measure on the set of those parameters (by conjectures
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of Hiraga-Ichino-Ikeda [HII08] it is well-defined, up to a small in-
teger factor in the case of exceptional groups) and the space Hσ is
isotypic for the set of representations in the Arthur packet Πι(φ).
However, for the purposes of the introduction we can ignore these
fine differences.
Assuming this conjecture, for µω,v-almost every σ we get a local rela-
tive character JPlanchσ associated to the representation ι(σ), such that the
Plancherel decomposition holds:
〈Φ1,Φ2〉ωv =
∫
Ĝω,v
temp
JPlanchσ (Φ1 ⊗ Φ¯2)µω,v(σ). (1.12)
In other words, JPlanchσ is pulled back from the inner product in the Hilbert
space Hσ.In practice, this relative character is continuous on the tempered
dual of Gω,v, and hence the Jσ ’s are defined for every tempered σ.
Now assume that we are interested in the Euler factorization of the global
relative character JAut for an automorphic representation πwhich is a func-
torial lift ι(σ) of a tempered automorphic representation σ of Gω via the
above map of L-groups. (That is, π belongs to the space of automorphic
forms associated to the “global Arthur parameter” obtained by the “global
Langlands parameter” of σ, if one can make sense of such global param-
eters, by composition with the above map.) Then the conjecture states,
roughly, that up to a rational global factor which is missing from (1.10), the
local factors Jv are the ones given by the above Plancherel decomposition,
that is:
Jv = J
Planch
σv . (1.13)
The Euler product should be understoodwith the help of partialL-functions,
as it will not converge, but almost all factors will be equal to a special value
of an unramified L-function.
In the case of spherical periods, i.e. ω = L2(X(Ak)) where X is a (suit-
able) spherical variety, the L-group LGω is the L-group of that spherical
variety, which can be defined in some generality – s. [SV] for split groups –
and is based on the dual group attached by Gaitsgory and Nadler [GN10].
The purpose of this article is to unify the case of period integrals and the
case of the theta correspondence, showing that the same principle of Euler
factorization, as outlined above, is valid for the theta correspondence, as
well. Here, the L-group and the map (1.11) are provided by a conjecture of
Adams [Ada89]. Essentially, if G = G1 ×G2 is a dual pair, then
LGω is the
L-group of the “smaller” of the two, embedded diagonally in LG; and the
map from SL2 corresponds to a principal unipotent orbit in the commutator
of its image. I give a more careful account of the appropriate conventions
for L-groups for this case in §2.3.
Of course, the Euler factorization of (the square of the absolute value of)
the global Howe pairing (1.4) is known in most cases by the name of “Rallis
inner product formula”, and is a consequence of the Siegel-Weil formula
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developed by the work of Rallis, Kudla, Mœglin, Ichino, Jiang, Soudry,
Gan, Qiu, Takeda and Yamana [Ral87, KR88a, KR88b, KR94, Mœg97, Ich01,
Ich04, Ich07, JS07, GT11, GQT14, Yam11, Yam14]. In this article I restrict my
attention to Howe duality for the so-called non-quaternionic, type I dual
pairs, i.e. symplectic-orthogonal or unitary. The goal of this article is to
reinterpret the appropriate Rallis inner product formulas – more precisely,
those in the “boundary” and “second term range” in the sense of [GQT14] –
showing that the local factors of the Euler factorization of (1.4) are the ones
of the local Plancherel formula (1.12) for the Weil representation restricted
to a dual pair.
To describe the contents of the paper in more detail, in section 2 I intro-
duce the formalism of “the L-group of Howe duality” and Adams’ con-
jecture – which are, however, only needed to establish the analogy with
the “relative Langlands program” for spherical varieties, not for any of the
results which follow.
In section 3 I develop the Plancherel formula for Howe duality. It states
(Theorem 3.0.2) that, if G1 × G2 is a dual pair (over a local field) with G2
the “small” group, and if ω denotes the oscillator representation of G1 ×
G2 (considered as a unitary representation) then ω admits the Plancherel
decomposition:
〈Φ1,Φ2〉 =
∫
Ĝ2
JPlanchπ (Φ1,Φ2) µG2(π2), (1.14)
where µG2 denotes Plancherel measure for G2, and π stands for the rep-
resentation θ(π2)⊗ˆπ2. The hermitian forms J
Planch
π are the ones explicitly
defined by Jian-Shu Li in [Li89], and their positivity (proven under addi-
tional assumptions by Hongyu He in [He03]) is part of the theorem. The
result is probably known to experts, and at least parts of it have appeared
in the literature, cf. [How79, Gel76, RS77, ØZ95, ØZ97, GG14].
Finally, in section 4 I reformulate the Rallis inner product formula, in its
most recent form as appearing in [Yam14] and [GQT14], in terms of the lo-
cal hermitian forms JPlanchπ above. The main result (Theorem 4.1.4) states
that the relative characters (1.9) of global Howe duality admit a factoriza-
tion as in (1.10), whose local factors are precisely those hermitian forms.
It is by no means the first time that Howe duality and the theory of pe-
riod integrals are being brought together; the theta correspondence has re-
peatedly been used to study period integrals, at least since the ground-
breaking work of Waldspurger [Wal80, Wal85], and there has been a very
systematically back-and-forth between these two methods in recent years
around the program established by theGan-Gross-Prasad conjectures [GGP12].
However, I am not aware of a uniform formulation of the principle of Euler
factorization that was outlined above, and it may help in the understanding
of some general principles underlying the theory of automorphic represen-
tations.
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2. ADAMS’ CONJECTURE AND THE L-GROUP OF HOWE DUALITY
2.1. Groups (overview). Fix a sign ǫ = ±1, and a field E of degree 1 or 2
over our base field k.
We will work in the context of Kudla-Rallis’ Siegel-Weil formula, as gen-
eralized in [GQT14]. Thus, we will consider the theta correspondence be-
tween an (almost) arbitrary isometry groupG1 of an ǫ-hermitian form on a
vector space V , and the isometry group G2 of an (−ǫ)-hermitian form on a
vector space W . When necessary, one of these groups will be replaced by
its double metaplectic cover. Obviously, up to replacing ǫ by−ǫ (and except
for a technical condition that we will eventually impose on the Witt rank of
V in order to apply known results on the Rallis inner product formula), the
situation is symmetric in V,W and we can interchange G1 and G2, but we
will take G2 to be the “smaller” of these groups.
More precisely, let k be a number field, E = k or a quadratic field ex-
tension, η = ηE/k the (possibly trivial) quadratic idele class character of k
attached to E by class field theory. The action of the Galois group of E/k
will be denoted by a bar (¯ ), with the understanding that it is trivial when
E = k. We will sometimes use F to denote a completion of k, in which case
we will abuse notation (when no confusion arises) and denote again by E
the ring E⊗k F , and by ηE/F the corresponding quadratic character of F
×.
The set of points of a variety X over a completion kv will be denoted both
byX(kv) and byXv .
Fix a sign ǫ = ±1, and consider a non-degenerate ǫ-hermitian space
V , that is: V is a vector space over E equipped with a non-degenerate
ǫ-hermitian form:
(v,w) = ǫ(w, v).
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Similarly, let W denote a non-degenerate (−ǫ)-Hermitian space of dimen-
sion n.
We will denote by G1 and G2, respectively, certain central extensions of
the isometry groups of V and W by C1 = {z ∈ C×| |z| = 1}. These covers
split in most cases, so by abuse of notation we may also denote by G1, G2
the groups appearing in the following table:
G1(V ) Gˇ1 Gˇ2 G2(W ) d(n)
(E : k) = 2 Um GLm GLn Un n
ǫ = −1, n even Spm SOm+1 SOn On n− 1
ǫ = −1, n odd Mpm Spm Spn−1 On n− 1
ǫ = 1, m even Om SOm SOn+1 Spn n+ 1
ǫ = 1, m odd Om Spm−1 Spn Mpn n+ 1
(2.1)
HereMpm denotes the double metaplectic cover of the symplectic group
Spm. (Our notation for symplectic groups uses Spm to denote the isometry
group of a symplectic space of dimensionm, som is even.)
The table above includes, besides the groupsG1 andG2, their Langlands
dual groups, i.e. the identity components of their L-groups. The value d(n)
is the value ofm corresponding to the boundary case, that is: the case when
the standard representations of LG1 and
LG2 have the same dimension (if
possible by parity restrictions).
We will assume throughout (as we may without loss of generality, by
symmetry) that d(n) ≤ m, i.e. G2 (or, rather, its dual) is the smaller group,
while G1 is the larger one.
The table above is provided for convenience of the reader – however,
there are many non-canonical choices that need to be made in order to
identify the groups of Howe duality with the above groups, and their L-
groups with the given L-groups. We are about to describe more canonical
definitions, which will free us from the necessity to make such choices.
2.2. Metaplectic group and the oscillator representation. Fix an additive
character ψ : Ak/k → C
×, and a factorization ψ =
∏
v ψv into unitary
characters of the completions kv . Whenever no confusion arises, we will
be using the same letter to denote the composition of ψ with the trace map
from AE to Ak, and for its restrictions to the various completions of E.
The space V ⊗ W , considered as a vector space over k, has a natural
symplectic structure. Restricting to a completion kv , the associated Heisen-
berg group has a unique, up to isomorphism, irreducible representation
ωv = ωv,ψv where its center acts by ψv. This gives rise to a projective repre-
sentation of Sp(V ⊗W )(kv), and hence a representation of the group:
GL(ωv)×PGL(ωv) Sp(V ⊗W )(kv),
which is a central extension of Sp(V⊗W )(kv) byC
×. This is the oscillator, or
Weil, representation [Wei64]. Moreover, there is a canonical subextension
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by C1 = {z ∈ C×| |z| = 1}:
1→ C1 → S˜p(V ⊗W )(kv)→ Sp(V ⊗W )(kv)→ 1, (2.2)
characterized by the fact that it acts unitarily on ωv. We will be working
with C1-extensions.
LetG(V ), G(W ) ⊂ Sp(V ⊗W ) be the isometry groups of V , resp.W , and
let G˜1,v , G˜2,v be the preimages, in S˜p(V ⊗W )(kv), of the images ofG(V )(kv),
resp. G(W )(kv) in Sp(V ⊗W )(kv). These are central C
1-extensions of the
corresponding classical groups. Note (as we will soon recall) that the iso-
morphism class of G˜1,v does not only depend on the space V , but also on
W , and similarly for G˜2,v.
Throughout this paper we will denote by ω∞v the smooth vectors of ωv
with respect to the big symplectic cover S˜p(V ⊗W )(kv). The pull-back ofωv
to G˜v := G˜1,v × G˜2,v gives rise to the theta correspondence (Howe duality).
More precisely, for any irreducible representation π of G˜1,v which occurs
as a quotient of ω∞v , there is a unique irreducible representation θ(π) of
G˜2,v such that π ⊗ θ(π) occurs as a quotient, and vice versa when we in-
terchange G1,v and G2,v [Kud96]. This was proven by Howe [How89] for
Archimedean fields, by Waldspurger [Wal90] for p-adic fields with p 6= 2,
and by Gan and Takeda [GT16] for all p-adic fields.
The local theta correspondence is naturally a correspondence between
genuine representations of G˜1,v, G˜2,v, i.e. representations where the central
C1 acts by the identity character. To translate this to a correspondence be-
tween representations of more classical groups, one needs to make some
choices which give rise to splittings G(V )v → G˜1,v, G(W )v → G˜2,v, or
at least (when this is not possible), splittings over the metaplectic double
cover of G(V )v, G(W )v.
Such choices are described by Kudla in [Kud94] and they are quite stan-
dard nowadays in the theory of Howe duality. There is a standard (de-
scribed by Ranga Rao [RR93]) set-theoretic splitting Sp(V ⊗ W )(kv) →
S˜p(V ⊗W )(kv) and an ensuing 2-cocycle, valued in the group µ8(C) of 8-th
roots of unity, which describes theC1-extension S˜p(V ⊗W )(kv). Given that,
Kudla [Kud94, Theorem 3.1], [Kud96, §II.3] describes explicit 1-cocycles
βV : G(W ) → C
1, βW : G(V ) → C
1, depending on some choices, which
trivialize the 2-cocycle overG(V ), G(W ), or over their double (metaplectic)
covers. As the notation suggests, βV depends on V and βW depends on
W (because the groups G˜2,v , resp. G˜1,v do), and this dependence will also
appear in the L-groups that we are about to define.
However, these choices are non-canonical and complicate the relation-
ship between Howe duality and Langlands correspondence. Therefore, in
this paper I will make the following convention: G1,v , G2,v will, strictly
speaking, denote the covering groups G˜1,v, G˜2,v encountered above, and
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by “representations” of those groups we will always mean genuine repre-
sentations. In the next subsection, I will assign (non-standard) L-groups
to these groups. I will also explain how certain choices give rise to usual
L-groups, in parallel to Kudla’s splitting of the covers. Following that, we
will allow ourselves to abuse language and treat G1,v , G2,v as a classical
group or a double cover thereof, as in Table 2.1, when no confusion arises.
2.3. L-groups. We will adopt the following definitions of non-standard L-
groups; notice that L-groups are defined globally, based on local consider-
ations on covering groups. The definitions given here are compatible with
the ones given by Adams [Ada89] in the Archimedean case, up to conju-
gacy (cf. Remark 2.4.2). I will also explain how choices related to Kudla’s
cocycles correspond to choices that modify these L-groups into standard
L-groups.
(1) For V a quadratic space of odd dimensionm over k, we let
LG1 = Spm−1(C)×Gal(k¯/k). (2.3)
Here the spaceW is a symplectic space overW , and Kudla’s cocycle
βW giving rise to G(V ) →֒ G˜1,v does not depend on any data ofW .
Form odd we have: Om = SOm × Z/2, and an irreducible repre-
sentation for Om is given by an irreducible representation for SOm
and a sign for Z/2. The L-group ofOm should be identifiedwith the
L-group of SOm, with the sign of Z/2 not affecting the L-parameter
(or Arthur parameter) of a representation; this is compatible with
results on the theta correspondence that will be recalled later (such
as the results of Atobe-Gan [AGa]).
(2) For V a quadratic space of even dimensionm over k, again the cocy-
cle does not depend on any data ofW , and we let:
LG1 = Om(C)×{±1} Gal(k¯/k), (2.4)
whereOm maps to {±1} via the determinant andGal(k¯/k)maps via
χ˜V , the (trivial or non-trivial) quadratic Galois character associated
to the normalized discriminant of the quadratic space V . (“Normal-
ized” refers to the fact that for a split quadratic space it is a square,
i.e. the normalized discriminant is the square class of (−1)
m
2 times
the determinant of a matrix of the quadratic form.)
In the split case (χ˜V = 1) this is just the direct product SOm(C)×
Gal(k¯/k), but in the non-split case its quotient through the map
Gal(k¯/k)→ Gal(k(
√
disc(V ))/k) can be identifiedwithOm(C). While
this identification is customary, we should remind ourselves how it
relates to the more “standard” version of the L-group of SOm as a
pinned semi-direct product:
SOm(C)⋊Gal(k(
√
disc(V ))/k). (2.5)
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We may fix a pinning for SOm. Any two such pinnings are con-
jugate by a unique element of SOm(C), up to the center {±1} of
the group. Identifying, then, the group Om(C) with the pinned
semi-direct product SOm(C) ⋊ Gal(k¯/k) depends on choosing an
element ǫ ∈ Om(C) r SOm(C) which acts by the outer automor-
phism on the pinning, and with ǫ2 = 1. There are two inequivalent
choices for such an ǫ (when m > 2, whose quotient is the central
−1 ∈ SOm(C). We choose the ǫ which corresponds to a simple reflection
under the standard representation of Om(C), i.e. with eigenvalues
(1, 1, . . . 1, 1,−1). This is the standard choice in the literature.
Finally, wemention that equivalence classes of Langlands or Arthur
parameters for Om will be classes of parameters into the above L-
group modulo the action of Om(C) by conjugation.
(3) For V a symplectic space of dimensionm (and henceW a quadratic
space, whose discriminant Galois character we will denote by χ˜W ),
the 1-cocycle βW depends on W , and only trivializes the cover if
dim(W ) is even; in the odd case, it reduces the cover G˜1,v to the
double metaplectic cover Mpm(kv) of Spm(kv). Hence, we distin-
guish two sub-cases:
• If n = dim(W ) is even, we take:
LG1 = Om+1(C)×{±1} Gal(k¯/k), (2.6)
where Om+1 maps to {±1} via the determinant and Gal(k¯/k)
maps via χ˜W .
Of course, this is still isomorphic to the direct product of SOm+1(C)
with Gal(k¯/k), simply by multiplying by the diagonal of χ˜W .
We view this operation at the level of L-groups as the analog of
Kudla’s cocycle, which identifies G˜1,v withC
1×Spm. However,
in view of the behavior of the theta correspondence in terms of
Langlands parameters, it is better to adopt the above definition
of L-group for G˜1,v .
• If n = dim(W ) is odd, we take:
LG1 = Spm(C)×Gal(k¯/k), (2.7)
however: this is not the L-group of the double-cover metaplectic
group Mpm that is found in the literature. Namely, we recall
from [Wei14, §4.3] that the choice of an additive character ψv
(and the standard choice of fourth root of unity i ∈ C) identi-
fies the L-group of the metaplectic double coverMpm(kv)with
Spm(C) × Gal(k¯/k). Kudla’s cocycle (which depends on W )
defines a splitting:
Mpm(kv) →֒ G˜1,v.
12 YIANNIS SAKELLARIDIS
This splitting corresponds to an identification of L-groups:
LG1 = Spm(C)×Gal(k¯/k)
∼
−→ LMpm = Spm(C)×Gal(k¯/k) (2.8)
given by multiplication by the quadratic character associated to W ,
that is:
(g, σ) 7→ (χ˜W (σ)g, σ).
(4) In the unitary case, Kudla’s cocycle βW depends on the choice of a
unitary character χW of (the local quadratic extension) E
× which
extends the n-th power of the quadratic character η associated to
the extension E/kv (where, again, n = dim(W )). Rather than mak-
ing such a choice, we define the L-group LG1 as the inflation to
Gal(k¯/k) of the possibly non-split extension:
G˜Lm
n
:=
〈
GLm(C), σ|σ
2 = (−1)n, σgσ−1 = gc
〉
, (2.9)
whereGLm(C) is considered as a pinned group, and g
c is the pinned
Chevalley involution, in other words:
LG1 = G˜Lm
n
×Gal(E/k) Gal(k¯/k), (2.10)
where, of course, G˜Lm
n
maps to Gal(E/k) with σ mapping to the
non-trivial element.
The Langlands parameter of an idele class character χW of E
which extends the quadratic character ηnE/k is a homomorphism:
Wk →
LResE/kGm = (C
× × C×)⋊Gal(E/k)
(whereWk denotes theWeil group of k) with the property that com-
posing with the map:
LResE/kGm →
LGm = C
× ×Gal(E/k)
given on connected components by (z1, z2) 7→ z1z2 we get the n-th
power of the quadratic character of Wk associated to E/k. Such a
parameter is necessarily of the form:
w 7→ (χ˜W , χ˜
σ
W ),
where χ˜W :Wk → G˜L1
n
and χ˜σW denotes its σ-conjugate in G˜L1
n
. (I
am confusing here maps to non-connected groups and their projec-
tions to the connected components, but the reader should have no
difficulty discerning the meaning.) Thus, a choice of χW gives rise
to an isomorphism:
LG1
∼
−→ GLm(C)⋊Gal(k¯/k) (2.11)
(the latter being the L-group of the unitary group), namely multi-
plication by χ˜W . We see this isomorphism as the identification of
L-groups provided by the corresponding splitting:
Um(kv) →֒ G˜1,v
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defined by Kudla. One readily checks from Kudla’s formulas that
multiplying a given χW by a character χ
′ of U1 has the effect of mul-
tiplying the above splitting by χ′ composed with the determinant,
which is compatible with the modification of (2.11) that would en-
sue.
This completes the description of LG1, and
LG2 is defined in a com-
pletely analogous way, by interchanging the role of V andW .
2.3.1. Remark. It would be interesting to see an account of how the covering
groups G˜1,v, G˜2,v might be seen as arising from the K2-covers of Brylinski
and Deligne [BD01], and their L-groups above arising from the canonical
L-groups attached to these covers by Weissman [Wei].
2.4. The L-group and Arthur-SL2 of Howe duality. From now on we de-
note byG1,v,G2,v (orG1(kv), G2(kv)) the covering groups G˜1,v , G˜2,v, or their
simplified versions of Table (2.1), when no confusion arises. However, we
do not adopt the simplified versions of their L-groups appearing in that ta-
ble, which depend on choices. Rather, we work throughoutwith the defini-
tions of LG1,
LG2 given in the previous subsection. We setGv = G1,v×G2,v ,
and LG = LG1 ×Gal(k¯/k)
LG2.
From now on we assume throughout (as we may, by symmetry) that
d(n) ≤ m, i.e.G2 is the “small” group. We define the L-group of Howe duality
to be:
LGω :=
LG2, (2.12)
endowed with a canonical morphism:1
LGω × SL2 →
LG, (2.13)
which is described as follows: To define the restriction of this map to LGω ,
it is enough to define two L-morphisms (i.e. compatible with the quotient
to Gal(k¯/k): LGω →
LG1 and
LGω →
LG2. The latter is taken to be the
identity, and the former will be the “natural” morphism which will be de-
scribed below. We then map SL2 to the centralizer of the image of
LGω in
the connected component of LG1.
Before we proceed to the description of the map
LGω × SL2 =
LG2 × SL2
γ
−→ LG1, (2.14)
let us assume it to recall Adams’ conjecture, restricted to tempered repre-
sentations of G2. (Non-tempered representations of the small group will
not play any role in this paper, and in any case the “naive” version of the
conjecture needs to be corrected in this case, see [Mœg11b, §7.1].
2.4.1. Conjecture (Adams’ conjecture). The theta lift to G1,v of a tempered
representation π of G2,v with Langlands parameter φ, if non-zero, belongs to an
1S. Remark 2.4.2.
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Arthur packet with Arthur parameter
φ′ :W ′kv × SL2
φ×Id
−−−→ LG2 × SL2
γ
−→ LG1, (2.15)
where γ is the morphism (2.14).
Here W ′kv denotes the Weil (in the Archimedean case) or Weil-Deligne
group (in the non-Archimedean case) of kv .
This conjecture, for tempered representations, has been proven in sev-
eral cases over Archimedean fields by Adams, Barbasch, Mœglin and Paul
[Ada89, AB95, Mœg89, Pau98, Pau00, Pau05]. In the non-Archimedean
case, it is very close to being a theorem, summarized in [AGa, Theorems 4.3
and 4.5], based on results of Atobe, Ichino, Gan and Savin [Ato, AGa, GI16,
GS12] extending previous results of Muic´ [Mui04, Mui06, Mui08a, Mui08b]
and Mœglin [Mœg11b, Mœg11a]. More precisely, the relevant cases of the
aforementioned theorems are whenm ≥ m1 (statements (2),(3),(4)) in The-
orem 4.3, and statements (1), (2), (3) in Theorem 4.5. In all cases but the
“base case” of the “going-up tower” (i.e. statements (1), (2) in Theorem
4.5) it is immediate to see that the Langlands parameters given by [AGa]
are the ones of the “main” Langlands packet inside our desired Arthur
packet. In the remaining cases, one needs to argue that the stated repre-
sentations belong to our desired Arthur packet, as was done in [Mœg11b,
§8] for symplectic-even orthogonal pairs.
We now come to a description of the morphism (2.14), commenting on
its relation with the definitions of Adams [Ada89] and the results of [AGa].
In all cases, after we describe the map from LGω, we will map SL2 to the
centralizer of the image of LGω in the identity component of
LG1, so that
the non-trivial unipotent orbit in SL2 maps into the principal unipotent orbit
in this centralizer. Hence, it remains to describe the map from LGω.
(1) When V is a quadratic space of odd dimensionm, we embed:
LGω = Spn(C)×Gal(k¯/k)→
LG1 = Spm−1(C)×Gal(k¯/k) (2.16)
by identifying the symplectic space associated to the former with a
symplectic subspace of the latter.
Recall, however, from (2.8) that in this case the L-group LG1 is
not the “standard” L-group of the two-fold cover of the metaplectic
group, but a twist of it by the discriminant character of V . Therefore,
the map (2.14) induces a map on L-parameters that corresponds to
the one of [AGa], where a twist by χ−1V appears. (The character χW
of loc.cit. is in this case trivial.)
(2) When V is a quadratic space of even dimensionm, we embed:
LGω = On+1(C)×{±1} Gal(k¯/k)→
LG1 = Om(C)×{±1} Gal(k¯/k) (2.17)
by identifying the quadratic space of the first groupwith a subspace
of the quadratic space of the latter. Notice that for both L-groups,
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Gal(k¯/k) maps to {±1} via the determinant of V , so the morphism
is well-defined.
To compare with the results of [AGa], notice that our choices for
the L-group of G2 coincide, while to identify the L-groups of
LG1
one needs to multiply by the quadratic character χ˜V – this accounts
for the factor of χ−1V in their formulas, while χW is again trivial.
(3) When V is symplectic, W is orthogonal and we repeat what was
done in the previous two cases, with the only difference that the
‘small” L-group is the one of the orthogonal space. Notice that now
the character χV in the results of [AGa] will be trivial, while the
character χW accounts for our twisted definition of L-groups.
(4) When V is unitary and the difference m − n of the dimensions of
V and W is an even number 2s, in which case both covers G˜Lm
n
and G˜Ln
m
of (2.9) are simultaneously split or non-split, and having
the “standard” pinning of general linear groups in mind, we embed
GLn(C) into the “middle” block of GLm(C). The element σ = σn of
G˜Ln
m
will go to the corresponding element σ = σm of G˜Lm
n
when
m and n are even (the extensions are split), and to the element: Is In
−Is
σm, (2.18)
as in [Ada89], in the odd case, in order to make this map a homo-
morphism. When m − n is odd, so exactly one of the two covers
G˜Lm
n
and G˜Ln
m
is non-split, we embed, as in [Ada89], the con-
nected component GLn(C) into the top left block of GLm(C), and
map σn to the element:(
In
Im−n
)
σm. (2.19)
Amore linear-algebraic description of Langlands parameters into
LG1,
LG2 will make the above definitions appear more natural, and
will clarify the relation with the results of [AGa]: It is easy to see
that equivalence classes (i.e. GLm(C)-conjugacy classes) of Lang-
lands parameters into G˜Lm
n
are conjugacy classes of Frobenius-
semisimple homomorphisms
φ :W ′E → GLm(C)
with the property that there is a non-degenerate bilinear form B on
Cm with
B(φ(w)x, φ(τwτ−1)y) = B(x, y), (2.20)
and
B(y, x) = (−1)m+n+1B(x, φ(τ2)y), (2.21)
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where τ is some (any) chosen element ofWF rWE .
It is now easy to see that Langlands parameters into LG2 natu-
rally give rise to (equivalence classes of) Langlands parameters into
LG1, and that this map between equivalence classes corresponds to
the map of L-groups described above. Moreover, the description of
parameters in [AGa] is identical, except that the factor (−1)m+n+1 of
(2.21) is replaced by (−1)m+1. This corresponds to the twist by χ˜W
that is needed to pass from LG1 to the L-group of Um, as in (2.11),
and a similar twist by χ˜V is needed to pass from
LG2 to the L-group
of Un; this explains the factors χ
−1
V χW appearing in the formulas of
[AGa].
This completes the description of the “L-group of Howe duality”, en-
dowed with a “canonical” morphism (2.13).
2.4.2. Remark. The morphism (2.13) that we defined ad-hoc appears to be the
“correct” one for equivalence classes of Langlands parameters; hence, it is
the “correct” one up to conjugacy by the connected component Gˇ of LG.
This makes it less canonical than the connected component GˇX of the L-
group of a spherical varietyX which, in [SV], was given with a morphism:
GˇX × SL2 → Gˇ
canonical up to conjugacy by the canonical maximal torus (and completely
canonical if we were working with pinned groups). It would be desirable,
not only for aesthetic reasons, to have a more geometric definition of LGω ,
togetherwith an analog of the “boundary degenerations” of a spherical va-
riety for Howe duality, that would allow us to pinpoint a more canonical
map (2.13) of L-groups.
2.5. A Plancherel-theoretic version of Adams’ conjecture. Now consider
the unitary oscillator representation ωv at a place v as a genuine, unitary
representation of the dual pair Gv = G1,v × G2,v . Throughout this paper,
the “unitary dual” of these groups means the genuine unitary dual.
The abstract theory of the Plancherel formula tells us that there is a de-
composition:
ωv =
∫
Ĝv
Hπµv(π), (2.22)
where µv is a measure on the unitary dual, and for an irreducible unitary
representation π of Gv, the unitary representation Hπ is isomorphic to a
sum of copies of π.
For more careful presentations of the Plancherel decomposition, includ-
ing issues of measurability, I point the reader to [Ber88] and [SV, §6.1]. For
the decomposition (2.22) to make sense, one needs to specify morphisms
from a dense subspace ω0v of ωv to the Hilbert spaces Hπ, and the decom-
position is essentially unique, in the sense that the resulting measure on Ĝv
which is valued in the space of Hermitian forms on ω0v is unique.
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We will later see that in this case one can take ω0v = ω
∞
v , or, in the lan-
guage of [Ber88], the decomposition is pointwise defined on ω∞v . Assuming
this, for (µ-almost) every irreducible unitary π = π1 ⊗ π2 of Gv, the mor-
phism ω∞v → Hπ of the Plancherel decomposition has to factor through a
(semisimple) πv-isotypic quotient of ω
∞
v . The Howe duality theorem im-
plies that π1 and π2 completely determine each other, and that the quotient
is multiplicity-free; in the notation used before, π1 = θ(π2) and π2 = θ(π1).
(Notice that we are throughout omitting the dependence on the character
ψv from the notation.) Hence, we have a Plancherel decomposition of the
form:
ωv =
∫
Ĝ2,v
θ(π2)⊗ˆπ2 µ2,v(π2), (2.23)
where µ2,v is now some measure on the unitary dual of G2,v (the push-
forward of the measure µv on Ĝv). The fact that the decomposition is point-
wise defined on ω∞v will be shown in the context of the proof of Theorem
3.0.2, in §3.3.
We formulate the following unitary variant of Adams’ conjecture. It
is the analog of the “relative local Langlands conjecture” [SV][Conjecture
16.2.2] for the L2-space of a spherical variety. Recall that we are assuming
that G2 is the “small” group, i.e.m ≥ d(n).
2.5.1. Conjecture. There is a direct integral decomposition:
ωv =
∫
[φ]
Hφµ2,v(φ), (2.24)
where:
• [φ] runs over isomorphism classes of local tempered (i.e., bounded) Lang-
lands parameters into LGω =
LG2;
• µ2,v is in the natural class of measures on the set of such Langlands pa-
rameters;
• Hφ is isomorphic to a (possibly empty) direct sum of irreducible represen-
tations belonging to the Arthur packet associated to the composition:
W ′kv × SL2
φ×Id
−−−→ LGω × SL2 →
L(G1 ×G2), (2.25)
where the last arrow is the canonical morphism (2.13).
Notice that, by abuse of notation, we use the same symbol µ2,v for the
Plancherel measure on the unitary dual of G2,v, and for a measure on the
set of its tempered Langlands parameters. By “class” of the measure µ2,v,
we mean, as in [SV], an equivalence class of measures that are absolutely
continuous with respect to each other. Given a choice of additive charac-
ter ψv, this equivalence class has a “canonical” representative which corre-
sponds to the conjecture of Hiraga-Ichino-Ikeda [HII08] on formal degrees.
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For discrete parameters, this measure is:
µ2,v({φ}) =
1
|S♯φ|
|γ(0, φ,Ad, ψv)|, (2.26)
where S♯φ is a finite group related to a centralizer of the parameter. Notice
that the adjoint γ-factor appearing in the formula makes sense also for our
non-standard versions of L-groups, and it remains unchanged under the
isomorphisms with more “classical” L-groups discussed in §2.3.
It is clear that Conjecture 2.5.1 follows immediately from Adams’ conjec-
ture 2.4.1, once one knows that the Plancherel measure µ2,v of the oscillator
representation (2.23) is absolutely continuouswith respect to the Plancherel
measure of the group G2,v – we will prove this in Theorem 3.0.2, including
the stated fact that the Plancherel decomposition is pointwise defined on
ω
∞
v .
Given that, and choosing µ2,v = µG2,v , the Plancherel measure for G2,v ,
in (2.23) (determined by a choice of Haar measure on G2,v, which will be
done globally), and independently from Conjecture 2.5.1, we get canonical
morphisms from (2.23):
ω
∞
v → θ(π2)⊗ˆπ2, (2.27)
up to scalars of absolute value 1, for µ2,v-almost every π2. We will ac-
tually see that these morphisms are “continuous” in π2, and hence well-
defined (possibly zero) for every tempered π2, and we will see that these
morphisms factorize the square of the absolute value of the global theta
pairing.
3. PLANCHEREL DECOMPOSITION OF THE OSCILLATOR REPRESENTATION
The discussion of L-groups and Conjecture 2.5.1 in the previous section
was formulated in such a way to establish the analogy with the theory of
period integrals, but to proceed we do not need to invoke Langlands pa-
rameters. The following theorem implies Conjecture 2.5.1 if one assumes
Adams’ conjecture 2.4.1:
3.0.2. Theorem. In the previous setting, there is a direct integral decomposition:
ωv =
∫
Ĝ2,v
θ(π2)⊗ˆπ2 µG2,v(π2), (3.1)
where µG2,v denotes Plancherel measure for G2,v (depending on a choice of Haar
measure on G2,v), and it is understood that θ(π2) can be zero.
The decomposition is pointwise defined on ω∞v , and for almost all π2 the hermit-
ian form on ω∞v that is pulled back from the unitary structure of π = θ(π2)⊗ˆπ2 is
equal to:
JPlanchπ (Φ1 ⊗ Φ¯2) :=
∑
ϕ
∫
G2,v/C1
〈ωv(g)Φ1,Φ2〉ωv 〈π2(g)ϕ,ϕ〉π2dg, (3.2)
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where ϕ runs over an orthonormal basis of π2.
In other words, for Φ1,Φ2 ∈ ω
∞
v we have:
〈Φ1,Φ2〉ωv =
∫
Ĝ2,v
JPlanchπ (Φ1 ⊗ Φ2) µG2,v(π2), (3.3)
where π stands for θ(π2)⊗ˆπ2, and the J
Planch
π are positive semi-definite her-
mitian forms (for µG2,v -almost all π2).
In comparison to the abstract decomposition (2.23), this theorem spec-
ifies that the Plancherel measure for ωv is absolutely continuous with re-
spect to the Plancherel measure on G2,v, and determines the hermitian
forms of the Plancherel decomposition. The result is probably known to
experts, and at least parts of it have appeared in the literature – s. [Li89] for
the hermitian forms above and [GG14] for the determination of the mea-
sure in the “stable range”; cf. also [How79, Gel76, RS77, ØZ95, ØZ97] for
special cases. The proof of this theorem will be the goal of this section. For
the rest of this section we omit the index v from the notation, e.g. ω = ωv,
G2 = G2,v , µG2 = µG2,v etc. At some points we may denote the fixed com-
pletion kv of our global field by F .
3.0.3. Remark. In the non-Archimedean case it has been proven by Yamana
[Yam14, Lemma 8.6] (s. also [GQT14, Proposition 11.5]) that the forms JPlanchπ
are non-vanishing if and only if θ(π2) 6= 0. In particular, the support of
Plancherel measure coincides with the (closure of the) set of tempered rep-
resentations ofG2,v which are distinguished byHoweduality. It is expected
that this should also be true in the Archimedean case. (To emphasize again
the analogy with spherical varieties, this is the analog of Theorem 6.4.1 in
[SV].)
3.1. Growth of matrix coefficients of ω.
3.1.1. Proposition. The matrix coefficients of the oscillator representation,
g 7→ 〈ω(g)Φ1,Φ2〉ω ,
forΦ1,Φ2 ∈ ω
∞, when restricted toG2, lie in the Harish-Chandra Schwartz space
C (G2) of genuine functions on G2.
This is essentially [Li89, Corollary 3.4] – actually, its proof is contained
in the proof of Theorem 3.2 of this paper. However, we shall formulate its
proof in terms of “doubling zeta integrals” (and a convergence result for
those due to Gan and Ichino), in order to establish facts that we need for
our global application. It should be pointed out that the interpretation of
local zeta integrals in terms of matrix coefficients was observed already in
[Li92].
For a recollection of the notion of Harish-Chandra Schwartz space C (G2)
for the points of reductive algebraic groups, and more generally groups of
“polynomial growth”, see [Ber88]. It coincides with the space of all smooth
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functions which are integrable against Ξ(g) (log ‖g‖)N for all N (and sim-
ilarly for their derivatives under the universal enveloping algebra, in the
Archimedean case), where Ξ is the Harish-Chandra Ξ function and ‖ · ‖ is
any norm of polynomial growth on the group. The same definitions apply
to functions C1-covers of algebraic groups, and we denote by C (G2) the
space of genuine Harish-Chandra Schwartz functions on G2, i.e. those on
which the central C1 acts by the identity character.
The proposition will follow from interpreting integrals against matrix
coefficients of ω as local zeta integrals of the doubling method for the stan-
dard L-function, and invoking well-known results for that case. While do-
ing so, we will be careful about canonically fixing certain isomorphisms,
for later use. In particular, we will also be making some comments about
global measures etc.
Consider the (−ǫ)-hermitian spaceW =W⊕(−W ), where (−W ) denotes
the same vector space with opposite hermitian form, and the direct sum is
an orthogonal one. The diagonal copyW diag ⊂W is an isotropic subspace,
and the oscillator representation ω˜ associated to the symplectic space V ⊗W
and the additive character ψ has a Schro¨dinger model:
ω˜ ≃ L2(V ⊗W/ℓ), (3.4)
where ℓ is the Lagrangian V ⊗W diag. In the next subsection, we will recall
that there is a canonical model up to canonical isomorphism for the oscilla-
tor representation, a canonical Haar measure (given the additive character
ψ) on V ⊗ W/ℓ and a distinguished isomorphism between the canonical
model for ω˜ and L2(V ⊗W/ℓ); hence, we can consider (3.4) as a canonical
isomorphism.
By the symplectic form, we can identify the quotient V ⊗W/ℓ with the
F -linear dual ℓ∗. The space of smooth vectors is ω˜∞ = S(ℓ∗), the space of
Schwartz functions. The functional:
ev0 : S(ℓ
∗) ∋ Φ 7→ Φ(0) (3.5)
is an eigen-functional for the Siegel parabolic S ⊂ S˜p(V ⊗W) stabilizing ℓ,
with eigencharacter whichwe temporarily denote by χ. Thus, by Frobenius
reciprocity the functional defines a morphism:
ω˜
∞ → Ind
S˜p(V⊗W)
S
(χ), (3.6)
where Ind denotes unnormalized induction.
The cover S˜p(V ⊗ (−W )) can canonically be identified with S˜p(V ⊗W )
through an anti-genuine involution (i.e. the central C1 maps to C1 through
the inverse character). Thus, the oscillator representation associated to the
symplectic space V ⊗ (−W ) and the character ψ is canonically identified
with the dual ω∨ = ω = ωψ−1 .
The embedding Sp(V ⊗W ) × Sp(V ⊗W ) → Sp(V ×W) gives rise to a
morphism:
S˜p(V ⊗W )× S˜p(V ⊗W )→ S˜p(V ⊗W) (3.7)
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which is genuine in the first copy and anti-genuine in the second. Restrict-
ing the oscillator representation of the big group, there is an isomorphism:
ω⊗ˆω
∼
−→ ω˜|
S˜p(V×W )⊗S˜p(V⊗W )
. (3.8)
As we will recall in the next subsection, there is a canonical choice of a uni-
tary such isomorphism, and it has the following property: For anymaximal
isotropic subspace Y ⊂ V ⊗W whose linear dual Y ∗ is endowed with a
Haar measure, there are canonical unitary isomorphisms with Schro¨dinger
models:
ω⊗ˆω ≃ L2(Y ∗)⊗ˆL2(Y ∗) (3.9)
and
ω˜ ≃ L2(Y ∗ ⊕ Y ∗), (3.10)
and then (3.8) is the canonical isomorphism:2
L2(Y ∗)⊗ˆL2(Y ∗) = L2(Y ∗ ⊕ Y ∗), (3.11)
Φ1 ⊗ Φ2 7→ Φ(x, y) := Φ1(x)Φ2(y).
(And, similarly, subspaces of smooth vectors are identified with the corre-
sponding spaces of Schwartz functions.)
Moreover:
3.1.2. Lemma. For the canonical choices of isomorphisms (3.4) and (3.8), the com-
position of ev0 with the morphism (3.8) is the functional:
Φ1 ⊗ Φ2 7→ 〈Φ1,Φ2〉ω . (3.12)
For our current purposes an equality up to a scalar of absolute value one
would be just as good; however, for our global application the exact equal-
ity is important, combined with the compatibility of the canonical isomor-
phisms with global models. This lemma is well-known, cf. [Li92, p.182],
but we will repeat its proof in the next subsection to clarify the canonical
nature of various isomorphisms.
Assuming this lemma from now, we conclude:
3.1.3. Corollary. The matrix coefficients g 7→ 〈gΦ1,Φ2〉ω, lie in the space of
the induced representation Ind
S˜p(V ⊗W)
S
(χ), identified with the space of functions
{f : S˜p(V ⊗W)→ C|f(pg) = χ(p)f(g) ∀p ∈ S, g ∈ S˜p(V ⊗W)}, and restricted
as functions to S˜p(V ⊗W )× 1 ⊂ S˜p(V ⊗W).
Let now G(W) denote the preimage of the isometry group ofW (consid-
ered as a subgroup of Sp(V ⊗W)) in S˜p(V ⊗W), and P the corresponding
Siegel parabolic of G(W) fixing the isotropic space W diag. The restriction
of an element of Ind
S˜p(V⊗W)
S
(χ), again considered as a function, to G(W)
via the natural embedding G(W)→ S˜p(V ⊗W) belongs to the space of the
2Throughout, a bar over a vector space denotes the same space with the conjugate C-
action, and of course forL2-spaceswe have a linear isomorphismL2 → L2 given byΦ 7→ Φ¯.
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induced representation Ind
G(W)
P
(χ|P). Using normalized (unitary) induction
now, which we will denote by I
G(W)
P
, it follows that the matrix coefficients
ofω, restricted toG2 ⊂ S˜p(V ⊗W ) are restrictions viaG2 → G2×1 →֒ G(W)
of the normalized induced representation
I
G(W)
P
(χ|P · δ
− 1
2
P
)
of G(W), where δP denotes the modular character of P.
We will now determine the growth of the character χδ
− 1
2
P
. It is more
convenient here to work with classical groups, so consider the quotient
P → ResE/F GLn, where ResE/F GLn is identified with the Levi quotient
of the Siegel parabolic of the classical group Sp(W), in such a way that the
canonical central cocharacter composed with the (left) adjoint action on the
unipotent radical is positive. Notice that the absolute value of the genuine
character χ factors through a character of ResE/F GLn – it is this character
that the following lemma is referring to.
3.1.4. Lemma. The absolute value of the character χδ
− 1
2
P
, considered as a character
of ResE/F GLn as above, is:
|χδ
− 1
2
P
| = |det |s0 , (3.13)
where | · | denotes the absolute value of the field E, and
s0 =
m− d(n)
2
. (3.14)
Notice that s0 ≥ 0 according to our convention thatm ≥ d(n).
Proof. This is well-known, and a fundamental fact for the theory of the
Siegel-Weil formula, but for convenience of the reader we verify it again:
by the explicit description of the Schro¨dinger model [RR93, Theorem 3.5],
the Siegel Levi S of S˜p(V ⊗W) acts on the functional ev0 by a character χ
with |χ| = |det |
1
2 . The map P → S corresponds to tensoring the standard
representationW of the Levi of P by V (and changing scalars from E to F ),
thus the determinant of the image is them-th power of the determinant of
(the Levi of) P. This explains the factor |det |
m
2 , while the factor |det |−
d(n)
2
arises by calculation of the modular character of P. 
Thus, to complete the proof of Proposition 3.1.1, up to the proof of Lemma
3.1.2, it suffices to show that for any f ∈ I
G(W)
P
(χδ
− 1
2
P
), the function:
G2 ∋ g 7→ f((g, 1)),
where g is embedded as above, lies in the Harish-Chandra Schwartz space.
This follows from the local theory of the doubling method, more precisely
from the following (or, rather, its proof):
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3.1.5. Lemma. For any tempered genuine representation π ofG2, any two smooth
vectors v1 ∈ π, v2 ∈ π
∗, and any smooth vector f ∈ I
G(W)
P
(χ′), the local zeta
integral:
ZF (v1, v2, f) :=
∫
G2/C1
f((g, 1))〈π(g)v1, v2〉dg (3.15)
is absolutely convergent if |χ′| = |det |s with s > −12 .
Proof. See [GI14][Lemma 9.5]. 
The proof of this lemma in loc.cit. actually shows that the function g 7→
f((g, 1)) is in the Harish-Chandra space C (G2). By Lemma 3.1.4, and since
we are assuming that m ≥ d(n), this applies to the induced representation
I
G(W)
P
(χδ
− 1
2
P
), completing the proof of Proposition 3.1.1, except for Lemma
3.1.2 which will be proven in the next section.
3.2. Comparison of Schro¨dinger models. Suppose that Z is a symplectic
space (over our fixed local field which we keep omitting from the notation),
ω the oscillator representation of S˜p(Z) determined by the additive charac-
ter ψ. If ℓ1, ℓ2 are two Lagrangian subspaces, endowedwith Haar measures
dx1, dx2, then ω can be realized on the spaces L
2(ℓ∗1, dx1) and L
2(ℓ∗2, dx2),
and there is a unique up to a scalar of absolute value 1 equivariant isome-
try:
Fℓ1,ℓ2 : L
2(ℓ∗1, dx1)
∼
−→ L2(ℓ∗2, dx2). (3.16)
Following [Tho08], we will now describe more canonical Schro¨dinger
models, replacing functions by half-densities valued appropriate line bundles,
and equippedwith canonical isometries between them (see also [Li08] for a
nice presentation, and [LV80] for an earlier account of canonical intertwin-
ing operators).
Namely, for a Lagrangian subspace ℓ, let Hℓ denote the space of L
2-half
densities3 on Z/ℓ valued in the hermitian line bundle whose sections are
functions on Z satisfying:
f(λ+ z) = ψ
(
〈z, λ〉
2
)
f(z) (3.17)
for all λ ∈ ℓ, z ∈ Z , where 〈 , 〉 denotes the symplectic pairing. We will see
below that there are canonical intertwiners between the spaces Hℓ for dif-
ferent choices of ℓ, so we will henceforth consider them as canonicalmodels
for the oscillator representation.
3I use “densities” for the sheaf of densities on our vector spaces, not just for the “Haar”
densities of loc.cit. Thus, our densities are functions on the vector spaces times the “Haar”
densities of loc.cit – when they are valued in the trivial line bundle their squares are (arbi-
trary) measures on the vector spaces, and when they are valued in a hermitian line bundle
the same is true for the squares of their absolute values.
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A choice of splitting of the quotient Z → Z/ℓ trivializes this line bundle,
and a choice of Haar measure dx on Z/ℓ = ℓ∗ (identified through the sym-
plectic pairing, z 7→ 〈z, ·〉) whose positive square root is a half-density, turns
half-densities into functions, thus giving rise to a unitary isomorphism:
Hℓ
∼
−→ L2(ℓ∗, dx). (3.18)
Later, when we will return to this point for global purposes, there are
canonical Haar measures on the adelic points of these Lagrangians, and
any splitting of Z → Z/ℓ over the global field k will result in the same
trivialization of the aforementioned line bundle over the adelic points of
Z/ℓ (because ψ is automorphic), hence we can apply the present discussion
identifying functions with half-densities in a canonical way.
Now, for two such Lagrangians ℓ1, ℓ2, there is a canonical (given the
character ψ) self-dual Haar measure µℓ1,ℓ2 on the symplectic space (ℓ1 +
ℓ2)/(ℓ1 ∩ ℓ2). Using the canonical isomorphism:
(ℓ1 + ℓ2)/(ℓ1 ∩ ℓ2) ≃ ℓ1/(ℓ1 ∩ ℓ2)⊕ ℓ2/(ℓ1 ∩ ℓ2), (3.19)
the square rootµ
1
2
ℓ1,ℓ2
is a half density on the space on the right. The formula:
Fℓ1,ℓ2(φ)(y) =
∫
x∈ℓ2/ℓ1∩ℓ2
φ(x+ y)ψ
(
〈x, y〉
2
)
µ
1
2
ℓ1,ℓ2
(3.20)
defines the canonical intertwiner: Hℓ1 →Hℓ2 .
Now we consider special cases that were encountered in the previous
subsection.
First of all, there is a canonical isomorphism:
ω⊗ˆω¯
∼
−→ L2(ℓ∗, dx)⊗ˆL2(ℓ∗, dx)
for any Lagrangian ℓ whose dual is endowed with a Haar measure dx, de-
termined by the condition that the unitary pairing between ω and ω¯ trans-
lates to the inner product on L2(ℓ∗, dx). This is (3.9).
Secondly, if Z is a symplectic space and Z = Z ⊕ (−Z), and ℓ is the
diagonal ofZ , there is a canonical splittingZ/ℓ→ Zwhose image is the first
copy of Z , and it is endowed with the self-dual Haar measure with respect
to the character ψ. This gives a canonical isomorphism of the oscillator
representation for Zwith L2(Z), which is (3.4).
In the same setting, if Y is any Lagrangian of Z whose dual is endowed
with a Haar measure dx, then any choice of isotropic complement X to Y
in Z (giving rise to a complement X ⊕ X to Y ⊕ Y in Z) induces the same
isomorphism between the oscillator representation attached to Z and the
space:
L2(Y ∗ ⊕ Y ∗, dx× dx).
Indeed, a different choice of splitting for the quotient Z → Y ∗ = Z/Y
differs by a linear map κ : Y ∗ → Y . Hence, for a vector v ∈ HY⊕Y , its
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images Φ,Φ′ under the two resulting isomorphisms:
HY⊕Y
∼
−→ L2(Y ∗ ⊕ Y ∗, dx× dx)
satisfy:
Φ′(z) = ψ
(
〈z, κ(z)〉
2
−
〈z, κ(z)〉
2
)
Φ(z) = Φ(z),
the minus sign in the bracket appearing because the symplectic forms on Z
and (−Z) are opposite. This establishes (3.10).
Now we specialize to the setting of Lemma 3.1.2, except that we denote
our symplectic spaces by Z,Z instead of V ⊗ W , V ⊗ W. The oscillator
representation associated to Z will be denoted by ω, and that associated to
Z by ω˜. Take any Lagrangian Y ⊂ Z , and choose a Haar measure on Y ∗.
Set ℓ1 = Y ⊕ Y , ℓ2 = Z
diag.
Choose a Lagrangian complement X of Y (identified with Y ∗ via the
symplectic pairing), and a Haar measure dx. As discussed before, this iden-
tifies ω˜ ≃ L2(X ⊕X, dx× dx). Moreover, we also saw that the first copy of
Z in Z identifies ω˜ with L2(Z, dz), where dz is the self-dual measure with
respect to ψ. For φ1 ∈ Hℓ1 and φ2 = Fℓ1,ℓ2φ1 ∈ Hℓ2 , the corresponding
functions Φ1 ∈ L
2(X ⊕ X, dx × dx), Φ2 ∈ L
2(Z, dz) are obtained by us-
ing Haar measures to turn half-densities into functions, and restricting to
X ⊕X, resp. Z ⊕ 0. More precisely, splitting the self-dual Haar measure dz
on Z = X⊕Y as dx×dy, identifying the quotient ℓ2/ℓ1∩ ℓ2 withX
diag, and
applying formula (3.20) divided by the half-density dz
1
2 we get:
Φ2(x0 + y0) =
φ2
dz
1
2
((x0 + y0, 0))
(3.20)
=====
∫
x∈X
φ1((x+ x0 + y0, x))ψ
(
〈(x, x), (x0 + y0, 0)〉
2
)
µ
1
2
ℓ1,ℓ2
dx
1
2
0 dy
1
2
0
(3.17)
=====
∫
x∈X
φ1((x+x0, x))ψ
(
〈(x+ x0, x), (y0, 0)〉
2
)
ψ
(
〈(x, x), (x0 + y0, 0)〉
2
)
µ
1
2
ℓ1,ℓ2
dx
1
2
0 dy
1
2
0
= ψ
(
〈x0, y0〉
2
)∫
x∈X
φ1((x+ x0, x))ψ (〈x, y0〉)
µ
1
2
ℓ1,ℓ2
dx
1
2
0 dy
1
2
0
.
Now, we can write µ
1
2
ℓ1,ℓ2
= dx
1
2×dy
1
2
0 , where we have identified ℓ2/ℓ1∩ℓ2
withXdiag as before, and ℓ1/ℓ1 ∩ ℓ2 with Y ⊕ 0. Moreover, φ1((x+x0, x)) =
Φ1((x+ x0, x))dx
1
2 dx
1
2
0 . The last formula reads, then:
Φ2(x0 + y0) = ψ
(
〈x0, y0〉
2
)∫
x∈X
Φ1((x+ x0, x))ψ (〈x, y0〉) dx. (3.21)
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In particular, for x0 = y0 = 0we obtain:
Φ2(0) =
∫
x∈X
Φ1((x, x))dx,
and if Φ1 is in the image of a vector of ω⊗ˆω¯ as in (3.11), we obtain the
statement of Lemma 3.1.2.
3.3. Plancherel decomposition of the oscillator representation. We are
now ready to prove Theorem 3.0.2.
We have seen in Proposition 3.1.1 that the matrix coefficients of ω∞ lie
in the Harish-Chandra Schwartz space of G2. The theorem will now fol-
low from the pointwise Plancherel decomposition for the Harish-Chandra
Schwartz space of the group G2, provided that we can show that the her-
mitian forms JPlanchπ of (3.2) are positive semi-definite. This has been proven
by HongyuHe [He03] under some additional assumptions. Notice that the
fact that the Plancherel measure for Ω is supported on the tempered dual
of G2, given that the diagonal matrix coefficients of a dense subspace lie in
L2+ǫ(G), is a theorem of Cowling, Haagerup and Howe [CHH88, Theorem
1]. We will rely on and extend that theorem, using the Plancherel formula
for the Harish-Chandra Schwartz space:
3.3.1. Proposition. Let Ω be a unitary representation of (the points of) a reduc-
tive group G over a local field, and Ω0 a dense, invariant subspace of (necessar-
ily smooth) vectors whose matrix coefficients lie in the Harish-Chandra Schwartz
space C (G).
For all tempered representations π consider the hermitian forms, depending on
the choice of a Haar measure on G:
Jπ(Φ1,Φ2) =
∑
v
∫
G
〈Ω(g)Φ1,Φ2〉Ω 〈π(g)v, v〉πdg, (3.22)
the sum running over an orthonormal basis of π.
Then Jπ is positive semi-definite for every tempered representation π of G, and
Ω admits the following Plancherel formula, pointwise defined on Ω0:
〈Φ1,Φ2〉Ω =
∫
Ĝ
Jπ(Φ1,Φ2)µG(π), (3.23)
where µG denotes the Plancherel measure of G corresponding to the choice of Haar
measure in (3.22).
The proposition immediately extends to genuine functions on G2, and
the notion of Harish-Chandra space for those discussed after the statement
of Proposition 3.1.1. This is where we will apply it, but for notational sim-
plicity we present the proof for classical groups.
Proof. The formula (3.23) follows from the pointwise Plancherel decom-
position for the Harish-Chandra Schwartz space of the group G [HC76,
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Wal03]: Any Harish-Chandra Schwartz function F on G has the pointwise
decomposition:
F (g) =
∫
Ĝ
Fπ(g)µG(π) (3.24)
with
Fπ(x) = tr(π¯(ρ(x)Fdg)) =
∑
v
∫
G(F )
F (gx)〈π(g)v, v〉πdg, (3.25)
where ρ denotes the right regular representation. In particular, when F is
the matrix coefficient F (g) = 〈Ω(g)Φ1,Φ2〉, one has
Fπ(1) = Jπ(Φ1,Φ2).
We just need to explain why (3.23) is a Plancherel formula for our rep-
resentation Ω, which is equivalent to saying that the forms Jπ on Ω
0 are
positive semi-definite; indeed, once this is established, the Hilbert spaces
of the abstract Plancherel formula (2.22) are obtained by completion.
From [CHH88, Theorem 1], we know that Ω is a tempered representa-
tion. There are various equivalent characterizations of this property:
(1) The support of Plancherel measure for Ω lies in the tempered dual
Gˆtemp of G.
(2) Every diagonal matrix coefficient of Ω can be approximated, uni-
formly on compacta, by diagonal matrix coefficients of the right reg-
ular representation ρ of G.
(3) For every f ∈ L1(G), we have an inequality of operator norms:
‖Ω(fdg)‖ ≤ ‖ρ(fdg)‖. (3.26)
For the equivalence, see [Fel60, Theorems 1.2 and 1.7] and [Eym64, Lemme
1.23].
The algebraC (G)dg ofHarish-Chandra Schwartzmeasures acts on every
tempered representation by convolution. I remind the reader an argument
for the convergence of the convolution operator Ω(hdg), for h ∈ C (G) and
Ω a tempered representation: Writing h ∈ C (G) as a limit of L1-functions
fn, we see by (3.26) that the limit of the operators Ω(fndg) exists, because
the same is true for the limit of the operators ρ(fndg).
We are interested in the action of a ring z(G) of “multipliers”, which lies
in the center of a certain completion of the algebra C (G)dg. This ring can
be identified with the algebra C (T ) of Schwartz functions which are sup-
ported on a finite number of connected components of the orbifold T of
tempered parameters. I outline the definitions: The tempered dual Ĝtemp
has a finite-to-one map onto the orbifold T whose points are G-conjugacy
classes of pairs (L, τ), where L is a Levi subgroup and τ is the isomorphism
class of an irreducible, unitary, discrete-mod-center representation of L; the
fiber over (L, τ) is the set of irreducible representations in the unitarily in-
duced representation IGP (τ), where P is a parabolic with Levi subgroup L.
We let C (T ) be the space of Schwartz functions (i.e. smooth functions of
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rapid decay) on this orbifold which are supported on a finite number of
connected components. (Of course, in the non-Archimedean case the no-
tion of rapid decay is irrelevant, since the components are compact. In this
case, the ring of multipliers z(G) that I am describing here is the restric-
tion to a finite number of spectral components of the “tempered Bernstein
center” of Schneider and Zink [SZ07]; cf. also [DHS].)
There is a ring z(G) ≃ C (T ) (we will denote this isomorphism by z 7→ zˆ)
acting on any tempered representationΩ ofG. Its action onK-finite vectors
(where K is some maximal compact subgroup) can be described in terms
of the Harish-Chandra Schwartz algebra, and it is then a simple exercise
on the Plancherel formula to show that this action extends to Ω (but we
will not use this extension). More precisely, let zˆ ∈ C (T ) be given. For
any fixedK-type τ , there is, by the Plancherel formula of [HC76, Wal03], a
unique element zτ ∈ C (G)dg which acts by the scalar zˆ(π) on the (K, τ)-
type vectors of π ∈ Ĝtemp, and annihilates all other types. (By abuse of
notation, we write zˆ(π) for the value of zˆ on the image of π in T .) The
formal sum:
z =
∑
τ
zτ (3.27)
over all K-types is a well-defined operator on the K-finite vectors of any
tempered representationΩ, and extends uniquely to an operator onΩwhich
commutes with the action of G.
Returning to the setting of the proposition, for any v,w ∈ Ω0, h ∈ C (G)
and x ∈ G we have:
〈Ω(x)Ω(hdg)v,w〉 =
∫
G
h(g) 〈Ω(xg)v,w〉 dg = (ρ(hdg)F )(x),
where F (x) is the matrix coefficient 〈Ω(x)v,w〉. In other words, the matrix
coefficient map from Ω ⊗ Ω¯ to functions on G intertwines the action of the
algebra C (G)dg onΩwith its right regular action on functions onG (which,
in particular, is convergent on the image of the matrix coefficient map).
Since the right regular action of C (G)dg preserves the space C (G), we
may assume that the subspace Ω0 is stable under the action of C (G)dg (by
replacing it with its span under the action of this algebra).
Now we return to (3.23), setting F (g) = 〈Ω(g)Φ,Φ〉. To prove that the
hermitian forms Jπ are positive semi-definite, it is enough to show it for
their restrictions to the set of K-finite vectors in Ω0. Thus, assume that
Φ ∈ Ω0 is K-finite. If z ∈ z(G) we get:
0 ≤ 〈Ω(z)Φ,Ω(z)Φ〉 = (ρ(z∗z)F )(1)
(where z∗ denotes the adjoint operator, which for fdg ∈ C (G)dg is repre-
sented by f∗dg, with f∗(g) = f(g−1))
=
∫
Ĝtemp
|zˆ(π)|2Fπ(1)µG(π) (by the Plancherel formula for C (G))
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=
∫
Ĝtemp
|zˆ(π)|2Jπ(Φ,Φ)µG(π).
The Plancherel measure is concentrated on the set T 0 of elements of
Ĝtemp for which the map to T is a bijection; indeed, in a family of repre-
sentations parabolically induced from discrete series, with the discrete se-
ries varying by unramified twists, generic elements are irreducible. Hence,
the above integral is really an integral over the orbifold T . Moreover,
the restriction of Fπ(1) = Jπ(Φ,Φ) to T
0 extends to a Schwartz function
t 7→ Jt(Φ,Φ) on this orbifold, again by the Plancherel formula for C (G). If
we had Jt(Φ,Φ) < 0 for some t ∈ T , and hence in some neighborhood of t,
we would get a contradiction by choosing zˆ with support in this neighbor-
hood. Thus, Jt(Φ,Φ) ≥ 0 for all t. This is enough to establish the Plancherel
formula, but we notice that it also implies that Jπ(Φ,Φ) ≥ 0 for every tem-
pered π: indeed, if the fiber over t ∈ T contains a finite number of elements
π1, . . . , πk, and πi appears with multiplicity mi ≥ 1 in the corresponding
induced representation, we have just shown that the sum
∑k
i=1miJπi is a
positive semi-definite hermitian form, but since the representations πi are
inequivalent, each of the summands has to be positive semi-definite.

Combining this with Proposition 3.1.1, Theorem 3.0.2 follows. We also
get as a corollary the following result, which generalizes a theoremofHongyu
He [He03], answering a question of Jian-Shu Li [Li89] in the case where π2
is tempered:
3.3.2. Corollary. The hermitian forms JPlanchπ of (3.2) are positive semi-definite,
for every tempered representation π2 of G2.
4. EULER FACTORIZATION
4.1. Global conjecture and theorem. With the spaces V and W defined
over a global field k (or its quadratic extension E, in the unitary case), and
the additive adele class character ψ, there is a central extension:
1→ C1 → S˜p(V ⊗W )(Ak)→ Sp(V ⊗W )(Ak)→ 1, (4.1)
equipped with a canonical splitting Sp(V ⊗ W )(k) →֒ S˜p(V ⊗ W )(Ak), a
genuine, unitary representation ω and an automorphic (i.e. Sp(V ⊗W )(k)-
invariant) functional:
I : ω∞ → C. (4.2)
Moreover, we may fix a restricted tensor product decomposition, as-
sumed unitary:
ω
∞ =
′⊗
v
ω
∞
v , (4.3)
such that the factor ωv is the oscillator representation for S˜p(V ⊗W )(kv),
the preimage of Sp(V ⊗W )(kv) in (4.1). Choosing a Lagrangian subspace
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Y ⊂ V ⊗W , the representation ω admits a Schro¨dinger model with
ω
∞ = S(Y ∗(Ak)),
the canonical functional I being equal to the functional:
S(Y ∗(Ak)) ∋ Φ 7→
∑
γ∈Y ∗(k)
Φ(γ), (4.4)
and the factorization (4.3) can be taken to be an analogous factorization for
the Schwartz space S(Y ∗(Ak)), with ωv realized on its Schro¨dinger model
on S(Y ∗(kv)). Measures on adelic vector spaces will always be taken to be
Tamagawa measures, and we fix Euler factorizations of those which on kv
or on the kv-points of a symplectic space are self-dual with respect to the
local factor ψv of the character ψ.
We now restrict the global oscillator representation ω to the dual pair
G(Ak) = G1(Ak) × G2(Ak), where by Gi(Ak) we denote the C
1-cover ob-
tained by restricting (4.1) to the appropriate subgroup of Sp(V ⊗W )(Ak).
The canonical splitting of the cover over Sp(V ⊗W )(k) induces a splitting
of Gi(Ak) over the k-points of the corresponding classical group, and we
will denote the corresponding subgroup of Gi(Ak) by Gi(k).
Let [Gi] = Gi(k)\Gi(Ak). The space [Gi]/C
1 is the automorphic quotient
of a classical group, and we endow it with Tamagawa measure. We fix a
factorization of this measure into measures for the local groups Gi,v/C
1.
The notation L2([Gi]) will denote the space of genuine functions on [Gi],
endowed with the L2-inner product obtained by integrating against Tama-
gawa measure on [Gi]/C
1. Similarly, by “automorphic representation” for
Gi we will mean, throughout, a genuine automorphic representation.
Let π1, π2 be genuine, discrete automorphic representations of G1, G2,
considered as subspaces of L2([Gi]) (not just as abstract adelic representa-
tions) where [Gi] = Gi(k)\Gi(Ak). Set π = π1 ⊗ π2, and define the theta
pairing:
PAutπ : π¯
∞ ⊗ ω∞ → C (4.5)
by:
π¯∞⊗ω∞ ∋ (ϕ1 ⊗ ϕ2)⊗Φ 7→
∫
[G1]/C1×[G2]/C1
ϕ1(g1)ϕ2(g2)I(ω(g1, g2)Φ)d(g1, g2),
(4.6)
whenever the integral above is absolutely convergent. This is of course
nothing else than the integral of ϕ1 against the theta lift of ϕ2 with respect
to Φ (or vice versa):
PAutπ
(
(ϕ1 ⊗ ϕ2)⊗Φ
)
=
∫
[G1]/C1
ϕ1(g1)θ
Aut(Φ, ϕ2)(g1)dg1, (4.7)
where
θAut(Φ, ϕ2)(g1) =
∫
[G2]/C1
ϕ2(g2)I(ω(g1, g2)Φ)dg2. (4.8)
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(The image of the theta lift of elements of π2 will be denoted by θ
Aut(π2),
for compatibility with the local notation.) We will eventually work with π2
cuspidal, in which case, as we will recall, θAut(Φ, ϕ2)(g1) is in the discrete
automorphic spectrum of [G1] (possibly zero); in particular, the pairings
above are defined for every π1, and non-zero iff π1 is not orthogonal to the
image of θAut.
The pairing PAutπ is the analog of the following “period” functional when
X is a quasi-affine homogeneous spherical variety for a group G over k:
π¯∞ ⊗ S(X(Ak)) ∋ ϕ⊗ Φ 7→
∫
[G]
ϕ(g)
∑
γ∈X(k)
Φ(γg)dg (4.9)
which, when X(Ak) = H(Ak)\G(Ak) unfolds to the more familiar period
integrals of automorphic forms in π¯ over [H].
The pairing PAutπ is an element of the spaceHomG(π¯
∞⊗ω∞,C), which is
a restricted tensor product of the (at most one-dimensional) spacesHomG(kv)(π¯
∞
v ⊗
ω
∞
v ,C), after we fix a unitary isomorphism with a restricted tensor product
of local unitary representations:
π∞ ≃
′⊗
v
π∞v . (4.10)
Our goal is to describe the Euler factorization of PAutπ , or rather of the
square of its absolute value, in terms of the local Plancherel formula. It will
be more convenient to dualize. Hence, let:
JAutπ : ω
∞ ⊗ ω¯∞ → π ⊗ π¯ → C (4.11)
be given by:
JAutπ (Φ1 ⊗ Φ2) =
∑
ϕ
PAutπ (ϕ¯⊗ Φ1) · P
Aut
π (ϕ¯⊗ Φ2), (4.12)
the sum ranging over an orthonormal basis of π. We will call this the global,
or automorphic relative character of Howe duality.
For most of the groups that we are considering, the notion of global
Arthur parameters is meaningful, by the work of Arthur and others [Art13,
Mok15, KMSW]. In particular, we know that the discrete automorphic
specturm ofG1 andG2 is partitioned in “packets” parametrized by “equiv-
alence classes of global Arthur parameters”which are symbolically written:
ψ : Lk × SL2 →
LGi, (4.13)
(where Lk is supposed to denote the “global Langlands group” of the field,
an extension of the globalWeil group) and whose real meaning is explained
in terms of automorphic representations of general linear groups in [Art13][§1].
We will assume this parametrization to be known in all cases, which is
work in progress, cf. [Li15], in order to formulate our global conjecture.
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4.1.1. Remark. Of course, our groups are non-standard, and to identify them
with classical groups or doublemetaplectic covers thereof, we need to choose
idele class characters as in the local discussion of §2.2. It is clear that,
once the Arthur parametrization is known for the corresponding classi-
cal or metaplectic group, it gives rise in a canonical way to an analogous
parametrization of genuine automorphic representations for ourC1-covering
group in terms of parameters into its non-standard L-group that we at-
tached in §2.3. (Formetaplectic double covers, we recall that this parametriza-
tion is only canonical given the choice of additive character ψ.)
We will start by formulating a global conjecture, the analog of [SV][Con-
jecture 17.4.1]. We will restrict ourselves to the “most tempered” part of
the distinguished spectrum, which should correspond to discrete “global
Arthur parameters” of the form (2.25) (with the Weil-Deligne group re-
placed by Lk). Thus, call a global Arthur parameter for G = G1 × G2
“ω-distinguished” if it is of the form:
Lk × SL2
φ×Id
−−−→ LGω × SL2
γ
−→ L(G1 ×G2), (4.14)
where the canonical map γ is that of (2.13), and φ is discrete (i.e. does not
“factor through a Levi subgroup” – again, this has to be understood as in
Arthur’s book).
Attached to such a parameter, there is (by the aforementioned work of
Arthur and others, some in progress) a canonical subspace Aφ of L
2([G]).
For the groups under consideration, this space is multiplicity-free, i.e. every
irreducible adelic representation in this space appears with multipliplicity
one. Notice that for the (disconnected) even orthogonal group this is not
explicitly stated in [Art13], but can be inferred from Theorem 1.5.2 in that
monograph. It has also been established by means of the theta correspon-
dence by Atobe-Gan [AGb].
4.1.2.Conjecture. Consider anω-distinguished global Arthur parameter induced
from a discrete parameter φ : Lk →
LG2 as above. Let π = π1⊗π2 ⊂ Aφ, and as-
sume (as expected by the generalized Ramanujan conjecture) that π2 is tempered.
Then there is a rational number q such that:
JAutπ = q
∗∏
v
JPlanchπv . (4.15)
Here πv = π1,v ⊗ π2,v with π1,v the theta lift of π2,v, and J
Planch
πv denotes the
hermitian forms of the local Plancherel formula of Theorem 3.0.2 (possibly zero).
The regularized Euler product is understood as follows: For almost every place, the
Euler factor will be equal to a local unramified L-factor:
Lv(s0 +
1
2 , πv)
dv(s0)
, (4.16)
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where dv(s) is an explicit product of Hecke L-factors and s0 =
m−d(n)
2 ≥ 0 as in
(3.14). We thus understand the Euler product as the partial L-value:
LS(s0 +
1
2 , π)
dS(s0)
, (4.17)
where S is a sufficiently large set finite set of places, times the above product over
v ∈ S.
4.1.3. Remark. The L-function appearing in the numerator is the “standard
L-function” for parameters into our non-standard L-groups of §2.3. It is
defined as in the “standard” case: When the L-group is a subgroup of
O(C)×Gal(k¯/k) or Sp(C)×Gal(k¯/k) (we omit the dimension from the no-
tation), the standard representation is the standard representation of O(C),
resp. Sp(C). In the unitary case, where the connected component of the
L-group is GL(C), the standard representation is obtained by base change
from k to E. The reader can easily see that our non-standard L-groups
spare us the need to include the character χV in formulas as in [GQT14].
The abelian L-factor dv(s0) appears in the evaluation of local zeta integrals,
cf. [GQT14, §11.6] and has been computed in [LR05, p.334, Remark 3]. I
leave it to the reader to explicate the precise meaning of the abelian factors
dv(s0) in our setting, since this is somewhat orthogonal to the goal of this
paper.
Let Aφ,i be the projection of Aφ to L
2([Gi]). If we assume that the global
theta lift of an irreducible π2 ⊂ Aφ,2 lies inAφ,1, which is the global version
of Adams’ conjecture, and restrict our attention to the case where both π2
and θAut(π2) are (zero or) cuspidal, the conjecture above is a consequence
of the following:
4.1.4. Theorem. Assume that π = θAut(π2) ⊗ π2 is cuspidal (or zero), with π2
tempered. Exclude the case when W is symplectic of dimension n and V is split
orthogonal of dimension 2(n + 1). Then π = 0 if and only if the right hand side
of (4.15) is zero, and in any case formula (4.15) is true on the space of π, with
q = [E : k].
The statement is just a reinterpretation of known versions of the Rallis
inner product formula, as we will see in the next section.
Remarks. (1) The statementmeans that θAut(π2) is zero if and only if the
partial L-function is zero at s0, or some of the local factors J
Planch
πv
are zero.
(2) Temperedness ensures that the local Euler factors JPlanchπv are well-
defined. These factors also turn out to be meromorphic in the pa-
rameters of the representation, and the formulas of [GQT14, Yam14]
extend the above result off the tempered spectrum of G2.
(3) The condition that θAut(π2) is cuspidal is pretty restrictive: it only
happens once in every Witt tower. It would be desirable to verify
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the conjecture also in the case where π2 is discrete but not cuspidal.
I do not do this in this paper.
The goal of the rest of this section will be to prove this theorem.
4.2. Reinterpretation of the Rallis inner product formula.
4.2.1. Different ranges for the theta correspondence. For the purposes of apply-
ing the Siegel-Weil theorem and obtaining the Rallis inner product formula,
one distinguishes the following cases for a dual pair (G1, G2) as in Table
(2.1) – without, here, necessarily assuming thatm ≥ d(n):
First of all, let r denote the Witt index of V (the dimension of its maximal
isotropic subspace).
• When r = 0 orm− r > d(n), we are in the convergent range.
Assume now that this is not the case.
• The casem < d(n) is the first term range.
• The casem = d(n) is the boundary case.
• The case d(n) < m ≤ 2d(n) is the second term range.
Having assumed thatm ≥ d(n)we are either in the boundary or second
term range, or in the convergent range. For the second term range, we also
need to impose an extra condition imposed by Kudla-Rallis:
r ≤ n. (4.18)
The only case we are excluding by this condition is when ǫ = 1, m = 2d(n)
and V is split, i.e. the lift from G2 = Spn to the split G1 = O2(n+1). It
is a technical condition that should not be necessary, but needs different
techniques, see the discussion in [GQT14, §3.5].
4.2.2. Statement of the Rallis inner product formula. Denote, as before, by W
the (−ǫ)-hermitian spaceW ⊕ (−W ), and by ω˜ the oscillator representation
of the adelic covering group S˜p(V ⊗W)(Ak). By the isomorphism (3.8), any
pair of vectors Φ1,Φ2 ∈ ω give rise to a vector in ω˜, which we will denote
just by Φ1 ⊗ Φ2.
Recall also themorphism (3.6), from the oscillator representation attached
to V ⊗W to a degenerate principal series. This morphism was obtained
by realizing the local oscillator representation ω˜v on the space L
2(ℓ∗(kv)),
where ℓwas the Lagrangian subspace V ⊗W , embedded diagonally. In §3.2
we described ways to achieve this realization, by choosing a Haar measure
on ℓ∗(kv) and a splitting of the natural map V ⊗ W → V ⊗ W/ℓ = ℓ
∗,
and we described canonical local choices for those data. These choices do
not matter globally (any global choice of splitting, togetherwith Tamagawa
Haar measure, will produce the same functional), but we work with them
throughout in order to fix an identification of the local factors of ω˜ as in
(4.3) with L2(ℓ∗(kv)), and a factorization of the global functional ev0 with
the corresponding product of local functionals.
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Wewill denote the image of a vector Φ ∈ ω˜∞ by fΦ ∈ Ind
S˜p(V⊗W)(Ak)
S(Ak)
(χ),
and based on the isomorphisms just recalled it comes with an Euler factor-
ization, induced from (4.3):
fΦ =
⊗
v
fΦv . (4.19)
4.2.3. Theorem. Suppose thatm ≥ d(n) and r ≤ n.
Let π2 be a cuspidal, genuine automorphic representation of G2 and consider
the global theta lift π1 = θ
Aut(π2) to G1. Then:
(1) π1, if non-zero, is discrete (i.e., it lies in L
2([G1])). It is cuspidal if and
only if V is anisotropic, or the global theta lift to G−21 is zero, where G
−2
1
is constructed like G1, replacing V by an ǫ-hermitian space V
′ such that
V is the orthogonal sum of V ′ and a split two-dimensional ǫ-hermitian
subspace.
(2) If π1 is cuspidal then for ϕ1, ϕ2 ∈ π2 we have:〈
θAut(ϕ1,Φ1), θ
Aut(ϕ2,Φ2)
〉
L2[G1]
= [E : k]
∗∏
v
Zv(ϕ1,v , ϕ2,v, fΦ1,v⊗Φ2,v)
(4.20)
where s0 =
m−d(n)
2 , and Zv is the local zeta integral (3.15) of the doubling
method:
Zv(ϕ1,v, ϕ2,v , fΦv) =
∫
G2,v/C1
fΦv(g, 1)〈πv(g)ϕ1,v , ϕ2,v〉dg. (4.21)
Proof. For the discreteness statement, see [Ral84]; also [Yam14, Proposition
10.1] – notice that condition (4) of this proposition is satisfied because we
are assumingm ≥ d(n).
Under the assumption that π1 is cuspidal, (4.20) is [GQT14, Theorem
11.4], except for the boundary case where I point the reader to [Yam14,
Lemma 10.1]. 
4.2.4. Reinterpretation in terms of the Plancherel formula. Wewill now reinter-
pret the Rallis inner product formula to prove Theorem 4.1.4.
By Lemma 3.1.2, we have fΦ1,v⊗Φ2,v (g, 1) = 〈ω(g)Φ1,v ,Φ2,v〉ω for g ∈
G2(Ak). Hence, the local zeta integral (4.21), for Φv = Φ1,v ⊗ Φ2,v can be
written:
Zv(ϕ1,v , ϕ2,v , fΦ1,v⊗Φ2,v) =
∫
G2,v/C1
〈ω(g)Φ1,v ,Φ2,v〉
ω
〈πv(g)ϕ1,v , ϕ2,v〉dg.
(4.22)
By Theorem 3.0.2, these are the morphisms of the local Plancherel for-
mula with measure µG2,v , the Plancherel measure for G2,v . More precisely,
in the notation used here:
JPlanchπv (Φ1,v ⊗ Φ2,v) =
∑
ϕ2,v
Zv(ϕ2,v , ϕ2,v , fΦ1,v⊗Φ2,v), (4.23)
36 YIANNIS SAKELLARIDIS
the sum ranging over an orthonormal basis for π2,v.
Thus,
JAutπ (Φ1 ⊗ Φ2) =
∑
ϕ
PAutπ (ϕ¯⊗ Φ1) · P
Aut
π (ϕ¯⊗ Φ2)
(sum over ϕ = ϕ1 ⊗ ϕ2 in an orthonormal basis of π = π1 ⊗ π2)
=
∑
ϕ1⊗ϕ2
∫
[G1]/C1
ϕ1(g1)θ
Aut(Φ1, ϕ2)(g1)dg1·
∫
[G1]/C1
ϕ1(g1)θAut(Φ2, ϕ2)(g1)dg1, =
=
∑
ϕ2
〈
θAut(ϕ2,Φ1), θ
Aut(ϕ2,Φ2)
〉
L2[G1]
=
= [E : k]
∗∏
v
∑
ϕ2,v
Zv(ϕ2,v , ϕ2,v, fΦ1,v⊗Φ2,v) (by Theorem 4.2.3)
= [E : k]
∗∏
v
JPlanchπv (Φ1,v ⊗ Φ2,v) (by (4.23)),
as asserted in Theorem 4.1.4.
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