Abstract Inconsistency issue of pairwise comparison matrices has been an important subject in the analytical network process. The most inconsistent elements can efficiently be identified by inducing a bias matrix only based on the original matrix.
Introduction
The pair-wise comparison method is a well-established technique, and widely used in multi-criteria decision making (MCDM) methods [1, 2] . The consistency test of pair-wise comparison matrix in the AHP and ANP, two of the widely used MCDM methods, has been studied extensively over the past few decades [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . To improve the consistency ratio of the pair-wise comparison matrix in the AHP and ANP and preserve the original comparison information as much as possible, literature [15] introduced an induced bias matrix (IBM, hereinafter), which can be derived by the original reciprocal pairwise comparison matrix (RPCM hereinafter), to identify and adjust the inconsistent elements.
IBM is based on the theorems of matrix multiplication and vectors dot product as well as the definitions and notations of the pair-wise comparison matrix. The IBM method has been applied in questionnaire design [16] , risk analysis [17] , and task scheduling [18] . If the comparison matrix A is perfectly consistent, we mathematically proved that the IBM should be a zero matrix in [15] . If the comparison matrix A is approximately consistent, we also mathematically proved that the IBM should be as close as possible to a zero matrix in [19] . This corollary can be used to estimate the uncertain or missing values in an RPCM. If the pair-wise matrix A is inconsistent, there must be some inconsistent elements in the induced bias matrix (IBM) deviating far away from zero (Corollary 2 in [15] ). This corollary shows that the farthest value should be identified as the most inconsistent element from the induced bias matrix (IBM). However, this critical corollary for identifying the most inconsistent element has not been proved mathematically in [15] .
The objective of this paper is to prove the theorem of aforementioned critical corollary mathematically, and integrates all related theorems and corollaries into the induced bias matrix model (IBMM), which simplifies and refines the proposed inconsistency identification method. In addition, this paper proposes a fast inconsistency identification method to extend the proposed IBMM for the special case of one pair of inconsistent elements in the original RPCM.
The remaining parts of this paper are organized as follows. The next section integrates all related theorem and corollaries into one model and provides two mathematic proofs of Corollary 2.2 (i.e. Theorem 2.3 in IBMM) by maximum eigenvalue method and contradiction method. Section 3 analyzes the inconsistency identification method; proposes and proves a fast inconsistency identification method; describes the sign of non-zero of the induced bias matrix; and introduces two numeric examples with one pair of inconsistent elements to demonstrate the proposed fast inconsistency identification method. Section 4 concludes the paper.
Theorems and Proofs of the Induced Bias Matrix Model (IBMM)
In order to efficiently identify the inconsistent elements and preserve most of the original pair-wise comparison information, we proposed an induced bias matrix (IBM), which is only based on the original RPCM in [15] , and the following theorem and corollaries were derived. We provided the proof of Theorem 2.2 for consistent case in [15] . It is known, e.g. literature [20] , that for the maximal eigenvalue max 
The Proof of Theorem 2.3 by Contradiction
Proof: It has been proved in [15] that, if a reciprocal pairwise comparison matrix (RPCM) is perfectly consistent, that is,
If an RPCM A is inconsistent, n a a a n a a a n a a a
Adding all the inequalities together in the system of inequalities (6), we get 
 ,
The inequality (8) or (9) can be unfolded to the following matrix form:
. 
Since matrix A is a reciprocal matrix, that is,
, from the expansion inequality (9), any of the above inequalities (7)- (10) 
The Inconsistency Identification Method
In this section, the mathematic principles of the proposed "Method of Maximum", "Method of Minimum" and "Method for identifying ij a " in [15] , are firstly discussed. Next, a fast inconsistency identification method for special case is proposed and proved mathematically. Two numerical examples are introduced to illustrate the proposed method in Section 3.3. Details are given next.
Clarification of the Proposed Inconsistency Identification Method
If the RPCM A is inconsistent, the above proof shows that any row of the IBM C contains at least one non-zero element, that is, 
. Therefore, the "Method for identifying ij a " inconsistency identification method is proposed [15] .
Besides, the farthest value of ij c must be caused by some outliers either too large or too small located at the bias identifying vector f ; therefore, "Method for Maximum" and "Method for Minimum" inconsistency identification methods are proposed [15] .
In order to further identify the inconsistent element for those elements whose values are close to the largest or smallest simultaneously, therefore the "Method of matrix order reduction" inconsistency identification method is proposed [15] .
Fast Identification Method for Special Case and Its Proof
In this section, one fast inconsistency identification method is proposed to quickly identify the inconsistent elements when there is only one pair of inconsistent elements in the original RPCM. (18) In order to analyze the sign change of each element on the th i row, the equalities in (18) are further unfolded, as shown below. 
where the symbols "  " and "  " denote "increase" and "decrease", respectively (hereinafter). 
Illustrative Examples for Fast Inconsistency Identification

Method
The Example 2 and Example 3 in [15] 
