The aim of this study is to propose the discriminant analysis (DA) 
Introduction
Despite much research and progress in the area of software project management, software development projects still fail to deliver acceptable systems on time and within budget [1] . Much of the failure could be avoided by managers pro-actively maintenance and dealing with risk factors rather than waiting for problems to occur and then trying to react. Due to the involvement of risk management in monitoring the success of a software project, analyzing potential risks, and making decisions about what to do about potential risks, the risk management is considere d the planned control of risk. Integrating formal risk management with project management is a new phenomenon in software engineering and product management community. In addition, risk management methodology that has five phases: Risk identification, risk analysis and evaluation, risk treatment, risk controlling, risk communication and documentation relied on three categories or techniques as risk qualitative analysis, risk quantitative analysis and risk mining analysis throughout the life of a software project to meet the goals [2] . Today, we must think of risk is a part of software project process and is important for a software project survival. Risk management is a practice of controlling risk and practice con sists of processes, methods, and tools for managing risks in a software project before they become problems [3] . The objective of this study is: To classify the software planning risks of software development in the software development organizations, to mode l the activities performed for mitigating the risks planning software development which identified.
C1: Using of requirements scrubbing, C2: Stabilizing requirements and specifications as early as possible, C3: Assessing cost and scheduling the impact of each change to requirements and specifications, C4: Develop prototyping and have the requirements reviewed by the client, C5: Developing and adhering a software project plan,C6: Implementing and following a communication plan, C7: Developing contingency plans to cope with staffing problems, C8: Assigning responsibilities to team members and rotate jobs, C9: Have team-building sessions, C10: Reviewing and communicating progress to date and setting objectives for the next phase, C11: Dividing the software project into controllable portions, C12: Reusable source code and interface methods, C13:Reusable test plans and test cases, C14: Reusable database and data mining structures, C15: Reusable user documents early, C16: Implementing/Utilizing automated version control tools, C17: Implement/ utilize benchmarking and tools of technical analysis, C18: Creating and analyzing process by simulation and modeling, C19: Provide scenarios methods and using of the reference checking, C20: Involving management during the entire software project lifecycle, C21:Including formal and periodic risk assessment, C22:Utilizing change control board and exercise quality change control practices, C23: Educating users on the impact of changes during the software project, C24: Ensuring that quality-factor deliverables and task analysis, C25: Avoiding having too many new functions on software projects, C26: Incremental development (deferring changes to later increments), C27: Combining internal evaluations by external reviews, C28: Maintain proper documentation of each individual's work, C29: Provide training in the new technology and organize domain knowledge training, C30: Participating users during the entire software project lifecycle.
Empirical Strategy
Data collection was achieved through the use of a structured questionnaire for estimating the quality of software through determine risks that were common to the majority of software projects in the analyzed software companies. Top ten software planning risks and thirty control factors were presented to respondents. The method of sample selection referred to as distribution personal regular sampling was used. This procedure is appropriate when members of homogeneous groups (such as software project managers, IT managers) are difficult to locate. The seventy six software project managers have participated in this study. The project managers that participated in this survey are coming from specific mainly software project manager in software development organizations. However to describe "software Development Company in Palestine" that have in-house development software and supplier of software for local or international market, we depended on Palestinian Information Technology Association (PITA) Members Table 1 and Table 2 show that discriminant function 1 explains 86.6% of the variance between the risk groups while discriminant function 2 only accounts fo r 13.4% of the variance. Also it indicates the canonical correlation of the discriminant functions to the independent variables. Functions 1 and 2 have positive correlation (r = 0.592, 0.278) hence both function 1 is important for the classification of the independent variables to risk groups. Eigen value is significant for the discriminant function 1. The chi-square values (χ2 = 36.867) which is a statistics for measuring these tests of significance of the Eigen values. However, Wilk's Lambda is used to test if there is relationship between the discriminant function and the independent variables. Associated with each Wilk's Lambda is a chi -square statistics to measure the significance of this relationship. If this chi-square statistic corresponding to Wilk's Lambda is statistically significant it concluded that a relationship exists between the discriminant function and the independent variables. The result shows there is significant relationship between the discriminant function 1 and the independent variables of c1, c21, c28 related groups. The output for significance tests and strength of relationship statistics for the discriminant analysis is shown in Table 1 . The coefficients for building the classification models are presented in equation 2. The output for classification of groups is shown in The canonical correlation of the discriminant functions to the independent variables. Table 7 and Table 8 show that discriminant function 1 explains 91.8% of the variance between the risk groups. Also it indicates the canonical correlation of the discriminant functions to the independent variables. Functions 1 has positive correlation (r = 0.650) higher than the chi-square values (χ2 = 43.509) which is a statistics for measuring these tests of significance of the Eigen values. The result shows there is significant relationship between the discriminant function 1 and the independent variables of c1, c3, c4, c12, c13 related groups. The discriminant function equation for predicting the classification of risk 4 with risk management techniques in software devotement project are given as: DF1 = -1.610*c1 -1.112*c3+1.658*c4+1.153*c12+1.198*c13-3.376 (5)
R5: Risk of 'Lack of Senior Management Commitment and Technical Leadership'
Compared to Controls. Table 9 and Table 10 show that discriminant function 1 explains 75.6% of the variance between the risk groups while discriminant function 2 only accounts for 24.4% of the variance. Table 13 and Table 14 show that discriminant function 1 explains 68.3% of the variance between the risk groups while discriminant function 2 only accounts for 31.7% of the variance. Table 17 and Table 18 show that discriminant function 1 explains 99.1% of the variance between the risk groups. Also it indicates the canonical correlation of the discriminant functions to the independent variables. Functions 1 have positive correlation (r = 0.586), hence both function1 is important for the classification of the independent variables to the risk groups. The chi-square values (χ2 = 30.581) which is a statistics for measuring these tests of significance; hence both test of the Eigen values is significant. The result shows there is significant relationship between the discriminant function 1 and the independent variables of c1, C6, and C7 related groups. From the results in equation the two discriminant function equations for predicting the classification of risk 9 with risk management techniques in software devotement project are given as: DF1 = 1.620*C1 +1.620* C6-2.067* C7-3.172 
10
Absence of a historical data (templates). C5: Developing and adhering a software project plan.
Conclusions
The paper is the classifying risks of software planning development. These statistics techniques were used the discriminant analysis techniques, to compare the controls to each of the risk factors to determine if they are effective in mitigating the occurrence of each risk factor. However, we classified software planning risks to high, medium, low by Predicted Group Membership. However, we are referred the controls in risk management approach were mitigated on software planning risk software development factors in Table 21 . In future work, we can use more techniques useful to classify and predict software project risk models such as artificial intelligence techniques.
