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Abstract
The spectrum of a graph is the family of eigenvalues of its (0, 1) adjacency matrix.A simple graph is reﬂexive if its second largest
eigenvalue 2 does not exceed 2. The graphic property 22 is a hereditary one, i.e. every induced subgraph of a reﬂexive graph
preserves this property and that is why reﬂexive graphs are usually represented through maximal graphs. Cacti, or treelike graphs,
are graphs whose all cycles are mutually edge-disjoint.
The set of simple connected graphs characterized by the property 1 = 2, where 1 is the largest eigenvalue, is known as the set
of Smith graphs. It consists of cycles of all possible lengths and some trees. If two trees T1 and T2 have such vertices u1 ∈ T1 and
u2 ∈ T2 which, after their identiﬁcation u1 = u2 = u give a Smith tree, we say that that Smith tree can be split at its vertex u into
T1 and T2.
It has turned out that several classes of maximal reﬂexive cacti can be described in the following way: we start from certain
essential cyclic structure with two characteristic vertices c1 and c2, and then form a family of maximal connected reﬂexive cacti
by splitting Smith trees, and by attaching their parts to c1 and c2. This way of decomposition of Smith trees leads to an interesting
phenomenon of so-called pouring of Smith trees between two vertices.
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1. Introduction
If G is a simple graph (an undirected graph without loops and/or multiple edges), its (0, 1) adjacency matrix A is
symmetric and the family of roots of the characteristic polynomialPG()=det(I−A) (the family of eigenvalues or the
spectrum of G) consists entirely of real numbers. As usual, in designating eigenvalues we assume their non-increasing
order 1(G)2(G) · · · n(G) and the largest eigenvalue 1(G) is also called the index of G. In a connected graph
1(G)> 2(G), but if G is disconnected it may happen 1(G) = 2(G) (if two largest indices of its components are
equal).
The so-called interlacing theorem expresses the interrelation between the spectrum of a graph and the spectrum of
its induced subgraph.
Let 12 · · · n be the eigenvalues of a simple graph G and 12 · · · m the eigenvalues of its induced
subgraph H. Then the inequalities n−m+iii (i = 1, 2, . . . , m) hold.
Thus, if m = n − 1, it will be 1122 · · · (1 > 1 if G is connected).
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A graph is reﬂexive if its second largest eigenvalue does not exceed 2 (if 221, such graphs are also called
hyperbolic graphs). The name (and the interest in studying these graphs) stems from the fact that they are related to
the geometry of Lorentz space and have some application to the construction and classiﬁcation of reﬂexion groups (cf.
[6]). According to the interlacing theorem the property 22 is hereditary (every induced subgraph preserves it) and
therefore, if we want to represent reﬂexive graphs inside a given class of graphs, it is natural to do it via the set of
maximal connected graphs.
A graph is a cactus, or a treelike graph, if any two of its cycles have at most one common vertex, i.e. are edge-disjoint.
If all cycles of a cactus have the unique common vertex, we say that they form a bundle.
So far, reﬂexive cacti have been considered in several papers. In particular, trees were studied in [3] and [5], a class
of bicyclic graphs in [11] (see also [7]), while cacti with more than two cycles and whose cycles do not form a bundle
were the subject of [4,8–10].
The set of connected graphs whose index equals 2 is depicted in Fig. 1. These graphs are known as Smith graphs
[13].
The set contains cycles of all possible lengths, a family Wn of trees of arbitrary diameter and four small trees, one
of which is actually W1 but yet sometimes it is convenient to be treated separately. Proper induced subgraphs of Smith
graphs all have 1 < 2 (they are also known as Coxeter–Dynkin graphs). Let us emphasize here the simple, but very
important fact, that all graphs are comparable with some Smith graph, i.e. every graph is either an induced subgraph
or an induced supergraph of some of these graphs. (Further on, when saying subgraph or supergraph we will always
consider them induced.)
If we form a tree T by identifying vertices u1 and u2 (u1 = u2 = u) of two trees T1 and T2, respectively, we may say
that the tree T can be split at its vertex u into T1 and T2 (Fig. 2). If we split a tree T at all its vertices u, in all possible
ways, and in each case attach the parts at splitting vertices u1 and u2 to some vertices v1 and v2 of a graph G (i.e.
identify u1 with v1 and u2 with v2, and vice versa), we say that in the obtained family of graphs the tree T is pouring
between the vertices v1 and v2 (Fig. 3). Of course, this description includes also attaching of the intact tree T , at each
vertex, to v1 and v2.
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It has turned out that in a quite a few classes of maximal reﬂexive cacti we ﬁnd pouring of Smith trees. This interesting
phenomenon was ﬁrst noted in [11] and further investigations have shown it to be widespread. In this paper, in Sections
3 and 4 we will present the cases noted and proved so far together with a new case.
The terminology of the theory of graph spectra in this paper follows [1], while for general graph theoretic concepts
one can see [2].
2. Some former and auxiliary results
The following facts are suitable and important tools in the quest for maximal reﬂexive cacti as well as in detecting
and proving some cases of pouring of Smith trees to be mentioned in this paper.
Lemma 1 (Schwenk [12]). Given a graph G, let C(v) and C(uv) denote the set of all cycles containing a vertex v
and an edge uv of G, respectively. Then
1◦PG() = PG−v() −
∑
u∈Adj(v)
PG−v−u() − 2
∑
C∈C(v)
PG−V (C)(),
2◦PG() = PG−uv() − PG−v−u() − 2
∑
C∈C(uv)
PG−V (C)(),
where Adj(v) denotes the set of neighbors of v, while G−V (C) is the graph obtained from G by removing the vertices
belonging to the cycle C.
Corollary 1 (Heilbronner [1]). Let G be a graph obtained by joining a vertex v1 of a graph G1 to a vertex v2 of a
graph G2 by an edge. Let G′1 and G′2 be the induced subgraphs of G1 and G2, respectively, obtained by deleting the
vertices v1 and v2 from G1 and G2. Then PG() = PG1()PG2() − PG′1()PG′2().
Corollary 2 (Heilbronner [1]). Let G be a graph with a pendent edge v1v2, v1 being of degree 1. Then PG() =
PG1() − PG2(), where G1 and G2 are the graphs obtained from G and G1, respectively, by deleting the vertex v1
and v2, respectively.
First supergraphs of Smith graphs have the following property.
Lemma 2 (Radosavljevic´ and Simic´ [11]). Let G be a connected graph obtained from a Smith graph by joining a
subset of its vertices to one new vertex. Then PG(2)< 0 (i.e. 2(G)< 2< 1(G)).
For some types of graphs, values PG(2) can easily be calculated. In this paper we need the following.
Lemma 3 (Radosavljevic´ and Simic´ [11]). Let Pn denote the path with n vertices (n− 1 edges). Then PPn(2)=n+ 2.
Whether a given treelike graph is reﬂexive or not can very often be tested in a simple way by means of the following
theorem.
Theorem 1 (Radosavljevic´ and Simic´ [11]). Let G be a graph of the form displayed in Fig. 4, u being a cut-vertex.
1◦ If at least two components of G − u are supergraphs of Smith graphs, and if at least one of them is a proper
supergraph, then 2(G)> 2.
2◦ If at least two components of G−u are Smith graphs, and the rest are subgraphs of Smith graphs, then 2(G)= 2.
3◦ If at most one component of G − u is a Smith graph, and the rest are proper subgraphs of Smith graphs, then
2(G)< 2.
This theorem is often of great help in investigations concerning reﬂexive cacti, but obviously it cannot do when, after
removing u, we get one proper supergraph and the rest consisting of proper subgraphs of Smith graphs. That is why,
when looking for reﬂexive cacti, we always presuppose that Theorem 1 is not applicable.
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Examining of reﬂexive bicyclic graphs with a bridge between the cycles in [11] gave rise to an important maximal
graph.
Theorem 2 (Radosavljevic´ and Rašajski [10], Radosavljevic´ and Simic´ [11]). In the class of reﬂexive cacti which
have a bridge between some of its cycles and to which Theorem 1 cannot be applied there is only one family of graphs
with more than two cycles. It is the family of tricyclic graphs T0 of Fig. 5 and these graphs are maximal within the
scope of the described class.
If the cycles of a reﬂexive cactus form a bundle, their number is not limited. But, if they do not, we have the following.
Theorem 3 (Radosavljevic´ and Rašajski [9,10]). A reﬂexive cactus to which Theorem 1 cannot be applied and whose
cycles do not make a bundle has at most ﬁve cycles. The only such graphs with ﬁve cycles, which are all maximal, are
the four families of graphs Q1, Q2, T1 and T2 displayed in Fig. 6.
Having started from these graphs, all maximal reﬂexive cacti with four cycles have been found in [9,10].
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3. Pouring of Smith trees
In order to ﬁnd all maximal reﬂexive bicyclic graphs with a bridge between its two cycles, the authors of [11]
established the following fact. If all vertices of the two cycles of the graph in Fig. 7(a) are of degree 2 except c1 and c2
(i.e. if only c1 and c2 are loaded by some additional pendent edges or trees attached to these vertices), then such a graph
is a maximal reﬂexive graph if and only if it is one of 35 graphs of the shape displayed in Fig. 7(b) or the exceptional
graph of Fig. 7(c). The graphs of Fig. 7(b) arose by pouring of (all) Smith trees between the vertices c1 and c3. The
result includes the possibility of attaching intact Smith trees to c1 (doing it to c3 gives rise to a situation covered by
Theorem 1, the reason why we suppose that both c1 and c2 are of degree at least 4). The fact that the shape of Fig. 7(b)
is sufﬁcient and almost necessary condition for being a maximal reﬂexive graph got its explanation in [10]: if one of
the vertices c1 and c2 is of degree 4, there is an algebraic proof that splitting of an arbitrary Smith tree at an arbitrary
vertex and attaching their parts to c1 and c3 gives a maximal reﬂexive bicyclic graph; otherwise, if both c-vertices are
of degree at least 5, the only resulting graph is that of Fig. 7(c).
Since a cycle is a Smith graph, too, we can easily imagine that a Smith tree attached to c1 can be replaced by a cycle,
which have led to the graph T0 of Fig. 5.
Thus, we can now formulate the appropriate theorem.
Theorem 4 (Radosavljevic´ and Rašajski [10], Radosavljevic´ and Simic´ [11]). If G is a bicyclic graph with a bridge
between its cycles, to which Theorem 1 cannot be applied, and if all vertices of the two cycles except c1 and c2 are
of degree 2, then G is reﬂexive if and only if it is a subgraph of some of the graphs of Fig. 7(b), (obtained by pouring
Smith trees between the vertices c1 and c3), or of the graph of Fig. 7(c).
The next case, actually closely related to the previous one, appears if we extend the graphs of Fig. 7(b) with a new
vertex c4 adjacent to c1 and c3, and then attach an arbitrary cycle to c4 (Fig. 8).
The obtained family is again a set of maximal reﬂexive graphs, but now inside the class of cacti.
Theorem 5 (Radosavljevic´ and Rašajski [10]). If a cactus G has the cyclic structure as that of Fig. 8 (three arbitrary
cycles attached to three different vertices of a quadrangle), and if all vertices of the cycles except c-vertices are of
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degree 2, then G is reﬂexive if and only if it is a subgraph of some of the graphs of Fig. 8 (obtained by pouring Smith
trees between the vertices c1 and c3).
It is worth mentioning here that, in spite of the fact that the graphs of Fig. 7(b) all have 2 = 2 and are maximal
within the scope of the considered class (bicyclic graphs with a bridge), their proper supergraphs of Fig. 8 also have
2 = 2 and are maximal inside their class. But at the same time these graphs are absolutely maximal reﬂexive cacti
since, according to Theorem 3, their cyclic structure cannot be extended.
In fact, if we have a look at the graphs Q1 and Q2 of Fig. 6, it appears natural to imagine replacing one cycle of Q1
by a Smith tree, then its pouring between the opposite vertices of the quadrangle, and at last replacing of the tree by a
cycle to get Q2. Now, by comparing the remaining two graphs, T1 and T2, we can foresee further theorems.
Theorem 6 (Radosavljevic´ and Rašajski [10]). Let G be a cactus with the cyclic structure as that of Fig. 9 and let all
vertices of the cycles except c-vertices be of degree 2. Then G is reﬂexive if and only if it is a subgraph of some of the
graphs of Fig. 9 (obtained by pouring Smith trees between the vertices c2 and c3).
Theorem 7 (Radosavljevic´ and Rašajski [10]). Let a graph G consist of three arbitrary cycles attached to three
different vertices of a triangle and let in addition Smith trees pour between two cut vertices, e.g. c2 and c3 (Fig. 10(a)).
Then G is itself a maximal reﬂexive cactus if the pouring Smith tree is notWn split as shown in Fig. 10(b)–(d); otherwise
maximal reﬂexive cacti are these three (families of) graphs.
A decomposition of Smith trees different from pouring of two parts between two vertices appears if we assume that
all c-vertices of a cactus with the cyclic structure of the previous theorem have to be loaded.
Theorem 8 (Radosavljevic´ and Rašajski [10]). Let G be a cactus with the same cyclic structure as that of Theorem 7
and let all vertices of the cycles except c-vertices be of degree 2. Then G is reﬂexive if and only if it is a subgraph of
some of the graphs of Fig. 10(a) and (b) or of some of the graphs of Fig. 11.
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The 10 (families of) graphs displayed in Fig. 11 evidently arose from splitting Smith trees into three parts. However,
it does not hold for Wn (the graph of Fig. 10(b) again appears as an exception), and, on the other hand, it does not hold
if the two splitting vertices are on different sides of the vertex of degree 3. The maximal graphs of Fig. 11 (all having
2 = 2) were found by applying Lemma 1.1◦ and calculating particular values P(2).
Based on the previous results, some more classes of maximal reﬂexive cacti can be anticipated by substituting some
cycles by Smith trees disregarding the fact that they cannot pour. For example, let us have a look at the graph in Fig.
12 obtained from that of Fig. 8 by attaching to c4 an arbitrary Smith tree T instead of a cycle. All these graphs have
2 = 2 and, on the other hand, they are all maximal for this property. Really, no extension can be done at its vertices
not belonging to T because of the fact that all graphs of Fig. 7(b) are maximal. At the same time, T can be extended at
no vertex since, if we ﬁrst remove c1 and then apply Theorem 1 to c3, we get 2 > 2.
4. Pouring of pairs of Smith trees
Let us again have a look in Fig. 7(b). Why wouldn’t also the cycle at c1 be replaced by a Smith tree, which then
can pour between c1 and c3? This assumption also proved to be appropriate: it was proved in [4] that the graphs of
Fig. 13(a) are also maximal reﬂexive graphs inside the class of unicyclic cacti.
Theorem 9 (Mihailovic´ and Radosavljevic´ [4]). Let the unicyclic cactus of Fig. 13(a), whose all vertices of the cycle
except c2 are of degree 2, be such that the trees of Fig. 13(b) (obtained by identifying c-vertices of S1 and S′1, and also
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S2 and S′2) are Smith trees. If Theorem 1 is not applicable, then all these graphs are maximal reﬂexive graphs inside
the described class, all of them having 2 = 2.
Now, let us repeat the same procedure of extension which have led from the graphs of Theorem 4 to the graphs of
Theorem 5. The family displayed in Fig. 14 is again a set of maximal reﬂexive graphs.
Theorem 10 (Mihailovic´ and Radosavljevic´ [4]). Let a tricyclic cactus have the cyclic structure as that of Fig. 14
(two arbitrary cycles, attached to two opposite vertices c2 and c4 of a quadrangle) and let pairs of Smith trees pour
between the other two opposite vertices c1 and c3 (in the same manner as in Theorem 9). Then all such graphs are
maximal reﬂexive cacti.
Let us emphasize that Theorems 9 and 10 give only sufﬁcient conditions for a graph of the described cyclic structure
to be a maximal reﬂexive cactus inside its class. Indeed, we can recognize many cases of trees attached to the vertices
c1 and c3 of e.g. graphs of Theorem 10 which give maximal reﬂexive cacti, but do not ﬁt in with the shape of pouring
of pairs of Smith trees.
In the same manner as the result of Theorem 10 generalizes that of Theorem 5 which, however, is generated by the
graphs Q1 and Q2 of Fig. 6, we can now start from another two graphs T1 and T2 and their generalization contained
in Theorems 6 and 7.
Theorem 11. Let a graph G consist of two arbitrary cycles (of lengths m and n) attached to two different vertices of
a triangle and let in addition pairs of Smith trees pour between the vertices c2 and c3 (Fig. 15(a)). Then G is itself a
maximal reﬂexive cactus, with the following exceptions:
1◦ a complete Smith tree S is attached to c3 and the other Smith tree is Wn split as shown in Fig. 15(b)–(d), in which
case these three (families of) graphs are maximal reﬂexive cacti;
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2◦ each of two Smith trees is split into Si and K2 (i = 1, 2) and both parts K2 are attached to c2, as shown in Fig.
15(e)–(g), in which case these three (families of) graphs are maximal reﬂexive cacti.
Proof. Let us introduce the following labels:
PSi−c3(2) = P¯i , PS′i−c2(2) = P¯ ′i (i = 1, 2);∑
v∈Adjc3∩Si
PSi−c3−v(2) = i ,
∑
v∈Adjc2∩S′i
PS′i−c2−v(2) = ′i , (i = 1, 2).
Let us modify Lemma 1.1◦ in accordance with the graph G of Fig. 16(a) (cycle of length m attached to the vertex c of
an arbitrary graph G1). If we apply it to the vertex c and use the result of Lemma 3, we get
PG(2) = 2mPG1−c(2) − 2(m − 1)PG1−c(2)
− m
∑
v∈Adjc∩G1
PG1−c−v(2) − 2PG1−c(2) − 2m
∑
C∈C(c)∩G1
PG1−V (C)(2)
= − m
⎛
⎝ ∑
v∈Adjc∩G1
PG1−c−v(2) + 2
∑
C∈C(c)∩G1
PG1−V (C)(2)
⎞
⎠
. (1.1)
Applying (1.1) to the graph H of Fig. 16(b) we get
PH (2) = −n(′1P¯ ′2 + ′2P¯ ′1). (1.2)
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Now, let us apply Lemma 1.1◦, together with (1.1) and (1.2), to the graph of Fig. 15(a).
P(2) = − m(nP¯ ′1P¯ ′2(2P¯1P¯2 − 1P¯2 − P¯12) + P¯1P¯2(−n)(′1P¯ ′2 + P¯ ′1′2) + 2nP¯ ′1P¯ ′2P¯1P¯2)
= mn(−4P¯ ′1P¯ ′2P¯1P¯2 + 1P¯2P¯ ′1P¯ ′2 + P¯12P¯ ′1P¯ ′2 + P¯1P¯2′1P¯ ′2 + P¯1P¯2P¯ ′1′2)
= mn(P¯2P¯ ′2(−2P¯1P¯ ′1 + 1P¯ ′1 + ′1P¯1) + P¯1P¯ ′1(−2P¯2P¯ ′2 + 2P¯ ′2 + ′2P¯2)). (1.3)
Since before splitting graphs S of Fig. 16(c) were Smith trees, the application of Lemma 1.1◦ to the splitting vertex
c gives
PS(2) = 2P¯i P¯ ′i − i P¯ ′i − ′i P¯i = 0 (i = 1, 2). (1.4)
Thus, if we have pouring of a pair of Smith trees, expression (1.3) becomes P(2) = 0, implying 2 = 2. On the other
hand, if S is a proper supergraph of a Smith tree obtained by its extension with one vertex, then according to Lemma 2
PS(2)< 0, which implies P(2)> 0 in (1.3), i.e. 2 > 2. Thus, the graphs of Fig. 15(a) can be extended at no vertex of
S1, S
′
1, S2 and S′2.
In order to examine whether c1 can be a vertex of further extension let us have a look at the graph E of Fig. 17(a).
If we apply Corollary 2 to the pendent edge at c1, we see that such a graph has 2 > 2 or 2 =2 depending on whether
the unicyclic component E1 of E − c1 has PE1(2)< 0 or PE1(2) = 0.
The graph E cannot have two complete Smith trees attached to c3 (since otherwise Theorem 1.3◦ shows PE1(2)< 0),
nor it can have one or two complete Smith trees attached to c2 because of the result of Theorem 4. Let us therefore
consider the situation when we have a Smith tree S attached to c3 and another pouring Smith tree (the graph ES of Fig.
17(b)).
If we apply Corollary 1 to the unicyclic component of ES − c1 (c2c3 is the bridge), denoting PS−c3(2) = P¯ we see
that
PES (2) = nP¯ (1′1 − P¯1P¯ ′1)0 (1.5)
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(notice that now for the graph of Fig. 17(c) it holds P(2) = −P¯1). One can make sure that for all Smith trees
the values 1′1 − P¯1P¯ ′1 are negative unless S1 and S′1 are parts of Wn as shown in Fig. 15(b) (in fact, in this case
1 = ′1 = P¯1 = P¯ ′1 = 4). In this exceptional case it follows by induction that all possible extensions at c1 (by trees)
preserve the property P(2) = 0. But on the other hand, the possibility for 2 = 2 is limited by the result of Theorem 4
and corresponding results of [9,11] and it turned out that these bounds give the families of maximal reﬂexive graphs in
Fig. 15(b)–(d).
Suppose now that we have no complete Smith tree and let us consider again the graphs E and E1. The graph E1 has
on one side of its bridge c2c3 the graph H of Fig. 16(b) (PH (2) is determined by (1.2)), while on the other side we have
a graph for which, analogously to (1.4), we obtain P(2) = 2P¯1P¯2 − P¯12 − P¯21.
The application of Corollary 1 gives
PE1(2) = − n(P¯ ′1′2 + P¯ ′2′1)(2P¯1P¯2 − P¯12 − P¯21) − nP¯1P¯2P¯ ′1P¯ ′2
= − n(P¯2′2(2P¯1P¯ ′1 − 1P¯ ′1) + P¯1′1(2P¯2P¯ ′2 − 2P¯ ′2)
− P¯1P¯ ′12′2 − P¯2P¯ ′21′1 + P¯1P¯2P¯ ′1P¯ ′2)
and, because of (1.4)
PE1(2) = −n(2P¯1′1P¯2′2 − P¯1P¯ ′12′2 − P¯2P¯ ′21′1 + P¯1P¯ ′1P¯2P¯ ′2). (1.6)
We can now start from a factor of the expression of (1.5).
(P¯1P¯
′
1 − 1′1)(P¯2P¯ ′2 − 2′2)
= P¯1P¯ ′1P¯2P¯ ′2 − P¯2P¯ ′21′1 − P¯1P¯ ′12′2 + 1′12′20. (1.7)
But for arbitrary splitting of a Smith tree, for e.g. S1 we ﬁnd by an easy calculation P¯1 341, unless S′1 is K2 in
which case P¯1 = 231. Therefore, if we ﬁrst exclude the case that both Smith trees are split into S1 (resp. S2) and K2,
2P¯1P¯212 holds. Since at least one inequality out of the last one and (1.7) is strict, we obtain in (1.6) PE1(2)< 0,
implying that no extension at the vertex c1 of the graph of Fig. 15(a) is possible.
It should be emphasized here that all cases when the numbers 1,2,′1 or ′2 are not clearly deﬁned (there are no
vertices at distance 2 from the cut vertex) can be proved separately in the analogous way as general ones, but that we
can also simply take e.g. P¯1 = 2,1 = 1 (if S1 = K2).
Thus, let us have a look at the last case where S′1 = S′2 =K2. Now P¯1 = 231, P¯2 = 232, P¯ ′1 = P¯ ′2 = 2, ′1 =′2 = 1.
Putting all these numbers in (1.6) we obtain PE1(2) = 0 and, just as in the case of the families of Fig. 15(b)–(d), this
fact gives rise to the resulting exceptional families of graphs displayed in Fig. 15(e)–(g).
In a more or less analogous manner one can also make sure that, whenever one cannot add an edge at c1, there is
also no extension at the vertices of the two outer cycles different from c-vertices. 
Of course, like Theorems 9 and 10, this theorem gives only sufﬁcient conditions for a graph of the considered cyclic
structure to be a maximal reﬂexive graph.
Obviously, the idea of substituting cycles by Smith trees and their possible pouring can give rise to somemore classes
of maximal reﬂexive cacti.
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