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Abstract
Energy storage has a big role to play in power systems across the world in order
to integrate increasing amounts of intermittent renewable sources of energy.
Among the different storage technologies, lithium-ion batteries exhibit favourable
characteristics that make them suitable for power system applications. However,
commercial success of lithium-ion battery based storage is limited not only for
grid applications but also for electric vehicles. This is due to three inter-related
factors - safety, price-performance ratio and lifetime, which largely offset the
advantages that these batteries offer and impede their adoption for potential
applications. Any improvement in these factors is tied to better understanding of
the functioning and of the limits of these batteries. This work is an attempt to
further this understanding using modelling and experimental means, such that
the behaviour of these batteries can be predicted over their lifetime, and their
operation can be optimized. The contributions of this thesis are three-fold, as
described in the following paragraphs.
A battery model that is not only able to accurately estimate the
electrochemical but also the thermal behaviour of a lithium ion battery is
important in order to keep track of performance and safety indices. To this end, a
physics based pseudo 2D electrochemical-thermal model of a lithium iron
phosphate battery is developed. Parameters for this model are determined
through primary information from manufacturer, literature studies and
experimental data analysis. The developed model accurately predicts the
electrochemical and thermal behaviour of the battery for both charging and
discharging conditions for a wide range of current rates. Heat generation in the
cell is investigated using the validated model and the important role of reversible
heat and the dominant role of graphite electrode is highlighted. The model is
extended to determine thermal behaviour of module, pack and study different
thermal management systems.
Given that battery performance degrades over time, long-term accelerated
aging tests are used to quantify calendar and cycle aging in commercial lithium
nickel manganese cobalt oxide batteries. Capacity and impedance measurements,
electrochemical impedance spectroscopy as well as post-mortem analysis are used
to study aging. Calendar aging is analysed as a function of temperature and
storage state of charge. In general, low temperatures and low states of charge
cause less degradation in the battery. Considerable influence of the periodic
characterization process on the calendar aging results is noticed. Cycle aging is
analysed as a function of temperature, current rate, depth of discharge and state
of charge. In general, fast aging in batteries is observed when they are operated
at low temperatures and high current rates. The effects of local potentials at the
two electrodes and staging behaviour of graphite in causing capacity fade and
increase in the resistances of the cell are elucidated.
Finally, the integration of storage in power systems is investigated. Technically,
lithium-ion batteries are found to be suitable for a variety of applications in power
systems both at utility scale as well as for home storage. Their economic feasibility
is however debatable and dependent on local market conditions. To optimally use
batteries in power system applications, an accurate degradation model that takes
into account the complex, non-linear dependence of battery aging on operating
parameters is developed. A mixed integer linear program is formulated, which
produces an optimal charge-discharge schedule for the energy storage when trading
in electricity markets. This program optimizes the operation of battery systems
considering the twin objectives of maximizing revenue from market transactions
and minimizing degradation. Such a multi-objective approach yields a Pareto-front
of feasible operating strategies putting the onus on a decision maker to choose a
desirable operational strategy for implementation.
Summary
We are in the middle of an energy transition. Multiple challenges such as climate
change, air quality and high oil import bill are compelling countries around the
world to integrate more renewable sources in their energy mix. The global growth
in solar and wind power capacity is slowly outpacing that of fossil fuels. These
sources are however intermittent in nature. In order to integrate more solar and
wind sources in the energy mix while maintaining the stability and reliability of
our energy supply, electrical energy storage (EES) technologies are vital. Among
the different EES technologies, lithium-ion batteries are the most promising. This
is due to their high efficiency, location-independence and fast response time
combined with greater energy and power densities compared to most other EES
technologies. However, their high price-performance ratio along with the
challenges of safety and lifetime have resulted in an underwhelming deployment of
storage systems based on these batteries. In this doctoral dissertation, through
modelling and experimental means, an enhanced understanding of the behaviour
of these batteries is obtained and used to optimize their operation. The
dissertation has been structured into three parts. The first part details the
process of developing an accurate model for a lithium-ion battery, employing it to
further the understanding of these batteries. The second part describes
experimental data analysis of aging in the batteries. It delivers new insights into
the degradation processes. In the third part, this understanding of degradation is
exploited to develop strategies to operate these batteries optimally especially in
power system applications.
Part I: Modelling
For a safe and optimum operation of batteries, their behaviour must be
predictable under different conditions. In other words, an accurate model of the
battery technology that can predict its electrochemical and thermal behaviour is
necessary. In Chapter 2, different ways to model lithium-ion batteries are briefly
discussed. A Pseudo 2D (P2D) electrochemical modelling approach is chosen for
simulating the battery in this part of the thesis because of its ability to
incorporate the underlying physical phenomena in different cell layers of the
battery and simulate entire charge-discharge cycles with accuracy. A 3D lumped
thermal model is also simultaneously developed and coupled to the
electrochemical model. The battery’s electrochemical performance is substantially
dependent on the operating temperature and the coupling ensures that the
simulations are accurate for operating conditions that lead to significant changes
in temperature of the battery. The P2D electrochemical 3D thermal modelling
framework has been discussed in detail focussing on all dominant phenomena in
the battery. Laws of conservation of mass and charge and theories of kinetics,
diffusion, porous electrode, concentrated solution and heat transfer provide the
necessary framework for the model.
To ensure that the P2D electrochemical 3D thermal model represents the
battery, it must be accurately parametrized. This necessitates knowledge of
different electrochemical, thermal and geometrical parameters of the battery. In
Chapter 3, the parametrization of such a model for a lithium iron phosphate
pouch cell is carried out. To determine the parameters for the model, literature
study of the battery technology and ad hoc experiments on these cells are
performed. Inverse determination of some of these parameters has been discussed.
The developed model is validated electrochemically and thermally for a wide
range of operating conditions. The validated model is used to investigate the
source of the differences in the thermal behaviour between charge and discharge.
Reversible heat is attributed for this difference. The contribution of the graphite
electrode is found to dominate the thermal behaviour of the cell. The accuracy,
flexibility and modular nature of the developed model is demonstrated in Chapter
4, where the modelling is scaled to design and investigate thermal management
systems for battery packs. Different designs of such systems have been simulated
for a fixed battery pack design.
Part II: Aging
The performance of lithium-ion batteries reduces with time and operation.
Different physical and chemical changes are responsible for this aging of the
batteries. They have been discussed in Chapter 5. A nickel manganese cobalt
oxide-based battery is investigated to analyse the effect of operating and
environmental conditions such as depth of discharge (DOD), state of charge
(SOC), current and temperature on the aging of this battery. The analysis has
been divided into aging as a function of time (calendar aging) and aging as a
function of operating conditions (cycle aging). Experimental procedure including
the equipment and the electrochemical techniques used have been described in
this chapter. Extensive analysis of electrochemical impedance spectra using
equivalent circuit models has been a highlight of this part of the dissertation.
Calendar aging, which is the loss of performance of an idle cell with time, is
analysed in Chapter 6. For the tested cells, it is noticed that high temperature
and high SOC cause faster decline of cell capacity and greater increase in cell
impedance. The dominant effect in the cells is the increase in polarization
resistance with time, which can be attributed to the growth of solid-electrolyte
interphase (SEI). The results of calendar aging were found to be significantly
influenced by the unavoidable process of characterizing the cells to collect data
for analysis. This characterization process entails the cell experiencing a charge
throughput. Comprehensive analysis of the effect of charge throughput due to cell
operation on the long-term performance of the cell, also known as cycle aging, is
carried out in Chapter 7. It is observed that cell function is compromised early
when cycling at low temperature irrespective of other conditions. At higher
temperatures, greater decrease in cell capacity is noticed when cycling at high
currents and both in the high and the low SOC region. The capacity fade for a
given condition is seen to be slow at first and is attributed to the growth of SEI.
However, after the SEI resistance surpasses a critical value, the cell capacity fades
rapidly. Staging behaviour in graphite electrode and activation of different
reaction mechanisms at very high voltage are responsible for the
non-monotonicity observed in cycle aging behaviour.
Part III: Optimal Operation
Large-scale integration of storage based on lithium-ion batteries is being widely
considered in power systems. Chapter 8 looks at the different possible
applications of these batteries in power systems from the point of view of
technical and economic feasibility. Analysing the current scenario, it is concluded
that while technically lithium-ion batteries are well-poised to provide a host of
on-grid and off-grid services, their economic viability depends on the specific
battery technology (cost and performance), application and the market
conditions. They are already seen to have a viable business case in certain
markets and for certain applications. It is expected that improved utilization of
the battery through smart short-term operational strategies can lower their
lifetime costs, further hastening their commercial deployment. This has been
explored in Chapter 9 through a case study of a storage system participating in
an electricity market. Here, a multi-objective approach that maximizes the
revenue from the market and minimizes the degradation of the storage system has
been proposed. Since, traditional approaches to model the degradation behaviour
of batteries in market studies were found to be inadequate in representing the
observed experimental behaviour, a more accurate model has been developed
using the data described in Part II of the dissertation. This model of the storage
system participating in the energy market is cast as mixed integer linear program
and yields Pareto optimal strategies for the operation of storage highlighting the
revenue vs. degradation trade-off. A temporal decomposition technique has also
been proposed and demonstrated that extends the applicability of the developed
model to more computationally intensive optimization studies.
The research findings detailed in the three parts of this dissertation are
summarized in Chapter 10. A non-exhaustive list of suggestions to take this
research further has been proposed. The dissertation concludes with a glimpse of
the future of batteries by listing the different alternatives, both lithium and
non-lithium based, being investigated around the world.
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The storage battery is, in my opinion, a catchpenny, a sensation,
a mechanism for swindling the public by stock companies. The storage
battery is one of those peculiar things which appeals to the imagination,
and no more perfect thing could be desired by stock swindlers than that
very self-same thing. ... Just as soon as a man gets working on the
secondary battery it brings out his latent capacity for lying.
Thomas Alva Edison in 1883

Chapter1
Introduction
Electrical energy storage (EES) technologies are vital for de-carbonization of the
global economy. They are seen as the enabling technology by which intermittent
renewable sources of electricity can provide a greater contribution to the total
electricity production than is possible with conventional grids.
Renewable energy is on the rise globally. In 2016, renewable sources accounted
for almost two-thirds of new global power capacity [1]. At the European level, the
impetus to renewables is driven by policy and targets set by the European Union.
A binding target of 20% of final energy consumption and 10% of transport fuels
from renewable sources has been set for 2020. The target for 2030 has recently
been set at 32% with an upwards revision clause by 2023 [2, 3]. Multiple reasons
such as concerns of climate change, air quality and high energy import bill provoke
these targets and policies from the European Union.
Renewables, especially solar and wind, are intermittent with diurnal and
seasonal variations. This, combined with the stochastic nature of electricity
demand and the economic reasons for ensuring a reliable 24/7/365 supply, means
that power systems are set for a big challenge. EES technologies can provide a
range of services to offset many concerns arising in such a situation. Simply
speaking, the role of EES is to decouple the instantaneous balance between
supply and demand which is a requisite of a stable power system.
1.1 Batteries
Energy storage is possible through various means such as mechanical, electrical,
chemical and electrochemical storage. For more than a century, energy storage
in the power sector has been dominated by pumped hydro-power energy storage
(PHES). In the last decades, many new EES technologies have been developed such
as compressed air energy storage (CAES), flywheels, superconducting magnetic
energy storage (SMES), super-capacitors, rechargeable batteries, fuel cells, etc.
These EES technologies have widely varying characteristics. One common way
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Figure 1.1. Ragone plot: comparison of storage technologies based on specific power and
specific energy [4]
to compare storage technologies is to use a Ragone plot such as the one in Figure 1.1
or its counterpart in Figure 1.2. While Ragone plot compares technologies on the
basis of the weight, the graph in Figure 1.2 measures them on the basis of volume.
Both these plots focus on performance, which paints an incomplete picture of the
suitability of an energy storage device to an application.
A battery stores energy electrochemically. It comprises of three major
components: the positive electrode, the negative electrode and the electrolyte.
Energy is stored as the difference of the electric potentials between the two
electrodes. Some characteristics set batteries apart from the other storage options
for many applications. Unlike PHES and CAES, batteries are modular and
location independent. They have no moving mechanical parts unlike flywheels.
Compared to CAES, they have a fast response time. Where costs and efficiencies
are considered, they do much better than fuel cells. In terms of market maturity,
they are much ahead of super-capacitors or SMES.
Their energy and power densities combined with other favourable
characteristics make them an attractive option for electrical energy storage.
Together these properties of batteries also open up other avenues for their
application, over and above grid services. These include use in island systems,
off-grid systems, in rural areas, as emergency power modules and in electric
vehicles.
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Figure 1.2. Comparison of storage technologies based on energy and power densities [4]
1.2 Lithium-ion batteries
Chemical batteries have a long history. Alessandro Volta is usually attributed as
the inventor of the first battery around the year 1800. Since then, several
different kinds of batteries with widely different characteristics have been
developed. These include lead-acid, nickel-cadmium, nickel-metal hydride,
lithium-ion, sodium-sulphur, vanadium redox, zinc-bromine, metal-air, etc.
Among these, rechargeable lithium-ion batteries are the subject of focus in this
work. This technology powers almost all mobile phones and laptops currently in use
today [5]. They are also used in portable electric tools, garden tools, e-bikes, etc.
Recent spurt in demand comes from their consideration in electric vehicles (EVs)
where the use of these batteries will soon exceed their use in personal electronic
goods [6]. According to a BCG report [7], 20.4 % of all cars sold in 2020 will
partially or fully run on these batteries. For electric energy storage applications in
power systems, their demand is also slowly ramping up and the total manufacturing
capacity of lithium-ion batteries is expected to exceed 250 GW h by 2020 compared
to the 100 GW h in 2016 [8].
The success and popularity of these batteries vis-a`-vis other battery
technologies is due to a combination of characteristics that makes them more
suitable for vehicle electrification and power system applications. Unlike lead acid
batteries and nickel based batteries, they have higher efficiencies, energy and
power densities. They enjoy high technological and market maturity unlike
metal-air batteries or vanadium batteries. The energy densities of lithium-ion
batteries are much higher than flow batteries such as vanadium red-ox or
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Table 1.1. Technical characteristics of storage technologies [9, 10]
Power
rating (MW)
Storage
duration
Lifetime
(years/cycles)
Self
discharge %
Efficiency
%
Response
time
PHS 100 - 1000 4 - 12h 30 - 60 years 0 - 0.02 70 - 85 sec - min
CAES 10 - 1000 2 - 30h 20 - 40 years 0 - 1 40 - 75 sec - min
Flywheels 0.001 - 1 sec - hours 100000 - 1000000 1.3 -100 70 - 95 10 - 20 ms
NaS battery 10 - 100 1 min - 8h 1000 - 10000 0.05 - 1 70 - 90 10 - 20 ms
Li-ion battery 0.1 - 100 1 min - 8h 1000 - 10000 0.1 - 0.36 85 - 98 10 - 20 ms
Flow battery 0.1 - 100 1 - 10h 12000 - 14000 0 - 1 60 - 85 10 - 20 ms
Super-capacitor 0.01 - 1 ms - min 10000 - 100000 20 - 40 80 - 98 10 - 20 ms
SMES 0.1 - 1 ms - sec 100000 10 - 15 80 - 95 <100 ms
Hydrogen 0.01 - 1000 min - weeks 5 - 30 years 0 - 4 25 - 45 sec - min
zinc-bromine. They are also much more compact and easy to install than flow
batteries. Also very few battery technologies have a lifetime more than
lithium-ion batteries. Their properties can be compared with other storage and
battery technologies from Figure 1.1, Figure 1.2 and Table 1.1.
Lithium-ion batteries is an umbrella term used to classify many different kinds
of batteries such as lithium iron phosphate (LFP), lithium nickel manganese
cobalt (NMC), lithium manganese oxide (LMO), lithium nickel cobalt aluminium
(NCA), lithium cobalt oxide (LCO), etc. The different chemistries can have
different performances and costs. However in this work, rather than studying the
differences among lithium-ion batteries, the commonalities have been the focus.
A further lower level classification of a particular chemistry of lithium-ion battery
is also possible. This is based on differences at the atomic levels.
Given the long history of batteries, lithium-ion batteries can be considered as
a new entrant. In 1991, Sony became the first commercial entity to manufacture
and sell them.
1.3 Challenges
Continuous developments, improvements and cost reductions have led to the
application base of lithium-ion batteries expand from small portable devices to
more energy and power intensive devices such as power tools. But commercial
success of lithium-ion battery based storage technologies in both vehicle and grid
applications is still limited.
Three different paths can help move these batteries from their status quo.
These are: scaling up the technology, optimizing existing technology and
researching breakthrough new technology. The first path avoids the uncertainty
of R&D and works through the principle of economies of scale to bring down the
costs of production. This is currently happening. The prices of lithium-ion
batteries are falling rapidly as supply chains are getting increasingly stabilized
and mega factories around the world begin large scale production. The last path
instead places its bet on an important new discovery or development such as in
materials. The potential gains over the current state of art can be big but so is
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the uncertainty of any favourable outcome. Moreover, every new development has
usually a long technology life-cycle to traverse before it becomes commercially
viable. The middle path is that of extracting the most value from the already
existing and market-mature lithium-ion technology. It also relies on R&D but
with much less uncertainty in outcome than the last path. Operational experience
and improved understanding lead to incremental improvements in the already
existing lithium-ion technology.
An 18650 lithium-ion cylindrical cell had a capacity of 800 mA h in 1992 which
increased to about 2900 mA h in 2006 [5]. In 2018, capacities between 3350 mA h to
3500 mA h are available from reputable manufacturers for 18650 cells [11, 12]. Apart
from energy density, other characteristics of batteries have similarly improved. This
progress from the first generation lithium-ion batteries to the current state-of-the-
art has been due to a combination of all these three paths. If these batteries are
to maintain and increase their competitive viability for a long time horizon also in
the future, continued progress through all three paths will be essential.
This work treads the middle path, which is that of optimizing the current
technology by furthering the understanding of how these batteries function. The
first step to this approach is to recognise the deficiencies of present day lithium-ion
batteries that impede their adoption in vehicle and grid applications. Three areas
have been identified for these batteries where improvements are desired:
(i) Safety: this has been a long term challenge for lithium-ion batteries, right
from their inception. Most issues arise due to heating of the batteries caused
by their operation causing runaways in temperature, fires and sometimes
explosions. While considerable improvements have been made on this front,
these batteries are still considered dangerous goods on air planes and as
cargo [13].
(ii) Price-performance ratio: though costs of lithium-ion batteries are decreasing
fast and the performance is improving, the price-performance ratio is still high
enough to prevent their use for certain applications, such as electric vehicle
adoption where batteries still constitute on an average 48 % of the total cost
of the vehicle (2016 figures) [14] and as energy storage for grid applications.
While the operating and maintenance costs of battery based storage system
are low, the initial capital and the replacement costs are prohibitively high.
(iii) Life: the service lifetime of most lithium-ion batteries is a few years or a
few thousand cycles at maximum. While lithium-ion battery lifetimes have
prolonged over time through research efforts mainly in materials, they are still
short for many applications. Sudden unexpected failures and rapid loss in
performance have moreover raised doubts over their reliability and feasibility
for grid applications.
These three areas discussed above are not independent from each other. The
interrelation between them can be understood through an example. A safer
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operation of the battery can be achieved by using intrinsically safer materials to
build batteries or by using an external cooling system. But either of these options
usually adds to the cost of the total system. A safer operation can also be
achieved through a less stressful operation of the battery which may extend its
life as well. But it will lead to a lower price-performance ratio for the battery.
1.4 Research questions
The research presented in this thesis is inspired by the quest for getting the most
out of lithium-ion batteries but in a manner that is safe and causes the least
degradation.
Recognizing the shortcomings of the state-of-the-art of lithium-ion batteries, it
was evident that improvement in any of the three areas mentioned before without
a corresponding decrease in any of the other two is not straight forward. Thus the
need for an enhanced understanding and prediction of the behaviour and limits of
these batteries was felt.
In order to operate batteries in a safe way, it is important to understand their
behaviour under different load conditions. Accurate models that can predict
electrochemical and thermal behaviour of the batteries in wide operating
conditions are then necessary to track these performance and safety indices. This
led to the first research question:
1) How to parametrize accurate physics based models for batteries?
Battery performance degrades with time and usage. An aged battery not only
performs worse but also heats up more than a fresh battery making it a bigger
safety challenge. Replacing old batteries add to their total cost of ownership.
It is therefore imperative to not only be able to predict the behaviour of a new
battery, but also to understand how it behaves over its lifetime. In order to have
a qualitative and quantitative grip over the degradation processes in the battery,
the research answers the following question:
2) How does battery performance degrade over time and with use?
Armed with quantitative knowledge of battery degradation in different operating
and environmental conditions, new strategies on how to operate batteries more
efficiently for real world applications could be evaluated. A practical way to use
the knowledge of degradation in these batteries in order to optimize the operation
of a storage unit is sought. The final research question expresses this idea:
3) How can battery operation be optimized when integrated in real world
applications?
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1.5 Layout of the work
The research has been organized into three parts. Each of these parts addresses
one of the topics in the title of the thesis - modelling, aging and optimal
operation and answers the corresponding research question.
Part I: Modelling
Lithium-ion batteries are reintroduced providing details on the electrochemical
reactions. Next, the different ways to model these batteries are summarized. The
choice of the Pseudo 2D model (P2D) for this work is justified. Following that,
the P2D model is explained mathematically introducing the coupling between the
electrochemical and the thermal model. Details on parametrization and
validation of the physics based model for LFP battery follows. The developed
model is shown to accurately simulate the battery electrochemical and thermal
behaviour for a wide range of currents. Lastly, the model is extended to modules
and packs and cooling systems are designed and analysed.
Part II: Aging
An overview of the current understanding of degradation processes in lithium-ion
batteries is presented. The design of the experiments to investigate the effect of
operating and environmental conditions on the calendar and cycle aging of the
batteries is explained. The calendar aging results are presented first. The effect of
characterization procedure on calendar aging results is elucidated. Cycle aging
results are then presented along with new insights gained into the degradation
processes.
Part III: Optimal operation
Technical and economic feasibility of lithium-ion batteries in real-world power
system applications is discussed. The traditional battery degradation models
applied to market studies are looked into and found to be inadequate in
representing the nature of degradation in lithium-ion batteries. A new
degradation model for lithium-ion batteries is developed that captures the
non-linear nature of degradation. A case study demonstrates this new model and
its utility in optimizing operation of a storage unit participating in an energy
market. A temporal decomposition technique has also been proposed for more
complicated cases.

Part I
Modelling
With four parameters I can fit an elephant, and with five I can make
him wiggle his trunk.
John von Neumann
Some of the work described in this part has been previously published in [15] and [16].

Chapter2
Electrochemical-thermal modelling
Rechargeable lithium-ion batteries, also known as secondary lithium batteries,
have been around since 1991 when the first commercial battery was introduced by
Sony. Interest and research into lithium based batteries is however older than
that. Among all metals, lithium is the lightest, has the lowest reduction potential
and the highest energy density making it an attractive material for
electrochemical cells. Primary lithium cells were already commercialized by
1970s. These included chemistries such as lithium-sulphur dioxide (Li/SO2) and
lithium-thionylchloride (Li/SOCl2) [17].
It was with the discovery of fast ion conduction of lithium ions in an
electronically conducting lattice containing transition metal atoms in mixed
valence state that progress towards rechargeable batteries could made.
Commercialization efforts for lithium-titanium sulphide (Li/TiS2) and
lithium-molybdenum sulphide (Li/MoS2) batteries were seen in 1970s and
1980s [17, 18]. But continued use of metallic lithium as the negative electrode in
these batteries limited their commercial success. These metal electrodes had the
tendency to form dendrites and powder deposits. Short circuit phenomena were
common. Attention soon shifted to the use of lithium-intercalation material as
the negative electrode instead of metallic lithium. H. Ikeda of Sanyo patented the
intercalation material graphite in an organic solvent in June 1981 (Japanese
Patent No. 1769661). This was closely followed by S. Basu of Bell Laboratories
who filed the US Patent 4423125 in 1982 based on lithium intercalation into
graphite at room temperature [18].
Metal oxides (LixMO2) where M = Ni, Mn, Co were discovered about the
same time, the use of which as positive electrodes lead to higher voltages in these
batteries. Goodenough filed the patent for using LiCoO2 as an intercalation
positive electrode material in 1980. These research efforts on positive and
negative electrodes culminated in the first commercial lithium-ion battery
launched in 1991 by Sony which was based on a graphite negative electrode and a
LiCoO2 positive electrode [5].
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Figure 2.1. Electrochemical unit representation of a lithium-ion battery
2.1 Electrochemical basics of lithium-ion batteries
At the outset of this chapter and work, it is necessary to clarify the definitions
of electrochemical cell, cell and battery. An electrochemical cell is a basic unit
consisting of electrodes, electrolyte and separator and exhibits a voltage across its
two terminals. Cells and batteries have been used interchangeably in this work and
refer to one or more electrochemical cells connected electrically.
A battery consisting of electrochemical cells with lithium insertion compounds
as both negative and positive electrodes is called a lithium-ion battery. These two
electrodes are electrically insulated from each other by a separator. An electrolyte
permeates the two electrodes and the separator providing a conductive medium for
lithium ions but not for electrons. Lithium ions shuttle between the two electrodes,
while electrons are conducted upon connecting the two electrodes externally. The
shuttling of lithium ions is often referred to as “rocking-chair” mechanism. The
direction of movement of the lithium ions depends on whether the cell is charging
or discharging. A representation of an electrochemical unit of a lithium-ion battery
can be seen in Figure 2.1.
In battery parlance, anode and cathode are more commonly used terms than
negative and positive electrode. Anode is the electrode where oxidation takes place.
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During the discharge process, the negative electrode is the anode and the positive
electrode is the cathode. The names get switched during the charging process.
In this work, considering the considerable confusion that might result from this,
positive and negative electrodes terminology has been adopted.
During charging, lithium is inserted into the negative electrode. The choice of
the negative electrode is such that the insertion takes place at a higher voltage than
the deposition of lithium, thereby preventing the problem of lithium deposition.
The problem of lithium deposition was the reason in the delay of the commercial
arrival of these batteries and it is still not completely resolved. It will be seen later
in Part II of this work that lithium deposition is a major factor affecting battery life.
Graphite is the most common negative electrode used in commercial lithium-ion
batteries accounting for more than 90% of negative electrodes in 2015 [19].
The reaction at the graphite electrode (as the negative electrode) is:
Lix−yC6 + yLi+ + ye−
charge−−−−−−⇀↽ −−
discharge
LixC6 (2.1)
The same quantity of lithium ions that intercalate into graphite are extracted
from the positive electrode during charging. Lamellar oxides of lithiated
transition metals, spinels of manganese or iron phosphates are generally used
positive electrode materials. These differences in the positive electrode chemical
composition are the major reason for the variance seen in the properties of the
different lithium-ion batteries. Because of this reason, these batteries are often
referred to by the positive electrode chemical composition such as Lithium Nickel
Cobalt Aluminium Oxide or NCA batteries (LiNiCoAlO2), Lithium Iron
Phosphate or LFP batteries (LiFePO4), Lithium Nickel Manganese Cobalt Oxide
or NMC batteries (LiNiMnCoO2), etc. Ideally, positive electrodes with a high
potential vs. Li+/Li are preferred, however in reality the working potentials are
often limited by the stability of the electrolyte.
The reaction at the positive electrode (considering a generic positive electrode
material Mp) is:
LizMp
charge−−−−−−⇀↽ −−
discharge
Liz−yMp + yLi+ + ye− (2.2)
The two electrodes have a porous morphology and are pervaded by liquid
electrolyte. This is usually a alkyl carbonate such as ethylene carbonate (EC),
dimethyl carbonate (DMC), di-ethyl carbonate (DEC) or their combination in
which a lithium salt is dissolved. The most commonly used salt is lithium
hexafluorophosphate (LiPF6).
16 2. Electrochemical-thermal modelling
2.2 Cell chemistries - focus on NMC and LFP
As discussed in chapter 1, there are many kinds of lithium-ion batteries. The
differences mainly arise because of their chemical compositions which in turn
cause differences in performance, cost and safety characteristics. Although these
factors are also affected by the cell geometry, the dominant role is played by the
positive electrode composition. The market share of lithium-ion batteries is
currently dominated by lithium cobalt oxide (LCO), lithium manganese oxide
(LMO), lithium nickel cobalt aluminium oxide (NCA), lithium nickel manganese
cobalt oxide (NMC) and lithium iron phosphate batteries (LFP). Their relative
market shares can be seen in Figure 2.2a. In this work, modelling and
experiments on NMC and LFP batteries are carried out.
Lithium iron phosphate (LFP) entered the battery scene in 1997 [20] when it
was shown as a viable positive electrode material. However it differed from other
positive electrode materials due to its olivine structure and the phase change that
it underwent. The advantages of LFP batteries are that they have good thermal
stability, cycle life and power capability. Being based on iron, they also have lower
costs. The disadvantage is that they have a lower energy density. The nominal
voltage of these batteries is 3.3 V and they typically cycle between 2.5 V to 4 V.
Research in nickel manganese cobalt (NMC) based lithium-ion batteries was
inspired by the high costs, short life span, low power capability and low thermal
stability of the first lithium-ion battery based on cobalt (LCO). Efforts concentrated
on replacing cobalt by nickel and manganese lead to their development. Like the
original LCO, NMC is also a layered oxide. Since their commercial introduction in
2008, NMC based lithium-ion batteries have become one of the most used battery
type for a wide range of applications. This is because they offer a good package
of energy, power, cycle life and thermal stability. NMC combines the advantages
of nickel and manganese to replace a part of energy dense but expensive cobalt.
Nickel is thermally unstable but has a high energy density, manganese on the other
hand is thermally stable and has a low internal resistance but has a low energy
density [19, 21].
The nominal voltage of a typical NMC cell is 3.7 V and it is usually cycled
between 2.5 V to 4.2 V. NMC111 and NMC532 are the two most commercial and
researched compositions, the numbers representing the relative amounts of each
metal in the electrode. A qualitative comparison between LFP and NMC can be
seen in Figure 2.2b.
2.3 Cell geometry and format
Lithium-ion batteries can be adapted for different devices and applications by
varying the cell geometry and format. Cell geometry refers to the internal
dimensioning (length, width and thickness) of the different layers such as the
negative, positive electrodes. Cell format refers to the overall packaging of the
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Figure 2.2. Different lithium-ion batteries
different layers. These include cylindrical, button, prismatic and pouch formats.
They can be seen in Figure 2.3. For each format, units of different dimensions
exist based on the internal geometry.
Both cell geometry and format affect the current, potentials and thermal
distributions inside the cell and influence their performance, safety and lifetime.
For example, using the same electrode materials but varying the thickness of the
electrodes, a high power or a high energy cell can be realized. Battery pack
architecture also depends on the individual cell format and geometry. Thus they
also dictate the overall pack energy density, power density and cost. The format
and dimensions additionally affects the choice, sizing and economics of cooling
system design for battery packs.
In this work, modelling of a pouch format and experimental testing on both
cylindrical and pouch formats have been carried out. The cylindrical cell used is
an 18650 cell. The name comes from the external dimensions of the cell with the
diameter being 18 mm and the length about 65 mm. Cylindrical cells have high
specific energy and mechanical stability. They are also easy to manufacture. The
different cell layers are rolled up inside the cylindrical structure. This format is
commonly used in laptops and also in some electric vehicles.
A pouch cell is a comparatively newer invention which makes more efficient use
of space. The cell layers are stacked up inside the pouch covering. A pouch cell
is more flexible and lighter (for the same capacity) than 18650 cells and the shape
allows for easy stacking. These kind of cells are also called laminate cells or coffee
bag cells. They have mainly been adopted for use in electric vehicles. B5 format
pouch cells are used in this work. B5 refers to the external dimensions of the pouch
(176 mm x 250 mm), following the same convention as paper sizes.
18 2. Electrochemical-thermal modelling
Figure 2.3. Different formats of lithium-ion batteries (not to scale)
2.4 Lithium-ion battery models
As was true for the first models of lithium-ion batteries, the current objectives of
modelling batteries are to aid understanding, help designing and enable scale up
of these batteries. The principles of model development are usually to start with
a simple model and progressively add more details until the model predictions are
sufficiently accurate for the objective of the modelling. Various types of
mathematical models for lithium-ion batteries have been developed over the last
years and a summary of them can be seen in Figure 2.4, highlighting the trade-off
between computational requirements and prediction accuracy.
A third axis, that of modelling effort can also be added to Figure 2.4 but
generally speaking, a model that requires more modelling effort is also
computationally more demanding. This modelling effort comes from determining
the value of parameters in the model.
Empirical models are the most simple and the least accurate. Linear,
polynomial, exponential and other commonly used functions or their
combinations are used to fit experimental data directly to get parameters for the
model. This simplicity allows for fast computation and these models are best
suited for real-world applications such as in battery management systems (BMS).
Their prediction capability, especially when extrapolating from the usual
operating conditions is poor [22, 23].
The next two levels of modelling include the single particle model (SPM) and the
pseudo two dimensional (P2D) model. These two models incorporate kinetics and
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Figure 2.4. Types of models
diffusion phenomena in the electrolyte and the electrodes using partial differential
equations (PDE). Finite element analysis (FEA) is usually carried out to solve
these coupled PDEs. In the SPM, each electrode is considered as a single particle
with the same surface area as the electrode. Diffusion and insertion kinetics are
considered in the model but no variance in concentration or potential is considered
in the solution phase. The SPM model simulates thin electrode and low current
conditions reasonably well but fails at high current conditions [24, 25].
P2D model takes into account diffusion both in electrolyte and solid electrode
phases. Kinetics of insertion/extraction is described using Butler-Volmer equations.
This model is more accurate than SPM at the cost of more parametrization effort
and more computing resource requirement [26, 27]. Both the P2D model and the
SPM are able to simulate entire charge-discharge cycles in lithium-ion batteries
within seconds.
The most advanced models simulate battery behaviour at the
molecular/atomic level. Kinetic Monte Carlo (KMC) method can help predict
thermodynamic properties of materials, mobility of lithium inside the crystal
structure, etc. [28, 29]. Molecular dynamics provides information on phenomena
at the molecular scale such as the growth of passivating film on the graphite
electrode. The use of these advanced models is restricted to studying one specific
process taking place in a very small fraction of a second [30, 31].
Apart from parametrization, an important aspect of modelling is to
experimentally validate the model to ensure that the experimental data can be
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Figure 2.5. Representation of P2D model
reasonably simulated through the model. The more the number of variables being
validated, greater is the confidence in the model.
2.4.1 Details on P2D modelling approach
In this work, a Pseudo 2D modelling approach has been followed. This approach
enables good prediction of the electrochemical behaviour of batteries for complete
charge-discharge cycles in different operating conditions within a reasonable
computation time. While parametrization is a challenge, the advantage of a P2D
model lies in its accuracy precisely because of inclusion of dominant physical
phenomena along with the details of cell layer and particle geometry. The P2D
model is also flexible and other phenomenon such as thermal behaviour, stress
and strain in components can be coupled with this model.
The P2D model consists of two disparate but connected 1D realms (hence
pseudo 2D). One 1D realm models processes along the thickness of the cell and
the other 1D realm models the particles of the active material (see Figure 2.5).
The first realm models charge and mass transport in porous electrodes and
electrolyte along with the electrochemical reactions happening at the interface
between the electrode and the electrolyte. Current collectors are also modelled for
the sake of accuracy. The other realm models one-dimensional diffusion based
transport in the particle. These two realms are coupled based on the law of
conservation of species.
The first pseudo 2D model of a lithium battery using porous electrode theory
[32], particle diffusion and concentrated solution theory [17] was already developed
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in 1993 borrowing from modelling approaches developed for non-lithium based
batteries. In the porous electrode theory, the exact positions and shapes of all
the particles and pores in the electrode are not specified rather the properties
are averaged. Particles are generally considered as perfect spheres. Though P2D
models have undergone big changes in terms of complexity and account for more
phenomena happening in the batteries compared to the first models, the basic
approach and structure still borrows a great deal from the first models made by
Newman and his associates [33–35].
2.4.2 P2D modelling equations
P2D model includes all dominant phenomena happening in the lithium-ion battery.
Law of conservation of mass and of charge and ohm’s law combined with theories
of kinetics and diffusion provide the necessary framework for the P2D model.
Porous electrodes consist of solid phase (electrodes) and the solution phase
(electrolyte). Electrochemical reaction takes place at the interface of these two
phases. The rate of this reaction is described by Butler-Volmer kinetics:
In electrolyte phase,
∇ · il = av · i0 ·
[
exp
(
αa · F · η
R · T
)
− exp
(−αc · F · η
R · T
)]
(2.3)
In electrode phase,
∇ · is = −av · i0 ·
[
exp
(
αa · F · η
R · T
)
− exp
(−αc · F · η
R · T
)]
(2.4)
where
il is the current density in the solution (A m
−2)
is is the current density in the solid (A m
−2)
i0 is the exchange current density (A m
−2)
T is the temperature (K)
α is the dimensionless charge transfer coefficient
η is the surface over-potential (V)
R is the gas constant equal to 8.314 J K−1 mol−1
F is the Faraday constant approximately equal to 96 485 C mol−1
The exchange current density, i0, is given by
i0 = F · kαac · kαca · (cs,max − cs)αa · cαcs ·
(
cl
cl,ref
)αa
(2.5)
where
k is the rate constant of the electrochemical reaction (m s−1)
cs,max is the maximum concentration of lithium in the solid particle (mol m
−3)
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cs is the instantaneous concentration of lithium in the solid particle (mol m
−3)
cl is the instantaneous concentration of lithium in the solution (mol m
−3)
cl,ref is the reference concentration of lithium in the solution
The difference, (cs,max − cs), is the concentration of unoccupied sites in the
insertion electrode material. When cs is 0 or cs,max, the exchange current density
becomes 0. The anodic and the cathodic transfer coefficients given by αa and αc
decide the preference of the applied potential towards the anodic and cathodic
directions of the overall reaction.
The specific inter-facial area of each electrode, av, is given
av =
(3 · s)
rp
(2.6)
where
s is the volume fraction of the solid active material
rp is the radius of the spherical particle (m)
The surface over-potential (η), is the deviation of the actual potential
difference between the solid and solution from the equilibrium potential of the
solid determined with respect to reference lithium electrode.
η = φs − φl − Eeq (2.7)
where
φs is the potential at the solid surface (V)
φl is the potential in the solution (V)
Eeq is the equilibrium potential of the electrode material (V)
For the reaction to take place at the interfaces, there should be a flux of ions
and electrons at the reaction sites. The conduction of electrons in the solid phase
can be described by the ohm’s law:
is = −σs · ∇φs (2.8)
where
σs is the conductivity in the solid phase (S m
−1)
Concentrated solution theory describes the processes in the electrolyte
phase [33]. Here the ion is mobile and the current density can be calculated using,
il = −σl · ∇φl + 2 · σl ·R · T
F
·
(
1 +
∂ ln f±
∂ ln cl
)
· (1− t+) · ∇ ln cl (2.9)
where
σl is the conductivity of the solution (S m
−1)
f± is the mean molar activity coefficient
t+ is the transference number
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This equation is similar to ohm’s law with the added second term on the right
that accounts for concentration differences in the solution phase. It introduces
two new concentration dependent transport parameters, mean molar activity
coefficient f± and transference no (t+). The mean molar activity coefficient
determines the voltage polarization resulting from the concentration gradient [36].
The term (1 + ∂ ln f±∂ ln cl ) is called the thermodynamic factor and can be determined
from the mean molar activity coefficient f± . The transference number (t+), also
called the transport number takes into account concentration gradients that form
under load.
A mass balance in the electrolyte phase gives,
l · ∂cl
∂t
= ∇ · (Dl · ∇cl)−∇ ·
(
il · t+
F
)
+
∇ · il
F
(2.10)
where
l is the volume fraction of the solution phase
Dl is the diffusivity of the electrolyte (m
2 s−1)
Any change in the concentration of lithium in the electrolyte is due to diffusion,
migration and convection. The contribution of convection can be assumed to be
zero in the battery as the velocity of the solvent is not significant in lithium-
ion batteries [17]. The first term on the right of Equation 2.10 accounts for the
contribution of the diffusion, the others terms for that of migration.
Corrections in diffusivity and conductivity to include the effect of tortuosity
are effectuated through Bruggeman coefficient [37]. The effect of film resistance is
taken into account in the over-potential by modifying Equation 2.7 as follows:
η = φs − φl − Eeq −Rfilm · i (2.11)
where Rfilm is the film resistance. This resistance is mainly due to the formation
of the Solid Electrolyte Interphase (SEI). This layer formation is an important
phenomena that has a profound influence not only on the performance but also the
safety and life of the battery. It will be described and analysed in more detail in
subsequent chapters.
The active electrode material is assumed to be made of spherical particles of
radius rp. Transportation of lithium in and out of the active material particle take
place through the mechanism of diffusion. It is described as follows,
∂cs
∂t
= ∇ · (−Ds · ∇cs) (2.12)
where
Ds is the diffusion coefficient in the solid particle (m
2 s−1)
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The boundary conditions in the solid particle are:
∂cs
∂r
= 0|r=0 (2.13)
−Ds · ∂cs
∂r
∣∣∣∣
r=rp
= −∇ · is
F · av (2.14)
The boundary conditions ensure that calculations of the mass balance in the
solid is coupled to the reaction rate, connecting the two 1D realms of the P2D
model. It is assumed that the active material is a good electronic conductor and
volume changes in the solid are negligible. No interaction within particles has been
assumed which is justified by the much larger distances between particles compared
to the length scale within particles. For the sake of accuracy, the current collectors
have also been modelled in this work even if the potential drop across them is
negligible.
2.4.3 Inclusion of thermal model
Batteries are not 100% efficient. The insertion-extraction and transport of
lithium during charging and discharging invariably cause heat to be produced due
to irreversible processes in the cells. Moreover, changes in the crystal structure
order due to lithium insertion/extraction in either electrode may also cause heat
to be generated or absorbed. The first kind of heat is called irreversible heat and
it is generated in the cell due to limitations in physical processes, such as ohmic
losses, activation over-potential and mass transport limitations. The second kind,
due to changes in the crystal order, is called reversible heat. The total heat
generated in the cell can be calculated considering all the reversible sources/sinks
and irreversible sources of heat in the cell. Further details on thermal behaviour
in lithium-ion batteries can be found in [38–40]
Total heat generation is given by,
Q = Qirr +Qr (2.15)
Total irreversible heat, Qirr, is given by
Qirr = il · ∇φl + is · ∇φs + (∇ · il) · η (2.16)
where the first two terms denote heat generated due the ohmic losses in
electrolyte and solid phases while the last term quantifies the polarization heat.
Reversible heat, Qr, is given by
Qr = (∇ · il) · T · dEeq
dT
(2.17)
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Figure 2.6. Coupled electrochemical and thermal models
A cell consists of active as well as inactive regions. Heat is generated only in
the active regions such as in the electrodes and the electrolyte. However, heat can
be conducted to and from the active region to the inactive regions which include
the separator, the encasing material, etc. Also a battery can gain or lose heat by
conduction, convection and radiation with the environment it is placed in. The
general equation for heat balance of the cell considering also the environment can
be written as:
ρ ·Cp · ∂T
∂t
= Q+∇· (kT ·∇T )−∇· (h · (T − Ta))−∇· (σT · T · (T 4−T 4a )) (2.18)
where
ρ is the density (kg m−3)
Cp is the specific heat capacity (J kg
−1 K−1)
kT is the thermal conductivity (W m
−1 K−1)
h is the heat transfer coefficient (W m−2 K−1)
σT is the StefanBoltzmann constant equal to 5.67× 10−8 W m−2 K−4
T is the emissivity
Ta is the ambient temperature (K)
There are two main reasons for developing the thermal model along with the
P2D electrochemical model. First, safety in battery is largely a thermal issue and
studying the heat generation behaviour and the temperature increase is necessary
to ensure that the cell remains in its optimum temperature operating range.
Secondly, there is the strong dependence of some physico-chemical parameters of
26 2. Electrochemical-thermal modelling
materials on temperature. These include the thermodynamic factor, ionic
conductivity of the electrolyte, diffusivity of the electrodes and the electrolyte
and the reaction rate constants. The electrode potentials are also temperature
dependent. Thus accurate simulations of battery behaviour necessities inclusion
of the dependence of temperature on these properties. For the sake of accuracy,
heat generation in current collectors is also taken into account. In Figure 2.6, the
couple electrochemical-thermal model can be seen.
Chapter3
Parametrization of LFP model
Physics based approaches such as P2D electrochemical model that are based on
physical laws are more complicated and CPU intensive than empirical models.
The upside being more flexibility, reliability and accuracy of prediction in a wide
range of operating conditions and applications. However to ensure the accuracy of
these models, knowledge of different electrochemical and geometrical parameters of
the battery is imperative. At least 30 different values of parameters apart from the
equilibrium potentials of the electrodes are needed as input just for a P2D model.
Additionally, the thermal model necessities knowledge of other properties such as
density, heat capacity and thermal conductivities of the active and non-active layers
of the cell. The properties needed for building a coupled P2D electrochemical-
thermal model are listed in Appendix A.
In this chapter, a coupled P2D electrochemical-3D thermal model for a LFP
pouch cell is developed. LiFePO4 material presents an additional modelling
challenge compared to the electrodes for which the P2D model was originally
developed due to its olivine structure and by undergoing a phase change. In order
to include this behaviour of LiFePO4 in the P2D model, a shrinking core model
was developed in 2004 [41]. Subsequently the model has been refined and revised.
A rectangular geometry of LiFePO4, volume change, rate of phase transformation
have been since considered [42]. An improvement of the previous model by also
considering the alpha phase was then developed [43]. A multi-scale approach
(crystal, particle, electrode) for modelling is presented in [44]. Atomistic
simulations revealed insufficiency of shrinking core model and its more
sophisticated versions in explaining the physical nature of diffusion in the
LiFePO4 particle and a phase field model was developed [45]. It is also been
reported that phase separation is suppressed during battery operation at very low
over potentials [46], due to surface reactions that are far from equilibrium [47],
and also when the particle is nano-sized [48].
Asymmetry between charge and discharge in LiFePO4 electrode has been well
documented [49–53]. Path dependence and hysteresis phenomena in LiFePO4 are
now generally accepted to have a thermodynamic origin. However, there is no
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consensus on the theory explaining the asymmetry. The theories that satisfactorily
explain it include core-shell model [49, 54] and the many particle system model [51].
Experimental evidence that validates both these theories is also found [52, 55]. A
constant value of 20 mV of hysteresis for LiFePO4 is reported by [51]. Though
considerable, this is much less than other chemistries such as Li2FeSiO4 and TiO2
which are known to have large hysteresis behaviour, of the order of tens of millivolts
[51].
3.1 Experimental
B5 format prototype lithium-ion pouch cells with a nominal capacity of 6 A h
manufactured by Lithops S.r.l (Figure 3.1a) were tested during this work and
used to collect experimental data for their modelling. These lithium-ion cells were
prepared using artificial graphite (IMERYS, D50 about 6 mm) as negative
electrode active material and lithium iron phosphate (LiFePO4) (BASF, D50
about 11 mm) as positive electrode active material. The electrodes were obtained
by a comma bar roll coating over common commercial Cu (Schlenk, 16 mm
thickness) and Al (Showa Denko, 20 mm thickness) metal foils. A 25 µm thick
polypropylene membrane was used as separator (Celgard). For these cells 1 M
LiPF6 in ethylene carbonate: diethyl carbonate (2:3 w/w) + 1% vinylene
carbonate liquid electrolyte was used. The resultant pouch cells have an
operational voltage between 2.5 V to 4.0 V and 6 A h rated capacity. After
activation by Lithops S.r.l, cells were delivered at 30 % SOC (about 3.1 V) for
testing. The cell’s nominal capacity was verified via galvanostatic cycling at
0.1 C. The current applied was therefore 0.6 A. In these conditions the measured
capacity was around 6 A h, corresponding to the nominal one given by Lithops
S.r.l. The external dimensions of the pouch cell are 250 mm x 164 mm x 4 mm.
Starting at a completely discharged state (2.5 V, cut-off voltage), the cell was
charged repeatedly using constant current constant voltage (CC-CV) procedure
till 4.0 V and current cut-off of 10 mA at 0.1 C, 0.2 C, 1 C, 2 C, 5 C and 10 C rate.
After each charge, it was discharged again with the same conditions as charge.
Moreover, after every charge and discharge step a 5 min rest period was adopted in
order to let the cell stabilize, thereby preventing safety problems due to high current
switches and ensuring that the cell is near the ambient temperature. The minor
differences in temperatures and SOC at the beginning of different charge discharge
steps were accounted for in the model. The temperature was monitored during the
whole charge-discharge test by means of a thermocouple placed in contact to the
surface of the cell case near the negative electrode tab while the front surface was
monitored through a thermal camera (Figure3.1b).
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(a) Rendered image of pouch cell from
Lithops S.r.l
(b) Actual battery under testing being
monitored by thermal camera
Figure 3.1. Battery and experimental testing
3.2 Modelling philosophy
The basic modelling framework for the complete battery except for the LiFePO4
electrode is based on the traditional pseudo 2D model (Section 2.4.2). For LiFePO4
electrode, the modelling philosophy was to start from a standard P2D approach
such as for a generic insertion electrode and modify it progressively until a good
match between experiment and simulation is found. Similar approach where no
special features of the two phase process of LiFePO4 are included but instead charge
discharge curves are used to determine correlations for diffusion coefficient and rate
constant in the LiFePO4 electrode is seen in [56]. Here, a good match between
simulations and experiments until 1 C for charge and discharge curves is seen. The
approach in [27] is also similar, but here instead diffusion coefficients and rate
constants are held constant and radius is current dependent. Their electrochemical
model is not a P2D model but a simpler electrochemical model. This model is
validated for both charge and discharge current rates until 8 C.
The difference from [27] in this work is that a P2D modelling approach is
the basis of the electrochemical model and a wider range of charge and discharge
rates from 0.1 C to 10 C is simulated and validated against experimental data.
The equivalence of current dependent diffusion coefficient and a current dependent
radius is also shown. As in [27] but with a more detailed thermal model, an
additional validation, that of temperature rise, is done by reproducing in the model
the actual thermal conditions for the pouch cell when it was being experimentally
tested. Critical discussion on every choice of correlation and values for parameters is
made in this work given that some of them are not easily determined, or available in
literature, or if available there is no consensus. An inverse mode for determination
of some of them is also discussed in the text.
A 3D thermal model is simultaneously developed with the P2D model and
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Figure 3.2. Mesh for the pouch cell
they are coupled together (Section 2.4.3). A 3D thermal model is necessary, since
geometry and surface area play an important role in heat transfer. The testing
set-up is asymmetric, such that the pouch cell is insulated on one side, while the
other side is open to natural convection cooling. In the 3D thermal model of
the battery, non-active battery component, the pouch, is also modelled since it
plays a significant role in the thermal profile due to its thermal properties such
as emissivity, thermal conductivity and heat capacity. To simplify calculations,
composite thermal properties of the active parts of the battery are considered
instead of modelling each thin layer separately. The pouch is however modelled as
a separate layer.
The P2D electrochemical and the 3D thermal model are developed and
coupled using the battery module of COMSOL Multiphysics®modelling software.
MUMPS direct solver with a relative tolerance of 0.0001 is used for simulations.
The maximum size of the mesh element in the thickness direction is 1.6× 10−6 m,
and the particle dimension has been discretized with ten elements in the radial
direction. For the thermal model, a rectangular mapped mesh swept in the
thickness direction of the pouch cell, with at least three elements for each layer in
the thickness direction, is employed. The resulting hexahedral elements can be
seen in Figure 3.2. The high aspect ratio of the elements cause the overall mesh
quality to be low necessitating the use of the direct solver.
3.3 Model Parameters
Given the importance of accurate determination of parameters in the model, the
values provided directly by the cell manufacturer, Lithops S.r.l have been fixed in
the model. Experimentally determined values obtained from literature study are
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Table 3.1. Properties known from manufacturer and literature review
Quantity Unit
Values
Negative
current
collector
Negative
electrode
Separator/
Electrolyte
Positive
electrode
Positive
current
collector
Maximum concentration
solid phase
mol m3 31370 22806
Initial electrolyte
salt concentration
mol m3 1000
Activation
Energy
Diffusion kJ mol−1 35 35
Reaction kJ mol−1 20 20
Conductivity S m−1 5.998× 107 100 0.771 6 3.774× 107
Bruggeman coefficient 1.5 1.5 1.5
Transport number 0.363
also fixed in the model whenever a good agreement is seen among the different
sources. The literature obtained values that were inconsistent, are modified during
the calibration stage of the model with the literature values as first guess.
3.3.1 Physico-chemical properties
Current collector: copper and aluminium are the current collectors used for the
negative and the positive electrode, respectively. These materials have well studied
properties and no ambiguity exists as regards their values. Current collectors ensure
that that the current distribution inside the active layers is uniform. They are
materials with high electrical conductivity which ensures that the resistance from
the current collectors is low.
Maximum concentration in the solid phase: maximum concentration of
lithium in the solid phase for the negative electrode is taken to be
31 370 mol m−3 [57]. A slightly different value in [58] has been estimated as
30 555 mol m−3. For the positive electrode, calculations of crystal density
(3600 mol m−3) and molecular mass (157.76 g mol−1) gives a value for the
theoretical maximum capacity of around 22 800 mol m−3. The value in the model
taken from [57].
Activation energy: kinetic activation energies for LiFePO4 and graphite are
both input as 20 kJ mol−1 after comparing values from [27, 57, 59] whereas
diffusion coefficient activation energies for LiFePO4 and Graphite are inputted as
35 kJ mol−1 after comparing values from [27, 57, 60, 61]. A good review on the
LiFePO4 diffusivities and activation energies is available in [62].
Bruggeman coefficient: it is assumed to be 1.5 in the separator as well as in
the two electrodes to account for tortuosity of these porous media. Any incorrect
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Figure 3.3. Electrode potential
assumption for this coefficient is compensated by the values of diffusivities and
conductivities which are estimated from experimental charge discharge curves.
Equilibrium electrode potentials: there are significant differences in literature
in the measured values of the electrode potentials at equilibrium as can be seen in
Figure 3.3. These differences can arise because of different electrode compositions
in these studies. Usually the potential measured at low current rate is assumed
to be equal to the equilibrium electrode potential. However differences can arise
based on the value of this low current rate or whether the potential was measured
during charge or discharge or if an average value is used (hysteresis effect [41, 56,
63]). The value of the maximum theoretical capacity assumed for the electrode
can also make a difference. Moreover the differences at the beginning and end of
the curve for LiFePO4 (Figure 3.3a) can probably be explained by the difference in
solid solution ranges for LiFePO4 obtained from different sources [43]. Difference in
the values of the potential found in literature is as high as 0.06 V for LiFePO4 (0.1
- 0.85 x range, see Figure 3.3a) and 0.12 V (0.05 - 0.8 x range, see Figure 3.3b) for
graphite. The differences are larger near the beginning and the end of the curve.
The shape of the equilibrium electrode potential has a large effect upon the
simulation results, and accurate data for this property measured with respect to a
lithium reference electrode are important, especially when one is comparing
full-cell-sandwich simulations with experimental data. Given the error that can
be induced using incorrect correlation for the determination of the potential,
experimental data for electrode potential were obtained from the manufacturer.
Curve fitting of the potential curves of the electrodes is carried out in MATLAB
R2014b to yield the following equations.
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LiFePO4 electrode potential at 25
◦C:
Eeq = 3.399 + h− 1.239 · exp
(−7.903 · (1− x)0.3821))
− 3.644× 10−10 · exp (21.12 · (1− x)30.37)
+ 8.249× 10−12 · exp (22.39 · (1− x)1.56) (3.1)
where
h is the hysteresis factor
x is the relative local concentration of lithium in the electrode given by the ratio of
the lithium concentration to the maximum lithium concentration for the electrode.
This 10 parameter equation fits the experimental curve with a R-squared
value of 0.9823. The electrode potential curve is calculated from a slow rate
(0.1 C) discharge of a LiFePO4 electrode vs. a reference lithium electrode. The
value of h is assumed to be zero during discharge and is then determined to be
50 mV from the charge curve. The actual hysteresis, an average of the distance
between these low rate charge and discharge potentials, is thus 25 mV. This is
slightly greater than the value reported in the literature where smaller particles
are used [51]. However, hysteresis depends on particle size [48, 50] such that
smaller particles are seen to have a lower hysteresis. LiFePO4 particles in the
battery used in this study are in the µm range.
Graphite electrode potential at 25 ◦C:
Eeq = 0.2033 + 0.6613 · exp (−68.63 · x)
+ 0.026 74 · tanh
[
−x− 0.1814
0.03031
]
− 0.006 943 · tanh
[
x− 0.4895
0.0854
]
− 0.009 25 · tanh
[
x− 0.0317
0.053
]
− 0.075 · tanh
[
x− 0.5692
0.875
]
(3.2)
The graphite potential equation, fitted using 15 parameters, has an R-squared
value of 0.9924.
Entropy coefficient: electrode potentials are temperature dependent. The
dependency is expressed as
ETeq = Eeq − (T − 298.15) ·
dEeq
dT
(3.3)
where
ETeq is the electrode potential at temperature T (K)
Eeq is the electrode potential at 298.15 K given by Equation 3.1 and Equation 3.2
dEeq
dT is the entropy coefficient
Entropy coefficient for graphite has been adopted from [64]. A different
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Figure 3.4. Entropy coefficients
correlation from the data in [65] is also widely used in literature [66–69] but it has
been determined with fewer experimental data and its accuracy is suspect over
the wider range of x. Entropy coefficient for LiFePO4 has been determined in [63,
70, 71]. It is observed that between x = 0.1 to x = 0.9 there is not a significant
difference in the determined values between the different sources. In view of this,
in this work the correlation determined from [63] is used for the model. The
entropic coefficients used for both electrodes have been plotted in Figure 3.4.
The graphite entropic coefficient is input as a set of data points while the
LiFePO4 entropic coefficient as the following equation:
dEeq
dT
= −0.35376 · x8 + 1.3902 · x7 − 2.2585 · x6 + 1.9653 · x4
+ 0.28857 · x3 − 0.046272 · x2 + 0.0032157 · x− 1.9186× 10−5 (3.4)
Transport number: in [36], the transport number of different electrolytes were
compared and values between 0.325 and 0.47 is seen. In [72], a temperature and
concentration dependent transport number and thermodynamic factor is used. The
low sensitivity of the discharge curve on the transport number can be in seen in
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Figure 3.5. Effect of transport number on discharge at 5 C
Figure 3.5 for 5 C rate. In view of this, a constant transport number of 0.363 [73]
is used in this work. Though the error of assuming a constant transport number
is higher at 10 C, no dependence of transport number is assumed in the absence of
data.
For temperature and concentration dependence of thermodynamic factor, an
unmodified correlation for thermodynamic factor from [36] is used as is. This
correlation is strongly sensitive to concentration and weakly to temperature. It is
given by:
(
1 +
∂ ln f±
∂ ln cl
)
· (1− t+) = 0.601 · [(1− 0.399334 · c0.5l
+ 1.63394 · (1− 0.0052 · c1.5l · (T − 294))] (3.5)
Conductivity: electronic conductivity of the negative electrode has been
assumed as 100 S m−1. Graphite has a high electronic conductivity which ensures
that the electronic conductivity of the negative electrode is not a limiting factor.
This value has been measured and used in multiple references [74–76].
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Positive electrode material, LiFePO4, by itself is an electronic insulator with an
inherent poor electrical conductivity of the order of 10−7 S m−1. An effective way to
increase the electrical conductivity is by carbon coating of the particles. In the cells
used in this work, the positive electrode particles are not only carbon coated but
some amount of conductive carbon is further added to the electrode to improve the
conductivity. The conductivities depend on the carbon content of the electrode
and increases to 2.1 S m−1 at 2.5 % carbon and 16 S m−1 at 4.75 % carbon with
negligible temperature dependence [77]. In the present work, even with 8 % added
carbon, a conservative value of 6 S m−1 is assumed for the conductivity. It is seen
in literature that with widely different values of conductivity, the discharge curves
have been fitted well. In the lower range such as in [78], a value of 3.3× 10−4 S m−1
is used (fitted up to 5 C) while in [41] a value of 5× 10−3 S m−1 is used (fitted upto
5 C). At the higher range, a value of 11.8 S m−1 is used in [79] (fitting up to 2 C).
The effect of electronic conductivity on the charge discharge curves is similar to
other parameters such as total ohmic resistance or reaction rate constants, which
makes it difficult to determine the value accurately. The conservative value chosen,
ensures that it is not a limiting factor, in the range of current rates studied.
Ionic conductivity of electrolyte (with LiPF6 salt) depends on the specific
electrolyte composition used. In [36] a temperature and concentration dependent
correlation for PC:EC:DMC (10:27:63 v/v/v) is determined, which has a value of
around 1.2 S m−1 at 1 M and 298.15 K. In [80], this equation was modified for
EC:DMC (2:1 v/v), which gives a conductivity of 1.4 S m−1 for the same
conditions. While in [72], using their correlation a value of 0.89 S m−1 is found for
EC:EMC (3:7 w/w) under the same conditions. A concentration dependent
correlation at 21 ◦C for EC:DMC (2:1 v/v) is used in [76], which gives a value of
about 1 S m−1 at 1 M. While in [27] for EMC:DMC (1:1 w/w), the value is about
0.25 S m−1. In the present work, the electrolyte is 1 M LiPF6 in EC:DEC (2:3
w/w) and a value of 0.771 S m−1 at 298.15 K and 1 M is given by the
manufacturer. This solvent system was chosen taking into account working
conditions below 0 ◦C. The content of EC is usually less than 50 vol%, and
preferably around 30 vol%, because higher EC content causes its precipitation at
low temperatures. The absence of DMC in the electrolyte is suspected to be the
reason for its low conductivity. The temperature dependency of the electrolyte
comes from [36]. The following correlation is used:
σl = 0.055 · cl · [1.12 · (−8.2488 + 0.053248 · T
− 0.000029871 · T 2 + 0.26235 · cl − 0.0093063 · cl · T
+ 0.000008069 · cl · T 2 + 0.22002 · c2l − 0.0001765 · c2l · T )] (3.6)
3.3.2 Thermal properties
Lumped thermal properties are calculated for the internal layers of the pouch cell.
This approach, while less detailed than a full thermal model, ensures sufficient
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accuracy as will be seen later. Thermal conductivity (K) in the cell layers is
anisotropic due to the effect of the stacking of cell layers. In the directions parallel
to the cell layer, it is given by Equation 3.7, while in the direction perpendicular
to cell layers (cell thickness direction), it is calculated using Equation 3.8.
K‖ =
(LNC ·KNC + LNE ·KNE + LS ·KS + LPE ·KPE + LPC ·KPC)
Ltot
(3.7)
Ltot
K⊥
=
LNC
KNC
+
LNE
KNE
+
LS
KS
+
LPE
KPE
+
LPC
KPC
(3.8)
where
NC is the negative current collector
NE is the negative electrode
S is the separator
PE is the positive electrode
PC is the positive current collector
The density (ρ) and the specific heat capacity (Cp) of the composite is
calculated as a volume average of the different cell layers through Equation 3.9
and Equation 3.10, respectively. In these equations using the thickness
dimension (L) is equivalent to using volume as the other two dimensions are the
same for all cell layer components. Lumped thermal properties for internal cell
layers are tabulated in Table 3.2. Individual properties for each cell layer are
discussed below.
ρ¯ =
∑
i ρi · Li
Ltot
(3.9)
C¯p =
∑
i Cp,i · Li
Ltot
(3.10)
Thermal conductivity: for the negative electrode graphite, a range of values
from 1.04 W m−1 K−1 to 5 W m−1 K−1 [68, 69, 80, 81] are seen in the literature.
The actual value of thermal conductivity should consider the presence of electrolyte
in the pores. Thus, the value 4.21 W m−1 K−1 from [80] is used in the model.
For the positive electrode, the range of values found are from 0.2 W m−1 K−1 to
5 W m−1 K−1 [68, 69, 82]. For this electrode, the additives affect this property. The
value used in the model is from [82] as the composition of the the electrode in that
work (LiFePO4 + 7.5% PVDF + 7.5% C) is similar to the electrode used in this
study (LiFePO4 + 8% PVDF + 8% C). For the separator, thermal conductivity is
also taken from [80] because it considers an electrolyte filled value. In literature,
values range from 0.3344 W m−1 K−1 to 1.21 W m−1 K−1 [68, 69, 80, 81].
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Table 3.2. Thermal properties
Property Unit
Negative
current
collector
Negative
electrode
Separator
Positive
electrode
Positive
current
collector
Thermal
conductivity
W m−1 K−1 400 4.21 1.21 0.27 238
Density kg m−3 8700 1861 1043 2300 2700
Heat
capacity
J kg−1 K−1 385 845 1688 750 900
Densities: for the negative electrode, a range from 1347 kg m−3 to 2500 kg m−3,
for positive electrode, from 1500 kg m−3 to 2310 kg m−3 and for separator, from
900 kg m−3 to 1200 kg m−3 are seen in literature [68, 69, 80–82]. The values
chosen for simulation are from [80] for both negative electrode and separator. For
the positive electrode a value of 2300 kg m−3 from [82] is chosen as the electrode
composition is similar.
Heat capacities: a range of values from, 641 J kg−1 K−1 to 1437 J kg−1 K−1 for
the negative electrode, 700 J kg−1 K−1 to 800 J kg−1 K−1 for the positive electrode
and 700 J kg−1 K−1 to 1978 J kg−1 K−1 for the separator are seen in the
literature [68, 69, 80–82]. The values used in the model come from [80] for the
separator and negative electrode and from [82] for the positive electrode for the
same reasons as discussed before.
3.3.3 Pouch properties
Pouch material is modelled consisting of three layers: polyethylene
terephthalate (PET), aluminium and cast polypropylene (CPP). The properties
for the pouch are determined from the individual values of these standard
components in an approach similar to the lumping of the properties of the cell
layers. Anisotropic conductivity in the parallel and perpendicular directions as
well as the average density and heat capacity can be seen in (Table 3.3). The
emissivity value is obtained from the calibration of the thermal camera with the
thermocouple.
3.3.4 Parameters determined from charge and discharge
experimental data
It is possible to determine some parameters mathematically from experimental
data. The procedure to determine them has been described in the following
paragraphs.
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Table 3.3. Pouch properties
Pouch properties
(calculated/measured values)
Unit Value
Thickness µm 150
Thermal Conductivity (length and breadth direction) W m−1 K−1 79.45
Thermal Conductivity (thickness direction) W m−1 K−1 0.26
Density kg m−3 1645
Heat capacity J kg−1 K−1 1233
Emissivity 0.95
Heat transfer coefficient on surface W m−2 K−1 5
Volume fraction of the active material in the positive electrode: to
determine this, it is assumed that at the end of discharge when the cut-off voltage
(2.5 V) is reached, the lithium concentration in the positive electrode is maximum
(x = 1). Thus, the positive electrode x changes from 0 to 1 during the battery
discharge process. This is true in the case of the tested batteries for a battery as
the negative electrode is oversized. For each electrode, the following equation
holds true:
cs,max · s · d ·∆x · F = i · t (3.11)
where
cs,max is the maximum permissible concentration of lithium in the electrode
s is the volume fraction of the solid phase
d is the thickness of the electrode
F is the Faraday constant
i is the current density
t is the duration of charge/discharge
Volume fraction for the positive electrode active material is determined to be
0.1805 based on experimentally determined time of discharge using the above
equation using the data for discharge at 0.1 C.
Initial concentration and volume fraction of the negative electrode:
the battery is charged using a CC-CV charging procedure. It can be assumed
that at the end of this charging procedure, the lithium concentration in the
positive electrode is zero (x = 0). The positive electrode has an non-varying
potential for a large range of x while the negative electrode potential shows
characteristic stage behaviour in graphite. At very low C rates such as 0.1 C the
effect of polarization and ohmic resistance is low and it can also be assumed that
the voltage curve of 0.1 C is approximately equal to the difference of the positive
electrode equilibrium potential curve and the negative electrode equilibrium
potential curve. With this assumption, the initial x and volume fraction are
determined comparing graphically the equilibrium electrode potential curves with
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the discharge curve at 0.1 C and using Equation 3.11. A value of 0.46 for the
volume fraction and 0.5 for the initial x is determined in an iterative process.
Some parameters are also determined from comparison between experimental and
simulated discharge curves:
Diffusion coefficient: different values are found in literature for the graphite
electrode. In [83] a concentration based diffusion coefficient is seen, which is also
used in [84] with a good prediction of experimental results. Elsewhere concentration
independent diffusion coefficient are used (in m2 s−1) : 9× 10−14 [75] (worst value
of [83]), 8× 10−14 (model fit) [79], 3.9× 10−14 [58], 3× 10−15 [27], 2× 10−14 [57]
(fitted, temperature dependence), 5.5× 10−14 [85].
In this work, this diffusion coefficient is determined by fitting the simulation for
10 C discharge to the experimental discharge curves at 10 C for the pouch cell. The
effect of diffusion are apparent at high current rates. A value of 3.9× 10−14 (Dn,0)
is determined by parametric sweep. No concentration dependence is considered in
the model but Arrhenius equation models dependence of the diffusion coefficient
on temperature. The activation energy value is given in Table 3.1.
The negative electrode diffusion coefficient is given by:
Dn = Dn,0 · exp
(
Ean
R
)
·
(
1
Tref
− 1
T
)
(3.12)
Diffusivity of the electrolyte: electrolyte diffusivity depends on the electrolyte
composition. Values (in m2 s−1) of 3× 10−10 (EC:DMC:EMC 1:1:1, 1 M
LiPF6) [79], 2× 10−10 (EMC:DMC 1:1, 1.2 M LiPF6) [27] with temperature
dependence, 7.5× 10−10 (EC:DMC, LiPF6) [58], 1.3× 10−10 (at 1 M LiPF6,
298K, EC:EMC) with temperature and concentration dependence [72] are seen in
literature.
The temperature and concentration dependent equation given by [36] is used in
this work. The correlation below simulates the results accurately and gives a value
of 1.3× 10−10 m2 s−1 at 1 M LiPF6 and 298.15 K
Dl =
0.4 ·
(
10−4.43 − 54T−(229+5·cl) − 0.22 · cl
)
1000
(3.13)
Diffusion coefficient of the positive electrode: diffusion coefficient of the
positive electrode shows a much wider variation in literature, over eight orders of
magnitude. One reason suggested in [56] is the difference in measuring technique.
Various methods such impedance spectroscopy, current pulse, potentiostatic
intermittent titration technique, galvanostatic intermittent titration technique,
capacity intermittent titration technique, cyclic voltammetry have been used to
measure it and the reported values in the literature range from 10× 10−14 m2 s−1
to 10× 10−22 m2 s−1. For simulations a constant value of 8× 10−18 m2 s−1 is seen
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in [41], obtained through fitting of experimental data. Two different particle sizes
are used in their work. In [56] a fitted value of 1.18× 10−18 m2 s−1, with
concentration and temperature dependence, is used. Prada et al.[27] used the
value from [86] of 5.9× 10−20 m2 s−1 even for high rate simulations even if in the
original paper the value had been determined only for C/25 rate. Probably this
low value is balanced by using a fitted values of current dependent radius. This
idea is supported by the very small particle size values obtained by them using
fitting. In [79] a constant value 6× 10−18 m2 s−1 is used. A concentration and
temperature dependent diffusion coefficient is used in [56, 57]. In this work, a
concentration independent value of the diffusion coefficient (Dp,0), determined to
be 2.2× 10−14 m2 s−1 by comparing experimental and simulated curves. With the
the activation energy value as in Table 3.1, the temperature dependent diffusion
coefficient is given by:
Dp = Dp,0 · exp
[
Ean
R
·
(
1
Tref
− 1
T
)]
(3.14)
Radius of the electrode particle size: in the cells in this study, where the
negative electrode is over-designed, the positive electrode is the more critical
electrode deciding battery performance and capacity when the limiting factor is
diffusion of lithium in and out of the particles. Thus, in order to fit the simulation
results to the experimental ones, only the radius of the positive electrode particle
is adjusted for each C-rate for fitting purposes. This is unlike the approach
followed in [27] where the radii of both positive and negative electrode particles
are adjusted. The value of radius at 1 C discharge is arbitrarily fixed to the value
provided by the manufacturer. This value is high compared to other LiFePO4
electrode particle values found in literature. No current dependency of radius is
required for the negative electrode to ensure a good fit. The value of radius of the
graphite particle during discharge is fixed to the manufacturer’s provided value.
During charge, the fitted value of radius of the negative electrode is about 13%
less than the one of discharge. All radii values can be seen in Table 3.4.
C-rate dependent radius is explained in [27] and [86] with the mosaic concept,
first proposed in [87]. The trend of radii seen in this work, is similar to these
published works, with a counter intuitive decrease in radius with increase in
C-rate. Employing a current dependent radius can be understand as equivalent to
simulating the actual particle size distribution (modelled in [41, 78]) that is
present in the electrode. As current densities increase, smaller particles undergo
large changes in concentration faster than bigger particles and hence influence the
potential more. The cell may reach the cut-off potential due to increased
over-potentials from the smaller particles [41, 87]. The large particles may also
become unusable at high rates due to forming a lithium rich shell due to low
diffusion rate inside the particle. The apparent average size of the particles seen
at high rates is consequently smaller. This is further equivalent to using a current
dependent diffusion coefficient [86] and this is shown in section 3.5.
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Table 3.4. Radii of the electrode particles
Parameter C-rate Discharge Charge
Radius
negative electrode
(µm)
all 4.5 3.9
Radius
positive electrode
(µm)
0.1 C 6.95 6.95
0.2 C 6.95 6.5
1 C 5.75 5.75
2 C 5.12 5
5 C 3.35 2.6
10 C 3.25 2
The radius determined with this method is thus the apparent radius value that
accounts for the particle size distribution (PSD). Since, PSD follows a bell shaped
curve, one would expect a levelling off in the value of apparent radius at both very
high and very low current densities. At high current densities it is because only
the smallest particles are used up and the cut-off voltage is reached when they get
filled up while at low current densities it is because all the particles of all sizes are
completely used up. This behaviour is noticed in the curve in Figure 3.6, where
its slope keeps decreasing as the current increases such that the radius determined
at 5 C and 10 C are almost similar. Here the negative log of the current is plotted
on the x-axis to visualize the ratio difference between the currents. The classic
sigmoid nature of the particle size distribution can be observed in the nature of the
curve.
Reaction rate constant: reaction rate constant of negative electrode:
intercalation mechanism in graphite electrodes is well studied [88, 89]. In
literature values range from 8.9× 10−12 m s−1 to 5× 10−11 m s−1 [57, 69, 79, 90].
A value of 6× 10−11 m s−1 (kn,0) is found to fit the discharge curves at both 0.1 C
and 10 C. The temperature dependence is accounted for by the Arrhenius
equation. With the activation energy value seen in Table 3.1, the reaction rate
constant is given by:
kn = kn,0 exp
[
Ean
R
·
(
1
Tref
− 1
T
)]
(3.15)
The exact value of this variable is difficult to determine with the experimental
charge discharge curves as its influence on the curves is similar to the total
resistance or conductivities.
Reaction rate constant of positive electrode: For LiFePO4 electrodes, rate
constant is seen in literature to vary up to seven order of magnitude [27, 41, 56,
57, 63, 69]. Values of the order of 10−13 m s−1 were found in [57, 63]. An
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Figure 3.6. Apparent radius as a function of C-rate during charge and discharge
empirical current dependent correlation is used in [56]. A concentration
dependent value is used in [69], which makes the rate constant vary from
1.4× 10−14 m s−1 at x = 0 to 6.97× 10−14 m s−1 at x = 100.
In this work, no concentration dependence is modelled. Simulations with the
values found in literature do not fit the discharge curve at 10 C discharge current.
Reaction rate constant value of 1× 10−9 m s−1 is determined from parametric
sweep by comparing experimental and simulated discharge curves. The
temperature dependence is modelled through the Arrhenius equation using the
activation energy value seen in Table 3.1. The reaction rate constant is given by:
kp = kp,0 exp
[
Ean
R
·
(
1
Tref
− 1
T
)]
(3.16)
Fast kinetics of lithium ion transfer reaction is suggested in [91] where an area
independent value of about 2× 104 s−1 is found as the rate constant which yields
a value of the order of 10−9 m s−1 for the porosity and particle size of the LiFePO4
electrode used in this study.
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Table 3.5. Calibrated values
Quantity Unit
Negative
electrode
Electrolyte
Positive
electrode
Diffusion coefficient m2 s−1 3.9× 10−14 1.3× 10−10 2.2× 10−14
Reaction rate constant m s−1 6× 10−11 1× 10−9
Initial SOC (Fully charged) 0.5 0.00001
Solid phase volume fraction 0.46 0.1805
Total ohmic resistance Ωm2 0.037
Total resistance: to account for the contact resistances and the film resistances
at both the electrodes, an additional resistance is used as the final fitting parameter.
It represents the film resistance on the negative electrode given that the dominant
resistance effect is from the SEI growth at this electrode. As discussed before, this
resistance gives an additional potential drop in the cell and is a heat source in the
thermal model. The fitted value of this parameter can be seen in Table 3.5.
3.4 Model validation
Electrochemical validation of the battery model is carried out using the set of
properties determined through prior knowledge and literature, experiments and
fitting. These properties are tabulated in Table 3.1, Table 3.2, Table 3.3, Table 3.4
and Table 3.5. The fitted values are mostly determined using only discharge curves
except for the current dependent radii and hysteresis factor. Moreover, even in
case of discharge, except for the current dependent radii, only the 0.1 C and the
10 C curves are sufficient to fully parametrize the model.
A battery generates significant heat at higher C rates leading to an increase
in temperature. To check if the temperature dependence is properly accounted
for the different parameters, thermal validation is carried out for 2 C, 5 C and
10 C rates along with the electrochemical validation for 0.1 C, 0.2 C, 1 C, 2 C, 5 C,
10 C. Thermal validation is also an additional check for other parameters used for
modelling. It increases the confidence level in the value of some parameters and
thermal correlations used in the model of the cell. This will be demonstrated later
in the chapter.
3.4.1 Discharge and charge validation
From Figures 3.7a, 3.7b, 3.7c, a good match between experimental and simulated
discharge curves at all C rates can be seen. At low rates (0.1 C and 0.2 C), the
voltages seen are very near to the difference in the electrochemical potentials of
the two electrodes. The simulated curves follow the experimental curves closely
throughout the full discharge. The nature of the experimental curve not captured
in the model is the step change in the potential that are visible around 10 000 s in
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Figure 3.7. Discharge curve validation results
0.1 C and 5000 s in 0.2 C, respectively. This is due to a smoothed negative
electrode potential fitting curve given by Equation 3.2. The FePO4 to LiFePO4
phase transition leads to a flat potential plateau so all the steps observed in the
discharge curve of the pouch cell can be ascribed to the negative electrode. One
of the most important characteristics of graphite is the stage intercalation of
lithium. The stages that are observed in the curve of the experimental data are
due to the typical multi-step lithium intercalation/de-intercalation process within
the graphene planes of graphite [92, 93]. The potential of de-intercalation (during
cell discharge) differs depending on the stage. The phase boundary movement is
initially determined by the rate of the inter-facial electrochemical reaction and is
controlled thereafter by a diffusion process. Lithium diffusion from the interior of
the negative electrode to the electrode-separator interface is rate-limiting. As a
consequence, the stages are more evident at low C-rates and tend not to be
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Figure 3.8. Charge curve validation results
evident at higher rates. At medium rates (1 C and 2 C), effects of over potentials
and resistance are seen on the discharge curve where the voltage is reduced from
the equilibrium value. The simulated discharge curves match the experimental
curves well, not only during the constant potential phase, but also towards end of
the discharge. The model predicts the voltage satisfactorily also at 5 C and 10 C
rate however deviation from the experimental curve becomes greater with
increasing current rate. During discharge, the heat generated by the reactions
and the current flow causes the temperature to go up. Arrhenius dependence of
diffusion and reaction rate phenomena on temperature causes these properties to
change during the discharge process. Good high rate electrochemical predictions
of the model increase the confidence in the thermal correlations chosen for these
properties of the cell.
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Figure 3.9. Additional validation from the thermal model
Validation results during charging can be seen in Figure 3.8 . All parameter
values except radii of the electrodes and hysteresis factor h are the same as
discharge. The simulated voltage curves in Figures 3.8a, 3.8b, 3.8c follow the
experimental ones closely for all C rates and the total charge times are also
predicted well. One interesting detail to notice in the case of 5 C and 10 C is the
shape of the curve towards the end of charge. While at lower C rates, in
experiments, the voltage shoots up immediately, at 5 C and 10 C, the voltage rise
is less sharp. The voltage, simulated by the model, however shoots up sharply
also for 5 C and 10 C as for the other C rates. In case of high C rates, the reason
for the slope at the end of charge needs to be better investigated. However apart
from this, the voltages are predicted well by the model for all C rates. The steps
seen in the experimental curves specially at low C rates caused due to staging in
graphite electrodes is not captured in the model due to the smoothing process
caused by the curve fit of graphite potential as also seen during discharge.
The additional validation from the thermal model is seen in Figure 3.7d and
Figure 3.8d. The rise in temperature of the complete pouch, based on the actual
conditions of the testing environment, is predicted quite well. An under-prediction
is seen towards the end of discharge at all C rates, and a slight over prediction is
noticed at the end of charge. Though the thermal modelling is at best a limited
approximation of the real process of heat transfer, the predictions of temperature
during charge and discharge are quite accurate.
3.4.2 Validity of Parameters
Volume fraction and initial concentration values for the electrodes used in the
model are expected to be quite accurate as they can be logically determined from
the experimental curves by a combination of graphical and analytical methods.
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Due to their similar effect on the voltage curve, the values of total resistance
as well as rate constants are difficult to entangle from each other. However,
thermal validation gives more confidence in the parameter values selected for the
model. To demonstrate this, consider that with kneg = 6× 10−12 m s−1, a value
at the lower spectrum of literature values along with a lower value of resistance =
0.019Ωm2, a discharge curve similar to the one (Case I) with optimized
parameters (Figure 3.9a) is obtained. However, the temperature increase seen
with these parameters (Case II) is much higher than Case I (Figure 3.9b). Thus,
the values chosen for the total resistance and kneg in the optimized model are a
more accurate choice due to the additional thermal validation.
Regarding the diffusion coefficient of the negative electrode, most values in
literature are of the order of 10−14 m s−1. The fitted values falls into the range
as well, assuring its validity. Moreover, the charge and discharge curves when
simulated with values of this order of magnitude do not vary, signifying that it
is not the limiting factor for this cell at the current rates tested. With smaller
LiFePO4 particles or larger graphite grain size or greater thickness of negative
electrode or at high C rates, the cut-off voltages can be due to diffusion limitation
in the negative electrode [75].
Electrolyte diffusivity values in literature are of the order of 10−10 m2 s−1. The
value determined is also in this range though at the lower end. This low value
is due to choosing a EC:DEC based electrolyte for low temperature performance,
instead of a one based on DMC [94].
Values of parameters of the LiFePO4 electrode, namely diffusion coefficient
and rate constant, which have a large range of values in literature, were seen to
be on the higher side of the literature median. This can be due to ignoring the
physical process of phase separation in the positive electrode and approximating
it with the P2D approach. Often, nano-sized LiFePO4 are used in batteries to
ensure short diffusion lengths [50, 95]. In the cell modelled here, the particle
size is in micrometer range. The experimental evidence of the cell being able to
sustain high rate charge and discharge even with a large particle size, points to
LiFePO4 having an intrinsically high diffusion coefficient and high rate constant.
The low rate capability of this material, reported in some works [49, 75], is due
to low conductivity of pure LiFePO4. To resolve the problem of low conductivity,
the LiFePO4 particles used in this work are carbon coated. Moreover additional
carbon has been added to the electrode.
The radii of the electrode particles are not considered as a constant value in
the model for the purpose of fitting of curves. D50 values of the particles of the
electrodes obtained from the manufacturer were arbitrarily fixed for 1 C discharge.
The apparent values of positive electrode radii determined from fitting do not
represent the actual radius value of particles but instead, as explained before,
represent the particle size distribution present in the positive electrode.
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Figure 3.10. Correlation between current dependent radius and current dependent
diffusion coefficient
3.5 Equivalence between current dependent radius and
diffusion coefficient
It is found that the model simulated with a fixed value of radius of positive electrode
particle but with a current varying diffusion coefficient value for this electrode is
equivalent to the approach used in the work, which is to fix the diffusion coefficient
and vary the particle radius. On plotting the unique values of diffusion coefficient
during discharge at each current rate in this new approach with the radii values
obtained in the original approach, a power 2 correlation is seen in the nature of the
values (see Figure 3.10). Similar behaviour is expected for charge simulations.
This power correlation can be explained looking at the particle boundary
condition:
−Ds · ∂cs
∂r
∣∣∣∣
r=rp
= −∇ · is
F · av (3.17)
where,
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av =
3 · s
rp
(3.18)
Thus, there is equivalence in using a current dependent radius with constant
diffusion coefficient and a current dependent diffusion coefficient with a constant
radius value. In [86], it is seen that only particle radius can be independently
adjusted, if constant values of diffusion coefficient and surface resistance are set.
3.6 Thermal behaviour during charge and discharge
Analysing the experimental data of charge and discharge, it is noticed that at high
C rates (5 C and 10 C) the pouch cell is at a higher temperature during charge
compared to discharge (Figure 3.11). This is unlike other lithium-ion chemistries
where temperature during discharge is higher than temperature during charge.
This emphasizes the importance of having an accurate charge model for LiFePO4
as it represents a worse thermal condition than discharge of the battery.
P2D models allows the heat generation to be studied separately for all cell
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Figure 3.12. Variation of electrolyte properties along thickness for three different times
during 10 C charge and 10 C discharge
layers and from all sources inside the cell. In the current collectors, the only
source of heat is from ohmic heat due to conduction of electrons from the tabs to
the electrodes. This remains the same during charge and discharge. Thus, the
discussion on thermal behaviour in this work takes into account the heat
generation only in the porous electrodes and the separator layers of the battery.
In the separator region, the source of heat is irreversible in nature due to
conduction of ions through the electrolyte from one electrode to another.
However, due to different electrolyte concentration and overall temperature
difference between charge and discharge, the generated heat during charge and
discharge are different. Properties of the electrolyte such as electrolyte
conductivity and diffusivity which are dependent on concentration and
temperature can vary significantly between charge and discharge. Figures 3.12a
and 3.12b show the variation of electrolyte conductivity and diffusivity,
respectively at three moments (50 s, 150 s, 250 s) during a 10 C charge and
discharge in the three battery layers. This variation in electrolyte properties
affects not only the heat generation in the separator but also in the porous
electrodes.
In the electrode region, apart from the difference in electrolyte properties
affecting heat generation, kinetics of reaction and solid phase diffusion coefficients
are different during charge and discharge[84, 96]. As lithium is exchanged
between the electrodes, it causes ever changing lattice arrangements of the
electrode particles with different entropies. The first phenomenon due to kinetics
and diffusion coefficients in the electrodes gives rise to irreversible heat and is
exothermic. The different radii fitted for charge and discharge in the model
account for this difference of irreversible heat between charge and discharge. The
other heat source that is due to changes in the order/disorder of the crystal
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Figure 3.13. Instantaneous heat generation in cell at 10 C during charge and discharge
lattice is a thermodynamic property of the material and is reversible. It can be
both exothermic and endothermic. This is included in the model through entropic
coefficients of the electrodes.
In Figure 3.13, the relevant contributions of reversible and irreversible heats
(further divided into ohmic heat and reaction heat) from the battery layers, as
well as their sum (the total heat) are plotted for 10 C charge and discharge. The
total heat for both charge and discharge is positive, which signifies that the
process is exothermic. It is consistent with the rise in temperature measured for
the battery (Figure 3.11). It can also be noticed that the curve for total heat for
charge is for the most part higher than that for discharge, also consistent with the
higher temperature seen for charge as compared to discharge. Looking at
individual processes, reaction heat contributes the maximum to the exothermic
heat for both charge and discharge. However, the difference between charge and
discharge is not very high. The same is true for ohmic heat, which is low in the
beginning but catches up with reaction heat towards the end of both charge and
discharge.
A clearer view can be obtained from Table 3.6 where the area under the curve for
Figure 3.13 is tabulated. The area is the summation of the heat generated during
the whole duration of charge and discharge. For irreversible heat, the difference in
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Table 3.6. Total heat generation at 10 C
10 C
Reversible heat
(J m−2)
Irreversible heat
Reaction + Ohmic
(J m−2)
Total heat
(J m−2)
Graphite LFP Total Graphite LFP Separator Total
Discharge -582 453 -129 2309+801 237+880 0+533 4760 4631
Charge 866 -246 620 2497+571 142+970 0+469 4649 5269
the area under the curve for discharge and charge is about +2.3 %. All numbers
compared here are calculated relative to discharge process and the plus sign signifies
that the discharge value is larger than the charge value. Considering the area under
the curve for the total heat, it can be seen that 10 C charge produces about 13.8 %
more heat than 10 C discharge leading to a temperature difference of about 1 ◦C
for the specific battery tested in this work. The difference in the percentages can
thus be ascribed to the reversible heat. Reversible heat, through much less in
magnitude than irreversible heat, casts a substantial influence on the total heat
generation even dictating the shape of the curve for total heat generation. It can
be seen that the reversible heat for both charge and discharge is endothermic at
first but becomes exothermic at a certain point. However, the switch from heat
consumption to heat generation is sooner for charge than for discharge. In fact, due
to the nature of the lithium arrangement in these electrodes, the total reversible
heat during discharge is endothermic, while in the case of charging it is exothermic.
Further investigation into individual electrode behaviour (seen in Figure 3.14)
reveals that the graphite electrode produces more heat than LiFePO4 electrode for
both charge and discharge. The difference is much more for charge. Ohmic heat
production difference between charge and discharge is not highly variable with
time. A difference of +12 % for separator, +28.7 % for graphite and -10.2 % for
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LiFePO4 is seen between charge and discharge, with the total difference for the
battery being +9.2 %.
Reaction heat generation in graphite is much more than in LiFePO4 for both
charge and discharge. The kinetics of LiFePO4 electrode are seen to be faster
compared to the graphite electrode for this cell. Though pure LiFePO4 is known
to have low rate capability because of its intrinsic low conductivity [75], modified
electrodes such as nano-structured particles, carbon added and carbon coated
LiFePO4 electrodes have been found to show good rate capability at high C rates
[97, 98]. The difference in reaction heat between charge and discharge is -8.1 %
for graphite and +4 % for LiFePO4.
Looking at the reversible heat, it can be seen that during discharge, graphite
electrode consumes heat for half of the time, leading to a net negative value seen
in Table 3.6. During charge, even though LiFePO4 consumes heat almost
throughout the whole duration of charge, the greater exothermic process of
graphite intercalation leads to a net positive value for the cell. At lower C rates,
this battery chemistry produces very less heat, leading to very little rise in
temperatures from the ambient. The entropy change at low C-rates in different
electrodes and electrode pairs is studied in [70] and the LiFePO4-graphite
combination is found have low overall heat generation because of cancellation of
reversible heats of both electrodes. The relative contribution of reversible heat
due to entropy changes gets weaker as C-rate increases, and irreversible losses
increase much more in comparison to reversible losses. This is the reason why
temperature difference between charge and discharge is higher at 5 C than at
10 C.
Chapter4
Application of the
electrochemical-thermal model
Lithium-ion batteries are sensitive to temperature and have a narrow optimal
operating range of temperature. At low temperatures, their performance suffers
due to slower rate of kinetic and diffusion phenomena [99]. Propensity for lithium
plating also increases at lower temperature [100, 101]. At high temperatures,
although these batteries have a better performance, their lifespan gets
compromised [102, 103]. This is because of increase in the rate of undesirable side
reactions in the cell as well as the faster growth of the surface layers such as the
SEI layer [100, 103, 104]. At very high temperatures, there is a risk of thermal
runaway [105]. Organic electrolytes normally used in these batteries are
inflammable. An overview of the different thermal issues in a lithium ion battery
can be seen in [106], while quantification of aging at different temperatures has
been carried out in part II of this work for a NMC battery.
To ensure safety and long term performance, lithium ion batteries must be
kept within their optimal temperature range. A control over temperature ensures
a balance between performance and service life, which in turn dictates the costs
and safety of using this technology. This control is made possible using thermal
management systems (TMS). TMS can be classified into active and passive systems
depending on whether they need an energy input or not [38, 107–110].
4.1 Module, packs and thermal management systems
For many applications of lithium-ion batteries such as grid storage and electric
vehicles, a number of cells are connected in series and parallel in modules and
packs to cater to the energy and power needs of the application. Thermal issues
can get aggravated in case of modules and packs where thermal gradients between
different cells also need to be minimized in addition to keeping the individual cells
in the optimal temperature range. Large thermal gradients between cells cause
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Figure 4.1. Bottom-up modelling direction
them to have different performances, which in turn leads to electrical balancing
issues and overall greater degradation in these cells [107]. There is a need for
accurate heat generation models applied at this scale to ensure good prediction of
the temperatures and gradients in the modules and the packs, not only in order
that the TMS can take corrective action during the operation but also to make
sure that the TMS is properly sized and designed.
There are different approaches to calculate heat generation in the battery. These
approaches are empirical, semi-empirical and theoretical [38, 111–113] depending on
how much of the model is based on physical laws. The choice of the thermal model
for any application depends on the requirements of accuracy and computation
speed.
An online thermal management system such as in a vehicle or a home storage
system needs quick estimates of the temperatures. The computing resources that
are made available for such systems are limited due to cost and size restrictions.
Thus, such systems usually rely on simple empirical models. For the purpose of
designing a TMS, computation costs are less important while accuracy takes centre-
stage. Here, the semi empirical [114–116] and the theoretical approaches [38, 117]
offers the most benefit due to the ability to simulate transient nature of battery
operation.
In this chapter, the focus is on demonstrating the utility of the P2D model
developed in the last chapter to design and evaluate different cooling system
solutions. The physics based electrochemical model of the cell has been coupled
with a thermal and fluid-dynamics model in order to study pack thermal
behaviour. The challenge of this approach is to adapt the physics based model
developed at the cell level to the pack level. Some physics based multi-scale
modelling approaches in literature can be found in literature. In [118], the
particle to the cell domain are modelled. In [119], modelling extends from pore to
the battery stack level. An electrochemical model and a lumped thermal model
for a cell are used to simulate a battery pack in [120].
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In this work, the P2D electrochemical model developed and validated in the
last chapter is used to estimate the heat generation for the pack. The accuracy of
this model at the pouch cell level has been demonstrated in the last chapter. The
thermal model is extended from pouch cell to module and pack level. The extent
of the scale of modelling is shown in Figure 4.1.
Apart from the higher accuracy, the advantage of this modelling approach is
that it allows simulations for any design change in the model. Possible changes
can be made at any level of modelling, be it battery chemistry at the particle
level or thickness (or any other dimension) of any layer of the battery or the
number of batteries in a module or the pack design or the TMS design. Different
environmental or operating conditions can also be simulated to see their effect on
the performance of the complete pack.
4.2 Scope of the study
The modelling approach followed for pack simulations allows a lot of flexibility in
modifying the model. The case study presented in this chapter is restricted in its
scope to designing and studying different cooling system solutions. The module
and the pack designs are fixed in the study. However, to demonstrate the flexibility
of the model, an example with low level changes at the module level is shown later
in the chapter. The cell used in the study is the one modelled in the last chapter.
To allow comparability, the operating and the environmental conditions for all
simulations presented in this chapter are the same. Worst-case operating condition
for the pouch cell is chosen for the simulations. As discussed before, it is for 10 C
charge. Simulating a 10 C charge from 0 to 100 % SOC represents a realistic goal
for cases such as in electric vehicles. Fast charging is an important feature for
the success of these vehicles as it alleviates range anxiety. A 10 C charge would
mean getting the batteries charged from zero to full in 6 min. From a thermal
point of view in an electric vehicle, continuous high rate charging represents a
more demanding case than any typical transient charge discharge driving cycle.
The ambient temperature for all simulations in this study is 25 ◦C.
4.3 Module modelling
A module consists of a number of cells connected together in series and parallel.
In this case study, the module consists of six pouch cells stacked on top of each
other as seen in Figure 4.2a. Electrically, they are connected in parallel. In order
to simulate the thermal behaviour of the module in a reasonable time, first the
geometry of the module in the model is simplified. Second, the equivalent thermal
properties of the simplified module are calculated using an optimization procedure.
One way to determine the equivalent properties is analytically as in the case
of pouch cells (see Section 3.3.1). However, a different approach is developed here
to determine properties for the equivalent module which accurately simulates the
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(a) Full module (b) Equivalent module
Figure 4.2. Module with probe elements
(a) Full module mesh (b) Equivalent module mesh
Figure 4.3. Mesh and dimensions
full module. The equivalent module can be seen in Figure 4.2b. It has the same
major dimensions as the full module. The current tabs at the ends in the equivalent
module are pressed together unlike the full module.
In order to determine the equivalent thermal properties of the module, first the
10 C charge conditions are simulated for the full module in an ambient temperature
of 25 ◦C assuming only heat losses by radiation. Here each pouch cell of the module
is considered as a separate thermal unit. Temperature is probed in some points of
the domain of the full module during the simulation. The chosen probe points are
placed the middle of the module (C), in the middle of the top surface (TC), the
middle of the long side face (LC) and in the middle of the short size face (SC), just
before the connecting tabs. This configuration is chosen in order to best represent
the temperature distribution in the module surface and interior. In Figure 4.2a the
placement of the probe points for the temperature for the full module can be seen.
Since the overall dimensions of the full module and equivalent modules are the
same, the probe points are placed in the same positions also for the equivalent
module (Figure 4.2b). The electrochemical-heat transfer problem is solved for the
same environment and operating conditions with volume-averaged density, heat
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Table 4.1. Equivalent properties for the simplified module
Property Unit Value
Conductivity x W m−1 K−1 103.15
Conductivity y W m−1 K−1 49.6
Conductivity z W m−1 K−1 1.9744
Specific heat capacity J kg−1 K−1 1284.7
Density kg m−3 2142.4
capacity, and thermal conductivities (anisotropic) of the equivalent module. The
mesh for the full module and the equivalent module can be seen in Figure 4.3.
An objective function is defined as follows:
f(kx, ky, kz, Cp, ρ) =
(
T eqC − T fullC
)2
+
(
T eqTC − T fullTC
)2
+
(
T eqLC − T fullLC
)2
+
(
T eqSC − T fullSC
)2
(4.1)
where
f =objective function
k = conductivity in 3 directions (x,y,z)
Cp = heat capacity
ρ = density
T = temperature at probe point in equivalent/full model
The optimization problem is to minimize the objective function by varying the
volume-averaged density, heat capacity, and thermal conductivities (anisotropic)
of the equivalent module. Optimization is carried out using Nelder-Mead method.
The equivalent properties found out are seen in Table 4.1 This process is carried
with the following two assumptions:
(A) The four probe points are enough to accurately capture the thermal behaviour
of the the battery module. The choice is motivated by the fact that these
points represent the highest temperature of the module (usually at the centre
of the module) as well as the gradients in all directions (the other three points
that are located on the peripheries).
(B) The full and equivalent modules have similar thermal behaviour also in
conditions different than the ones used for the optimization. This
assumption needs to be further investigated in order to ensure its
applicability. Since in the present case, the operating conditions of the
optimization and the ones used for final pack level simulations are similar,
this assumption is obviated.
In Figure 4.4, results for a temperature increase for 10 C charge rate are
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Figure 4.4. Probe temperature comparison for the full and the equivalent modules -
symbols represent the probes in the equivalent module
compared for a full model and an equivalent model. As can be seen, the
equivalent model captures the behaviour of the full module at the four probe
points accurately.
The four probe point optimization procedure is effective in capturing the
temperature profile of the full module not just at the four points where the
temperature is probed, but over the entire module as can be seen in Figure 4.5.
With this reduction approach, the simulation time is reduced by 75% with little
decrease in accuracy of the temperature predictions.
4.4 Pack modelling
A battery pack is assembled by connecting modules together in series or parallel.
The pack architecture (CAD) used for this case study can be seen in Figure 4.6a.
The pack design comes from the project Ca(r)vour 1. No cables and auxiliary
battery systems are simulated in this study.
1Automotive Project financed by European Regional Development Fund 2007/2013 for
Piedmont
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(a) Full module (b) Equivalent module
Figure 4.5. Module temperature comparison
The pack consists of 16 modules divided in 4 similar compartments stacked
one on top of the other. Each compartment is separated by another using
aluminium plates. The middle two compartments are thermally more isolated
from the environment than the ones at the periphery and are more critical for the
TMS. Hence in certain TMS design cases only one of these compartments are
simulated with symmetry conditions imposed on the top and bottom surface.
This allows faster computation of the temperature profiles in the battery pack.
The pack design is also simplified in order to facilitate meshing and
computation. The overall dimensions and the weight of the pack are kept the
same. The modules are replaced by their equivalent. Other surfaces are smoothed
for easier meshing. The simplified pack design can be seen in Figure 4.6b.
To mesh the simplified pack design, a combination of hexahedral and prism
elements are used. Hexahedral elements are used to mesh the modules while
triangular prism elements are used for the support plates and the external casing.
The mesh for the pack can be seen in Figure 4.7. Similar to the case of the pouch
cell, the high aspect ratio causes the mesh quality to deteriorate. A direct solver
is used to ensure robustness of the solution.
4.5 Cooling system simulations
The most popular cooling systems currently being used for battery packs in electric
vehicles are air cooling and liquid cooling. Natural air cooling has been used in
Nissan Leaf. Forced air cooling is seen in Peugeot iOn and Renault Zoe. Tesla
Model S, Chevrolet Spark and BMW i3 all use liquid cooling [121].
In this work, three air cooling systems and one water cooling system has been
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(a) Full pack (b) Simplified pack
Figure 4.6. Battery Pack used in the vehicle design of Ca(r)vour project. The external
aluminium casing has been removed to visualize the interior design
simulated. The simulated air cooling strategies are natural air cooling on the
outside of the pack, forced convection cooling on the outside of the pack and forced
convection cooling on the inside of the pack. All simulation results presented in
this section are for the end of charge. No attempt has been made to optimize the
cooling in the battery pack by tweaking the flow parameters. The objective of this
section is only to demonstrate the application of the P2D model coupled with a
thermal and fluid-dynamics model for simulating battery pack behaviour in the
presence of a TMS. The simulation results, though, have been presented and the
working of the different cooling systems has been qualitatively discussed.
4.5.1 External Air Cooling Simulations
In Figure 4.8 the results of the external air cooling cases can be seen. In
Figure 4.8a, natural air convection cooling (heat transfer coefficient
h=5 W m−2 K−1) is simulated at the surface of the pack, while in Figure 4.8b
forced air convection cooling (h = 25 W m−2 K−1) at the surface of the battery
pack is simulated.
The maximum temperature in the modules in both cases is the same. This
temperature is seen inside the modules and demonstrates that the cooling applied
at the external surface of the pack does not reach the core of the modules. On
the other hand, the minimum temperature of the modules is slightly lower for the
forced cooling case indicating that the effect of cooling reaches the surface of the
modules. The overall consequence of this is that there is a greater temperature
gradient in the modules in the case of forced convection cooling.
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(a) External view (b) Internal view
Figure 4.7. Pack mesh
(a) Natural convection cooling (b) Forced convection cooling
Figure 4.8. Simulation results for external air cooling applied to pack at end of charge
4.5.2 Internal Air Cooling Simulations
In Figure 4.9, air cooling inside the pack is implemented. Only one compartment,
in the middle of the pack is shown here. This compartment is thermally in a more
critical position being surrounded by other compartments. In Figure 4.9a, the air
flow established inside the pack is represented and the air velocity distribution can
be seen. Air direction is from the left towards the right. The flow rate of air is
10 cm s−1 and the temperature of the inlet air is 25 ◦C. It is seen that the air
velocity increases in the narrower regions of the compartment. The temperature
distribution in the modules and the flowing air at the end of charge is seen in
Figure 4.9b. The effect of air cooling is more visible in this case. However, given
the directionality of the air flow, low temperatures are seen at the air inlet. As
the air passes over the warm modules, it gets heated up. Because of the structure
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(a) Air flow profile (b) Temperature profile
Figure 4.9. Simulation results for internal air cooling applied to pack at end of charge
of the pack and the chosen direction of air inlet and outlet, a central region of
high air temperature is created. This leads to higher maximum temperature in the
pack compared to external cooling cases and also greater intra and inter module
temperature inhomogeneity.
4.5.3 Liquid Cooling Simulations
In Figure 4.10, water cooling solution can be seen. One compartment of the pack is
shown. This compartment is one of the two in the middle of the pack. A network
of tubes sandwiches the modules. Water flows in from one side of the pack through
the three tubes. It passes over the modules and then flows out on the same side as
the entry. The initial water velocity in this simulation is 0.5 m s−1 and the water
temperature is 25 ◦C.
In Figure 4.10a, water velocity inside the tubes can be seen. Homogeneous
geometry for the three tubes ensures that the velocities are similar. In Figure 4.10b
the temperature distribution in the tubes and the modules can be seen after the end
of charging of the packs at 10 C current rate. A quite uniform surface distribution
of temperature is seen in the modules. Also the overall temperature increase in
low. Water leaving the modules is seen at a higher temperature especially in the
inner most tube that passes close to the core of the modules. Liquid cooling as
an effective means to cool down the battery pack is established in [109] and its
effectiveness over other methods is seen in [122].
4.5.4 Simulations after Structural Changes in Pack
The different cooling systems simulated until now had the same pack structure.
However, the bottom-up modelling approach is capable of lower level changes. In
order to demonstrate the flexibility of the modelling approach, a new module design
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(a) Water flow profile (b) Temperature profile
Figure 4.10. Simulation results for water cooling applied to pack at end of charge
Table 4.2. Pack simulations
Maximum
temperature
(◦C)
Minimum
temperature
(◦C)
Maximum
gradient
(◦C)
Natural convection 32.1 27.6 4.5
Forced cooling - external 32.1 27.4 4.7
Forced cooling - internal 32.5 26.5 6
Liquid cooling 31.4 28.1 3.3
Structural change 31.4 28.6 2.8
is simulated for the battery pack. This module consists of only three pouch cells
instead of six as in the original design (Figure 4.11a). This design change is inspired
from the finding in the previous simulations that it is difficult to cool down the
core of the modules. By halving the thickness of the module, a better thermal
profile inside the pack is expected. In order that the results are comparable with
the previous simulations, care is taken to not modify the heat capacity of the new
pack design. This is ensured by also resizing the aluminium separator plates. The
total mass of the pack and hence the total heat capacity remains the same as in
the previous cases.
The result of the simulations carried out with this arrangement and natural
convection cooling on the outer surface of the pack can be seen in Figure 4.11b. A
much more uniform distribution of temperature in the modules can be seen. The
thermal profile is homogeneous than even the liquid cooling case. Since there is no
direct flow of fluid over the modules, the temperature gradients are lower. Thus
not only the maximum temperature but also the temperature inhomogeneity in the
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(a) 3 pouch cell module (b) Simulation results for structural changes at end of
charge
Figure 4.11. Structural changes in the battery pack
pack is reduced in this case. All simulation results for the different cooling systems
discussed can be seen in Table 4.2.
The actual cooling system design is an optimization process based on a number
of factors which includes the battery technology used, costs of the system, weight
and volume of the pack and the TMS, reliability and control, the application needs,
etc. Several parameters can be varied just at the cooling system level to ensure
that the application needs are served. For example, changing the air flow rate or
the liquid flow rate will give different results than what have been presented in
this work. The choice of the fluid also affects the thermal behaviour. The same is
true for the inlet temperatures for the fluids. Lower level changes, such as the one
demonstrated at the end, give many more options to optimize the design of the
pack.
The bottom-up modelling approach developed in this chapter has been
demonstrated to be a powerful tool for designing the pack architecture and the
cooling system solution. Using the P2D electrochemical model in these
simulations ensures that the heat generation data is accurate. The bottom-up
approach gives the model the necessary flexibility to incorporate changes at any
level of the design and simulate the thermal profile for any operating and
environmental condition.
Part II
Aging
The only thing that is constant is change.
Heraclitus
Some of the work described in this part has been previously published in [123] and [124].

Chapter5
Introduction to aging in batteries
In the previous chapters it is seen that electrochemical and thermal behaviour of
lithium-ion batteries can be estimated accurately through a coupled
electrochemical-thermal model. Such models take into account the dependence of
some battery parameters on the concentrations and the temperature and predict
the performance of the battery for any operating condition. However, the
variation of parameters over the lifetime of the battery is not taken into account
in such models as they are used for simulating the charge discharge behaviour at
a particular state of the battery. The parameters of the battery model are valid
only for this state. During the lifetime of a battery, its performance degrades. In
battery parlance, it “ages” or its “health” deteriorates. This happens due to
physical and chemical changes inside the battery irrespective of whether it is
being operated or not. When the performance has decreased to a certain level
such that it cannot serve the needs of the application, the service life of the
battery is over.
The requirements and expectations on the lifetime of battery packs for electric
vehicles and stationary energy storage systems are usually much higher than for
consumer products, especially because the cost of the battery pack represents a
significant share of the cost of the whole product. Good understanding of
degradation processes in batteries and knowledge of how their performance
decreases in different operating conditions are essential for evaluating how these
batteries can be optimally operated or improved. Reliable forecasts on the
lifetime of these batteries can help analyse the business cases for this technology
in different vehicle and stationary storage applications.
5.1 Classification of aging processes
The most important aging effects occurring in lithium-ion batteries are usually
measured in terms of capacity fade and power fade by a storage systems engineer.
Capacity fade refers to the loss in discharge capacity that a battery demonstrates
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over time [125]. Power fade is the decrease of the power capability caused by an
increase in the internal resistance/impedance of the cell [126]. These effects have
been intensively studied by many groups [105, 127–133].
It is a common approach to distinguish between calendar and cycle aging of
lithium-ion batteries [129, 130, 132, 134]. Calendar aging refers to the degradation
in the cell during storage, i.e. when the battery is idle, while cycle aging refers to the
cell degradation which occurs during charging and discharging of batteries. This
differentiation is based on the assumption that there are aging mechanisms which
occur independently of whether the cell is cycled (calendar aging) and additional
mechanisms which only arise if the cell is operated (cycle aging).
In this work, calendar and cycle aging studies have been carried out to determine
the influence of temperature, state of charge, current and depth of discharge on
cell performance.
5.2 Aging mechanisms
Degradation in batteries is a non-stop process. The magnitude of degradation
depends on the operating and environmental conditions. These often interact in
causing degradation, making the aging mechanisms complicated to characterize.
Furthermore, the different battery layers also interact in complex ways making it
difficult to entangle cause and effect. Different degradation mechanisms occur in
the electrolyte as well as the positive and the negative electrodes causing loss of
active material in the electrodes and the loss of active lithium. The underlying
origin of each of these phenomena can be mechanical or chemical in nature. Aging
phenomena in each battery layer have been summarized below based on current
knowledge.
5.2.1 Aging phenomena in the negative electrode
Graphite is the most commonly used negative electrode and the aging caused in
this electrode is due to physical and chemical properties of graphite. The main
aging factor is the initial formation and subsequent growth of a solid electrolyte
interphase (SEI) on the graphite surface in contact with the electrolyte [135].
This occurs because the commonly used electrolyte components are not stable
against the potential at the graphite electrode. The formation of the SEI layer is
not undesirable as once formed it isolates the graphite and prevents further
decomposition of the electrolyte. However, the actual SEI that is formed over the
electrode is imperfect and grows slowly over time and with operation.
Reduction of electrolyte components with active lithium provides the raw
materials for SEI layer. It leads to a change in the composition of the electrolyte
as well as loss of active lithium. According to An et al. [136], at low anode
potentials more inorganic SEI is formed (Li2CO3), while higher anode potentials
lead to more organic SEI (ROLi and ROCO2Li). Inorganic SEI is more
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conductive to lithium ions, which is desirable. Lu et al. [137] find that at low
electrode potentials, the SEI layer has less resistance per unit of thickness and the
SEI formed at high potential is more porous. At very low potentials, a denser SEI
layer is formed that prevents electrolyte from reaching the surface of electrode
and protects the negative electrode.
Volume change in graphite during intercalation-deintercalation processes causes
mechanical stresses in the electrode [138]. It is suspected to be the reason behind
loss of electrical contact and increased impedances of the cell over its lifetime. Co-
intercalation of solvent in graphene planes is also known to cause structural damage
to graphene sheets of graphite [139].
In low temperature conditions and at low negative electrode potentials, the
negative electrode is also susceptible to lithium plating [101]. This happens when
the local conditions at the graphite surface are electrochemically more favourable
for lithium plating rather than lithium intercalation.
5.2.2 Aging phenomena in the positive electrode
Degradation mechanisms in the positive electrode are reported to have a minor
impact on the overall cell aging. They vary depending on the positive electrode
material [140]. In case of NMC electrodes, formation of surface layers on the
electrode has been investigated [141]. Mechanical stress related degradation in this
electrode caused by volume change and phase transitions during cycling is also
reported [142]. A high lithiation degree is found to lead to irreversible structural
changes (rock salt structure) causing irreversible capacity loss [140, 143]. Cation
mixing phenomena wherein the similar ionic radius of Li+ and Ni2+ causes the
latter to displace the former in the crystal structure is also known to be a cause
of degradation [144]. Jahn-Teller distortion of Mn3+, Ni3+ and Co2+ is also a
suspected cause for degradation in NMC electrode [145, 146].
5.2.3 Aging phenomena in the electrolyte
Electrolytes, which are usually mixtures of organic compounds with added
inorganic salt, can be consumed through different side-reactions [147]. Reduction
of electrolyte at the negative electrode to form the SEI over the anode is one
major cause of aging in cells. As explained before, SEI is made up of different
compounds and its composition depends on the electrolyte composition and the
local electrode potential and temperature. A surface layer can also be formed
over the positive electrode through oxidation of the electrolyte [140]. After
prolonged operation or time, lack of electrolyte can lead to increased resistance
inside the cell. Development of new electrolytes with greater electrochemical
stability over wider voltage ranges is a critical research area in order to realize
better performing lithium-ion batteries.
72 5. Introduction to aging in batteries
Table 5.1. Battery characteristics
Property Value
Chemistry Nickel Manganese Cobalt
Type 18650
Rated Capacity (Ah) 2.15
Nominal Voltage (V) 3.7
1C current (A) 2.15
Weight (g) 43.6
Cycle performance
at 5A discharge
88% of initial capacity
at 500 cycles
5.3 Battery under study
The batteries tested and analysed for their aging characteristics are commercially
available 18650 cylindrical cells of the type US18650V3 manufactured by Sony
Energy Devices Corporation. These have graphite as their negative electrode and
Li(NiMnCo)O2 as their positive electrode material. The characteristics of these
cells are tabulated in Table 5.1. The upper and lower voltage cut-off are 4.2 V and
2.5 V, respectively. The specific energy density of these cells is 182.6 W h kg−1.
5.4 Definitions
The analysis carried out in this part of the thesis is largely quantitative. To leave
no room for ambiguity, the definitions of some battery terms have been reiterated
here to reflect how they were interpreted during this quantitative study for the
battery.
Capacity (Q): cell capacity is the amount of electrical charge that can be
released to an external electrical load during discharge under specified conditions.
It is measured in ampere-hours (A h). The capacity is determined by the amount
of active material inside the cell. However, a direct measurement of the cell
capacity via determination of the amount of active materials is not practical.
Moreover, in a real cell, not all of the electrode material is active because of
electrically disconnected regions in the electrode. There is also usually an excess
of negative electrode active material due to practical reasons.
In this thesis the cell capacity is defined by the following measurement
procedure: The cell capacity Q is the actual amount of charge which can be
extracted from a fully charged cell during discharge at a current rate of 0.1 C at
an ambient temperature of 20 ◦C. Besides that, there is a nominal capacity QN
which is specified by the cell manufacturer and signifies the amount of charge
which can be extracted from a fresh cell under a set of standard conditions
specified by the manufacturer.
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Current rate (Crate): as in other published studies on battery aging, current
rates are used for establishing the effect of current on aging instead of current
amplitudes. Current rate is defined as:
Crate =
I
QN
(5.1)
where
I is the current measured in A
QN the nominal capacity measured in A h.
Thus, Crate has the dimension of t
−1 and is usually given in h−1. Discharging
at 1 C means that the nominal capacity of the cell can be discharged in exactly one
hour.
Charging methods: constant current charging (CC-charging) entails charging
the cell with a constant current rate of 1 C until the maximum cut-off voltage is
reached. This maximum cut-off voltage is a upper limit specified by the
manufacturer. Usually, this procedure is followed by constant voltage charging
(CV-charging) where the cell is held at the upper cut-off voltage until the current
rate has dropped to 0.05 C or for a maximum of 108 min. These two steps
together are called CCCV-charging. The cell is hereafter considered as fully
charged. This is the charging method recommended by the manufacturer. When
the current rate during the constant current charging phase is not 1 C, it is given
as additional information.
State of charge (SOC): the state of charge is a measure for the remaining
charge of a battery and is calculated as follows:
SOC(t) = SOC(t0)− 1
Q
∫ t
t0
I(t)dt (5.2)
where
Q is the capacity
SOC(t0) is the initial SOC.
SOC is often expressed in percentage. The SOC of a fully charged battery is
defined to be 100 %. The method of estimating SOC given by Equation 5.2 is called
Coulomb counting.
Cycle: the term cycle denotes the process of charging and discharging a cell
following a specified procedure. The SOC at the end of the cycle is the same
as at the beginning. Another term, equivalent full cycle (EFC), is often used in
degradation studies. EFC is not a cycle per se, but it is used to account for charge
throughput of partial cycles relative to a full cycle. A full cycle has a charge
throughput of 4.3 A h for a new cell (section 5.3), twice its nominal capacity. Thus,
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for e.g., a partial cycle consisting of a transition from a SOC of 25 % to 75 % and
back, has a charge throughput of 2.15 A h and an EFC count of 0.5.
Depth of discharge (DOD): expressed usually as a percentage, it has different
and sometimes conflicting definitions in literature. DOD is used in at least five
different ways in published literature. These are:
1. Inverse of SOC [48]. For example, a state of charge of 20 % is equivalent to
saying that the depth of discharge is 80 %.
2. The ratio of the net ampere-hours discharged from a battery at a given rate
to the rated capacity [148]. For example, if 1.6 A h are discharged from a
battery with a rated capacity 2 A h, the DOD is 80 %.
3. Measure of discharge since last charge expressed as a percentage [149]. For
example, when the SOC changes from 50 % to 40 %, the DOD is 10 %.
However when it changes from 40 % to 50 %, the DOD is 0 %.
4. The difference of maximum SOC and minimum SOC during an event
consisting of one equal charging and discharging procedure [150]. For
example a DOD of 100 % means going from 100 % SOC to 0 % and back.
5. One half of the fraction of the full cell capacity that is used during one
cycle. For example, starting with a SOC of 50 %, charging until 100 %, then
discharging completely to 0 % and charging back to 50 % is a cycle with a
DOD of 100 % [129].
Only definition four and five are relevant when talking about cycle aging in
batteries. This work follows definition five. Mathematically, it is given by:
DOD =
1
2Q
∫ t1
t0
|I(t)|dt (5.3)
where
t0 is the time at the start of the cycle
t1 is the time at the end of the cycle.
5.5 Experimental procedure
In the section, the instruments and procedure used for characterizing aging in
batteries are introduced.
5.5.1 Testing equipment
To ensure homogeneity in external resistances during cell testing and safe and
quick connections, each cell was mounted by connectors. At each battery pole,
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Figure 5.1. Tested 18650 cylindrical cell with mounting
two copper wires were soldered. One pair was used for current flow and the other
for voltage sensing. In addition, a thermistor was attached to the cell surface to
monitor the temperature. This arrangement can be seen in Figure 5.1.
Electrochemical characterization denotes all types of measurements, where an
external current or voltage is applied to an electrochemical system and the response
from the battery is measured.
A BaSyTec CTS Battery Test System frrm BaSyTec GmbH was used for
periodic characterizations and cycling. The instruments relative accuracy for both
voltage and current measurements is specified as 0.05 %. The minimal sampling
period is 20 ms. Electrochemical Impedance Spectroscopy (EIS) was conducted
with a Digatron EIS-Meter 2-20-2 from Digatron Industrie-Elektronik GmbH.
During the testing procedure, controlled ambient temperature conditions were
ensured using three different climatic chambers. A TC 203-1 climatic chamber
from Tritec was used for batteries kept at 0 ◦C. Batteries kept at 20 ◦C were stored
in a Vo¨tsch VT 3050 climatic chamber from Vo¨tsch Industrie-Elektronik GmbH.
A Memmert 100-800 climatic chamber from Memmert GmbH + Co. KG was used
for batteries kept at 45 ◦C.
Some analysis also consists of opening the cells in a glove box and analysing
samples. Two main analysis carried out were using Scanning Electron Microscope
(SEM) and Energy Dispersive X-ray Spectroscopy (EDX). A SU-70 Schottky
emission SEM from Hitachi with an accelerating voltage of 10 kV was used to
take images of the extracted negative electrode and positive electrode samples.
The EDX detector was incorporated in the SEM. It was used to investigate the
chemical composition of the samples. An accelerating voltage of 20 kV was used
for EDX.
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5.5.2 Reference characterization procedure
For both, calendar and cycle aging, aging mechanisms are usually investigated by
alternating electrochemical characterizations at a reference condition with storage
or cycling periods at predefined conditions. The aim of the reference
characterization procedure is to collect coherent comparable data on aging at
different aging states. Electrochemical techniques that are part of this periodic
characterization procedure are: capacity tests, pulse tests and electrochemical
impedance spectroscopy. The cells are subjected to the reference characterization
procedure every 30 days during the calendar aging tests and every 100 EFC
during the cycle aging tests. This procedure is however is not a standardized
procedure to study aging, In literature, different reference characterization
procedures have been employed to study aging [129, 134, 151, 152]. The
procedure followed in this work is as follows:
1. The cell temperature is first stabilized at 20 ◦C. This step may include
transfer to the 20 ◦C climatic chamber from other climatic chambers. All
periodic reference characterization procedures are always conducted at an
ambient temperature of 20 ◦C to obtain comparable results.
2. The cell is then fully charged using constant current charging up to 4.2 V at a
current rate of 1 C followed by constant voltage charging until the current has
decreased to 0.05 C (CCCV charging). Thereafter it is held at open circuit
conditions for 30 min to let transient processes inside the cell relax.
3. Two cycles consisting of constant current discharging to 2.5 V at 1 C (CC
discharging) and CCCV charging are conducted. The discharge capacity
during the second cycle is regarded as actual cell capacity Q1C. The cell is
kept at open circuit conditions for 30 min after every charge and discharge.
4. The cell is then CC discharged and CCCV charged with a current rate of
0.1 C. The cell is kept at open circuit conditions for 1 min after discharge
and for 30 min after charge. The charge withdrawn during this discharging
step is denoted as actual cell capacity Q0.1C which is used for analysing the
capacity decrease. The cell is at 100 % SOC after this step.
5. Pulse tests are thereafter applied to the cell. These consists of a discharge
pulse at a current rate of 2 C and a duration of 20 s and a charge pulse at
a current rate of 1 C and a duration of 40 s. The resting period after the
discharge pulse is 40 s and after the charge pulse is 5 min. The change in the
SOC after one discharge and charge pulse is zero. The pulses were applied
at each 10 % SOC step between 100 % SOC and 0 % SOC. The SOC levels
were set by discharging 10 % of the capacity Q1C at 1 C followed by a pause
of 30 min. The pulse tests provide information on cell impedance.
6. The cell is CCCV-charged with a current rate of 1 C. Thereafter, 50 % of
capacity Q1C is discharged with a current rate of 1 C so that the cell is at
50 % SOC at the end of this step.
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7. Electrochemical impedance spectroscopy is then carried out. For EIS, 8 points
of measurement per decade are taken from 2.0 kHz down to 10 mHz. The
ideal voltage response is set to 10 mV and the maximum exciting current
amplitude is set to 0.2 A. All EIS measurements are also conducted at an
ambient temperature of 20 ◦C.
5.6 Electrochemical techniques
The non-destructive techniques used to quantify and analyse aging in cells are
described below.
5.6.1 Capacity measurement
Capacity measurement is the most basic of techniques used to characterize a battery
and also one of the most important. This is because capacity is the leading health
indicator of a battery. Most batteries are retired from their primary application
when their capacity decreases to around 70 % - 80 % of the original capacity. As
described in the previous section, it is measured by discharging the cell at 0.1 C
from a fully charged state until the lower cut-off voltage is reached. The advantage
of using a low current rate is to minimize the effect of resistance that may cause
the cell to reach the cut-off voltage earlier. This is especially important for aged
cells that have a higher internal resistance. A low rate measurement of capacity is
thus a good measure of the active material in the cell.
5.6.2 Pulse tests
The internal resistance of a cell, R, (defined at some SOC) is derived from the
over-voltage due to a current pulse with current amplitude I,
R =
UOCV − Ut
I
(5.4)
where
UOCV is the equilibrium voltage before the pulse
Ut is the terminal voltage after a time t.
If the pulse is of a short duration, it can be assumed that the SOC does not
change significantly and open circuit voltage can be assumed to be constant.
Though pulse tests are conducted at different SOC in the experimental phase,
only internal resistance calculated at 50 % SOC is discussed in this work. The
trend of resistances with aging is similar at other SOC.
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5.6.3 Differential voltage analysis
The derivative of voltage with respect to capacity, dV/dQ, is well suited to analyse
battery as well as individual electrode data. The advantage of using dV/dQ as
opposed to dQ/dV for analysis is because the contributions of negative electrode
and positive electrode add linearly:(
dV
dQ
)
cell
=
(
dV
dQ
)
positive
electrode
−
(
dV
dQ
)
negative
electrode
(5.5)
Additionally, when using a constant charge or discharge current, dQ is never
zero and thus dV/dQ is defined everywhere.
dV/dQ curves can be used to study different aging processes in the cell [153].
The analysis is usually visual where dV/dQ is plotted against capacity or SOC. The
peaks in a dV/dQ curve represent phase transitions. The loss of active material
is manifested as a decrease in distance between transition peaks. Loss of active
lithium may lead to extinction of peaks [154].
5.6.4 Electrochemical impedance spectroscopy
Electrochemical impedance spectroscopy (EIS) is one of the most successful non-
destructive characterization techniques for delving deeper into understanding the
individual processes and process changes of an electrochemical cell. It has been
extensively used in this work to analyse data for both calendar and cycle aging
tests.
Basic principles of EIS
The fundamental approach of all impedance methods is to apply a small
amplitude sinusoidal excitation signal to the system under investigation and
measure the response (current or voltage or another signal of interest). The
impedance of a circuit is formed from the capacitive, inductive and resistive
components and whose magnitude and phase change with the frequency.
Therefore by varying the frequency of the applied signal one can get the
impedance of the system under study as a function of frequency.
Thus if the input signal is:
i(ω, t) = i¯ exp(jωt) (5.6)
And the output signal is:
u(ω, t) = u¯ exp(jωt+ φ) (5.7)
where
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i¯ = AC current amplitude
u¯ = AC voltage amplitude
ω = frequency
φ = phase angle
The impedance is given by the ratio of voltage to current, and can be expressed
as:
Z(ω, t) =
u(ω, t)
i(ω, t)
= Z¯ exp(jφ) (5.8)
There is more than one way to illustrate the measured impedance data. A
Bode plot may be used, wherein the phase angle and impedance are plotted as a
function of frequency. A Nyquist plot, where the imaginary and the real parts of the
impedance are plotted, is also an alternative. In a Nyquist plot, the frequencies are
not explicitly plotted. The EIS spectra shown in this study are all Nyquist plots,
keeping in line with other studies on battery aging.
EIS applied to batteries
EIS can be carried out in both galvanostatic and potentiostatic modes. For
batteries, EIS is preferably carried out in galvanostatic mode as the battery
voltage does not define the SOC well [155]. A large change in state of charge of
the battery may lead to only a small change in voltage. However, if care is taken
to ensure that system does not evolve during EIS, then these approaches are
equivalent. To ensure this, the exciting current amplitude for EIS is capped to a
maximum of 0.2 A while the ideal voltage response is set to 10 mV. Other details
have been described in Section 5.5.2.
EIS spectrum of a new cell is shown in Figure 5.2a. Examples of EIS spectra
of a calendar aged and a cycle aged cell are also seen here. The graphite and
NMC electrode spectra are seen in Figure 5.2b and Figure 5.2c, respectively. Note
that impedance for NMC is seen to be highly voltage dependent and the electrode
processes are at lower frequencies (slower) compared to graphite.
Generally, EIS spectra are analysed to study dependence of electrode processes
on SOC and temperature [155, 156]. To study aging, qualitative analysis of EIS
spectra has also been carried out [157–160]. Quantitative studies through fitting
of EIS spectra with an equivalent circuit model is seen in only some publications
[131, 161–163]. In this work, a quantitative study of EIS spectra has been carried
out for both calendar and cycle aging. The change of fitting parameters of the
equivalent circuit with cell aging has been analysed.
Equivalent circuit model
The convoluted spectrum obtained through EIS is representative of overlapping
electrical and electrochemical processes happening in the cell. An equivalent
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Figure 5.2. EIS spectra
circuit model helps analyse it by breaking it down into parameters representing
physical processes. The behaviour of the cell is represented by “classical”
electrical components such as resistors, capacitors and inductors as well as
specialized electrochemical components such as Warburg element, constant phase
element, etc. Once, a equivalent model has been built to represent the cell
processes as a series parallel combination of the above mentioned elements, an
optimization routine best fits the spectrum with the equivalent circuit and
determines these parameters of the model. To avoid over fitting, only the
dominant processes happening inside the cells are considered during fitting.
For the cell, inductive effects are observed at frequencies greater than 840 Hz.
These effects are caused by cables, geometry and cell windings [164]. Parameter L
represents this inductance. The intersection of the spectra with the real axis
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represents mainly ohmic resistance of the electrolyte (Rs) [157]. Electrode
electrochemical processes such as charge transfer and transport through the SEI
layer are manifested between 840 Hz and 1 Hz in the form of a semicircle, which is
slightly depressed. Processes at porous electrodes show both resistance and
capacitance behaviour [87, 165].
The dominant processes in an electrode can be represented by one ZARC
element which is a combination of a constant phase element (CPE) with a
resistance in parallel [155]. CPE models the behaviour of the double layer, which
is formed at the surface of the electrodes and is an imperfect capacitor. It is given
by the generalized capacitance K and the depression factor α. CPE has both
capacitive and resistive characteristics and the unit of tαΩ−1. α is a measure for
the distribution of the time constants due to the porous structure or roughness of
the electrode [155, 166] associated with polarization processes and can take values
between 0 (for a purely resistive K) and 1 (for a purely capacitive K). The
resistance in parallel in the ZARC element accounts for the charge transfer
resistance of the electrochemical reaction. Representation of the electrode
processes using a ZARC element is accurate as long as the diffusion tail is
separated from the charge transfer loop [155]. This is seen to be valid for most
part of the calendar and cycle life of the cells in this study.
A new cell is expected to have a small SEI resistance and thus the semicircle
seen in its spectrum is primarily due to the charge transfer resistance of the two
electrodes. However, even in the calendar aged cells, the cell spectra consisted of
mostly only one depressed semicircle. An example of a calendar aged cell
spectrum can be seen in Figure 5.2a. Some other calendar aged cells demonstrate
an incomplete separation into two semicircles. This signifies that processes at the
two electrodes largely overlap even in a extensively aged cell. Thus, for analysing
the spectra of calendar aging, only one ZARC element is used for representing
processes for both electrodes. Fitting with two ZARC elements causes the
parameters representing the ZARC elements to oscillate. The fitting parameters
obtained using a single ZARC element represent the total polarization resistances
and capacitances.
In case of the cycle aged cell, comparing the spectrum of the fresh cell with the
cycled cell in Figure 5.2a, secondary characteristics such as greater separation of
semicircles can be noticed in the latter. The magnitude of the separation of the two
semicircles depends on the aging state and the cycling conditions. Thus, for the
cycle aging spectra analysis each of these electrodes is represented by one ZARC
element. The first ZARC element represents the SEI layer (RSEI) on graphite,
which has the dominant effect on the electrochemical processes at the negative
electrode, and the capacitance and porosity of the negative electrode through Kdl,a
and αdl,a, respectively. The second ZARC element represents processes at the NMC
electrode. Kdl,c and αdl,c represent the double layer capacitance and the porosity
of the NMC electrode while the RCT represents the charge transfer resistance at
this electrode.
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(a) Calendar aged cells
(b) Cycle aged cells
Figure 5.3. Equivalent circuits used for fitting EIS spectra
Solid state diffusion process is manifested as a sloped line in the spectra [155].
In Figure 5.2a, at frequencies below 1 Hz for a new cell, the sloped line can be seen.
Usually in literature, Warburg element is used to represent diffusion processes.
However this is only valid when the slope of diffusion tail is about 45°, representative
of semi-infinite diffusion [155]. The slopes for the cells tested in this work are
found to be substantially greater than 45°. Hence the assumption of semi-infinite
diffusion is not valid and a CPE element represents this process in the equivalent
circuit model.
The circuit used for fitting the calendar aged cell spectra is shown in Figure 5.3a.
The cell impedance of this equivalent circuit is given by:
Z(ω) = iωL+Rs +
Rp
1 +Rp ·Kp(iω)αp +
1
Kd(iω)β
(5.9)
The mean time constant for polarization processes can be defined as τ =
(Rp·Kp)1/αp which has units of time (s) and allows a more intuitive physical
interpretation. With this substitution, the impedance is given by:
Z(ω) = iωL+Rs +
Rp
1 + (iωτ)αp
+
1
Kd(iω)β
(5.10)
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This circuit used for analysing calendar aging spectra consists of seven fitting
parameters.
For cycle aging, the equivalent circuit seen in Figure 5.3b is used for fitting the
spectra. It consists of ten fitting parameters. Mathematically, it is given by the
following equation:
Z(ω) = iωL+Rs +
RSEI
1 +RSEI ·Kdl,a(iω)αdl,a +
RCT
1 +RCT ·Kdl,c(iω)αdl,c +
1
Kd(iω)β
(5.11)
As for calendar aging, the mean time constant for polarization processes defined
as τ = (R ·K)1/α is substituted in the above equation:
Z(ω) = iωL+Rs +
RSEI
1 + (iωτa)αdl,a
+
RCT
1 + (iωτc)αdl,c
+
1
Kd(iω)β
(5.12)
In order to fit the EIS spectra to the respective equivalent circuits for all cell
characterizations starting from the new cell, a code was developed in Octave [167].
This code employs the Levenberg-Marquardt non-linear algorithm for curve fitting.
For any test case, the first spectrum is that of a new cell. The parameters for
this cell are roughly estimated from a visual inspection of the spectrum. They are
subsequently refined after carrying out fitting. Thereafter, the resulting parameters
from the least squares fit become the guess parameters for the next spectrum in
chronological order.
Due to individual differences in the cells, the resulting parameters of the initial
fit vary a little. Thus, the parameters are normalized to the values extracted from
the fit to the spectra measured at the beginning of the experiments. Most tests in
this study is performed on three cells to check for reproducibility of results. The
average of the parameters of the three cells that are similarly aged is presented
in this work. All fitted data for calendar aging and cycle aging EIS spectra are
presented in Appendix B and Appendix C, respectively.

Chapter6
Calendar aging
Calendar aging is the loss of performance of a cell caused by degradation
processes that occur in an idle cell. It is sometimes studied together with cycle
aging as a special case of cycling when the current rate is zero. The approach in
this work has been to analyse it independently. This is based on the assumption
that some degradation mechanisms that occur when the cell is idle are
independent of degradation mechanisms that occur during cycling the cell. Even
though calendar aging is usually considered as a slow process compared to cycle
aging in lithium-ion batteries, study of calendar aging is worthwhile and
important for several applications where operation periods are substantially
shorter than idle periods. These include electric vehicles, emergency power supply
systems, reserves in power systems, etc.
6.1 Review of calendar aging mechanisms
The loss of active lithium is reported to be the dominant mechanism causing
capacity fade in calendar aging conditions [56, 130, 132, 133]. Its contribution in
leading to capacity fade is much more than degradation of both the positive and
negative electrodes’ active material. Active lithium is mostly lost through
electrolyte reduction at the negative electrode surface which leads to the
formation of an insulating solid electrolyte interphase (SEI) adjacent to the
negative electrode surface [168, 169].
The SEI is initially built during cell formation but keeps on growing at a much
slower rate afterwards [160, 169]. Different theories for the processes that limit
the rate of SEI growth have been discussed. Some authors describe an electron
current through the SEI as rate limiting factor which can be described by electron
diffusion, migration or tunnelling [128, 168]. Ploehn et al. [127] described the
process as being limited by the diffusion of reactive solvent molecules through the
SEI which are then reduced at the SEI/graphite interface. All of these theories
suggest a continuous decrease of the SEI growth rate due to the increase of SEI
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thickness. The capacity fade during calendar aging is thus often described by a
square root of time dependence [134, 168, 170].
This behaviour is modelled by Equation 6.1 where a1 and a2 are offset and
square root aging parameters, respectively and t the storage time in days:
Cact(t)
C ini
= a1 − a2 ·
√
t. (6.1)
Christensen et al. [169] assume the capacity to decrease linearly with time at
the beginning and with square root of time at a later stage. Belt et al. [171] found
a linear capacity decrease with time for cells stored between 30 ◦C and 50 ◦C and
a square root of time decrease with time for cells stored at 60 ◦C.
Linear capacity fade with time, with b1 and b2 as offset and linear aging
parameter, respectively is given by Equation 6.2:
Cact(t)
C ini
= b1 − b2 · t. (6.2)
Schmalstieg et al. [172] discussed a superposition of linear and square root
dependence and used a power law function with exponent 0.75 to achieve a
consistent description of this behaviour. Baghdadi et al. [173] described the
calendar capacity fade by an exponential function.
Besides capacity fade, changes in the cell impedance during calendar aging of
lithium-ion batteries have been discussed in the literature [129, 133, 134, 153, 171,
174]. In most cases, an increase of the overall internal resistance is found, which is
attributed to the growth of surface films on both electrodes. The dominant effect
is that from the SEI.
The OCV of lithium ion cells are also affected due to loss of lithium and loss of
active material [175, 176]. While, this can also be used to analyse degradation, in
this work, the change in cell OCV with time has not been studied.
6.2 Outline of this chapter
The results of calendar aging studies on the commercial 18650 lithium-ion cells
(Table 5.1) are presented in this chapter. The changes of both cell capacity and cell
impedance with time are discussed. The description of changes in cell impedance is
based on pulse tests and electrochemical impedance spectra analysis. EIS spectra
have been fitted with the equivalent circuit given by Figure 5.3a. Calendar aging
of the cells is studied by quantifying the change in the different parameters of the
model and associating them with changes in the physical phenomena caused due
to degradation.
From the analysis of aging in reference cells it is shown that the reference
characterization procedure carried out during the calendar aging tests
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significantly influences the determined capacity fade and impedance rise. These
periodic electrochemical characterizations lead to charge throughput in the cells
causing additional degradation over and above the calendar aging. This has been
qualitatively discussed in the text. Some additional analysis on calendar aging is
also presented in the next chapter after analysing the cycle aging results.
6.3 Method of characterization
The methods for characterizing calendar aged cells are not standardized and depend
on the desired application and the type of lithium-ion battery. The storage duration
interval between electrochemical characterizations is found to vary from 20 days
[177], 42 days [129, 178], 49 days [153], 60 days [128], 90 days up to 2 to 9 month
[133]. As discussed in Section 5.5.2, the electrochemical characterizations that are
part of the reference characterization procedure can also vary from one study to
another. In the articles [128, 133, 153, 177], the influence of additional charge
throughput from characterization on the capacity fade and the impedance rise is
not mentioned. Calendar aging tests have been conducted at both open circuit
conditions and constant voltage conditions [129, 153, 178].
6.3.1 Calendar aging tests
Calendar aging of the cells used in this work is studied by storing the cells under
controlled climatic conditions and characterizing them using the reference
characterization procedure described in Section 5.5.2 approximately every 30
days.
The combinations of tested temperatures and SOC during storage is shown in
Table 6.1. In order to see statistical effects, each test was performed with three cells.
After the characterization procedure, the cells were set to a defined storage SOC.
For the cell tests at 50 % SOC, no resetting was needed for all storage temperatures
as the cells were already at 50 % SOC at the end of the EIS measurement. For cell
tests at 100 % SOC, the cells were fully charged using CCCV charging at 1 C. For
setting other storage SOC levels, the cells were CCCV charged and subsequently CC
discharged with 1 C. They were then CCCV charged and using CC discharging at
1 C, the SOC was set by withdrawing a corresponding part of the charge measured
through the preceding discharging step. Afterwards, the cells were disconnected
from the test system and stored in climatic chambers at defined temperatures for
30 days. The results shown in this work are based on approximately 470 days of
observed aging. EIS results are presented for 360 days of calendar aging.
6.3.2 Reference cells
In order to study the influence of the characterization procedure on cell degradation,
four cells were used as reference. They were initially characterized and set to
88 6. Calendar aging
Table 6.1. Tested combinations of SOC and ambient temperature are marked with ’x’
SOC T = 0 ◦C T = 20 ◦C T = 45 ◦C
25 % x
50 % x x x
75 % x
100 % x x x
25 %, 50 %, 75 % and 100 % storage SOC by the same procedure as the other cells.
Afterwards, they were kept at open circuit conditions at 20 ◦C. The cells’ open-
circuit voltage was checked every 30 days in order to monitor self-discharging. If
the open-circuit voltage was found to be lower than the one directly after the initial
setting of the SOC, the cell was CCCV charged to the initial open-circuit voltage
in order to compensate self-discharging. The amount of charge transferred during
these procedures was found to be very small in comparison with cell capacity.
Self-discharging is therefore negligible for the tested cells during the tested time
intervals. Besides these controls, the reference cells were stored without any further
characterization until they were finally characterized after 186 days.
6.4 Results and discussion
The results of calendar aging analysed through different electrochemical techniques
are discussed in this section.
6.4.1 Capacity fade
In Figure 6.1, the actual cell capacity determined at 0.1 C discharge rate Qact0.1C
relative to the initial capacity Qini0.1C is plotted versus storage time . Each data
point corresponds to the arithmetic mean of the actual relative capacity of three
cells tested under the same conditions. The variation in capacity between the
cells was low during the testing period, hence no information on variance has been
provided in the graphs. The mean initial cell capacity is 2.164 Ah with a standard
deviation of only 0.006 Ah, which is a measure of high homogeneity and build
quality of the commercial cells.
The cell capacity is seen to decrease with storage time for all tested cells. This
decrease of the cell capacity with time, which has been established to be mainly
due to the loss of active lithium [56, 130, 132, 133, 170], is a strong function of
temperature of storage and the state of charge during storage.
Temperature dependency: the temperature dependency of capacity fade
shows a clear trend. At 50 % storage SOC, the rate of capacity fade is slightly
higher at 20 ◦C compared to 0 ◦C (Figure 6.1). The rate of capacity decrease at
45 ◦C is more than twice the rate at 20 ◦C. A similar trend is observed at 100 %
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Figure 6.1. Relative cell capacity
storage SOC. Higher capacity fade at higher temperature is an expected
behaviour due to the greater rate of reactions, both desirable and undesirable at
higher temperatures [133, 153, 171]. A physical interpretation of this temperature
behaviour is increased electronic conductivity of the SEI at elevated
temperatures, which leads to a higher electronic current across this layer and
finally results in a higher rate of electrolyte decomposition at the SEI/electrolyte
interface.
SOC dependency The rate of capacity decrease is significantly higher for cells
stored at 100 % SOC compared to cells stored at 50 % SOC at all tested
temperatures as illustrated in Figure 6.1. Accelerated capacity fade at high SOC
is reported in many studies [105, 129, 132, 133, 153, 172]. Keil et al. [133] show
that low graphite negative electrode potentials at high SOC facilitate electrolyte
reduction and SEI growth and thus lead to accelerated loss of active lithium
during calendar aging. The cells stored at 25 % SOC and 75 % SOC at 20 ◦C do
not follow this trend. The 25 % SOC cells lose their capacity slightly faster than
the cells stored at 50 % SOC. The cells stored at 75 % SOC show the fastest
capacity decrease of all tested SOC levels. This behaviour will be discussed in
Section 6.4.3.
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6.4.2 Cell impedance
The cell impedance is studied via current pulse measurements and EIS. Current
pulses allow the determination of an overall resistance at a certain SOC,
temperature and current magnitude. EIS is only conducted at open circuit
voltage (OCV) but gives more detailed information than pulse tests about
changes in electrochemical phenomena inside the cell including the effect of
different resistances.
Pulse tests
The change of internal resistance can be seen in Figure 6.2. Here, the internal
resistance based on the voltage response after discharging the cells for 20 s with a
current rate of 2 C is shown. This resistance, R20s, is a measure for the overall
cell resistance including slow processes like solid state diffusion. The relationship
can approximately be described as a linear function of time. Increase of internal
resistance during calendar aging is often explained with increased ionic resistance
due to the formation of surface layers such as the SEI layer [168, 172]. The rate of
resistance increase is significantly higher for cells stored at 45 ◦C compared to
cells stored at lower temperatures. In addition, a general trend of faster resistance
increase for cells stored at higher SOC can be observed from Figure 6.2. In
particular, the resistance increases significantly faster for cells stored at 100 %
SOC than for cells stored at 50 % SOC at the same temperature. Belying the
trend, the internal resistance for cells stored at 20 ◦C with 50 % SOC and for cells
stored at 0 ◦C with 50 % SOC initially decreases and only starts increasing after
about 200 days while the actual capacity continuously decreases. Ka¨bitz et al.
[129] proposed that cycling can lead to increased anode porosity resulting in a
decrease of internal resistance. The only cycling calendar aged cells are subjected
to is during the periodic reference characterization procedure.
Electrochemical Impedance Spectroscopy
EIS analysis presented in this work is carried out for a period of about one year
starting with fresh cells. The initial impedance spectra show very little variation
among the different cells, indicating good cell quality. The spectra were fitted
with the equivalent circuit shown in Figure 5.3a. This model contains seven fitting
parameters, out of which the four Rs, Rp, α and τ are analysed in this work.
Fitted data for all cells is tabulated in Appendix B. The inductance L, which is
partially due to external influences such as connecting cables, has no significant
importance to cell performance and aging. It is used as a fitting parameter for the
very high frequency part of the curve. Analysis of the slow diffusion processes in the
impedance spectra is not carried out in this work due to the difficulty of physically
interpreting the CPE element. From the fitting analysis, a large scattering of
the diffusion parameters Qd and β is noticed. No bounds could be set on these
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Figure 6.2. Relative cell resistance
parameters during fitting as no published studies define their limits and ranges.
The only important aspect worth mentioning is that a generalized CPE element is
chosen for fitting the low frequency diffusion tail and not a Warburg element (with
β = 0.5) because the assumption of semi-infinite diffusion [155] is not valid for the
cells in this work [95, 179]. Throughout the analysis period of about one year, β
hovers around a value of 0.7 (±0.07).
Calendar aging tests were carried out for periods longer than one year, however
the EIS spectra were only analysed using the equivalent circuit model for about
360 days of storage time. This limit is imposed due to the increasing error of
fitting that is seen with more aged cells. The equivalent circuit of Figure 5.3a is
insufficient in representing the spectrum seen for older cells.
Series resistance (Rs): the general trend of the series resistance (Figure 6.3a
and Figure 6.3b) is an increase during aging under all conditions of temperature
and SOC. This is consistent with Waag et al. [157] and Stianzny et al. [177].
The cells in [157] are tested for typical electric vehicle (EV) usage with significant
storage time, and thus can be compared with the calendar aged cells in this work.
From Figure 6.3a and Figure 6.3b, two effects are apparent. First, the increase of
series resistance is greater with higher temperature and second, the growth rate of
Rs is higher for cells stored at 100 % SOC compared to 50 % SOC. The nature of
the increase is quite regular in all cases.
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Figure 6.3. Evolution of resistances from equivalent circuit model at different storage
SOC
The series resistance is a measure of the ohmic resistance in the cell,
predominantly caused due to the conduction of lithium ions in the
electrolyte [131, 139]. Thus, an increase in Rs points to a degradation reaction of
the electrolyte, which is faster at higher voltages (or higher SOC) as well as at
higher temperatures. This irreversible reaction of electrolyte with lithium
contributes to cell degradation and is manifested not only through an increased
resistance of the electrolyte (measured by increase in Rs), but also through loss of
active lithium (causing capacity fade) and formation of SEI (estimated by change
in Rp).
Parallel resistance (Rp): the parallel resistance, representing the total
polarization resistance, shows a general upward trend for all cases except the
batteries stored at 0 ◦C, 50 % SOC (Figure 6.3c and Figure 6.3d). In cases of high
temperature and high storage SOC (45 ◦C, 50 % and 100 % SOC; 20 ◦C, 100 %
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SOC), the upward trend is unambiguous and demonstrates that both temperature
and SOC affect this parameter. The relative change is much higher for Rp than
for Rs. For some cases, fluctuations are seen in the fitting results. The overall
trend from Figure 6.3c and Figure 6.3d is that at 0 ◦C, very little increase in Rp is
seen, while the increase at 100 % SOC is more than the increase at 50 % SOC.
The Rp element represents the combined resistances of the SEI (RSEI) as well
as the charge transfer resistances (RCT ). The dominant effect at the negative
electrode is the formation of the SEI layer and RCT represents the charge transfer
resistance mainly at the positive electrode. A change in Rp can be physically
related to changing chemical composition of the electrodes such as growth of
SEI/passivating layer, loss of metallic components of the positive electrode
and/or changing crystal structure. RSEI and RCT may not change at the same
rate for similar storage conditions of the battery. This could be one reason for the
irregular nature of Rp. Increase in positive electrode charge transfer resistance
and decrease in negative electrode charge transfer resistance is seen by Stiasnzy et
al. (experiments at high temperature 60 ◦C) [177]. In their results, both the SEI
and positive electrode resistance increased substantially at 100 % SOC (much
more than the minute drop in negative electrode resistance) compared to the
lower SOC case. The overall effect at high temperature and SOC is thus an
increase in resistance, which is consistent with the result seen in this work.
The major contribution to polarization resistance, however, can be attributed to
the growth of SEI layer. The evidence of this comes from an increase in Rs, which
suggests a continuous breakdown of electrolyte. The electrolyte is known to react
with the graphite negative electrode forming the SEI [128]. Higher voltages and
temperatures, which were seen to increase the degradation rate of the electrolyte,
lead to more reaction at the graphite-electrolyte interface and more SEI formation.
Moreover, the SEI formed is unstable at high temperatures, leading to a continuous
increase by rebuilding itself [180]. This in turn leads to a higher increase in Rp
at higher SOC and higher temperatures. Ro¨der et al. found out studying half
cells, that SEI growth is the dominant capacity fade mechanism [178]. Ka¨bitz et
al. also attributed the main aging mechanism to the SEI formation on the negative
electrode [129].
In order to understand the relationship between the two methods of determining
resistances, pulse tests and EIS, the sum of series and parallel resistance (Rs+Rp)
obtained from fitting is plotted along with R1s obtained from the current pulses
versus storage time in Figure 6.4. The reason for this comparison is that the
frequency just before the diffusion branch of EIS is 1 Hz for this cell (Figure 5.2a).
Thus, (Rs + Rp) obtained from EIS spectra fitting corresponds to R1s calculated
from pulse tests. Instead R20s with the corresponding frequency 0.05 Hz, also takes
into account the diffusion resistances as can be observed from the EIS spectra in
Figure 5.2a.
Resistances calculated through the two methods are similar in magnitude and
nature as can be seen in Figure 6.4. Charge transfer resistance is a function of
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Figure 6.4. Evolution of resistances during calendar aging determined
via EIS (around 1 Hz) and pulse test (after 1 s pulse)
-3 -2 -1 0 1 2 3
0.042
0.043
0.044
0.045
0.046
0.047
0.048
0.049
0.050
R
es
is
ta
nc
e 
(
)
Current (C-rate)
0.0465
0.04525
Figure 6.5. Instantaneous resistance calculated at different current rates using pulse
tests (horizontal lines drawn only to emphasize the low range of the resistance)
current (Butler-Volmer equation). However, the results of impedance measured
at OCV and the pulse measurement at 2 C discharge pulse are similar, clearly
showing that the resistance is not a strong function of current for the tested battery
chemistry within the tested range of currents. This was investigated in more detail
by applying pulses of different current magnitude, and checking the resistance at
around 1 s for a new cell at 50 % SOC. In all cases, a very low current dependency
of resistance was seen (Figure 6.5). The values are always found to be around
46 mΩ for a new cell.
Resistances calculated using pulses in the works of Belt et al. [171] at 30 ◦C,
for Ka¨bitz et al. [129] at 25 ◦C and 40 ◦C and Baghdadi et al. [173] for VL6P
batteries at 30 ◦C and 45 ◦C for batteries stored at 30 % SOC show a fluctuating
nature similar to what is observed for the low temperature data for the cells in
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Figure 6.6. Evolution of ZARC parameters
this study. Their high temperature data is more linear and regular, as is also seen
here. Stiaszny et al. [177] also conducted tests at high temperature and high SOC
storage conditions where a more linear increase with time is seen. In such cases, the
average increase in Rp is many times compared to the increase in Rs. Consistent
to this, for cells in this study that are stored at 45 ◦C with a storage SOC of 100 %,
Rp is about 0.7Rs at the initial characterization but is equal to Rs after 360 days
of storage.
Mean time constant (τ): the mean time constant is interpreted as a measure
of the dynamical behaviour of the battery [157]. Since different surfaces on the
electrode have different electrochemical activation energies, they give rise to a
distribution of time constants. Hence, a mean time constant needs to be defined,
while the roughness of surfaces is given by α. A greater time constant signifies a
slower response of the battery to the current pulse. Hence, the voltage change
due to a current pulse is slower in case of a higher time constant. The increase in
96 6. Calendar aging
time constant is found to be a strong function of storage SOC and has a weak
temperature dependence, as can be seen from Figure 6.6a and Figure 6.6b. The
nature of increase of time constant is exponential with storage time. An increase
in time constant is also seen in the results presented in [157] through the lowering
of the frequencies in the Nyquist plot.
Depression factor (α): the depression factor is the measure of depression of
the semicircle given by the ZARC element, which arises due to the porous micro-
structure of the electrodes and as such it is a measure of the non-uniformity of the
electrode surfaces [166]. In all cases of temperature and SOC, a decrease in α is
seen with storage time (Figure 6.6c and Figure 6.6d). Change in α is dependent
on storage SOC with greater decrease at 100 % SOC than at 50 % SOC. Also,
a stronger temperature dependency is noticed at 100 % SOC than at 50 % SOC.
Decreasing α represents greater depression of the semicircle, which in turn could
represent an increasing non-uniformity of electrode surfaces probably due to an
increasing porosity. Particle fracture, which can cause an increase of porosity in the
NMC particles, was observed by Stiaszny et al. [177]. This was more prominently
seen at high voltage (or high SOC), consistent with the results of the cell tested
in this work. A decrease of α, pointing to an increase of active surface area, could
also affect the charge transfer resistance by decreasing it, as noticed in the case of
graphite negative electrode by Stiaszny et al. [177].
The decrease in α should be considered keeping in mind that the SEI and the
charge transfer semicircles separate with aging as the charge transfer semicircle
moves towards lower frequencies. The two separated processes, when fit by only
one ZARC element, can lead to an exaggerated apparent decrease in the value of
α especially for aged cells.
6.4.3 Influence of electrochemical characterization
Reference cells
Four cells are characterized initially and only after 186 days of storage at 20 ◦C
unlike the other cells that were characterized every 30 days. These four cells are
referred to as reference cells. Their relative capacity fade is displayed in Figure 6.1
along with the capacity fade of the cells that were characterized every 30 days. The
reference cells are used to study the influence of the characterization procedures
on cell degradation. It is seen that the capacity fade after 186 days is significantly
smaller for the reference cells compared to the corresponding cells stored at the
same conditions that where characterized every 30 days. The capacity fade of the
reference cells follows the same SOC dependency as the other cells and thus, the
capacity fade for the reference cell stored at 75 % SOC is greater than for the cell
stored at 100 %.
A significant difference between regularly characterized cells and reference cells
can also be observed for the change of internal resistance with time as depicted in
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Figure 6.2. R20s only increases by about 2 % after 186 days for the reference cell
stored at 100 % SOC, while R20s of the regular cells stored at this SOC increases
by about 7 % during the same time. The other reference cells even show a decrease
in R20s after 186 days.
The aging of the regularly characterized cells seen is thus partly due to the
additional degradation they undergo due to the electrochemical characterization.
The regular characterization procedure (Section 5.5.2) and the process of resetting
the SEI (Section 6.3.1) entail charging and discharging of the cells. It is commonly
accepted that cycling lithium-ion cells leads to enhanced degradation compared
to calendar aging [134, 172]. Additional mechanical degradation resulting from
volume changes of the graphite negative electrode during charging and discharging
[181], can lead to cracking of the SEI. The subsequent repair results in additional
lithium consumption and therefore capacity loss [168].
While reference cells have not been further quantitatively analysed, there is
strong evidence that charge throughput causes additional capacity fade and
impedance increase. The non-negligible impact that regular characterization
procedure and the resetting of SOC has on calendar aging results also hints on
the relative magnitude of cycle aging vis-a`-vis calendar aging. The cycle aging
results are documented in the next chapter.
Calendar aging considering the effect of charge throughput
The charge throughput experienced by a cell due to characterizations can be
quantified in equivalent full cycles (EFC). One EFC corresponds to two times the
rated capacity (1 EFC = 4.3 Ah). After the regular characterization procedure,
the SOC is reset (see Section 6.3.1), which causes additional charge throughput in
the cells, the magnitude of which depends on the storage condition. This too can
be quantified in EFC. During the test period, the cells stored at 50 % SOC and
100 % SOC and 20 ◦C experienced approximately 60 equivalent full cycles due to
the characterizations and resetting of SOC. The cells stored at 25 % SOC and
75 % SOC and 20 ◦C experienced approximately 100 and 92 equivalent full cycles
during the same time period, i.e. more than 50 % of the charge throughput
experienced by the cells stored at 50 % SOC and 100 % SOC.
In Figure 6.7a, the residual cell capacity is plotted as a function of EFC instead
of time as in Figure 6.1. As discussed in Section 6.4.1, the cells stored at 25 %
SOC and 75 % SOC show an unexpected fast capacity fade compared to the cells
stored at 50 % SOC and 100 % SOC, respectively when capacity fade is regarded
as a function of time. But when capacity fade is regarded as a function of charge
throughput, the cells stored at 25 % SOC show the slowest rate of capacity decrease
followed by the cells stored at 50 % SOC which is as expected. It can thus be
inferred that the relatively high rate of capacity fade of the cells stored at 25 %
SOC when compared to cells stored at 50 % SOC is due to the additional cycling
these cells experienced during resetting of the SOC.
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Figure 6.7. Aging parameters plotted vs. EFC
Even for cells stored at 75 % SOC, when the data is plotted against charge
throughput, they show a similar rate of capacity fade as the cells stored at 100 %
SOC, as depicted in Figure 6.7a. These cells exhibit the fastest capacity decrease
as a function of time, as seen from Figure 6.1.
In Figure 6.7b, the change of internal resistance R20s is plotted as a function
of charge throughput. The resistance of the cells stored at 50 % SOC still rises the
slowest but the difference to the cells stored at 25 % SOC is much smaller than in
the case of using time as independent variable. The resistance increase of the cells
stored at 100 % SOC is the highest.
The internal resistance of the reference cells does not rise significantly faster
than the internal resistance of the cells which were characterized regularly as shown
in Figure 6.7b. This suggests that the rise of internal resistance during calendar
aging actually might be mainly due to the cycling during characterizations and
resetting of SOC.
EIS analysis
Until now EIS results were presented only for cells that were stored at 50 % SOC
and 100 % SOC in Figure 6.3. Greater increase of Rs, Rp and τ as well as greater
decrease in α is seen for the 100 % SOC case compared to 50 % SOC. This is as
expected, as greater SOC or greater voltage is known to enhance calender aging
[133, 153]. However, looking at the parameters Rs, Rp, τ and α for cells stored at
25 % SOC and 75 % SOC at 20 ◦C in Figure 6.8, it can be clearly seen that 50 %
SOC has the least increase of Rs, τ and the least decrease of α instead of 25 % SOC
as would be expected. The nature of change in the value of Rp is not smooth. The
change in fitting parameters for cells stored at 100 % SOC is the greatest followed
by the cells stored at 75 % SOC.
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Figure 6.8. Fitted equivalent circuit parameters from EIS analysis of batteries calendar
aged at 20 ◦C at different SOC plotted versus storage time
In Figure 6.9, EIS fitting results have been plotted versus EFC. Cell stored at
50 % SOC have the slowest increase in Rs and τ , however the difference from 25 %
SOC is much reduced as compared to the fitting results plotted versus storage time
in Figure 6.8. The change in parameters is still the greatest for cells stored at
100 % SOC. Comparing the fitted parameters results in Figure 6.8 and Figure 6.9,
the additional degradation seen for cells stored at 25 % compared to cells stored
at 50 % can be largely attributed to the extra charge throughput experienced by
the former due to the process of resetting the SOC. Extra charge throughput is
also experienced by the cells stored at 75 % SOC. However, the change in fitting
parameters for cells stored at 100 % SOC is much greater even after considering
the effect of charge throughput.
While plotting the calendar aging results versus EFC instead of time gives a
more correct picture of the relative differences in calendar aging between these cells,
it still does not completely explain the slow impedance rise for cells stored at 50 %
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Figure 6.9. Fitted equivalent circuit parameters from EIS analysis of batteries calendar
aged at 20 ◦C at different SOC plotted vs. EFC
SOC compared to 25 % SOC stored cells as well as the slow capacity fade of the
cells stored at 100 % SOC compared to cells stored at 75 % SOC. Calendar aging in
these cases has been revisited after considering the insights from cycle aging results
in the next chapter.
Chapter7
Cycle aging
Cycle aging is the loss in performance of the cell due to degradation processes
occurring during its operation. Operating a battery essentially means that the
battery experiences charge throughput and as is already evident from the last
chapter, charge throughput has a strong influence on degradation processes. The
reference procedure used for characterization of calendar aging is observed to
cause sizeable degradation in the cell affecting the measurement of calendar
aging, reminiscent of the “Observer effect”1. All applications of storage whether
in consumer devices, electric vehicles or power system applications entail charging
or discharging the cell. The study of cycle aging under different operating
conditions is thus important to understand and quantify degradation caused due
to charging and discharging. Analysing cycle aging behaviour can also help
optimize the operation of the battery and to estimate its life.
7.1 Review of cycle aging mechanisms
The degradation during cycle aging is usually studied as a function of temperature,
state of charge (SOC), current amplitude and depth of discharge (DOD).
Temperature affects cycle aging mainly because of the Arrhenius dependence of
desirable and undesirable reactions on temperature. It has been found that higher
temperature leads to greater capacity fade [129, 182] in NMC - graphite batteries.
Leng et al. [104] found that degradation mechanism in graphite is enhanced at
high temperatures. Instead An et al. [136] suggest a more stable SEI at high
temperature. Schuster et al. [183] even found a lower capacity fade at 50 ◦C than
at 25 ◦C, with an optimum at 35 ◦C for a NMC-graphite battery.
The dependence of capacity fade on DOD and SOC is studied due to its
importance in deciding the usable capacity of the battery as well as the operating
strategy. For batteries with NMC as positive electrode and graphite as negative
1the theory that simply observing a situation or phenomenon necessarily changes that
phenomenon.
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electrode, Schuster et al. [183] found that at higher DOD, a higher capacity fade
is seen. Higher DOD means that the cell reaches high and low SOC states,
leading to more SEI formation and greater active material loss in graphite,
respectively. Similar results are found by Wang et al. [130] but in their case at
higher rates this dependence is not clear. Schmalstieg et al. [172] discovered that
mean SOC around which the cell is cycled is important to understand DOD
dependence. Capacity fade for 10 % DOD was found to be fastest at high and low
SOC and lowest at 50 %. Ecker et al. [153] found that at 50 % SOC, the deeper
the cycle (greater DOD), the higher the capacity fade is.
Studying the dependence of cycle aging on current rate is especially relevant
for high power applications such as in power tools or fast charging in electric
vehicles. Higher rates are found to cause faster degradation due to more stress in
cells [130, 135, 184]. Wang et al. [130] discovered that with increasing temperature,
the dependence of capacity fade on current rate decreases. Schuster et al. [183]
found out that more capacity fade is seen at higher charge rates than at higher
discharge rates which they attributed to lithium plating. An et al. [136] discovered
that the SEI formed at higher current densities has a higher porosity and electronic
conductivity, which are undesirable properties for SEI.
Spotnitz [105] identified 4 different stages of capacity fade during cycle life, with
the first three stages often indistinct and slow and the last one conspicuously steep.
This rapid decline in capacity loss is well documented in batteries [105, 128, 153,
177, 183, 185, 186].
7.2 Outline of this chapter
The results of cycle aging studies conducted on the commercial 18650 lithium-ion
cells (Table 5.1) are presented in this work. Capacity and impedance changes are
discussed. Electrochemical impedance spectroscopy data is analysed to study the
changes in impedance with cycle aging. New insights into the cycle aging behaviour
of the cells as a function of the studied parameters result from statistical data
analysis of these non-destructive characterizations. Detailed investigation into the
rapid capacity fade phenomena has been conducted. Its importance in end-of-
life determination has been emphasized. A deeper analysis using SEM and EDX
is carried out in order to understand chemical and morphological changes in the
battery layers at different stages of aging. The concept of critical SEI resistance has
been suggested as a possible metric for battery operation regulation. Degradation
parameters for the studied cells have been quantified and presented in this chapter.
7.3 Methods of characterization
Alternating cycling periods with reference characterization procedures is widely
used as a technique to study cycle aging. But just like calendar aging, there is not
a standardized method for studying and quantifying cycle aging for a cell.
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Different studies vary one or more parameters (among DOD, SOC, temperature
and current) to study the effect of them on aging. Even the duration between the
characterizations vary. Ka¨bitz et al. [129] varied DOD, SOC and temperature.
Their cycling duration interval between the characterizations is 6 weeks. Jalkanen
et al. [131] instead characterized their batteries after every 100 EFC and studied
the dependence on cycle aging only on temperature. In [153] and [172] the
characterizations are performed every 3 weeks and the effects of temperature and
current rate are not studied.
7.3.1 Cycle aging tests
In this work, cycle aging dependence on DOD, SOC, temperature and discharge
current rate is studied. The combinations of tested temperatures, DOD, charge
and current rate CxDy and mean SOC for cycling are shown in Table 7.1. If the
operating conditions of a cell are DOD = 50 % with a (mean) SOC = 75 %, it means
that the cell is cycled between 50 % and 100 % SOC. To ensure repeatability, most
tests were performed with three cells. Because of the high repeatability of the
data, an average is presented in this work (unless otherwise mentioned). After
each reference characterization procedure (Section 5.5.2) the charge and discharge
capacities have to be adapted, since the actual cell capacity C1C reduces with aging.
The sequence of one cycle for each cell was as follows:
(i) Charging by 1 C to the upper SOC limit defined by the case
(ii) pause of 30 min
(iii) CC discharging at defined current rate to the lower SOC limit defined by the
case
(iv) pause of 5 min
In step (i), for cases with upper SOC limit < 75 %, the charging process was
limited by charge throughput while for cases with upper SOC limit > 75 % and for
aged cells, a CV-charging phase was necessary.
The cells were cycled at defined conditions until the total (charge and discharge)
capacity reaches 100 equivalent full cycles (EFC). Some cycle tests needed to be
stopped before 100 EFC due to technical issues. After cycling, if required, the cells
were placed in a 20 ◦C temperature chamber.
Additional aging tests for studying cross correlation between the two
parameters, temperature and DOD, are tabulated in Table 7.2. The cells were
first operated at the operating conditions (T1, DOD1) for 200 EFC and then
switched to (T2, DOD2). The cell testing for these cells also began about two
years later than the other cells.
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Table 7.1. Test matrix of studied cycle conditions around the mean SOC in %. The
parameter CxDy represents (C)harge and (D)ischarge with current rate x and y,
respectively.
T = 0 ◦C T = 20 ◦C T = 45 ◦C
DOD / %
CxDy
C1D1 C1D2 C1D1 C1D2 C1D1 C1D2
25 50 50
50 50 50 25/50/75 50 50 50
60/80/90 50
75 50 50
100 50 50 50 50 50 50
Table 7.2. Test matrix for correlation studies with charge and discharge currents of
C1D1 and 50 % mean SOC. The arrow indicates the change to different operating
conditions.
T1/
◦C DOD1 / % T2/ ◦C DOD2 / %
20 50 ⇒ 45 50
45 50 ⇒ 20 50
20 50 ⇒ 20 100
20 100 ⇒ 20 50
7.3.2 Other cell tests
Electrode materials, both graphite and NMC, were also recovered from unused cells
by opening them. Coin cells (of type 2032) with glass fibre Whatman GF/A double
layer separator (diameter 1.8 cm and thickness 0.3 mm) and T-cells (1 cm electrode
diameter) with glass fibre Whatman GF/A double layer separator (diameter 1
cm and thickness 0.3 mm) of these electrodes vs. lithium metal (reference/counter)
were prepared for further analysis. The electrolyte used was 1 M LiPF6 in EC:DMC
1:1 v/v + 1 % VC. Additional analysis performed on these cells are described in
the relevant sections.
7.4 Results and discussion
7.4.1 Cell capacity
In discussing results, to refer to a certain test case, the temperature, DOD, current
rate and SOC of the test case are used in that order as identifier. For example,
the cells cycled at 20 ◦C, with a DOD of 50 % with a charge and discharge rate of
1 C around a mean SOC of 75 % is referred to as 20 ◦C DOD50 C1D1 SOC75 case.
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Figure 7.1. Capacity fade
Only in cases where the mean SOC around which the cell is cycled is not 50 %, the
SOC is mentioned in the identifier. This is because, most cells were cycled around
this SOC value.
In Figure 7.1, relative capacity fade has been plotted for the cells of Table 7.1
that were cycled around the mean SOC of 50 % to present an overall picture of cycle
induced aging. For all experimental tests performed, the fastest rate of capacity
fade is seen in the case of 0 ◦C with almost no DOD or current rate dependence.
Their capacity decreases below 70 % of the initial capacity in less than 100 EFC.
No quantitative analysis can thus be made for cells cycled at this temperature. On
the other hand, the slowest decrease in capacity is seen for 20 ◦C DOD25 C1D1
case, where more than 1200 EFC are measured. The cells cycled at 20 ◦C have a
strong dependency on the DOD and current rate, while at 0 ◦C and 45 ◦C negligible
dependency is observed.
Most cells also show a clear distinction into two capacity fade stages: a slow
linear capacity fade initially that is followed by a rapid capacity fade. The transition
between these two stages depends strongly on the operating conditions of the cell
and does not happen at the same capacity for all cells. However, once in the rapid
capacity fade stage, the capacity declines dramatically within a few EFC for all
cells.
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Figure 7.2. Illustration to explain quantities used to define cycle life based on transition
from slow linear capacity fade to rapid capacity fade.
Generally it is assumed that once the batteries have 70 % or 80 % remaining
capacity, they should be retired from their primary application [105, 187].
However, as seen here, capacity of some cells fades rapidly even before reaching
80 % relative capacity while others continue the slow linear capacity fade beyond
80 % relative capacity. Thus, in this work transition to non-linear aging stage is
chosen as the criteria for deciding end-of-life (EOL) and consequently cycle life.
The mathematical formulation of cycle life based on this criteria is explained
below.
Transition to rapid capacity fade: the transition to the rapid capacity fade
is calculated using the following method. A battery has reached the rapid capacity
fade aging stage, when the local slope of capacity decrease per EFC step is larger
than twice the overall slope of capacity decrease per EFC (see Figure 7.2). This
means, the kth point of measurement of an cycle aging test is considered to lie in
the rapid capacity fade aging stage if
Q(k)−Q(k − 1)
EFC(k)− EFC(k − 1) ≥ 2 ·
Q(k − 1)−Q(1)
EFC(k − 1) (7.1)
where Q(k) is the capacity and EFC(k) are the number of EFC at the kth
measurement point. Based on this definition, the cycle life in the slow linear aging
stage EFClife is defined as follows:
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Figure 7.3. Cycle life
EFClife = EFC(k − 1) + EFC(k)− EFC(k − 1)
2
(7.2)
where EFC(k) is the EFC at the kth point of measurement and k is the number
of the first point of measurement that is inside the non-linear aging stage.
Based on this definition the cycle life are plotted in Figure 7.3 for the cases
presented in Figure 7.1.
Temperature dependency: capacity fade dependence on temperature shows a
clear trend. The cells cycled at 0 ◦C show dramatic capacity fade and are already
below 70 % of their initial capacity before completing 100 EFC. The dominant
phenomena here causing such rapid capacity fade is understood to be lithium
plating which is accelerated by greater polarization of the negative electrode at
low temperatures [100]. This arises because of slow diffusion through the SEI at
low temperatures and low ionic conductivity. Once lithium gets deposited over
the negative electrode, it reacts rapidly with the electrolyte causing irreversible
loss of cyclable lithium manifested by the sudden capacity fade seen.
Between 20 ◦C and 45 ◦C, a longer cycle life is seen in the latter case independent
of the current rate and the DOD. Looking closely at Figure 7.1, one can see that
in all cases of cells cycled at 20 ◦C, a rapid capacity fade is observed even before
the capacity fade reaches 80 %, while at 45 ◦C, the linear aging stage continues
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Figure 7.4. Capacity fade vs. EFC at different conditions
even after reaching the 80 % mark. Also the longer cycle life in the case of 45 ◦C
can be despite the higher rate of linear capacity fade as can be seen for the case
of C1D1 DOD100 case (Figure 7.4a). In general, the onset of rapid capacity fade
is retarded at higher temperatures. Figure 7.4a also shows the behaviour of cells
whose operating temperature are switched at 200 EFC. The cell which is initially
cycled at 45 ◦C has a similar capacity fade as the DOD100 cases. The cycle life in
this case is extended but it is still much shorter compared to the cycling at only
45 ◦C. The cell cycled initially at 20 ◦C shows a much faster capacity fade.
DOD dependency: in the case of 20 ◦C C1D1 it can be noticed that low DOD
of 25 % (cycled between 37.5 % SOC and 62.5 % SOC) has particularly low capacity
fade and a long cycle life. Capacity fade for cells cycled for DOD of 50 % to 90 % is
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higher and cycle life shorter, but not in an obvious orderly manner with respect to
the DOD (Figure 7.3 and Figure 7.4b). Greater DOD is reported to cause higher
capacity fade, a direct consequence of more undesirable reactions at high voltages
and thickening SEI at low negative electrode potentials [130, 153, 183]. While this
reasoning works when looking only at DOD values that are well separated such
as 25 %, 50 % and 75 %, the dependence on DOD is much more complex if more
intermediate DOD values are considered. This has been investigated in depth by
EIS analysis and explained in Section 7.4.3.
An anomaly to consider is the specific case when the cell undergoes full cycling
(DOD = 100 %). Notice in Figure 7.3, the cycle life is counter-intuitively extended
for this DOD independent of current rate or temperature. This is despite the
local potentials at both negative and positive electrodes being at their extremes.
The DOD100 case has been further discussed in Section 7.4.5. The dependence of
capacity fade on DOD decreases at 45 ◦C where only a slightly increased cycle life
can be noticed for DOD of 100 % compared to 50 %.
Another interesting behaviour is seen for the correlation test cells (Table 7.2),
shown in Figure 7.4b. The cell which is initially cycled at DOD100 and later
switched to DOD50 shows lower capacity fade and longer cycle life than the cell
initially cycled at DOD50 and switched to DOD100.
Current rate dependency: at 20 ◦C, a greatly reduced cycle life and substantial
increase of capacity fade is seen (Figure 7.3 and Figure 7.4c) as the discharge current
increases from 1 C to 2 C. This is consistent with literature [130, 135]. A higher ionic
current density requires faster reaction and diffusion kinetics in the electrodes. This
causes greater mechanical stresses especially in the negative electrode, resulting in
cracks and fissures and leading to increased SEI formation. The loss of reversible
lithium in repairing the SEI is manifested as capacity fade.
At 45 ◦C, cycle life shows no significant dependence on the current rate. Wang
et al. [130] also noticed that current rate has a lower impact on capacity fade at
higher temperatures. The detrimental influence of high rate is possibly mitigated
by an increase in the reaction rate kinetics as well as ion diffusion kinetics in the
particle at higher temperature, reducing the surface stress on the particle.
Mean SOC dependency: Figure 7.4d shows the aging results of the cells cycled
with DOD 50 % around the mean SOC of 25 %, 50 % and 75 % at 20 ◦C. For the
first 300 EFC, higher the mean SOC values, greater is the rate of capacity fade.
This is a direct consequence of high voltages causing greater undesirable reactions
as noted in the previous section also for high DOD. The cycle life of these cells
are, however, not in this order and the rapid capacity fade stage is reached the
latest for the cell cycled around a mean SOC of 75 %. This is explained later in
Section 7.4.5.
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Figure 7.5. Correlation of capacity fade with resistances determined from equivalent EIS
circuit
7.4.2 Cell impedance
Unlike calendar aging, cell impedance has only been studied using electrochemical
impedance spectroscopy. Out of the 10 fitting parameters, the values of
resistances (Rs, RSEI and RCT ) extracted from the fitting of the equivalent
circuit (Figure 5.3b) have been analysed in this work. All fitting parameters are
tabulated in Appendix C.
Capacity fade correlation
Capacity fade is a consequence of loss of lithium ions and loss of active material
in the electrodes. On plotting the fitted values of series resistance Rs with
7.4. Results and discussion 111
capacity fade (Figure 7.5a), a strong correlation (adjusted R-squared = 0.88) is
found between the two. The value of adjusted R-squared value for the correlation
between capacity and RSEI is slightly lower at 0.76 (Figure 7.5b). The
correlation of capacity with RCT has an R-squared value of 0.04 (Figure 7.5c).
This suggests that the major cause of capacity fade is the loss of the electrolyte
mainly caused by its reaction with lithium to form the SEI. This is consistent
with literature where capacity fade is attributed to SEI formation in NMC based
chemistries [130, 163, 182, 186]. It can also be inferred from the results that the
capacity fade is not correlated to processes at the positive electrode.
The slightly lower correlation between capacity fade and RSEI compared to
the correlation between capacity fade and Rs may be explained by the fact that
the SEI formed is a mixture of compounds whose composition depends on the
operating conditions (temperature, DOD and current rate). This means that the
same quantity of electrolyte can react to form SEI with different properties.
Evidence for this reasoning can be seen in the plot between RSEI and capacity
(Figure 7.5d) for some operating conditions. A much better correlation coefficient
is seen for each individual operating case. Schuster et al. [183, 188] also
recommend using Rs as indicator for state of health rather than RSEI + RCT ,
which they found to be sensitive to operational conditions.
Onset of rapid capacity fade
Cells in this study (and elsewhere [125, 128, 153, 177, 183, 185, 186]) are observed to
have a slower linear capacity fade followed by a rapid capacity fade. The transition
point (and hence the cycle life of the cells) from the slow linear to the rapid capacity
fade varies widely for the different operating conditions. EIS combined with SEM
and EDX analysis is used to investigate the rapid capacity fade phenomena in
detail.
Consider the capacity fade for cells shown in Figure 7.6a. The cells have been
cycled with the same DOD (50 %) around the same mean SOC (50 %) and the same
rate (C1D2) but at two different temperatures. While the cell at 45 ◦C has a long
slow linear aging stage lasting more than 600 EFC, the cell at 20 ◦C undergoes a
transition to rapid capacity fade stage between 200 EFC and 300 EFC. Scanning
Electron Microscopy (SEM) and Energy Dispersive X-Ray spectroscopy (EDX)
were performed at the four states numbered in Figure 7.6a for both the graphite
and the NMC electrode. The graphite electrodes at these four aging states are
shown in Figure 7.6b for the same magnification. In the case of the cell at 45 ◦C, at
around 300 EFC (State 3), the graphite electrode looks very similar to the pristine
negative electrode (State 1). Individual particle boundaries can be easily noticed.
There is an occasional amorphous deposit, which can be the binder. It can be
expected that the SEI has grown in the cycled state, however the growth is in the
nm range or lower [136, 137, 189], too small to be detected by SEM. For about the
same number of EFC, the graphite electrode of the cell cycled at 20 ◦C shows a
rough surface deposition covering the entire electrode surface facing the separator
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Figure 7.7. Investigation of state 4 through SEM and EDX
(State 4), and no particles can be individuated. The difference being that this cell
is in the rapid capacity fade stage. In the slow linear fade stage of this cell, at
an intermediate EFC (State 2, about 150 EFC), the graphite electrode looks very
similar to the pristine negative electrode.
In Figure 7.7a, the cross-section of the negative electrode sample for State 4
can be seen. The rough deposition observed over the electrode now appears as a
distinctive layer of a few µm between the agglomerate of graphite particles that
form the electrode and the separator. The graphite morphology underneath the
deposition is largely preserved. EDX is carried out for both the deposit layer
and the graphite particles below the layer (Figure 7.7b). Mainly X-rays from the
K-shell of the atoms are observed in spectra. For State 4, the spectrum taken
from the region below the surface deposit layer is similar to that of the pristine
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Figure 7.8. EIS spectra for cells at different aging states
negative electrode sample. Instead, the spectrum of the surface layer shows higher
counts of oxygen and phosphorous. Clearly the layer is formed from the breakdown
components of the organic electrolyte and the inorganic salt LiPF6, commonly
present in the electrolyte. Aluminium is used as the positive electrode current
collector and is considered stable in the presence of LiPF6 salt [190, 191]. Thus, its
presence in the graphite layer needs further investigation. It is outside the scope of
this work. Also note the presence of positive electrode materials such as manganese
and nickel in the deposit layer. Magnesium is also detected in the deposit layer.
However, no magnesium was seen in the EDX of the positive electrode. Thus,
the source of magnesium can only be conjectured as being from an additive to
the electrolyte [192], the composition of which is not known. EDX spectra of the
positive electrode (not shown) for all four states are also similar, confirming no
drastic changes in composition with cycle aging.
Parts of the deposit layer were metallic golden under argon when the cell was
opened up for post-mortem and then became matt silver on exposure to air. This
behaviour has been observed in many studies and is known to be plating of
lithium [128, 131, 153, 193, 194]. The observed rapid capacity fade can be
attributed to deposition of lithium considering also that the bulk electrode
morphology and composition has not changed for both graphite and NMC.
Positive electrode’s minimal role in rapid capacity fade phenomenon is further
substantiated by the fact that rapid capacity fade and deposit layer phenomena
have also been seen for chemistries other than NMC [128, 152].
Role of negative electrode and electrolyte
The role of electrolyte and graphite in rapid capacity fade phenomenon is further
investigated using EIS. EIS spectra for the cells discussed in the previous section
can be seen in Figure 7.8a and Figure 7.8b. It can be seen that for the cell cycled
at 20 ◦C, the spectrum does not change much but instead after a few hundred EFC
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is horizontally shifted towards higher impedance. The spectrum at 45 ◦C shifts and
enlarges gradually and electrode processes become more distinct as the cell ages.
There is a also a shift towards low frequencies. The fitting results for series and SEI
resistance are seen in Figure 7.9. There is a faster growth of RSEI at 20
◦C than
at 45 ◦C. The onset of rapid capacity fade for the 20 ◦C cycled cell in Figure 7.6a
is here seen to be accompanied by a jump in the value of Rs. In other test cases,
a simultaneous jump is the value of RSEI is also clearly distinguishable.
Considering and combining the evidence from EIS, capacity fade results and
post-mortem analysis, the sudden increase in values of Rs and RSEI indicates
a change in process in the cell. In the slow linear capacity fade stage, the SEI
resistance increase is also slow and gradual. Instead, in the rapid capacity fade
stage, the SEI resistance is seen to increase dramatically due to the formation of
the several µm thick deposit layer. The probable reason why this deposit layer does
not show as a separate process in the spectra may have to do with the similarity
in charge transfer process across this deposit layer and the SEI layer. The EDX of
the deposit layer confirms the presence of electrolyte degradation products [185].
Moreover, this deposit layer is known to be not very lithium conductive [177] and
to cause impediment to ion movement [194]. Fu et al. [185] even suggest that this
deposit layer leads to active material loss which shows up as capacity fade.
Electrolyte reduction, confirmed by the presence of electrolyte decomposition
products in the deposit layer, causes a rapid decrease in ionic conductivity of the
electrolyte. This shows up as the simultaneous jump in Rs. Drying of the separator
has been reported in conjunction with the formation of the deposit layer [131, 182,
185].
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Since the sudden jumps in values of Rs and RSEI are concurrent, a possible
mechanism to explain it is as follows. As the SEI layer becomes thicker and
increasingly resistive with cycling, at a certain moment the local potential on the
surface of the negative electrode drops below 0 V causing lithium deposition [195].
According to Broussely et al. [128] this happens when progressive clogging of
pores of graphite by the growth of the SEI layer leads to a reduction in active
surface area of graphite such that reduction rate of lithium-ion is greater than the
maximum possible diffusion rate of lithium in graphite. This process can be
accentuated due to inhomogeneous current and potential distribution in the
cell [131, 139, 186]. Deposited lithium reacts rapidly with the electrolyte [139]
whose decomposition is evidenced by the increase in Rs. Electrolyte’s reaction
with the deposited lithium initiates the formation of the deposit layer which
causes a further increase in RSEI . A positive feedback loop is set into motion as
the local negative electrode potential decreases further due to increased resistance
of the deposit layer leading to more lithium deposition, more electrolyte
decomposition and the tremendous growth of deposit layer to micrometer
dimensions in a matter of a few EFC.
7.4.3 Critical SEI resistance
Arguments in the previous section point to the existence of a critical value of SEI
resistance. With cycling, the SEI resistance increases and at one point becomes
equal to the critical SEI resistance value. At this point, the potential at the negative
electrode is exactly 0 V. Any further cycling causes SEI resistance to increase more
than the critical value, and the local potential at the negative electrode drops
below 0 V. This leads to lithium deposition over the negative electrode, causing
the positive feedback loop of electrolyte decomposition and deposit layer formation
which is manifested as the rapid capacity fade.
Further evidence of this comes from considering the cycle life for the cells cycled
at 20 ◦C at 1 C charging and 1 C discharging current in Figure 7.3. As discussed
before in Section 7.4.1, the nature of dependence of cycle life on DOD is complex
if one looks at DOD values from 50 % to 90 %. In descending order, the cycle life
is for case DOD50 > DOD80 > DOD90 > DOD60. Consider now the growth of
RSEI for these cases as shown in Figure 7.10a. It can be noticed that the resistance
increase rate corresponds inversely to the cycle life i.e. greater the growth of SEI
resistance, less is the cycle life noticed or faster is the onset of rapid capacity fade.
A faster increase of SEI resistance leads to a earlier attainment of the critical SEI
resistance value, beyond which the cell degrades rapidly due to lithium plating.
The transition from the gradual increase to the rapid increase of SEI resistance
is concurrent to the transition from the slow linear like increase in capacity fade
to the rapid fade stage. The transition happens between 15 mΩ to 19 mΩ for the
cells shown in Figure 7.10a indicating that the critical SEI resistance value is in
this range. Because of the regular characterization test interval of 100 EFC, a more
precise value cannot be estimated.
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A critical SEI resistance value will also be a function of DOD, temperature and
current rate. This arises due to the degree of polarization at the graphite electrode
that depends on the above factors. The local potential of the graphite electrode is
lower at higher SOC. Thus, the critical value of SEI is also lower at higher DOD
for the same mean SOC. This behaviour is however not linear, due to the staging
behaviour observed in graphite.
As for the effect of temperature on critical SEI value, at high temperatures,
the local graphite potential is higher, the transport properties of electrodes and
electrolyte are enhanced and thus the critical SEI value is expected to be higher.
The range of SEI values at 45 ◦C at which the transition to rapid capacity fade
takes place for the tested cells is noticed to be between 20 mΩ to 27 mΩ which is
higher than those seen at 20 ◦C. The rapid capacity fade is consequently later and
cycle life longer at 45 ◦C as seen in Figure 7.4a and Figure 7.6a. The low cycle life
of cells cycled at 0 ◦C can also be explained by the concept of SEI resistance.
Since lithium plating takes places during the charge cycle, no difference in
values for critical resistance are expected between the C1D1 and the C1D2 cases
since the charging current is the same in these two cases. This is observed in the
experimental data where the range of transition for 45 ◦C C1D1 case is between
21 mΩ to 23 mΩ and for 45 ◦C C1D2 case it is between 20 mΩ to 27 mΩ. Similarly,
at 20 ◦C, for C1D1 case, it is between 12 mΩ to 20 mΩ and for C1D2 case, it is
between 12 mΩ to 18 mΩ. Some examples of evolution of RSEI and its transition
from slow to rapid increase can be noticed in Figure 7.10b for the cases in Table 7.2
and cases where the mean SOC is not 50 %.
The onset of rapid capacity fade due to lithium plating is a function of the
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operating conditions (DOD, temperature, current rate) which not only affects the
resistance of the formed and reformed SEI but also influences the value of critical
SEI resistance. In real life applications, the operating conditions are not constant
current, constant temperature or fixed DOD conditions such as in this experimental
study. Thus a critical SEI resistance will not be a constant value but will vary
depending on the immediate operating conditions of the cell. By keeping track of
the critical SEI resistance value, the cell can be more optimally used in applications.
7.4.4 Increase of SEI resistance and degradation parameter
calculation
In this section reasons for difference in the increase of SEI resistance for different
operating conditions are discussed. Furthermore, the cycling data is crunched to
yield degradation parameters that illustrate the role of electrodes and electrolyte
in causing capacity fade.
SEI consists of a variety of chemical species and is formed from the reduction
of the electrolyte at the graphite electrode. Its composition depends on the local
graphite potential. Ideally, SEI should be lithium-ion conductive and
electronically insulating in order to prevent further electrolyte reduction and
lithium ion consumption. Bilayer structure represents the complex SEI layer. The
layer near the interface of the electrolyte is more organic and porous. The inner
layer, adjacent to graphite particles, is denser, conductive and more inorganic
[136].
SEI transforms from organic to inorganic as the potential at the negative
electrode is lowered [136, 137, 196]. According to An et al. [136], elevated
temperatures lead to more stable SEI formation, while at higher current densities
the SEI formed is more porous with high electronic and ionic conductivity. For
the batteries tested in this work, the SEI resistance growth is slow at
45 ◦C (Figure 7.9). This combined with the higher critical SEI value due to higher
temperature, cause the cells cycled at 45 ◦C to have a longer cycle life irrespective
of the DOD. Lu et al. [137] further found that lower the negative electrode
potential lower is the resistance/thickness ratio of the SEI layer. Thus thickness is
not the only factor deciding SEI resistance as is usually assumed. The SEI formed
at high graphite potential is more porous. As the cell is cycled from a higher to a
lower SOC, a multi-layered structure of SEI is formed which leads to depression
of semicircle seen for the first semicircle in the EIS spectra. The evolution of the
SEI resistance at a constant current rate and temperature is a function of the
DOD since the layer composition depends on the local graphite potential.
Volume expansion in graphite is known to be higher than
NMC [142, 177, 183]. This volume change is not uniform over a charge/discharge
cycle. Ecker et al. [153] observe that crossing of certain SOC levels causes greater
lattice parameter changes and hence higher volume changes and more stresses.
These stresses lead to micro-cracks in graphite particles leading to more SEI
formation. Higher degradation is seen when the cycle crosses transitions between
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Figure 7.11. dV/dQ curve for the full cell for slow rate charge and discharge conditions
with individual peaks recognized and DOD regions highlighted
voltage plateau of graphite. Oh et al. [197] also show that macroscopic swelling of
a NMC-graphite battery is dominated by the graphite electrode. Moreover,
swelling of the battery corresponded to the voltage plateaus where in the plateau
region, the swelling rate is low. The galvanostatic method for electrochemical
characterization of the Sony cell is shown in Figure 7.11 as a differential voltage
dV/dQ−curve. The peaks in the dV/dQ−curve have been assigned to the
negative and positive electrodes from galvanostatic measurements as plotted in
Figure 7.12. During cycling the stresses generated per EFC depend on the count
of traversing voltage peaks per EFC. More crossing of voltage peaks should lead
to more volume changes in the electrodes, causing greater stresses, leading to
more SEI repair and hence more resistance increase.
Determination of degradation parameters: as discussed before, growth of
the SEI layer and increase of the SEI resistance are the leading cause of capacity
fade. These depend on the local potential at the graphite electrode and crossing of
voltage peaks. In order to associate capacity fade to the SOC, keeping in mind the
role of local potentials and crossing of voltage peaks in the evolution of the SEI,
the battery SOC is divided into ten equal segments. As any charge throughput
causes a loss in capacity in the cell, each of these segments are associated with a
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Figure 7.12. dV/dQ curves of negative and positive electrodes from characterization
during charging plotted along with degradation parameters
degradation rate (d1, d2,..., d10) with units Ah ·∆SOC−1. It is assumed that the
degradation rate is constant within each segment. The choice of ten segments is
not completely arbitrary but has been motivated by the fact that smaller segments
may lead to over-fitting while larger segments may not reveal useful information.
The capacity after any number of EFC is assumed to be given by the following
equation:
Qf = Qo −
(∑
i
di ·Ri
)
· EFC ·N (7.3)
where
Qf is capacity in A h after cycling for a certain number of EFC
Qo is initial capacity in A h
i is the segment number
di is the degradation in Ah ·∆SOC−1 in segment i
Ri is the ∆SOC in segment i (max = 10)
N is the number of times a cell crosses the SOC range of a cycle in one EFC
To illustrate how the equation values are inputted consider the case DOD50
SOC50 case. The transition is from SOC25 to SOC75 in this case, thus
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∑
i
di ·Ri = d3 · 5 + d4 · 10 + d5 · 10 + d6 · 10 + d7 · 10 + d8 · 5 (7.4)
Parameter N keeps track of how many times a particular region is traversed
during cycling. The transition SOC25 to SOC75 is crossed 4 times in one EFC for
the case DOD50 SOC50, thus N = 4. The other variables Cf , Co and EFC are
experimentally determined.
Experimental capacity fade data until the capacity (Qf ) of the cell decreases to
2 A h for C1D1 20 ◦C for all cells (except for the cells cycled until 4.2 V) are fitted
with this equation with the following methodology. First, the limit of 2 A h that
corresponds to approximately a relative capacity of 0.93, is set. This ensures that
the fitting is only done for the slow linear capacity fade region for all cells (see
Figure 7.1). Additionally, this also minimizes the error caused due to changing
potentials experienced by the electrodes as the cell ages [163]. Secondly, the data
for the cells cycled until 4.2 V are not used for fitting due to additional effects,
discussed later in Section 7.4.5, that are observed in these cells.
The error function is defined by reformulation of Equation 7.3:
fe = | Qf −Qo −
(∑
i
di ·Ri
)
· EFC ·N | (7.5)
The objective function is the total error for all tested cells. This total error
is given by a summation of the average error for each group of cells. A group
corresponds to cells that have been subjected to the same operating conditions.
The optimization problem is to minimize the objective function by varying the
degradation parameters representing the different SOC segments. Forty five error
functions for the different test cases are used to determine the ten degradation
parameters with the method detailed above. The entire problem is formulated
using Excel Professional Plus 2016 Solver add-in and solved by an evolutionary
algorithm with a convergence of 0.0001, a mutation rate of 0.08, population size of
200 and with 2 random seeds.
The optimized solution provides the value of the parameters d1 to d10. It fits
the data with an average error of 0.0081 A h and a maximum error of 0.0145 A h for
every group of cell. For C1D2 cases, the optimization problem is modified to yield
a scaling factor for the parameters d1 to d10 calculated for C1D1 cases. A scaling
factor of 1.2986 fits the experimental data for C1D2 cases with an average error of
0.0138 A h and a maximum error of 0.0168 A h for each group.
The determined degradation parameters serve the purpose of quantifying the
role of transition of SOC states on capacity fade. They implicitly consider the effect
of DOD. Cycling between SOC states where the degradation parameters are high
will lead to a faster capacity fade. The parameters can be seen in Figure 7.12 where
they have been superimposed on the dV/dQ curves. High degradation parameters
are seen at higher SOC. Higher SOC corresponds to higher voltages across the
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electrolyte and lower potentials at the negative electrode. As discussed before, this
leads to greater SEI formation. It can be noticed that in the SOC range between
60 % to 100 % the degradation parameter is a factor 3-5 higher compared to region
from 30 % SOC to 50 % SOC. On the dV/dQ curve, it can be noticed that the
region from 30 % SOC to 50 % SOC is a wide plateau region which is surrounded
by graphite peaks on either side. High degradation parameters are also noticed at
very low SOC. Ecker et al. [153] and Schmalstieg et al. [172] also noticed a low
degradation around 50 % SOC and faster capacity fades for cycling around low and
high SOC. The degradation parameters provide evidence that not only potentials
but also graphite staging behaviour has an influence on capacity fade.
7.4.5 Behaviour of cells cycled with DOD100
DOD100 cases were omitted from discussion until now because a counter-intuitive
longer cycle life is observed for these cells compared to other cases as discussed
before in Section 7.4.1 and as seen in Figure 7.3. In Figure 7.13a, SEI resistance
and series ohmic resistance extracted from the EIS spectra fitting are plotted for
the cases 20 ◦C C1D1 DOD100 and 20 ◦C C1D1 DOD50. It is seen that after an
initial increase, the SEI hardly increases for hundreds of cycles for DOD100 case,
unlike the SEI resistance for DOD50 case where the SEI resistance growth is more
uniform and linear. A stable SEI resistance for DOD100 case is also seen in some
other works [131, 198]. In the previous section on onset of rapid capacity fade
and critical SEI resistance, it was discussed that breaching a critical RSEI causes
lithium plating and rapid capacity fade. Even though the critical RSEI value will be
low in the case of DOD100, but because of the slow rate of SEI resistance increase,
the cell completes more EFC before lithium plating can begin. This results in a
longer linear capacity fade and a longer cycle life.
The fact that there is a big difference between the increase of SEI resistance
and consequently also the cycle life between cells cycled at DOD of 90 % and 100 %,
indicates that stable SEI formation is highly voltage (or local potential) dependent.
At very low negative electrode potentials (less than 25 mV), a dense SEI layer is
known to form that prevents electrolyte from reaching the surface of graphite, hence
protecting the negative electrode [137]. Such low electrode potentials are likely at
DOD100.
To investigate further the reason for the slow increase of RSEI , another cell
was cycled with only constant current during charging and discharging within the
entire cut-off voltage range. Thus to distinguish it from the DOD100 case at which
a CV charging phase at 4.2 V was applied, it is referred to as DOD100n case in the
text. The series and SEI resistances extracted from EIS fitting for this case are also
shown in Figure 7.13a. This cell has a longer cycle life than DOD50 case but less
than DOD100 case, hence it also shows improved cycle life compared to DOD90
case. The SEI resistance growth for DOD100n case is faster and more uniform
than the DOD100 case. The difference between DOD100 and DOD100n cases, is
the constant CV phase, indicating that holding the cell at 4.2 V leads to a stabler
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Figure 7.13. Evolution of resistances vs. EFC for DOD50, DOD100 and DOD100n cases
at 20 ◦C C1D1 conditions
and more conductive SEI formation. This suggests that the process of conversion of
SEI organic layers to inorganic is not only thermodynamically activated (occurring
at very low negative electrode potentials) but also kinetically slow. However, once
formed this kind of SEI is very stable and greatly immune to the stresses caused by
volume changes during the cycling. Other cases, including the 20 ◦C C1D1 DOD50
SOC75 case, that confirm this behaviour can be seen in Figure 7.10b. Slow increase
in RSEI for cells that attain a voltage level of 4.2 V can be noticed.
Another interesting behaviour seen for the DOD100 case is that even though
the SEI resistance is quite stable, the linear capacity fade in DOD100 case has
not slowed down correspondingly (Figure 7.1). The initial linear capacity fade of
DOD100 is found to be similar in magnitude to the DOD100n and DOD50 cases.
Rs is also seen to increase at similar rates as for DOD50 or DOD100n (Figure 7.13a)
and evidently the slow growth of SEI resistance does not account for the loss of
electrolyte.
Answer to this seemingly lies at the side of the positive electrode. Consider
RCT for the DOD50, DOD100 and DOD100n cases as shown in Figure 7.13b.
Except for DOD100 cases, RCT for all other cases (other values of DOD) show
a similar trend: a slight initial decrease followed by a slow, non steady increase.
This small initial decrease is attributed to a reduction in graphite’s charge transfer
resistance due to increased surface area during initial cycling [123, 163]. On the
other hand, in the case of DOD100, a very fast and steady increase in RCT is noticed
as the cell cycles for a few hundred EFC followed by an equally steady decrease.
This behaviour is also thermodynamically activated (not observed for DOD90,
hence activated at very high positive electrode potential) and kinetically slow (not
observed for DOD100n, which has no CV phase at 4.2 V). Further evidence of the
involvement of the positive electrode in causing capacity fade in DOD100 cases
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Figure 7.14. Correlation between charge transfer resistance and capacity fade for
DOD100 cases
comes from Figure 7.14. Earlier in Figure 7.5c, it was seen that the correlation
between charge transfer resistance and capacity fade is weak when all test cases
are considered together. The involvement of positive electrode in causing capacity
fade was ruled out. However for DOD100 cases, R-squared value for the correlation
between charge transfer resistance and capacity fade is much higher.
In literature, different phenomenon have been reported at high potentials on
NMC electrode:
(i) PF6
– intercalation in the graphite added to positive electrode at >4.45 V
Li/Li+ [198].
(ii) Mn, Ni, Co dissociation from the positive electrode and migration to the
negative electrode [136, 143].
(iii) Surface changes on the positive electrode, such as decomposition film
growth due to unstable electrolyte [128, 136, 141, 199], reduced-reaction
layer formation at potential >4.3 V Li/Li+ [200], layered to spinal phase
transition for NMC811 at >4.3 V [184], Li deficit cubic phase on surface for
NMC111 cell cycled until 4.2 V [201].
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(iv) Cracks caused in the positive electrode surface due to volume changes [142].
Transition metal dissolution in NMC is reported to be not
significant [131, 143]. Bach et al. [186] and Schuster et al. [183] report that no
major morphological changes take place in the bulk of the positive electrode even
when cycled until 4.2 V (CCCV). However, deliberate surface treatment on NMC
electrode surface is known to improve capacity retention and slow down
impedance increase [202, 203]. Thus, the most plausible theory that can explain
the decreasing capacity and increasing series resistance in the case of DOD100 is
the change of the positive electrode particle surface due to local electrolyte
oxidation at high positive electrode potential. Chen et al. [204] showed that
NMC electrodes are responsible for capacity fade and impedance increase for cells
cycled over 4.2 V.
Relatable results for RCT are seen in the work of Stiaszny et al. [163]. They
observe a burgeoning EIS spectra for the second loop for their cell cycled until 4.2 V
(CCCV) that follows the same pattern as seen in this work, an increase for 400-500
cycles followed by a decrease. NMC impedance unlike graphite impedance is a
strong function of voltage level (Figures 5.2b and 5.2c). As the reversible lithium
content drops inside the cell due to aging, NMC electrode reaches higher potentials
at 50 % SOC (EIS measurement were done at this SOC level). For the first few
hundred cycles, increased impedance due to electrolyte oxidation on the surface
of the positive electrode is dominant. But as the cell ages, the potential effect
dominates and is manifested by the decrease in RCT noticed after a few hundred
cycles [163].
7.5 Calendar aging results in light of cycle aging
behaviour
Periodic characterizations were observed to cause additional degradation during
calendar aging studies (Section 6.4.3). Plotting the capacity and impedance data
as a function of EFC instead of time provided a better estimate of the relative
differences between the different storage conditions.
In the case of calendar aged cells, a counter-intuitive slow impedance increase
for cells stored at 50 % SOC compared to 25 % is seen even after the effect of EFC
is taken into account. From the dV/dQ curves of the cell and through the
calculation of degradation parameters in Section 7.4.4, it is seen that the region
around 50 % SOC is a plateau on the dV/dQ curve and has low degradation
parameters associated to it. On the other hand, a graphite peak is located around
25 % SOC and the associated degradation parameter value is high. The slower
increase in impedance for the 50 % storage SOC case might not only be due to
less charge throughput but also charge throughput that causes less degradation.
Further evidence of it is seen in [153], where the resistance of the cells stored at
50 % SOC is similar to the cells stored at 30 % SOC initially but with more
storage time (>310 days), the resistance for cells stored at 30 % SOC becomes
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Figure 7.15. EIS spectra for calendar aging cases - SOC75 and SOC100
higher than those stored at 50 % SOC.
Also, even after accounting for the effect of characterization, it was seen that
cells stored at 75 % SOC have a greater capacity fade than the cells stored at 100 %
SOC (Section 6.4.3). This is further confirmed by the behaviour of reference cells.
On the other hand, the resistance, measured through pulse tests, increases more
for cells stored at 100 % SOC. Individual resistances, Rs and Rp for cells stored at
100 % SOC are also greater.
From the analysis of cycle aging data for cells whose cycling procedure consists
of holding them for a substantial time at an SOC of 100 %, it is seen that they have
a slower capacity fade and a longer life. These cells include the DOD50 SOC75 as
well as DOD100 SOC50 cases. The reason is found to be a slow increase of RSEI
due to formation of a stable SEI layer because of low local potential at graphite
electrode.
The calendar aged cells stored at an SOC of 100 % also experience the same
favourable conditions for the formation of a stable SEI layer as the cycle aged
cells discussed above but for an even longer time. Their slow capacity fade can
thus be attributed to the formation of a stable SEI layer while the fast increase of
series resistance can be attributed to electrolyte oxidation at the positive electrode
surface causing an increase in charge transfer resistance.
Since the calendar aging tests were fitted with one ZARC element, only the
total polarization resistance Rp is known. For cells stored at 100 % SOC, even
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though there is little increase in RSEI , the greater increase in RCT causes a faster
increase in Rp than for the cells stored at 75 % SOC. The EIS spectra for these
cells are seen in Figure 7.15. The initial spectrum for both cells is almost the same,
however after 350 days of storage, the spectrum of the cell stored at 100 % storage
SOC shows a much larger separation of the electrode processes and a much bigger
second semicircle which corresponds to higher value of RCT .
Part III
Optimal Operation
The essence of knowledge is, having it, to apply it.
Confucius

Chapter8
Lithium-ion batteries in power
systems
As discussed in chapter 1, research into large-scale integration of storage
technology in power systems is rooted in conscious efforts across the world to
de-carbonize the electricity sector. Concerns of global warming have led
renewable energy to occupy a dominant position on the agenda of policy makers
and governments throughout the world. As of 1 June 2018, 195 members of
United Nations Framework Convention on Climate Change (UNFCCC) are
signatories to the Paris Agreement [205]. The International Renewable Energy
Agency (IRENA) predicts that by 2050 about 80 % of the electricity could derive
from renewable sources, 52 % coming from just solar PV and wind power [8].
DNV-GL forecasts that by 2050, electricity will become the largest energy carrier
and its consumption will have increased by 140 % from 2015 [206].
Demand for electricity is highly inelastic. Even today, without significant
contribution from renewables, a range of ancillary services are needed to ensure a
reliable and safe operation of the power systems. Apart from balancing supply
and demand at all times, grid operators also need to ensure supply quality. As
contribution of renewables in our electricity mix grows, even greater flexibility
will be required. Flexibility currently comes from the generation side through
adjusting the output of generators by regulating the flow of coal, oil, gas or water.
Wind and sun are however inherently intermittent sources. Thus, wind and solar
PV systems cannot contribute significantly to flexibility. The increasing need for
flexibility needs to be met by other means such as electrical energy storage
systems based on lithium-ion batteries. This chapter explores the role lithium-ion
batteries can play in power systems from the point of view of technical and
economical feasibility.
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8.1 Possible applications in power systems
Lithium-ion technology based storage are a part of the solution to de-carbonize the
electricity sector by enabling a greater contribution of renewable energy sources in
power systems. The different applications where storage can play a part vary in
terms of the how much is the power requirement of the application and for how
long it needs to be sustained.
Some prominent applications are:
1. Operating reserve: additional capacity available within a short time duration
to ensure reliability of supply in case of a peak in demand or failure of a
generation unit.
2. Power quality: maintaining the voltage, frequency and waveform within
prescribed ranges is important to ensure proper functioning of load.
3. Black start: initial power supply to restart a grid after blackout.
4. Power fleet optimization: service to maximize the share of low marginal
cost power plants and minimize the need for peak-power plants, start-ups
and shut-downs. Includes peak shaving, load levelling and load shifting
applications.
5. Transmission and distribution (T&D) deferral : avoiding grid congestion and
bottlenecks.
6. Intermittent balancing: avoiding curtailment or firming output of renewable
power plants.
The power and duration requirements of these applications are plotted in
Figure 8.1. Other applications of storage systems include Vehicle to Grid (V2G),
Behind-the-Meter and Off-Grid applications. V2G entails using the vehicle
battery as an energy storage option for different grid services, Behind-the-Meter
applications include maximizing self-consumption of locally produced electricity,
hiding demand profile, etc. Village electrification and island grid are examples of
Off-Grid applications.
8.2 Technical feasibility of lithium-ion batteries in
power systems
Lithium-ion battery technology has increased in popularity in recent years driven
by its demand in electric vehicles. High efficiencies, low self discharge, fast
response time, good specific energy and power densities have made this
technology attractive for integration in power systems. The technical
characteristics of these batteries are tabulated in Table 1.1. Based on their power
rating and energy capacity, the service area of these batteries has been outlined in
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Figure 8.1. Electricity storage applications by power rating and discharge time [10].
Service zone of lithium-ion batteries is highlighted
Figure 8.1. As can be seen, they can be applied to most applications to varying
degrees. This versatility of lithium-ion batteries is well recognized. The
International Renewable Energy Agency finds them suitable for most grid
services [207]. A.T. Kearney Energy Transition Institute believes that the main
application areas for these batteries will be T&D deferral, black-start services and
intermittent balancing [10]. According to [208], power quality will be the
dominant play field for this technology. Hesse et al. [209] consider them suitable
for a range of applications such as frequency regulation, black-start, emergency
power supply, voltage support, as well as Behind-the-Meter applications on both
the low voltage and medium voltage side of the grid.
Since lithium-ion technology has emerged as the most popular option for electric
propulsion in vehicles, V2G application will largely be served by these batteries.
Their favourable technical characteristics make them suitable for Behind-the-Meter
home storage, emergency power supply, islands and Off-Grid villages [207].
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8.3 Current structure of the power system
Until 1990s, power systems around the world were centralized where vertically
integrated utilities were responsible for generation, transmission, distribution and
retail of electricity. Liberalization of the electricity sector began in the 1990s in
Europe. The power systems which were mostly state monopolies were unbundled
with separation of generation, transmission, distribution and retail activities. In the
current power systems in Europe (and some other countries), there is competition
among producers and among retailers, pricing of electricity is according to the
marginal cost of production and trading of energy and other related products takes
place in markets.
These electricity markets have been implemented in many different ways in
different geographical locations. However, there are certain common
characteristics between these markets [210]. Generation and retail have been
opened up for competition. Transmission remains a monopoly managed by
non-commercial organizations. To enable trading, different exchanges are usually
organized. The most common of them are:
1. Day-ahead market: also called as the spot market (or forward market in the
USA) is the exchange for short-term transactions. Market participants can
submit offers and bids for selling or buying electricity from the grid for the
following day. Most countries in Europe have 24 auctions, one for each hour.
2. Intra-day market: also known as adjustment market, it allows later
adjustments of day-ahead contracts by allowing participants to improve
their position based on better information about their consumption or
production.
3. Balancing market: also called regulation market or real-time market, they
ensure that production and consumption are matched at any time through
regulating power that is offered by market participants. The imbalances are
usually settled ex-post by accounting for actual production and consumption.
These three markets are called energy markets as the remuneration scheme is
directly proportional to the amount of energy throughput. Apart from the energy
markets, there are ancillary service for which providers can compete. These services
improve the reliability and quality of supply. Just like the energy markets, different
products exist in different geographical markets for these ancillary services that
include black-start capability, frequency response, provision of reactive power, etc.
As an example, in the Netherlands, the three main ancillary services are as
follows [211]:
1. Primary reserve: also known as frequency containment reserve (FCR), it is
the reserve power that acts first in case of an unexpected disturbance. Units
providing primary reserve should be able to deliver their full primary reserve
power within 30 s. The remuneration is both for the capacity and the energy.
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2. Secondary reserve: also known as automatic frequency restoration reserve
(aFRR) is the second set of reserve power to act in case of an unexpected
disturbance and to free up primary reserve to react to a new disturbance.
This reserve is activated automatically by the transmission system operator
(TSO). The remuneration is both for the capacity and the energy.
3. Tertiary reserve: also known as manual frequency restoration reserve
(mFRR) is the last set of reserve power for an unexpected disturbance used
when the disturbance is very large. The remuneration is both for the
capacity and the energy.
Apart from these three ancillary services, there are products for black-start
capability and reactive power provision in the Netherlands.
8.4 Economic feasibility of lithium-ion batteries in
power systems
While lithium-ion batteries may be technically suitable for a number of services, and
may have other societal benefits such as greenhouse gas emission reduction, their
implementation in a liberalized power system will depend on their competitiveness
vis-a`-vis other options. In other words, the extent to which this technology can
provide a service at a cost that is attractive compared to alternatives will define
its commercial success.
Revenue streams: the economic value that can be derived from lithium-ion
battery based storage can be divided into two streams. The first is the revenue
from the energy and ancillary markets. The second is based on avoided costs such
as deferral of investment for distribution and transmission network.
Deregulation of electricity markets has led to an increased energy price
volatility [212]. Since the price is now determined by stochastic demand and
supply and set according to the marginal cost of production, it can change at any
time. At times of low demand, only inexpensive plants run while during high
demand periods, plants with high variable costs are put into operation. Thus the
marginal cost of producing power can vary considerably. There are intra-day,
intra-week as well as seasonal price patterns seen in energy markets. Lithium-ion
batteries can exploit these differences (especially at the intra-day level given their
technical limits) by the mechanism of arbitrage. By charging when prices are low
and discharging when prices are high, revenues can be generated. Energy markets
where there are large differences between prices are theoretically more profitable
for storage systems.
In case of ancillary services such as frequency containment reserve, frequency
restoration reserves, etc., their provision by traditional power generation assets is
mandatory in some EU countries. However, increasing number of countries are
moving towards bilateral or an organised market for different ancillary
134 8. Lithium-ion batteries in power systems
services [213]. Provision of these services by storage systems is thus possible in
these markets provided they fulfil other pre-requisites for market participation.
The market result may lead to a bilateral contract with the transmission system
operator. Revenues in the ancillary markets can be from both energy and power
capability.
Storage systems provide two related value propositions based on avoided costs
for transmission and distribution upgrade deferral. One is by obviating the need
to upgrade the equipment. The other is through the extension of life of existing
equipment. They do this by alleviating traffic congestion along the power lines
and other T&D equipment during peak times. The benefit can be compelling if
the upgrade that is deferred is expensive relative to the cost of the battery storage
required.
Business cases: business cases for lithium-ion batteries in isolated systems such
as for islands have been shown to be feasible for a variety of services [214–216].
Recognizing this potential of lithium-ion batteries, there have been some large
investments in installing these batteries for different applications. Some examples
include combined solar or wind and storage units (multi MW h/MW scale) that
have been installed in island communities such as Maui and Kaua’i in Hawaii [8,
217] and Ta’u in American Samao [218]. These displace the use of diesel and allow
greater integration of renewables. The main reason for the success of lithium-ion
batteries in these island systems is the lack or high cost of alternatives.
For mainland systems, the business cases are more difficult to evaluate. Generic
studies on economic value of batteries such as the study by McKinsey & Company
[219] cite frequency regulation, renewable energy technology firming and smoothing
and T&D investment deferral as the most promising applications on the utility
side. On the customer side, demand charge reduction, self-consumption, power
reliability and backup are seen to be the most profitable. A study from Deloitte
[9] sees economic viability of lithium-ion batteries in providing ancillary services.
According to them, other applications such as T&D investment deferral, renewable
integration and small scale behind-the-meter storage are also becoming increasingly
interesting economically. The economic potential for arbitrage is deemed low and
is not expected to improve much in the future.
From the analysis of area-specific and detailed scientific studies, it can be
inferred that there is not a generic answer. Whether lithium-ion batteries are
economically feasible in a specific geographical marketplace depends on the
structure and the prices for the different products in the energy and ancillary
markets and on the characteristics and costs of the lithium-ion battery. For
instance, while frequency regulation is found to be feasible in the German [220],
Dutch [221], Korean [222] and the PJM (USA) markets [223], it is insufficient in
the Danish, Portuguese and British market [224]. In contradiction, the Danish
primary frequency regulation market is found to be economically profitable
in [225]. Price arbitrage in day ahead market is seen to not have enough economic
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potential in Germany [226], Portugal [224], Denmark [224], Great Britain [224] as
well as the PJM market [227].
Evidence of business cases in main land systems is limited but increasing.
Some real-life large-scale commercial lithium-ion battery based storage systems
include Tesla’s 129 MW h/100 MW project in Australia to mainly act as an
operating reserve [228], multiple multi MW projects in California such as AES
Energy Storage and SDG&E 120 MW h/30 MW project to ensure reliability and
maximize renewable energy use [229].
There is a consensus building up among researchers that a single application
may yield too little to make a valid business case for lithium-ion battery based
storage in many different geographical markets. Simultaneous participation in
multiple markets is often suggested as the way forward for energy storage
systems [149, 230, 231]. Economic feasibility has been demonstrated by combined
participation in Iberian day-ahead market and secondary reserve market [232].
In [233], investment deferral combined with reduction of curtailment is found to
be a viable business case in Belgium.
Other studies demonstrate that even combining markets may not be adequate.
Zakeri et al. [230] studied the Nordic Power market and concluded that
combination of energy and ancillary markets are not profitable for lithium-ion
batteries. Participation in multiple markets is found to be insufficient to surpass
costs for lithium-ion battery systems in the British, Portuguese and Danish
marketplace [224]. The target costs for the lithium-ion battery system to allow
pay-back is calculated to be e364.6 /kWh. In [226] it is shown that in Germany,
combining benefits from multiple markets may also not be sufficient. This study
also suggests that in the scenario of joint participation in price arbitrage and
reserve markets, a business case exists only if the annualized cost of lithium-ion
battery system drops to e310 /kWh.
Another school of thought focuses on economic viability of second-life of
batteries in power system applications. Retired electric vehicle batteries can be
acquired for lower costs and re-adapted for use in stationary storage applications
at a reduced performance level. In [234], it is shown that use of second-life EV
batteries for intermittent balancing of wind power in Crete is profitable. In [235],
economic assessment of second-life batteries for short term energy market in West
Australia is deemed promising as it offsets the cost of electric vehicle battery
ownership. A business case is also seen in reusing vehicle batteries in control
energy market in Austria [236]. In [237], the second life batteries are analysed for
different applications and primary reserve control at utility scale is seen to be
profitable in most EU countries.
Costs, cost projections and cost reduction potential: there is little
uncertainty about the technical feasibility of lithium-ion batteries in providing
different services in the power system but their economic feasibility is debatable
for many applications. While creation of new electricity markets and energy
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products and lifting of entry barriers to participation in existing markets will help
the economics of battery based storage, a major factor for the commercial success
is undeniably related to their costs.
Lithium-ion battery technology has benefited from large investments in recent
years both in research and manufacturing, leading to improvements in cost
competitiveness. Schmidt et al. [6] differentiated prices for lithium-ion battery
technology by scope and application and derived experience curves using historic
product prices and cumulative installed capacity. For stationary storage
applications at the utility scale, the prices were found to decrease from about
US$2000 /kWh in 2010 to about US$1300 /kWh in 2015. These prices include
balance of plant. A price range from US$290 /kWh to US$520 /kWh for these
systems by 2030 is predicted. The price of only lithium-ion cells were seen to be
below US$300 /kWh in 2011. It is expected that the prices will be about
US$130 /kWh in 2030. According to the International Renewable Energy Agency
[207], cell costs are currently about 35 % of the total costs for large systems
compared to 46 % for residential systems. They report an energy installation cost
of Li-ion battery systems between US$200 /kWh and US$840 /kWh for large scale
stationary applications in 2016. The utility-scale costs are expected to decline to
between US$77 /kWh and US$340 /kWh by 2030 1.
The cost reduction in lithium-ion battery technology is being driven through
different routes. They can be classified into:
1. Technical factors: further scaling-up of production and streamlining of supply
chain will lead to lowering of capital costs of these batteries.
2. Material research: currently 60 % of the cost of a lithium-ion cell is due to
material costs [10]. Use of cheaper materials can thus substantially lower
capital costs. Novel materials that lead to performance and life improvement
can also lead to lower lifetime costs.
3. Field experience: improved utilization of these battery through smart
operational strategies by understanding their behaviour under different
operating regimes can lead to lower lifetime costs.
In line with the approach of this dissertation, it is this third route that is
explored in the next chapter. Through the insights gained into the behaviour of
lithium ion batteries by experimental testing and quantification of their aging, an
accurate degradation model of lithium-ion batteries has been developed for
optimization studies. The model is used to develop operational strategies for
battery based storage that ensure control over the revenue from markets and
cycle life of these batteries.
1not considering lithium titanate (LTO) technology
Chapter9
Optimizing the operation of
lithium-ion batteries
In chapter 8, the feasibility of lithium-ion batteries in power systems both from a
technical and economic point of view is discussed. While technical characteristics
of these batteries make them applicable for providing many different grid services,
their high lifetime cost casts a doubt about their profitability in many of these
applications.
To investigate accurately the business case of lithium-ion batteries in
electricity markets, a battery model that correctly simulates their behaviour is
required. Since these batteries have a limited life, accurate determination of
degradation in this model is imperative in realistically evaluating their economic
feasibility. Moreover, a model that incorporates degradation behaviour as a
function of operating conditions can be used to develop intelligent strategies for
the operation of the batteries. An optimal operation of the storage system that
ensures that the application needs are fulfilled but not at the cost of excessive
degradation and shortening of life of these batteries could be the difference
between profitability or no profitability of these batteries in many applications.
This chapter develops a degradation model of the lithium-ion battery that can
be implemented to optimize the operation of storage in power systems. The
application of the model has been demonstrated through a case study. The model
is based on the performance and aging characteristics of the commercial cell
discussed in detail in chapters 5, 6 and 7. Degradation is used synonymously with
capacity fade in this chapter. This is because capacity is one of the most
important indicators of the health of the battery. Usually, when the capacity of a
battery is about 70-80% of the original capacity, it is retired from its primary
application.
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Figure 9.1. Summary of battery models used for market studies (the novelty of this
work has been highlighted in a lighter shade)
9.1 Literature review of battery models applied to
electricity markets
Some market studies on batteries focus on the economic viability of the storage
options from a long-term perspective while others focus on optimizing their short-
term operational strategy. The modus operandi of such studies is to jointly develop
a model that simulates the market and battery behaviour. Modelling of the market
mechanisms has been comprehensive, with studies considering single [238, 239],
multiple [240, 241] or combination markets[149, 150, 242] assuming perfect price
information [240, 241, 243, 244] or uncertainty in prices [242, 245].
Battery models in some studies often completely ignore the effect of
degradation [243, 245, 246]. In some works degradation is calculated, but ex-post,
such that the operation strategy is short-sighted and does not consider battery as
a time-limited and costly resource [247–249].
Degradation conscious battery scheduling studies use either a constraint based
approach [150, 242, 250] or an objective based approach [241, 251, 252]. In the
constraint based approach, one or more of the following variables are constrained
to extend battery life - power, number of cycles per day, depth of discharge
(DOD), maximum and minimum state of charge (SOC). This approach is often
based on rules-of-thumb and is non-optimal. In the objective based approach, the
cost of battery operation is included as a marginal cost in the objective function.
There have been two main methods here to estimate degradation - the Ah
throughput method [252, 253] and the method of cycle life vs. DOD power
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function [150, 241, 251]. Some works combine the constraint based approach with
the objective based approach [149].
From the point of view of objective function, most approaches are single
objective, where degradation is assigned an economic cost. This cost is often
based on the battery replacement cost [241, 247, 254, 255], sometimes on the
economic utilization costs (investment + operating) [256] and other times on the
marginal cost of operation [230]. The different ways to model batteries for market
studies have been summarized in Figure 9.1.
9.2 Gaps in modelling degradation phenomena in
lithium-ion batteries
While modelling of the market part of the scheduling models has been
comprehensive, modelling of battery degradation phenomena is inadequate
especially for lithium-ion batteries because of completely ignoring the effects of
current and SOC on degradation. The reasons for this are partly due to paucity
of data for developing detailed models and partly because of the requirement for
such models to be simple and computationally effective. The former arises from
the fact that aging in batteries is not completely understood and is a subject of
ongoing research while the latter stems from the practical constraint of being able
to optimize within the time horizons of market trading when using current
computational power and algorithmic know-how.
The origins of the two most employed methods for quantifying degradation,
cycle life vs. DOD and Ah throughput, can be traced to modelling lead-acid
battery degradation behaviour [257–259]. In the former method, it is assumed that
the number of cycles that a battery can perform is inversely proportional to the
amplitude of DOD given by a simple power function. The latter method assumes
that a certain amount of energy can be cycled through a battery before its end of
life, irrespective of the DOD. Both methods do not consider any dependence on
current or SOC. Degradation behaviour of lithium-ion batteries as seen in chapter 7
does not fit these models.
This has been reiterated in Figure 9.2. In Figure 9.2a, the cycle life of the
cells is plotted for four test cases where the temperature, current and the average
SOC are fixed and only DOD is varied. The cycle life does not follow an inversely
proportional relationship with the DOD as is assumed in the cycle life vs. DOD
method for accounting of degradation. In chapter 7, it is established that this
happens because of superposition of the effect of traversing graphite peaks during
cycling and the degradation caused because of voltage.
The invalidity of the cycle life vs. DOD method is further evident from
Figure 9.2b. Here, the aging behaviour of the battery is plotted for two tests that
are conducted at the same temperature, current and DOD. The only difference
between the tests is the average SOC around which the cells are cycled. The
number of equivalent full cycles (another way to measure charge throughput)
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Figure 9.2. Experimental aging behaviour in the NMC batteries
until the capacity of the battery reaches 80% of the original capacity is
substantially lower in the test case where cells were cycled around SOC = 50%
than around SOC = 25%. Similar results are reported in [153, 172, 260], where it
is observed that depth of the cycle needs to be considered along with the mean
SOC in order to analyse degradation. In [261] a physical model to explain the
effect of mean SOC has also been developed. This effect of mean SOC is also not
considered in the Ah throughput method.
From Figure 9.2c, the effect of current on capacity fade can be seen. The
number of equivalent full cycles until the cell capacity is 80% of the original capacity
decreases considerably as the magnitude of the discharge current doubles. As
discussed in Section 7.4.1, higher current rates cause greater mechanical stress in
the electrodes leading to higher capacity fades. Effect of current in the degradation
models used in battery scheduling strategies cannot be ignored due to its substantial
magnitude.
9.3 Scope of the chapter
This work is a study where the short-term operational strategy of a lithium-ion
based storage is optimised. It demonstrates the working of the developed battery
degradation model through its application in a day-ahead market. The work
focuses on efficient scheduling of the storage system and not on evaluating the
economics of lithium-ion batteries in this market or other markets or their
combinations, even if this study is inspired by improving the cost competitiveness
of these batteries. Through experience based learning of the degradation
behaviour of batteries, strategies to use them more efficiently are investigated.
The main factors that cause decline in the capacity of a lithium-ion cell can be
divided into:
(i) External factors: temperature, time
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(ii) Internal factors: SOC, current, DOD
Internal factors are those that are directly affected by how the battery is
operated, while external factors are independent of the operation of the battery.
Considering that it is a short-term operational study, optimization is carried out
only over the internal factors and the effect of calendar aging in causing
degradation is not considered. Ignoring the effect of calendar aging in this work is
expected to not cause significant error in a short term study as the effect of cycle
aging is considerably more than calendar aging for the cell used in this work as
seen in Chapters 6 and 7.
Temperature has been classified as an external factor, even though exothermic
and endothermic processes inside the cell lead to heat being generated or absorbed
by the cell causing its temperature to change. This is because most applications
of battery based storage systems in the vehicle and the stationary storage sectors
employ a thermal management system to keep the battery temperature regulated
due to safety reasons (as discussed in chapter 4). Thus, temperature is assumed
to be constant in this study. All values of degradation parameters used in this
work are determined for 20 ◦C. It has also been assumed that the storage system is
overall managed by a battery management system (BMS) that ensures that state
and operation of the cells of the storage system are homogenized. Thus, the study
of degradation of one cell of the storage system is representative of the storage
system.
No artificial constraints are imposed in the model except for limiting the
maximum input/output power. This upper limit on power is based on the
availability of experimental data of the batteries under consideration.
9.4 Quantification and visualization of degradation
As discussed before, the study of cycle life of a battery as a function of DOD is
incomplete without accounting for the effect of mean SOC. Degradation
parameters that take into account the dependence of SOC and DOD on NMC
battery degradation were calculated in Section 7.4.4. They are shown for 1 C
current in Figure 9.3. The effect of current rate is found to be independent of the
effect of SOC and DOD. Parameters for 2 C current were found to be about 30 %
higher. Areas of high degradation are observed at high and low SOC. Low
degradation is seen in the mid SOC range. As discussed before, this is a common
observation in lithium-ion batteries [153, 172]. In chapter 7, the reasons for this
nature of degradation in these cells have been discussed in detail. Concisely
speaking, the values of degradation parameters reflect the combined effect of
voltage and the staging behaviour in graphite. The plateau in cell’s dV/dQ curve
(see Figure 7.11) from 30 % to 50 % SOC is found to correspond to the low
degradation in this SOC range. High SOC (> 60 %) causes higher degradation
due to high voltage in the cell.
In Figure 9.4, capacity fade for every possible change of state of the battery
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Figure 9.3. 1 C rate degradation parameters determined from experiments
is mapped for two currents to visualize the surface of degradation. The graph
is symmetric along the x=y plane, which means that degradation is direction-
independent. It is however path-dependent and non-linear. The actual degradation
for any transition between states can be calculated by taking the difference of the
degradation values read for the two states. This has been done in Figure 9.5 for 1 C
current rate. Here, the actual degradation can be read directly for any transition.
The low degradation cycles can also be traced out. As can be seen, even small
cycles in the high SOC regions can cause a lot of degradation in the cell. Cycling
in low SOC region is also considerably more detrimental to the cell than cycling in
the mid SOC range.
9.5 Multi-objective scheduling model
The proposed model is distinguished from existing models on two main counts.
First is how the degradation is handled given the non-linearity of degradation
behaviour discussed before. Secondly, degradation is treated as a second objective
along with revenue from market trading.
The multi-objective function to be maximized in given by Equation 9.1 where
ζ is the fictitious composite objective.
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Figure 9.4. Mapped degradation surface for 1 C and 2 C rates
ζ = ω ·R− (1− ω) ·D (9.1)
The values of revenue R (e) and degradation D (A h) are scaled to be of the
same order of magnitude. The weight ω is varied between 0 and 1 in a parametric
sweep to generate Pareto solutions of scheduling strategies. The two objective
functions are detailed in Equation 9.2 and Equation 9.3.
R =
∑
t
[λt · (P dis,mt − P ch,mt )] ·∆T ∀t (9.2)
where
λ is the market clearing price, assumed to be a known parameter for the
optimization (eW−1 h)
∆T is duration of a trading interval (h)
P dis,mt is the power supplied to the market in trading interval t (W)
P ch,mt is the power demanded from the market in one trading interval t (W)
In this study, a single energy market is considered. However, multiple markets
can be considered in this equation such as in in [262]. The proposed model can be
readily embedded in other applications by replacing the primary objective function
with, for e.g., the maximization of privacy or self-consumption.
The overall battery degradation D (A h) during the entire duration of the
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Figure 9.5. Contour map of degradation for 1 C rate
decision making horizon is given by the sum of individual degradation
components dt (A h) caused during each time interval as defined by Equation 9.3.
D =
∑
t
dt ∀t (9.3)
The SOC of the storage system is updated in Equation 9.4 depending on whether
charging or discharging takes place during a market interval.
SOCt = SOCt−1 +
(P ch,bt − P dis,bt ) ·∆T
Vnom ·Q ∀t > 1 (9.4)
where
P dis,bt is the power supplied by the battery in trading interval t (W)
P ch,bt is the power demanded by the battery in trading interval t (W)
Vnom is the nominal voltage of the battery equal to 3.7 V
Q is the capacity of the battery equal to 2.15 A h
The lower bound of zero and the upper bound on the power capability of the
battery are set through Equation 9.5 and Equation 9.6. Using the binary variable
ut, it also ensures that during any trading interval, the storage system either charges
(ut = 1) or discharges (ut = 0).
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0 ≤ P ch,bt ≤ P ch,max · ut ∀t (9.5)
0 ≤ P dis,bt ≤ P dis,max · (1− ut) ∀t (9.6)
where
P ch,max is the maximum input power to the battery (W)
P dis,max is the maximum output power of the battery (W)
The process of energy conversion in the storage system is not 100 % efficient,
and it is taken into account in Equation 9.7 and Equation 9.8. These equations
distinguish the battery input/output power (subscript b) from that exchanged in
the market (subscript m). A constant efficiency (η = 0.95) is assigned to the
conversion and transmission processes. In reality, η is not a constant but it is also
a factor of operating and environmental conditions. If this is factored in, it will
introduce additional non-linearity and complexity in the work. However, given the
overall high efficiencies of lithium-ion batteries (Table 1.1), it has been assumed a
constant in this work.
P ch,bt = P
ch,m
t · η ∀t (9.7)
P dis,bt · η = P dis,mt ∀t (9.8)
The SOC of the battery (given in percentage) is constrained through
Equation 9.9 because of its definition.
0 ≤ SOCt ≤ 100 ∀t (9.9)
Since higher currents lead to greater degradation in batteries, the degradation
for every market time interval can be expressed in a bilinear form in Equation 9.10
with the degradation at 1 C as a basis. The equation relates the actual degradation
caused in the battery in a time interval, dt (A h), to the degradation that will be
caused in the battery for the same change of state but at 1 C current rate, d1Ct
(A h). It introduces through the scaling factor Ψ the non-linearity caused by the
effect of current on degradation. Ψ is a function of the current rate, it (h
−1),
which is calculated in Equation 9.11. In this equation, the current rate has been
determined using a constant value of voltage (nominal battery voltage, Vnom). In
reality, however, the voltage of the battery is not constant but a function of the
state of charge. Including this dependency is outside the scope of this work as it
will lead to additional non-linearity and computational burden.
dt = d
1C
t ·Ψt ∀t (9.10)
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it =
(P ch,bt + P
dis,b
t )
Vnom · I1C ∀t (9.11)
where I1C is the 1 C current equal to 2.15 A
The experimental tests on the cells under consideration have been conducted
at two current values, at 1 C and 2 C. The values of Ψ are thus known for these
two states. At no load conditions, no cycle aging takes place. Thus Ψ is equal to
zero when the storage is idle. In this work, Ψ is assumed to scale linearly between
these three currents in absence of more intermediate degradation values.
The scaling factor, Ψ, is equal to zero at no load conditions (0 C) as no cycle
aging takes place when the battery is idle. Being based on 1 C current rate, it has
the value of 1 at 1 C. From the data in Section 7.4.4, its value at 2 C is determined
to be about 1.3. Since intermediate experiments at other current values were not
carried out, it has been assumed that the parameters scale linearly between 0 C -
1 C and 1 C - 2 C. For example, if the current rate is 1.5 C, the scaling factor is the
average of 1 and 1.3.
Assuming a linear scaling factor in the absence of more precise data for
intermediate current values can be a reasonable assumption because increasing
current causes increasing degradation in the battery. Thus the scaling factor will
be a monotonically increasing function of current. Accuracy can be improved by
adding the intermediate values of the scaling factor if experimental results for
more current values are available. This can be achieved without any change in
the structure of the developed model.
In order to determine d1Ct for each change in battery state, the experimental
data on degradation is first expressed in cumulative form as shown in Figure 9.6.
The cumulative degradation function, δ1Ct (A h), is made up of n segments (where
n=10). This cumulative degradation function (δ1Ct ) does not have a physical
significance unlike d1Ct . It is a mathematical tool, conceived in order to
implement the non-linear degradation behaviour represented in Figure 9.4, in the
framework of MILP. Using the cumulative function facilitates modelling as
degradation during a time interval (d1Ct ) can be simply determined as a difference
of the cumulative degradation values before and after the trading interval. This is
expressed in Equation 9.12.
d1Ct = |δ1Ct − δ1Ct−1| ∀t (9.12)
The value of δ1Ct at any time interval is determined using the incremental cost
formulation [263, 264]. This formulation allows accessing a piecewise linear function
such as the one of Figure 9.6 in a MILP. To implement the formulation at any
trading interval t, the piecewise linear cumulative degradation function of Figure 9.4
is specified by the points (st,i, δ
1C(st,i)) ∀i ∈
{
0, ..., n
}
where n is the total number
of segments. Thus, st,i is the x-coordinate and δ
1C(st,i) is the y-coordinate of the
points highlighted in Figure 9.6.
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Figure 9.6. Cumulative degradation function. Annotations to clarify the implementation
of the incremental cost formulation (Equations 9.13-9.17) are shown in a lighter shade of
blue.
Next let,
lt,i = st,i - st,i−1 and mt,i = δ1C(st,i) - δ1C(st,i−1) ∀ i.
Any value of the state of charge SOCt such that st,0 ≤ SOCt ≤ st,n can be
written as in Equation 9.13.
SOCt = st,0 +
n∑
i=1
vt,i (9.13)
where the introduced variable vt,i is bounded 0 ≤ vt,i ≤ lt,i ∀ i.
Then the cumulative degradation function value for time interval t and SOCt
is given by Equation 9.14.
δ1Ct = δ
1C
t (s0) +
n∑
i=1
mt,i
lt,i
· vt,i (9.14)
if the following holds true:
vt,i < lt,i, vt,i+1 = 0 ∀i ∈
{
1, ..., n− 1}.
This can be forced in the MILP through the following constraints and
introducing the binary variables zt,i, i ∈
{
1, ..., n− 1}.
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lt,1 · zt,1 ≤ vt,1 ≤ lt,1 (9.15)
lt,i · zt,i ≤ vt,i ≤ lt,i−1 · zt,i−1 ∀i ∈
{
2, ..., n− 1} (9.16)
0 ≤ vt,i ≤ lt,i · zt,n−1 (9.17)
The product of d1Ct and Ψt which gives the actual degradation dt is calculated
using following identity:
d1Ct .Ψt =
(
d1Ct + Ψt
2
)2
−
(
d1Ct −Ψt
2
)2
(9.18)
These two squared terms are approximated by piecewise linear formulations.
To determine values of the squared terms as well as Ψt from their piecewise linear
functions, incremental cost formulation is used, similar to the implementation in
Equations 9.13 - 9.17. This method introduces n-1 binaries and 2n constraints
where n is the number of segments of the piecewise linear function. The absolute
value in Equation 9.12 is determined by adding the inequalities of Equation 9.19
and Equation 9.20 to the model:
|δ1Ct − δ1Ct−1| ≥ δ1Ct − δ1Ct−1 (9.19)
|δ1Ct − δ1Ct−1| ≥ δ1Ct−1 − δ1Ct (9.20)
Since maximizing the objective function penalizes degradation, this formulation
using the two inequalities computes the absolute value of δ1Ct -δ
1C
t−1 which is equal
to d1Ct .
9.6 Case study and comparisons
The proposed model is implemented using GAMS 24.8.5 and the resulting MILP
problem is solved using CPLEX 12. In order to demonstrate the functioning,
results and advantages of the model compared to contemporary approaches,
application of the storage in a day-ahead market is investigated in this case study.
A 1 MW h/2 MW storage system is considered for the case study made of the
basic unit of the commercial cell of Table 5.1. Individual variations among the
cells upon prolonged operation are not considered in this case study. The one way
efficiency of this system (η) is assumed to be 95 %. The day-ahead market prices
on Monday, 22 January 2018 for the UK SEM were obtained from the ENTSO-E
online platform [265]. This day-ahead market has half-hourly trading intervals
(∆T = 0.5 h). It is assumed that the storage system is a price-taker, which means
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Figure 9.7. Pareto efficient scheduling strategies for the day-ahead market trading
that its presence does not affect the market prices. The choice of the market is
not motivated from an economic perspective but because it fits the
charge-discharge characteristics of the battery under study.
9.6.1 Single objective
The optimization is first carried out with the naive objective of maximizing only
revenue. Degradation is computed but it does not affect the scheduling strategy,
which is geared towards extracting the most financial gain from the market. This
case is assumed as the base case against which multi-objective scheduling strategies
can be compared. Note that this case corresponds to ω = 1.00 in the multi-objective
problem. The other extreme when ω = 0.00, is the trivial case of minimization of
degradation, which takes place when the storage is not operated, leading to zero
degradation and zero revenue.
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Figure 9.8. Dispatch strategy for 3 cases. The naive case does not take battery
degradation into account. The other 2 cases increasingly penalize degradation
9.6.2 Multi objective
The parametric sweep is carried out next, starting with ω = 0.95 and decreasing
it by 0.05 with every iteration. The results for the naive objective and the multi-
objective approaches are shown in Figure 9.7. The naive objective which only
maximizes revenue, also maximizes the degradation in the battery. Results for 13
values of ω are compared with this as basis. As the weight is decreased, the revenue
from the market decreases as well as the degradation. However, the proportions
by which each objective decreases are not equal.
Each point in Figure 9.7 represents an optimal scheduling strategy. The
algorithm finds intelligent scheduling strategies based on the input degradation
data of the battery by modulating the charge and discharge states depending on
the price signals. In order to understand better how the algorithm works, two
such Pareto optimal scheduling strategies (ω = 0.8 and ω = 0.4) are compared
against the base case in Figure 9.8.
In the naive case, every opportunity to generate revenue from the market is
fully utilized. This results in steep changes in SOC which causes the most
degradation in the storage system. When ω = 0.8, the scheduling strategy is
more biased towards revenue generation than preservation of the storage. Still, it
is able to bring down the degradation by about 22.7 % while generating 98.8 % of
the maximum revenue. This is made possible by charging and discharging at very
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Table 9.1. Comparison of Errors Using Different Optimization and Degradation Models
Case
Non-linear MILP (6 segment) Current independent Ah Throughput
Degradation
(mAh)
Degradation
(mAh)
% error
Degradation
(mAh)
% error
Degradation
(mAh)
% error
Naive 4.65 4.60 1.07 3.72 20.11 2.58 44.52
ω = 0.9 3.99 3.94 1.26 4.77 -19.58 2.42 39.42
ω = 0.8 3.56 3.56 0.13 3.89 -9.20 2.37 33.34
ω = 0.7 2.45 2.42 1.38 3.29 -34.02 2.06 16.11
ω = 0.6 1.81 1.79 1.18 2.18 -20.55 1.81 0.25
ω = 0.5 1.34 1.32 1.08 2.40 -79.89 1.63 -21.94
ω = 0.4 1.11 1.09 1.58 1.84 -66.43 1.58 -42.62
high currents only when the prices are relatively very low or very high,
respectively. In other trading intervals, the current is reduced or cycling at high
SOC is completely avoided (t40 − t45). The scheduling strategy when ω = 0.4
gives a lot more importance to the degradation in the cells. This is evident from
Figure 9.7, where degradation is only 23.7 % of the maximum. However, 86.9 % of
the maximum revenue is still possible. The way the storage is operated in this
scheduling strategy is to spread out the charging and discharging over longer
intervals. Also very high states of charge are discernibly avoided until price
differences justify them. Even when 100 % state of charge is reached, it is done in
stages with low currents applied at high states of charge (see t15 − t18 and
t31 − t35 in Figure 9.8). This strategy is akin to the charging scheme currently
adopted for electric vehicles and devices such as mobile phones and laptops where
batteries are charged at a faster rate until they reach 80 % SOC followed by
charging at a reduced current.
9.6.3 Comparison of the approaches
The actual battery degradation behaviour is non-linear. It was cast as a mixed
integer linear problem with the addition of piecewise linear segments and binary
variables. This approach approximates the actual non-linear behaviour. Six
segments were used to linearise the square function in (Equation 9.18). The
accuracy of this MILP is compared against the non-linear post-optimization
computation in Table 9.1. It is seen that the MILP approach is quite accurate
and represents the non-linear degradation behaviour with good accuracy.
The importance of inclusion of current dependence can be gauged by calculating
the degradation that would be caused with the same scheduling strategy when no
dependence of degradation on current is assumed. Thus, the degradation caused,
for example, at 2 C rate is the same as 1 C rate. Algorithmically, this is determined
post-optimization by setting the value of ψ to be always one, which means that
the value of dt is always equal to d
1C
t . The error of this assumption has also been
quantified in Table 9.1.
The actual degradation can also be compared against the Ah throughput
model, which assumes no influence of current rate and average state of charge on
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degradation. The degradation from this approach can be calculated
post-optimization from the data available from the battery data sheet (Table 5.1).
The degradation caused by one Ah of charge/discharge is equal to 120µA h. The
inadequacy of this approach to represent degradation for this battery can been
seen in Table 9.1.
The aforementioned data indicate that a scheduling strategy for an energy
storage system based on lithium-ion batteries that is derived using incorrect
degradation models is likely to be far from the actual optimum.
9.7 Two-stage temporal decomposition technique
A scheduling algorithm is only useful when it can generate an optimal strategy
(or at least a near optimal strategy) within time restrictions imposed by the
market horizon. All optimal strategies discussed till now were generated in a few
hundred seconds using the optimization model. For cases where greater accuracy
is desired (e.g. by increasing the linear segments defining a non-linear function)
or when optimizing for more trading intervals such as for multiple days in the
day-ahead market or for a balancing market (with 15 min trading intervals), the
optimization routine is unable to provide solutions with zero optimality gap
within reasonable time. In this section, a decomposition technique is developed to
enable computation for these cases while delivering near-optimal solutions much
quicker than the original program.
The decomposition method works by breaking the problem in the time domain
into smaller tractable sub-problems. By tractable, it is implied that each of these
sub-problems can be solved with a zero optimality gap in a reasonable time-frame
with the computing resources at hand.
In the model structure, variable d1Ct is computed as the difference of two
consecutive time interval values of δ1C where δ1C is only a function of SOC
(Equation 9.12). Thus, fixing an intermediate SOC value, effectively divides the
problem into two independent sub-problems. This forms the basis of the temporal
decomposition technique.
As for the value of the fixed intermediate SOC, the midway value of 50 %
is a good heuristic as it hedges equally on the possibility of both charging and
discharging. However, an even better guess for setting the intermediate SOC is
possible. This is achieved by solving the original non-decomposed optimization
problem for the entire market period for a fixed period of computation time or
optimality gap, whichever comes earlier. The best feasible solution at this stage is
used for fixing the intermediate SOC value. Typically, the optimization algorithm
(such as CPLEX) finds good feasible solutions in little time initially but then has
difficulty closing the optimality gap. It is demonstrated later in this chapter that
fixing the intermediate SOC value in this way can lead to better solutions than
fixing the intermediate SOC state at 50 %.
Once the intermediate SOC value has been fixed, the decoupled sub-periods,
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Figure 9.9. Two-stage temporal decomposition method
which are easier problems, are solved individually. The two-stage methodology
is graphically shown in Figure 9.9. The method is not limited to fixing just one
intermediate SOC. More intermediate SOC values can be fixed depending on the
complexity of the problem.
Equivalence of the decomposition technique: the equivalence of the
decomposition method to the original problem is first shown through the
day-ahead market of the previous section of 48 trading intervals. The
decomposition method works by fixing intermediate SOC values. For
demonstration, the SOC at the end of the trading interval 24 is fixed at 50 %.
Optimizing for scheduling for the entire duration of 48 intervals is now equivalent
to separately optimizing for the first 24 intervals and the last 24 intervals. This
equivalence can be seen for the case ω = 0.4 in Table 9.2.
The solution obtained by fixing the intermediate SOC value to 50 % is
sub-optimal compared to the full optimization over the 48-hour interval seen in
Figure 9.7. This is because, the fixed SOC is not the optimal SOC state for that
time interval. From Figure 9.8, the optimal SOC state after the 24th trading
interval is seen to be zero. If the intermediate SOC at interval t24 had been fixed
at 0, instead of 50, it would have resulted in the optimal solution also using the
two-stage temporal decomposition technique.
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Table 9.2. Decomposition equality
48 interval
SOC(t24)=50
24 interval
t1 - t24
24 interval
t25 - t48
Sum of two
24 intervals
Revenue
(e)
102.40 8.50 93.90 102.40
Degradation
(mAh)
1.19 0.74 0.45 1.19
ζ 33.84 -1.01 34.85 33.84
Table 9.3. Progress of solving 336 interval as a whole
Time (s) Value of ζ
1000 111.29
1500 113.69
3600 115.94
10000 116.25
15000 116.26
36000 116.36
Application of the decomposition technique: the application of the
proposed decomposition technique for solving the optimization problem for more
trading intervals is demonstrated by considering the day-ahead market prices for
one week from 22 January 2018 to 29 January 2018 for the UK SEM. The
number of trading intervals is 336. To make the problem even more difficult and
highlight the utility of the two-stage temporal decomposition approach, ω = 0.3
case is chosen for demonstration. For this value of ω, the 48 interval problem
could not find an optimal solution even after 3600 s.
When optimizing for the entire 336 interval as a whole, the multi-objective
function ζ progress with time is as shown in Table 9.3. The incremental progress
is very slow after 1500 s. Using the two-stage decomposition approach, 336 trading
intervals are subdivided into 14 periods of 24 intervals each. The intermediate
SOC values are set using the best solution case at 1500 s. Each sub-period is then
individually optimized. The value of ζ after adding the individual sub-periods is
found to be 116.89. The entire two-stage optimization routine runs in less than
2000 s and outputs a better scheduling strategy than the original program even
after 36 000 s. This strategy can be seen in Figure 9.9.
In terms of the two objectives, this scheduling strategy yields 79 % of the
maximum revenue (e497.15 vs. e629.45) while reducing the degradation by
81.6 % (4.61 mA h vs. 25.12 mA h). Degradation measured as capacity fade in one
battery unit forming the storage system is also plotted in Figure 9.10. Sharp
changes of SOC at high SOC values cause the most capacity fade in the battery.
There is a scope of further improvement in the total time taken by the
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Figure 9.10. Scheduling strategy for the week-long multi-objective optimization problem
for ω = 0.3 plotted along with electricity prices for the two stage decomposition
technique and the heuristic approach of fixing intermediate SOC at 50%
optimization by solving the decoupled 24 interval sub-periods in parallel rather
than sequentially.
The effectiveness of the two-stage decomposition technique vs. the heuristic
of fixing the intermediate SOC values to 50% can also be adjudged. To evaluate
the dispatch strategy using the heuristic, only the second stage of the two-stage
decomposition technique is run after fixing the intermediate states to the value of
50%. The 336-interval optimization problem yields the dispatch strategy which can
be seen in Figure 9.10. In this case, the value of the composite objective function is
104.92. The simulation takes less than 1200 s. The value of the objective function
is however considerably lower than the one obtained by the two-stage technique
(116.89) demonstrating the effectiveness of this two-stage technique. In terms of
the two objectives, revenues of e455.5 are generated and degradation of 4.53 mA h
is caused for the case when ω = 0.3 using the heuristic approach.
9.8 Outcome and advantages
In this chapter, a model that incorporates the non-linear degradation behaviour of
the battery is developed. The model accounts for the effect of current, depth-of-
discharge and state-of-charge on degradation of lithium-ion batteries. The utility
of the model is demonstrated by optimizing the short term operation of lithium-
ion batteries in an energy market. A multi-objective approach is introduced with
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revenue and degradation as the two objectives. Not assigning an economic cost
to degradation in the objective function as in the single objective approach allows
factoring in economic costs ex-post depending, for example, on the short-term or
long-term financial goals or other exigencies or social benefits, etc. A decomposition
technique is also proposed and demonstrated that allows the model to handle more
trading intervals but obtains, for such cases, better scheduling strategies faster than
the original optimization method.
Results of the case study show that it is possible to operate batteries in a
smarter way in order to slow down degradation processes without compromising
much on their primary goal. Markets, where the profitability of storage is marginal,
can greatly benefit from such smarter scheduling strategies. Additionally, falling
capital costs of battery systems combined with smarter scheduling could advance
their suitability for other markets hastening their adoption.
Chapter10
Conclusions, recommendations and
future of batteries
Analysis, trends and forecasts all point towards greater need and greater
deployment of lithium-ion batteries in the electric vehicle and stationary storage
sectors in the coming decade. Concerted progress through all the three paths that
were outlined in chapter 1, that of optimizing, scaling-up and breakthrough
research, will lead to the overcoming of the challenges of safety, lifetime and
price-performance ratio that currently limit their potential.
The research philosophy presented in this work is that of optimizing the
technology. It aims to maximize the utilization of these batteries by
understanding their behaviour and limits through modelling and experimental
means.
10.1 Conclusions
Modelling: a fully parametrized pseudo 2D electrochemical model coupled with
a 3D thermal model is developed for a lithium iron phosphate battery. The model
accurately predicts the electrochemical and thermal behaviour of the battery over a
wide range of operating conditions. Missing parameter values with good confidence
level were determined by analysis of traditional charge discharge curves through
mathematical means including analytical and graphical approaches. It is shown
that thermal validation can resolve ambiguity in parameter values. The developed
model is a powerful tool for optimizing the LFP battery for specific applications in
terms of both electrochemical and thermal behaviour. Effect of electrode thickness,
separator thickness, electrode loading, etc. on the electrochemical and thermal
performance of the LFP battery can be studied using the developed model. Given
the 3D nature of the thermal model, pinpointing of thermal hotspots is possible.
Though the parametrized model is valid for the LFP battery under study, certain
parametrization techniques used in this work can be applied for developing models
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for other lithium-ion batteries.
Physics based models have also been shown to be effective in improving
understanding of lithium-ion batteries. The particle size distribution is found to
be an important factor deciding the electrochemical and thermal performance of
LFP batteries tested in this work. Small radius values seen at higher currents are
evidence of mass diffusion being the dominating rate limiting factor. Fast kinetics
of iron-phosphate material can be inferred from the determined parameter values.
The heat generation differences during charge and discharge are also investigated
using the developed model. The greater heat generation during charging at high
current rate as compared to discharging is found to be due to greater reversible
heat losses in the batteries. The contribution of graphite electrode dominates over
the LiFePO4 electrode both for reversible and irreversible heats as well as for
both charge and discharge.
The modular nature of the developed electrochemical-thermal model is capable
of being scaled to large application scales such as that of battery packs. Though
it is cumbersome for on-board battery management systems, it can be used for
the design and analysis of thermal management systems for battery packs. In the
battery packs, inter and intra module temperature differences should be kept at a
minimum to ensure a safe and optimized performance level. Different designs of
cooling systems are simulated for a fixed battery pack design. The flexibility of
this model is also demonstrated by effecting lower level changes.
Aging: the degradation behaviour of commercial NMC cylindrical cells is
extensively studied as a function of time (calendar aging) and operation (cycle
aging) in different conditions.
Calendar aging is studied as a function of temperature and storage SOC. In
general it is seen that storing the battery at a low temperature and at a low SOC
leads to a slow decrease in capacity and slow increase in impedance with time.
High temperature and high SOC cause faster decline of capacity and increase in
impedance with time. EIS spectra were fitted by an equivalent circuit model
representing ohmic resistance, polarization resistance, capacitive effects and
diffusion processes in order to quantify changes of these parameters with aging.
The ohmic and the polarization resistance were found to increase with storage
time with the increase of polarization resistance being much greater. The time
constant of the polarization and the depression of the polarization semi-circle
were also found to increase with storage time. The values for the internal
resistance determined after 1 s from pulse tests are in good agreement with the
sum of ohmic and polarization resistance from the EIS analysis implying low
current dependency of polarization resistance. It was observed that the results of
the calendar aging study are significantly influenced by the characterizations and
the resetting of SOC. This has so far been neglected in the literature. It can be
assumed that the influence of aging processes occurring during storage is often
overestimated and the real battery lifetime without any operation is longer than
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that inferred from calendar aging studies which include frequent electrochemical
characterizations. The substantial influence of charge throughput on calendar
aging also indicates the dominant effect of cycle aging.
Cycle aging is studied as a function of the state of charge, depth of discharge,
temperature and discharge current rate. It is found that operating temperature
has a strong impact on the lifetime of cells. Operation at low temperature (0 ◦C)
is found to be very detrimental to the cell. Greater capacity fade is seen at higher
current rate. The role of DOD and mean SOC in causing aging is intertwined
and depends on the voltage and the crossing of voltage peaks. The capacity fade
of all tested cells tends to decrease linearly initially. Gradual increase in ohmic
resistance and SEI resistance is also seen in the linear capacity fade stage. These
result from reduced transport properties of the electrolyte and the growth of the
SEI at the negative electrode, respectively. The rapid capacity fade stage that is
subsequently seen for most cells has been attributed to an increase of SEI resistance
over a critical SEI resistance value causing a positive feedback loop of lithium
deposition and a deposit layer growth. EDX analysis showed that the deposit layer
contains a high amount of oxygen and phosphorous confirming the reduction of
electrolyte. Critical SEI resistance value is reasoned and seen to be a function of
the operating conditions of the cell. The cells cycled until 4.2 V show little increase
in SEI resistance with cycling but a large increase in charge transfer resistance.
This has been attributed to the formation of highly inorganic SEI at very low
negative electrode potentials and surface modifications at positive electrode at very
high potentials, respectively. A distillation of cycling data in terms of degradation
parameters reveals a distinct effect of the staging behaviour in graphite on capacity
fade superimposed upon the capacity fade caused due to high voltages.
Optimal Operation: A proof of concept of optimally using lithium-ion
batteries applying the new found knowledge of battery behaviour is
demonstrated. A more accurate way to quantify and account for non-linear
degradation behaviour of lithium-ion batteries for storage scheduling models in
electricity markets has been presented. A multi-objective approach that
maximizes revenue in the market and minimizes degradation has been proposed.
Evidently, multiple Pareto optimal operating strategies for storage systems are
possible. The choice of the operating strategy requires active decision making and
has the advantage that it allows ex-post factoring in of not only the economic
costs of the batteries but other economic goals or social obligations of the storage
operator. The developed mixed integer linear program is also shown to be
applicable for more computationally intensive optimization studies through the
proposed decomposition technique. Though, the exact degradation parameters
used in this work are applicable only to the NMC battery under study,
degradation parameters for other batteries can be quantified from aging
experiments following the methodology shown in Part II of this work. It is
expected that the degradation parameters for other lithium-ion batteries,
especially NMC based ones, show similar trends as the battery of this study.
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Therefore the linearisation techniques proposed can be successfully re-used. The
important revenue versus degradation trade-off highlighted in this work can be
easily replicated for other batteries, provided the experimental data on their
specific degradation behaviour becomes available.
10.2 Recommendation
Several extensions and deepening of the research presented in this work are possible.
A non-exhaustive list of possibilities is as follows:
 Analysis of geometry in influencing the electrochemical as well as the thermal
behaviour at high current rates in large format cells can be studied using the
P2D model. The possible outcome is optimized dimensioning of the cell.
 Inclusion of heat loss at cell tabs. Even though contact resistance at cell tabs
is external to the cell, it is a phenomena that is commonly seen and becomes
especially relevant at high current rates.
 Electrochemical impedance spectroscopy conducted on cell can also be used
for calibration and validation of physics based model. This adds a further
source for values of parameters and an additional check of their validity.
 Parametric study of different cooling system solutions to map out their
effectiveness can be conducted. This can help choose an optimum technical
solution for a particular application.
 Addition of the degradation model to the P2D model by inclusion of SEI
formation and growth phenomena in the P2D model and the change of battery
parameters with operation and time.
 Further experiments that quantitatively investigate the impact of the
electrochemical characterization can be conducted to design and analyse
future calendar aging studies. Such information can also help select the
periodicity of the electrochemical characterizations to ensure minimum
influence on calendar aging from them.
 Recalculation of calendar aging results by subtracting cycle aging.
 Investigation of the application of critical SEI resistance as a metric for health
of second-life batteries and as a tool for designing homogeneous packs based
on the value of critical SEI resistance.
 Investigation of the application of critical SEI resistance instead of
degradation parameters to dynamically limit the SOC, DOD and currents
in order to maximize utilization of battery.
 Accelerated degradation parameter calculation with better designed
experimental testing conducted at multiple current values.
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 Study of the change of open circuit voltage, dV/dQ curves, other EIS
parameters (not analysed in this study) with aging can also reveal new
insights into battery degradation behaviour.
 Calculating degradation parameters for other lithium-ion batteries can help
reveal more information about the specific degradation pathways at different
voltages (or SOC).
 Extension of the battery model developed for markets to multiple markets,
for stochastic pricing, and when storage is a price maker.
 Identification of markets where profitability using a storage system is
marginal and development of strategies using the developed degradation
model for such markets to evaluate economic feasibility through optimized
operation.
 Inclusion of temperature as a controlled parameter in the battery model
applied to markets. Modulation of temperature of battery packs to boost
instantaneous performance can have substantial economic gains.
 Inclusion of calendar aging in degradation model for long term market studies
especially for applications where idle periods dominate.
10.3 Peek into the future
Though incremental improvements to the current technology through improved
understanding and optimized use can help expand the user base of these batteries
in the near future, the long term advancement of battery storage will need step
changes and breakthroughs in battery technology. To conclude the thesis, the
direction in which lithium-ion technology in particular and battery technology in
general are headed is listed.
R&D efforts in materials for advancing lithium-ion technology are in the
following directions:
 Developing electrolytes that are stable even at 5 V will lead to use of high
potential positive electrodes such as LiNi0.5Mn1.5O4, LiNiPO4, etc.
[266–268]. The benefit would be increased energy and power densities.
 Use of silicon instead of graphite as the negative electrode is being
investigated. Silicon has more capacity than graphite but this comes at the
cost of more volumetric expansion and degradation leading to poor cyclic
stability [269, 270].
Much effort is being put into developing post lithium-ion technology. This
consists of battery technology that do not fit into the traditional definition of
lithium-ion batteries of consisting of two insertion electrode with the shuttling of
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lithium ions between them. Post lithium-ion batteries can be divided into two
categories - lithium based batteries and non lithium based alternatives.
Lithium based batteries are those that use metallic lithium as negative
electrodes instead of an insertion material. Charge conduction through the
electrolyte is still through lithium ions. These include:
 Lithium-sulphur batteries: sulphur as positive electrode material has a high
capacity and a low cost compared to conventional electrodes but problems
include poor power capability, low conductivity, high self-discharge and short
cycle lifetime [271, 272].
 Lithium-air batteries: they are attractive because one of the active materials
oxygen is available directly from air. Thus theoretically they have the highest
specific energy of any rechargeable battery. Moreover, they are inherently
safe. Practically, much lower storage capabilities have been realized and
vulnerability to environment conditions such as humidity is seen [273, 274].
 Solid state batteries: use of solid electrolyte enables use of metal lithium as
the negative electrode. Advantages include safe packaging, improved energy
density, etc. Currently the power capability is limited because of low
conductivity of electrolyte and slow kinetics [275–277].
Several non-lithium based battery alternatives are also in the R&D pipeline.
These include:
 Fluoride and chloride ion batteries: charge transport is enabled through
negative ions in these batteries. The advantage lies in using easily available
materials such as metal chlorides and fluorides. They are at a very early
stage of research with the search for suitable active materials [278, 279].
 Sodium ion batteries: attractive option because sodium metal is more easily
available than lithium, however at the same time it is less energy dense.
Appropriate insertion materials are required that can handle the greater size
of sodium ion [279, 280].
 Magnesium ion batteries: each magnesium ion transfers two times the charge
as a lithium ion, hence theoretically these batteries have high energy densities.
Compatibility of the positive electrode, finding a good electrolyte are still
some challenges for this technology [281, 282].
 Aluminium ion batteries: each aluminium ion transfers three times the charge
as a lithium ion, hence theoretically these batteries have high energy densities.
Finding a suitable positive electrode to insert Al3+ is an issue [283].
 Liquid metal batteries: consist of three liquid layers separated due to
difference in densities. Liquid phase permits high power capability and
obviates problems associated with mechanical stresses in solids. High
10.3. Peek into the future 163
temperature of operation to keep the materials in liquid phase poses
multiple challenges [284].
 Metal-air batteries: similar conceptually to lithium-air batteries, they enable
high theoretical energy densities. Different metal options being researched
are aluminium[285], magnesium, potassium, zinc, etc. [286, 287].
The list above is not exhaustive as new concepts are being hypothesized, developed
and tested in laboratories around the world.

AppendixA
Parameters of P2D electrochemical
3D Thermal model
Table A.1. Electrode properties
S. No. Property Other details Units Comments
1 Particle radius m
2 Thickness m
3 Volume fraction Solid
Any 2 of 3, s+e+o = 1Electrolyte
Other
4 Lithium Diffusivity Coupled value m2 s−1
5 Max concentration mol m−3 active material only
6 Initial concentration mol m−3
7 Reaction rate constant Coupled value m s−1
8 Electrical conductivity S m−1
9 Thermal conductivity W m−1 K−1
10 Density kg m−3
11 Heat Capacity J kg−1 K−1
12 Electrode Potential Coupled value V function of SOC
13 Entropy coefficient V K−1 function of SOC
14 Diffusion activation energy J mol−1
14 Diffusion activation energy J mol−1
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Table A.2. Electrolyte/Separator properties
S. No. Property Other details Units
1 Thickness m
2 Initial electrolyte salt conc. mol m−3
3 Electrical conductivity Coupled value S m−1
4 Thermal conductivity Electrolyte W m−1 K−1
Separator
5 Diffusivity Coupled value m2 s−1
6 Density Electrolyte kg m−3
Separator
7 Heat Capacity Electrolyte J kg−1 K−1
Separator
8 Activity coefficient Coupled value
9 Transport number
Table A.3. Others
S. No. Property Units
1 Thickness - current collector m
2 1C current A m−2
3 Capacity of cell Ah
4 General dimensions of cell m
AppendixB
Calendar aging fitted EIS data
The quantities have the following units:
Rs: Ω
Rp: Ω
τ : s
αp: unit less quantity
Kd: s
β/Ω
β: unit less quantity
L: H
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Table B.1. 0 ◦C 50 SOC
Initial Rs Rp τ αp Kd β L error
Cell 1 0.027403 0.019444 0.001288 0.584519 0.002579 0.677684 6.45E-07 0.03451
Cell 2 0.027379 0.019702 0.001234 0.585177 0.002628 0.672607 6.17E-07 0.035677
Cell 3 0.027074 0.019455 0.001264 0.586794 0.002554 0.677038 6.12E-07 0.037817
40 days Rs Rp τ αp Kd β L error
Cell 1 0.027376 0.018798 0.001292 0.566992 0.002256 0.703832 6.45E-07 0.06969
Cell 2 0.027352 0.019028 0.001262 0.568654 0.002351 0.69536 6.16E-07 0.078368
Cell 3 0.027078 0.018699 0.001277 0.573631 0.002351 0.693452 6.13E-07 0.056331
75 days Rs Rp τ αp Kd β L error
Cell 1 0.027401 0.01705 0.001202 0.559958 0.0024 0.674174 6.45E-07 0.028176
Cell 2 0.027412 0.017297 0.001185 0.561797 0.002469 0.668666 6.17E-07 0.033787
Cell 3 0.027051 0.017223 0.001196 0.563085 0.002352 0.679148 6.12E-07 0.035862
109 days Rs Rp τ αp Kd β L error
Cell 1 0.027437 0.020095 0.001663 0.539681 0.002166 0.708298 6.44E-07 0.033183
Cell 2 0.027384 0.020465 0.001629 0.54297 0.0022 0.70615 6.16E-07 0.054859
Cell 3 0.027038 0.020261 0.001607 0.546188 0.002175 0.705738 6.12E-07 0.045569
138 days Rs Rp τ αp Kd β L error
Cell 1 0.027429 0.018039 0.001574 0.522215 0.002185 0.690532 6.45E-07 0.06563
Cell 2 0.027434 0.018151 0.001534 0.528945 0.002252 0.685838 6.17E-07 0.060599
Cell 3 0.027161 0.02088 0.00204 0.521587 0.001969 0.733782 6.12E-07 0.144495
169 days Rs Rp τ αp Kd β L error
Cell 1 0.027402 0.018794 0.001745 0.511186 0.002158 0.696013 6.45E-07 0.052662
Cell 2 0.027406 0.019231 0.001769 0.513284 0.00218 0.696139 6.16E-07 0.065735
Cell 3 0.027258 0.018767 0.001741 0.530695 0.002078 0.708146 6.13E-07 0.060632
200 days Rs Rp τ αp Kd β L error
Cell 1 0.027566 0.01894 0.001919 0.515226 0.002195 0.688437 6.46E-07 0.037388
Cell 2 0.027403 0.019875 0.001926 0.511358 0.002136 0.700258 6.17E-07 0.057875
Cell 3 0.027231 0.020175 0.002151 0.510719 0.00188 0.73634 6.12E-07 0.12243
231 days Rs Rp τ αp Kd β L error
Cell 1 0.027562 0.019226 0.002033 0.511788 0.002218 0.686191 6.45E-07 0.040674
Cell 2 0.027612 0.019521 0.002073 0.514944 0.002271 0.684236 6.16E-07 0.043985
Cell 3 0.027203 0.019552 0.002114 0.505375 0.002068 0.707455 6.12E-07 0.053202
262 days Rs Rp τ αp Kd β L error
Cell 1 0.027766 0.016761 0.001802 0.517407 0.002262 0.666834 6.45E-07 0.037048
Cell 2 0.027748 0.016991 0.001785 0.519245 0.00234 0.660821 6.17E-07 0.035983
Cell 3 0.027336 0.016663 0.001691 0.519821 0.002275 0.663039 6.11E-07 0.044576
298 days Rs Rp τ αp Kd β L error
Cell 1 0.027739 0.0192 0.002276 0.508244 0.00203 0.70715 6.44E-07 0.062099
Cell 2 0.02772 0.019694 0.002255 0.509824 0.002068 0.706113 6.16E-07 0.089177
Cell 3 0.027356 0.019287 0.002252 0.50943 0.002081 0.701221 6.12E-07 0.049885
322 days Rs Rp τ αp Kd β L error
Cell 1 0.027711 0.020154 0.002591 0.49956 0.001989 0.715432 6.43E-07 0.080008
Cell 2 0.027692 0.020533 0.002584 0.500489 0.002066 0.70819 6.15E-07 0.093805
Cell 3 0.027329 0.020359 0.00256 0.50129 0.002007 0.71402 6.11E-07 0.075046
358 days Rs Rp τ αp Kd β L error
Cell 1 0.027859 0.017909 0.002252 0.507147 0.00216 0.686056 6.43E-07 0.054225
Cell 2 0.02773 0.018407 0.002215 0.504394 0.002225 0.681116 6.15E-07 0.063243
Cell 3
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Table B.2. 0 ◦C 100 SOC
Initial Rs Rp τ αp Kd β L error
Cell 1 0.027265 0.02 0.00123 0.585954 0.002633 0.672964 6.27E-07 0.040084
Cell 2 0.026744 0.020273 0.001262 0.55529 0.00269 0.663357 6.64E-07 0.091279
Cell 3 0.026892 0.020384 0.001279 0.553222 0.002653 0.670023 6.44E-07 0.091327
40 days Rs Rp τ αp Kd β L error
Cell 1 0.027238 0.019298 0.001267 0.56911 0.002438 0.694301 6.26E-07 0.088249
Cell 2 0.026806 0.018681 0.00115 0.558596 0.002491 0.681896 6.63E-07 0.039929
Cell 3 0.027296 0.018259 0.001183 0.567556 0.002515 0.680447 6.43E-07 0.041697
75 days Rs Rp τ αp Kd β L error
Cell 1 0.02721 0.019834 0.001452 0.549286 0.002409 0.689746 6.26E-07 0.038836
Cell 2 0.026809 0.019616 0.001317 0.547862 0.002345 0.69255 6.63E-07 0.057489
Cell 3 0.027381 0.019378 0.001362 0.560913 0.002459 0.681334 6.42E-07 0.061178
115 days Rs Rp τ αp Kd β L error
Cell 1 0.027632 0.020259 0.001776 0.542249 0.002369 0.694569 6.26E-07 0.04263
Cell 2 0.026805 0.020702 0.001562 0.520695 0.002219 0.709493 6.62E-07 0.075257
Cell 3 0.027445 0.020064 0.001641 0.533474 0.002241 0.705273 6.42E-07 0.052174
139 days Rs Rp τ αp Kd β L error
Cell 1 0.027604 0.022848 0.002494 0.510599 0.001977 0.74871 6.26E-07 0.165039
Cell 2 0.026897 0.022159 0.002182 0.506373 0.001964 0.742285 6.61E-07 0.205178
Cell 3 0.027417 0.022107 0.002236 0.503568 0.001891 0.754753 6.41E-07 0.126443
169 days Rs Rp τ αp Kd β L error
Cell 1 0.027577 0.020311 0.002206 0.513935 0.002065 0.720683 6.25E-07 0.077597
Cell 2 0.026913 0.021714 0.001965 0.491654 0.00206 0.725473 6.61E-07 0.119431
Cell 3 0.02739 0.020743 0.002028 0.5016 0.002026 0.728493 6.40E-07 0.100481
200 days Rs Rp τ αp Kd β L error
Cell 1 0.027555 0.020556 0.00237 0.495915 0.002271 0.692367 6.24E-07 0.065227
Cell 2 0.026923 0.020871 0.002151 0.481355 0.00213 0.700624 6.60E-07 0.146394
Cell 3 0.027862 0.019728 0.002343 0.502891 0.002217 0.695777 6.40E-07 0.060297
235 days Rs Rp τ αp Kd β L error
Cell 1 0.027819 0.019769 0.002435 0.503164 0.002404 0.675061 6.24E-07 0.066927
Cell 2 0.02693 0.020552 0.002122 0.479182 0.002224 0.694056 6.59E-07 0.134097
Cell 3 0.027834 0.019616 0.002405 0.497623 0.002195 0.701695 6.39E-07 0.070233
264 days Rs Rp τ αp Kd β L error
Cell 1 0.027977 0.019858 0.002689 0.50159 0.002413 0.675423 6.23E-07 0.081447
Cell 2 0.027068 0.020676 0.002356 0.476053 0.002268 0.691147 6.59E-07 0.153781
Cell 3 0.027908 0.019879 0.002575 0.495009 0.002274 0.689218 6.38E-07 0.108738
298 days Rs Rp τ αp Kd β L error
Cell 1 0.027949 0.021826 0.003266 0.487356 0.002174 0.707954 6.22E-07 0.152035
Cell 2 0.027262 0.022305 0.003013 0.470741 0.002028 0.720693 6.58E-07 0.206332
Cell 3 0.027886 0.021554 0.003118 0.482215 0.002089 0.714746 6.38E-07 0.141317
322 days Rs Rp τ αp Kd β L error
Cell 1 0.027921 0.023243 0.003895 0.475132 0.002092 0.721665 6.22E-07 0.209092
Cell 2 0.027278 0.023734 0.003646 0.459745 0.001953 0.734623 6.57E-07 0.272134
Cell 3 0.027994 0.022703 0.003765 0.475235 0.002017 0.727997 6.37E-07 0.196292
358 days Rs Rp τ αp Kd β L error
Cell 1 0.028065 0.020845 0.00341 0.480275 0.002297 0.689486 6.21E-07 0.156154
Cell 2 0.027486 0.021921 0.003435 0.463061 0.002149 0.706222 6.57E-07 0.206433
Cell 3 0.028091 0.021068 0.003446 0.47719 0.002187 0.701351 6.36E-07 0.181058
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Table B.3. 20 ◦C 25 SOC
Initial Rs Rp τ αp Kd β L error
Cell 1 0.026697 0.018804 0.001182 0.592648 0.002781 0.653355 5.88E-07 0.031762
Cell 2 0.027156 0.018263 0.001226 0.592126 0.002774 0.659149 5.94E-07 0.035901
Cell 3 0.027092 0.018263 0.00124 0.594168 0.002751 0.661679 6.12E-07 0.030835
30 days Rs Rp τ αp Kd β L error
Cell 1 0.026219 0.01969 0.001358 0.534731 0.002464 0.677315 5.89E-07 0.095455
Cell 2 0.026888 0.018406 0.001353 0.545797 0.002424 0.679323 5.96E-07 0.065212
Cell 3 0.026956 0.018079 0.00135 0.55821 0.002393 0.681093 6.13E-07 0.038319
60 days Rs Rp τ αp Kd β L error
Cell 1 0.027294 0.017936 0.00146 0.554411 0.002388 0.677396 5.90E-07 0.038181
Cell 2 0.02775 0.017643 0.001541 0.550623 0.002389 0.674854 5.97E-07 0.03643
Cell 3 0.027568 0.0176 0.001492 0.546784 0.002374 0.675422 6.15E-07 0.029775
126 days Rs Rp τ αp Kd β L error
Cell 1 0.026725 0.021028 0.001863 0.502894 0.002336 0.681215 5.92E-07 0.106724
Cell 2 0.027383 0.020439 0.001963 0.512244 0.002267 0.688006 5.98E-07 0.093658
Cell 3 0.027188 0.020432 0.001917 0.506326 0.00227 0.687691 6.16E-07 0.081656
161 days Rs Rp τ αp Kd β L error
Cell 1 0.027389 0.019917 0.002018 0.532475 0.00228 0.685909 5.93E-07 0.043967
Cell 2 0.027879 0.019813 0.002175 0.531596 0.002118 0.705361 5.99E-07 0.048191
Cell 3 0.02771 0.019813 0.00214 0.526725 0.002098 0.706813 6.17E-07 0.047332
186 days Rs Rp τ αp Kd β L error
Cell 1 0.027278 0.018586 0.001949 0.515509 0.002309 0.675188 5.94E-07 0.039726
Cell 2 0.027981 0.017677 0.002059 0.526732 0.002327 0.669015 6.00E-07 0.047056
Cell 3 0.027748 0.017774 0.001963 0.519914 0.002284 0.673594 6.14E-07 0.039072
219 days Rs Rp τ αp Kd β L error
Cell 1 0.027299 0.020219 0.002548 0.496774 0.00213 0.697594 5.95E-07 0.101615
Cell 2 0.027799 0.019867 0.002537 0.503026 0.002017 0.712485 6.02E-07 0.077059
Cell 3 0.027467 0.020703 0.002634 0.489332 0.001881 0.731699 6.14E-07 0.108178
248 days Rs Rp τ αp Kd β L error
Cell 1 0.027299 0.020967 0.002624 0.498648 0.001878 0.739075 5.96E-07 0.141395
Cell 2
Cell 3
281 days Rs Rp τ αp Kd β L error
Cell 1 0.027561 0.0216 0.00326 0.496158 0.002015 0.718974 5.98E-07 0.119143
Cell 2 0.02803 0.021015 0.00321 0.50092 0.001978 0.722247 5.99E-07 0.110206
Cell 3 0.027838 0.021432 0.003341 0.492118 0.001928 0.726615 6.11E-07 0.137836
317 days Rs Rp τ αp Kd β L error
Cell 1 0.027669 0.020561 0.003122 0.49952 0.002127 0.699603 5.99E-07 0.105126
Cell 2 0.028128 0.020105 0.003135 0.502245 0.002032 0.707246 5.96E-07 0.112371
Cell 3 0.028083 0.020302 0.003369 0.498008 0.002043 0.707755 6.12E-07 0.104232
347 days Rs Rp τ αp Kd β L error
Cell 1 0.02766 0.020698 0.003373 0.491643 0.002136 0.696743 5.99E-07 0.111861
Cell 2 0.028261 0.020017 0.003373 0.501332 0.002075 0.703211 5.97E-07 0.107533
Cell 3 0.028012 0.020519 0.003484 0.489451 0.002037 0.70859 6.09E-07 0.135682
374 days Rs Rp τ αp Kd β L error
Cell 1 0.027733 0.021237 0.003744 0.487933 0.002091 0.704133 5.96E-07 0.136946
Cell 2 0.02824 0.020518 0.003645 0.494618 0.00205 0.707551 5.94E-07 0.128189
Cell 3 0.028126 0.020872 0.003823 0.488846 0.002051 0.704651 6.06E-07 0.168925
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Table B.4. 20 ◦C 50 SOC
Initial Rs Rp τ αp Kd β L error
Cell 1 0.0274 0.018041 0.001195 0.59574 0.002712 0.66634 6.35E-07 0.032193
Cell 2 0.027209 0.018292 0.001188 0.594227 0.002735 0.66381 6.59E-07 0.031691
Cell 3 0.027641 0.018087 0.001182 0.597213 0.002762 0.662528 6.30E-07 0.033993
41 days Rs Rp τ αp Kd β L error
Cell 1
Cell 2
Cell 3 0.027744 0.016349 0.001113 0.585733 0.00291 0.636304 6.31E-07 0.059844
84 days Rs Rp τ αp Kd β L error
Cell 1 0.027489 0.019545 0.001531 0.565555 0.00252 0.675579 6.34E-07 0.020469
Cell 2 0.027418 0.02195 0.001732 0.563066 0.002395 0.635812 6.57E-07 0.04338
Cell 3 0.027716 0.019619 0.001514 0.567026 0.00251 0.676583 6.30E-07 0.023622
131 days Rs Rp τ αp Kd β L error
Cell 1 0.027579 0.017339 0.001377 0.559996 0.002332 0.675807 6.33E-07 0.02592
Cell 2 0.027397 0.018249 0.001559 0.546531 0.002089 0.71667 6.56E-07 0.161885
Cell 3 0.027688 0.017479 0.001363 0.552474 0.002283 0.684791 6.29E-07 0.062126
161 days Rs Rp τ αp Kd β L error
Cell 1 0.027551 0.017888 0.001464 0.548863 0.002282 0.681995 6.32E-07 0.028172
Cell 2
Cell 3 0.027696 0.018506 0.001489 0.541092 0.002234 0.692968 6.27E-07 0.030208
227 days Rs Rp τ αp Kd β L error
Cell 1 0.027524 0.020249 0.001919 0.527985 0.002248 0.687721 6.30E-07 0.04605
Cell 2 0.02737 0.020576 0.001824 0.52543 0.002229 0.692418 6.55E-07 0.049343
Cell 3 0.027668 0.020276 0.001836 0.520552 0.002458 0.663307 6.29E-07 0.083999
257 days Rs Rp τ αp Kd β L error
Cell 1 0.027806 0.017994 0.001727 0.541287 0.002374 0.663666 6.29E-07 0.037345
Cell 2 0.027595 0.018497 0.001642 0.532509 0.002296 0.676174 6.53E-07 0.063443
Cell 3 0.027641 0.019094 0.001652 0.519026 0.002201 0.689491 6.27E-07 0.034901
287 days Rs Rp τ αp Kd β L error
Cell 1 0.027778 0.018633 0.001963 0.524999 0.002219 0.68181 6.28E-07 0.044977
Cell 2 0.027567 0.018898 0.001805 0.522158 0.00224 0.682341 6.52E-07 0.039038
Cell 3 0.027826 0.019088 0.001901 0.515381 0.002169 0.69076 6.26E-07 0.039303
320 days Rs Rp τ αp Kd β L error
Cell 1 0.02775 0.020742 0.002492 0.506783 0.001892 0.733971 6.27E-07 0.103216
Cell 2 0.02754 0.021027 0.002373 0.499667 0.00189 0.736387 6.51E-07 0.183727
Cell 3 0.027798 0.021309 0.00245 0.498323 0.001904 0.73459 6.27E-07 0.112051
349 days Rs Rp τ αp Kd β L error
Cell 1 0.027723 0.02104 0.00247 0.513055 0.001678 0.764004 6.25E-07 0.214184
Cell 2 0.027512 0.02108 0.002233 0.508415 0.00174 0.760023 6.49E-07 0.198597
Cell 3 0.027787 0.021153 0.002242 0.508375 0.001682 0.76943 6.26E-07 0.230437
381 days Rs Rp τ αp Kd β L error
Cell 1 0.027695 0.02349 0.003384 0.491661 0.00154 0.8 6.27E-07 0.30636
Cell 2 0.027485 0.022328 0.00282 0.485925 0.001914 0.731993 6.48E-07 0.118424
Cell 3 0.027759 0.022409 0.002921 0.482836 0.00184 0.743891 6.25E-07 0.13499
416 days Rs Rp τ αp Kd β L error
Cell 1 0.027667 0.022273 0.003252 0.474692 0.001694 0.764081 6.25E-07 0.181939
Cell 2 0.02819 0.020158 0.002538 0.532304 0.001973 0.71138 6.47E-07 0.419708
Cell 3 0.028685 0.019765 0.002629 0.538881 0.002024 0.706429 6.24E-07 0.375112
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Table B.5. 20 ◦C 75 SOC
Initial Rs Rp τ αp Kd β L error
Cell 1 0.027327 0.018706 0.001181 0.589205 0.00284 0.656934 6.17E-07 0.037443
Cell 2
Cell 3
30 days Rs Rp τ αp Kd β L error
Cell 1 0.027138 0.018479 0.001278 0.553626 0.002381 0.681339 6.18E-07 0.044555
Cell 2
Cell 3
63 days Rs Rp τ αp Kd β L error
Cell 1 0.027197 0.019308 0.001546 0.542053 0.002366 0.68625 6.19E-07 0.029041
Cell 2
Cell 3
126 days Rs Rp τ αp Kd β L error
Cell 1 0.027328 0.02102 0.001988 0.527248 0.002049 0.72683 6.20E-07 0.074193
Cell 2
Cell 3 0.027336 0.021325 0.001957 0.518 0.002059 0.724253 6.21E-07 0.065352
161 days Rs Rp τ αp Kd β L error
Cell 1 0.027472 0.020319 0.002049 0.524985 0.00233 0.686585 6.20E-07 0.041704
Cell 2 0.028208 0.019642 0.002189 0.533823 0.002196 0.694513 6.21E-07 0.041635
Cell 3 0.027742 0.020455 0.002123 0.524747 0.002291 0.690884 6.22E-07 0.04479
190 days Rs Rp τ αp Kd β L error
Cell 1
Cell 2 0.028162 0.020146 0.00239 0.520995 0.002085 0.707379 6.18E-07 0.0604
Cell 3 0.027567 0.021613 0.002481 0.499735 0.002027 0.722775 6.24E-07 0.074754
219 days Rs Rp τ αp Kd β L error
Cell 1 0.027414 0.022953 0.002796 0.494676 0.001747 0.766915 6.17E-07 0.229188
Cell 2 0.027865 0.022389 0.002826 0.492119 0.001616 0.784487 6.18E-07 0.207007
Cell 3 0.027287 0.02375 0.002904 0.474362 0.001632 0.790829 6.25E-07 0.239672
282 days Rs Rp τ αp Kd β L error
Cell 1 0.027794 0.0215 0.003123 0.487622 0.002056 0.713718 6.14E-07 0.117658
Cell 2 0.028463 0.0204 0.003164 0.499662 0.002046 0.70903 6.15E-07 0.100845
Cell 3 0.0279 0.02177 0.003105 0.485179 0.002029 0.719648 6.22E-07 0.134194
322 days Rs Rp τ αp Kd β L error
Cell 1 0.028177 0.022422 0.003884 0.489236 0.002183 0.698338 6.11E-07 0.187684
Cell 2 0.028714 0.021422 0.003723 0.497367 0.002133 0.699935 6.12E-07 0.173545
Cell 3 0.028158 0.022801 0.003802 0.480292 0.002139 0.703819 6.19E-07 0.229676
350 days Rs Rp τ αp Kd β L error
Cell 1 0.028194 0.023346 0.004529 0.475752 0.002029 0.717999 6.08E-07 0.196194
Cell 2 0.028591 0.022567 0.004294 0.47763 0.001892 0.733216 6.09E-07 0.182788
Cell 3 0.028379 0.0233 0.004489 0.474944 0.002061 0.714255 6.16E-07 0.209077
378 days Rs Rp τ αp Kd β L error
Cell 1 0.028365 0.024079 0.00506 0.474212 0.00192 0.737943 6.04E-07 0.261797
Cell 2 0.028799 0.023164 0.004719 0.480636 0.001869 0.741042 6.06E-07 0.263344
Cell 3 0.028397 0.024559 0.005036 0.466863 0.001853 0.748389 6.13E-07 0.317434
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Table B.6. 20 ◦C 100 SOC
Initial Rs Rp τ αp Kd β L error
Cell 1 0.027092 0.018582 0.001237 0.591441 0.002643 0.671945 6.28E-07 0.0304
Cell 2 0.027384 0.018978 0.001211 0.589809 0.002736 0.663211 6.03E-07 0.032147
Cell 3 0.027385 0.018741 0.001216 0.588366 0.00282 0.660094 6.11E-07 0.034181
30 days Rs Rp τ αp Kd β L error
Cell 1 0.027104 0.018712 0.001317 0.571906 0.002443 0.686252 6.26E-07 0.033954
Cell 2 0.027357 0.019534 0.001402 0.555784 0.002454 0.688407 6.05E-07 0.049507
Cell 3 0.027358 0.019411 0.001416 0.553876 0.002497 0.688079 6.12E-07 0.048613
125 days Rs Rp τ αp Kd β L error
Cell 1 0.027742 0.022394 0.002254 0.519994 0.002095 0.729534 6.25E-07 0.072688
Cell 2 0.027507 0.023214 0.002331 0.502397 0.002119 0.727941 6.06E-07 0.102897
Cell 3 0.027366 0.02274 0.00216 0.500002 0.002248 0.713247 6.11E-07 0.074945
160 days Rs Rp τ αp Kd β L error
Cell 1 0.027714 0.023478 0.003193 0.461054 0.002304 0.740301 6.24E-07 0.240925
Cell 2 0.028039 0.022053 0.002377 0.516475 0.002318 0.702479 6.05E-07 0.074703
Cell 3 0.027975 0.022248 0.002396 0.513624 0.002272 0.709022 6.10E-07 0.086
189 days Rs Rp τ αp Kd β L error
Cell 1 0.028105 0.023204 0.00322 0.489296 0.002011 0.734942 6.25E-07 0.125735
Cell 2 0.028319 0.022638 0.002865 0.509042 0.002163 0.717241 6.07E-07 0.130458
Cell 3 0.028153 0.022907 0.002873 0.50066 0.002237 0.709617 6.09E-07 0.120915
218 days Rs Rp τ αp Kd β L error
Cell 1 0.028077 0.024929 0.003789 0.472589 0.001779 0.773538 6.25E-07 0.203111
Cell 2 0.028291 0.024913 0.003703 0.479651 0.001839 0.763933 6.05E-07 0.238988
Cell 3 0.028125 0.024507 0.003623 0.473035 0.001958 0.74826 6.08E-07 0.178216
247 days Rs Rp τ αp Kd β L error
Cell 1 0.028049 0.024964 0.004293 0.439564 0.001957 0.738355 6.23E-07 0.395354
Cell 2 0.028263 0.025326 0.004419 0.443702 0.002023 0.731309 6.04E-07 0.491545
Cell 3 0.028097 0.024588 0.004177 0.436925 0.002154 0.714754 6.06E-07 0.432353
281 days Rs Rp τ αp Kd β L error
Cell 1 0.028461 0.023577 0.004095 0.459532 0.002152 0.710238 6.25E-07 0.29719
Cell 2 0.028461 0.024064 0.003977 0.456836 0.002225 0.704911 6.03E-07 0.300186
Cell 3 0.028618 0.022891 0.003759 0.465672 0.002369 0.688273 6.05E-07 0.385811
324 days Rs Rp τ αp Kd β L error
Cell 1 0.02945 0.023045 0.00464 0.487685 0.002267 0.696933 6.23E-07 0.3005
Cell 2 0.029676 0.022018 0.003819 0.508682 0.002274 0.692787 6.02E-07 0.701204
Cell 3
349 days Rs Rp τ αp Kd β L error
Cell 1 0.029421 0.025614 0.006303 0.459926 0.002084 0.722358 6.22E-07 0.36709
Cell 2 0.029647 0.025901 0.006285 0.464372 0.002152 0.717804 6.01E-07 0.376851
Cell 3 0.029605 0.024618 0.005317 0.475237 0.00215 0.71239 6.04E-07 0.681358
377 days Rs Rp τ αp Kd β L error
Cell 1 0.029762 0.026958 0.00772 0.455274 0.001894 0.755088 6.21E-07 0.425855
Cell 2 0.029653 0.027738 0.007316 0.448552 0.001981 0.746645 5.99E-07 0.458765
Cell 3 0.029664 0.0277 0.007503 0.448349 0.002011 0.741904 6.03E-07 0.517379
174 B. Calendar aging fitted EIS data
Table B.7. 45 ◦C 50 SOC
Initial Rs Rp τ αp Kd β L error
Cell 1 0.027892 0.01832 0.001256 0.609543 0.002882 0.613709 6.34E-07 0.018903
Cell 2 0.027449 0.019375 0.001231 0.583829 0.002592 0.675003 6.27E-07 0.039081
Cell 3 0.027263 0.019485 0.001217 0.582497 0.002618 0.674592 6.28E-07 0.050588
35 days Rs Rp τ αp Kd β L error
Cell 1 0.027864 0.018356 0.00126 0.584212 0.002383 0.679397 6.33E-07 0.041414
Cell 2 0.027826 0.018611 0.00125 0.580418 0.002467 0.667566 6.26E-07 0.05782
Cell 3 0.0279 0.017841 0.001267 0.598102 0.00264 0.655765 6.29E-07 0.108432
74 days Rs Rp τ αp Kd β L error
Cell 1 0.027836 0.019244 0.001389 0.560417 0.002621 0.650634 6.32E-07 0.255131
Cell 2 0.02806 0.019622 0.001439 0.567388 0.002714 0.649541 6.27E-07 0.221018
Cell 3 0.028455 0.017297 0.001287 0.632314 0.002904 0.618109 6.28E-07 0.377277
101 days Rs Rp τ αp Kd β L error
Cell 1 0.028437 0.018755 0.001524 0.581459 0.002848 0.621516 6.31E-07 0.262024
Cell 2 0.028213 0.020582 0.001654 0.554507 0.002259 0.688126 6.28E-07 0.029252
Cell 3 0.028427 0.019913 0.00169 0.575628 0.002276 0.685821 6.27E-07 0.074961
133 days Rs Rp τ αp Kd β L error
Cell 1 0.028408 0.022358 0.002067 0.542858 0.002136 0.702175 6.29E-07 0.045332
Cell 2 0.028185 0.023873 0.002067 0.536672 0.001881 0.746787 6.27E-07 0.138286
Cell 3 0.028398 0.022525 0.002059 0.552197 0.001914 0.739449 6.26E-07 0.172292
161 days Rs Rp τ αp Kd β L error
Cell 1 0.02838 0.022028 0.001861 0.545148 0.002073 0.710562 6.28E-07 0.10036
Cell 2 0.028156 0.023993 0.002208 0.519697 0.001829 0.753945 6.28E-07 0.135869
Cell 3 0.02837 0.023594 0.002296 0.534575 0.001886 0.746874 6.24E-07 0.155141
196 days Rs Rp τ αp Kd β L error
Cell 1 0.028351 0.022451 0.002108 0.517146 0.002281 0.680121 6.29E-07 0.090658
Cell 2 0.028128 0.023379 0.002584 0.470478 0.002011 0.718076 6.30E-07 0.404437
Cell 3 0.028342 0.023907 0.002724 0.497733 0.002075 0.71337 6.23E-07 0.269531
226 days Rs Rp τ αp Kd β L error
Cell 1 0.028459 0.023057 0.002179 0.51744 0.002021 0.712285 6.28E-07 0.098787
Cell 2 0.028762 0.022824 0.002325 0.520825 0.002145 0.699812 6.31E-07 0.072239
Cell 3 0.028767 0.022888 0.002451 0.52601 0.002114 0.706626 6.22E-07 0.120882
259 days Rs Rp τ αp Kd β L error
Cell 1 0.028793 0.023473 0.002494 0.515075 0.002204 0.69041 6.29E-07 0.099603
Cell 2 0.028733 0.024049 0.002464 0.511058 0.002147 0.701307 6.30E-07 0.100941
Cell 3 0.028739 0.023931 0.002504 0.520577 0.002212 0.692801 6.21E-07 0.125252
287 days Rs Rp τ αp Kd β L error
Cell 1 0.028801 0.022764 0.002326 0.510204 0.001709 0.760386 6.31E-07 0.171894
Cell 2 0.028705 0.023405 0.0023 0.506709 0.002092 0.70491 6.28E-07 0.093785
Cell 3 0.02871 0.023456 0.002366 0.514812 0.002134 0.699958 6.19E-07 0.111886
318 days Rs Rp τ αp Kd β L error
Cell 1 0.028772 0.024718 0.002631 0.496557 0.00188 0.735143 6.29E-07 0.125573
Cell 2 0.028676 0.0249 0.002512 0.495526 0.002001 0.720291 6.27E-07 0.138716
Cell 3 0.028681 0.024329 0.002537 0.504463 0.0021 0.707054 6.21E-07 0.121709
358 days Rs Rp τ αp Kd β L error
Cell 1 0.028862 0.026527 0.003025 0.492332 0.002068 0.713991 6.31E-07 0.314737
Cell 2 0.028647 0.027391 0.003052 0.477521 0.002201 0.698834 6.26E-07 0.348879
Cell 3 0.028652 0.026521 0.002784 0.497215 0.00231 0.686766 6.19E-07 0.325644
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Table B.8. 45 ◦C 100 SOC
Initial Rs Rp τ αp Kd β L error
Cell 1 0.027504 0.019415 0.001189 0.597585 0.002407 0.715992 6.22E-07 0.172291
Cell 2 0.027523 0.019169 0.001183 0.601115 0.002444 0.710532 6.08E-07 0.158088
Cell 3 0.027779 0.019752 0.001248 0.586746 0.002439 0.701132 6.32E-07 0.082023
33 days Rs Rp τ αp Kd β L error
Cell 1 0.027934 0.017872 0.001216 0.595355 0.002638 0.656314 6.20E-07 0.086695
Cell 2 0.027992 0.017898 0.001242 0.601775 0.002689 0.648887 6.07E-07 0.079679
Cell 3 0.027936 0.018706 0.001259 0.564935 0.002552 0.658638 6.33E-07 0.036677
72 days Rs Rp τ αp Kd β L error
Cell 1 0.028782 0.018727 0.001345 0.586166 0.002902 0.630311 6.19E-07 0.170455
Cell 2 0.028534 0.020783 0.001644 0.553575 0.002476 0.673132 6.08E-07 0.029841
Cell 3 0.028964 0.020674 0.001637 0.554731 0.002448 0.673027 6.32E-07 0.024689
99 days Rs Rp τ αp Kd β L error
Cell 1 0.028958 0.021506 0.001911 0.528069 0.002394 0.681722 6.20E-07 0.042744
Cell 2 0.028765 0.021843 0.001881 0.520991 0.002332 0.686494 6.07E-07 0.04894
Cell 3 0.029482 0.02106 0.001923 0.530364 0.002312 0.682829 6.33E-07 0.049834
131 days Rs Rp τ αp Kd β L error
Cell 1 0.029243 0.024244 0.002324 0.506577 0.002188 0.712295 6.19E-07 0.103801
Cell 2 0.029206 0.024333 0.002309 0.506558 0.00213 0.71799 6.06E-07 0.132523
Cell 3 0.030087 0.023521 0.0024 0.51245 0.002215 0.703956 6.32E-07 0.099971
159 days Rs Rp τ αp Kd β L error
Cell 1 0.029608 0.024344 0.002557 0.495065 0.002125 0.718573 6.20E-07 0.124468
Cell 2 0.029407 0.024575 0.002473 0.488907 0.0021 0.720817 6.05E-07 0.151005
Cell 3 0.030832 0.02385 0.002552 0.49966 0.002116 0.71359 6.31E-07 0.180584
197 days Rs Rp τ αp Kd β L error
Cell 1 0.029866 0.024784 0.002916 0.473405 0.002245 0.699851 6.21E-07 0.126209
Cell 2 0.029725 0.025103 0.00288 0.468438 0.002176 0.707405 6.03E-07 0.136327
Cell 3 0.031376 0.023799 0.002834 0.488884 0.002254 0.696161 6.32E-07 0.127606
229 days Rs Rp τ αp Kd β L error
Cell 1 0.030473 0.024911 0.002913 0.492221 0.002075 0.725887 6.20E-07 0.577188
Cell 2 0.029902 0.02706 0.003315 0.457353 0.002084 0.725715 6.02E-07 0.232352
Cell 3 0.031839 0.024184 0.002892 0.498778 0.002067 0.724355 6.31E-07 0.678039
257 days Rs Rp τ αp Kd β L error
Cell 1 0.030443 0.026277 0.003693 0.459641 0.002282 0.698616 6.19E-07 0.207935
Cell 2 0.030268 0.0265 0.003606 0.454096 0.002235 0.704049 6.01E-07 0.222222
Cell 3 0.031807 0.026044 0.003713 0.465532 0.002208 0.705345 6.29E-07 0.225639
285 days Rs Rp τ αp Kd β L error
Cell 1 0.030412 0.025511 0.003323 0.448266 0.002334 0.689062 6.18E-07 0.198451
Cell 2 0.030612 0.024922 0.003496 0.455399 0.002372 0.683395 6.02E-07 0.193266
Cell 3 0.03199 0.023963 0.003342 0.462195 0.00229 0.691114 6.28E-07 0.164288
316 days Rs Rp τ αp Kd β L error
Cell 1 0.030382 0.026915 0.003789 0.431992 0.001835 0.8 6.16E-07 0.494895
Cell 2 0.030585 0.027683 0.004143 0.437451 0.002225 0.706344 6.01E-07 0.277369
Cell 3 0.032122 0.025359 0.003581 0.452653 0.002186 0.707882 6.28E-07 0.18351
356 days Rs Rp τ αp Kd β L error
Cell 1 0.030765 0.03154 0.006154 0.419735 0.001942 0.749438 6.18E-07 0.362836
Cell 2 0.030554 0.032234 0.006153 0.412318 0.001801 0.771925 6.00E-07 0.378516
Cell 3 0.032786 0.030431 0.006397 0.441904 0.001817 0.770003 6.26E-07 0.397152

AppendixC
Cycle aging fitted EIS data
The quantities have the following units:
Rs: Ω
RSEI : Ω
τa: s
αp: unit less quantity
RCT : Ω
τc: s
αc: unit less quantity
Kd: s
β/Ω
β: unit less quantity
L: H
Table C.1. 0 ◦C DOD50 C1D1
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 0 0.028402 0.00648 0.000744 0.790833 0.011682 0.0027 0.565036 0.002529 0.690393 6.06E-07 0.041314
Cell 2 0 0.028438 0.00648 0.000718 0.799434 0.011815 0.0027 0.569396 0.002565 0.688478 5.70E-07 0.046527
Cell 3 0 0.028558 0.00648 0.000748 0.781593 0.011433 0.0027 0.569232 0.002482 0.693077 5.87E-07 0.045892
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 84 0.035757 0.01944 0.00103 0.733814 0.012102 0.005533 0.894839 0.00956 0.546142 6.04E-07 0.053298
Cell 2 73 0.035818 0.019423 0.001054 0.745338 0.012126 0.005831 0.909518 0.009807 0.539471 5.69E-07 0.057123
Cell 3 84 0.035757 0.01838 0.000963 0.74665 0.012671 0.005495 0.898134 0.009654 0.540841 5.85E-07 0.042107
Table C.2. 0 ◦C DOD100 C1D1
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 0 0.028373 0.00648 0.000722 0.78539 0.011576 0.0027 0.574165 0.002556 0.686095 5.77E-07 0.040488
Cell 2 0 0.028157 0.00648 0.000781 0.786839 0.012267 0.0027 0.548072 0.002479 0.69433 5.96E-07 0.045878
Cell 3 0 0.028184 0.00648 0.000769 0.788891 0.012101 0.0027 0.554886 0.002512 0.691772 5.91E-07 0.046064
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 87 0.035853 0.018255 0.001128 0.72186 0.015302 0.0081 0.837273 0.006086 0.596049 5.75E-07 0.052857
Cell 2 87 0.035624 0.019104 0.001149 0.722329 0.013531 0.0081 0.8776 0.007211 0.540971 5.94E-07 0.087628
Cell 3 89 0.033247 0.013485 0.001039 0.766453 0.014462 0.0081 0.842549 0.006396 0.547514 5.90E-07 0.069188
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Table C.3. 0 ◦C DOD50 C1D2
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 0 0.028646 0.00648 0.000768 0.782509 0.012003 0.0027 0.557626 0.00247 0.693375 5.78E-07 0.046428
Cell 2 0 0.028232 0.00648 0.000781 0.78891 0.0121 0.0027 0.558285 0.002453 0.691989 5.89E-07 0.043898
Cell 3 0 0.027824 0.00648 0.000802 0.786426 0.012252 0.0027 0.539726 0.00243 0.692332 6.08E-07 0.046249
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 66 0.033364 0.009413 0.000776 0.774684 0.012766 0.004483 0.836439 0.008208 0.555291 5.79E-07 0.04747
Cell 2 69 0.032966 0.010175 0.000789 0.749482 0.012748 0.004501 0.837428 0.008674 0.547927 5.87E-07 0.042634
Cell 3 64 0.031659 0.013052 0.001203 0.630024 0.012939 0.004912 0.781149 0.006782 0.601785 6.10E-07 0.140709
Table C.4. 0 ◦C DOD100 C1D2
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 0 0.028683 0.00648 0.000792 0.791439 0.012391 0.0027 0.551519 0.002452 0.696894 5.93E-07 0.047352
Cell 2 0 0.028422 0.00648 0.000815 0.781782 0.012158 0.0027 0.546665 0.002456 0.695819 6.00E-07 0.041238
Cell 3 0 0.02834 0.00648 0.000744 0.80112 0.012676 0.0027 0.557258 0.002536 0.686136 5.98E-07 0.047418
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 66 0.034078 0.01906 0.001584 0.692547 0.012867 0.008448 0.818267 0.00511 0.63542 5.94E-07 0.110802
Cell 2 82 0.034479 0.017755 0.001382 0.711091 0.013882 0.00945 0.828405 0.005384 0.619698 6.02E-07 0.096159
Cell 3 64 0.034314 0.018748 0.001488 0.697582 0.014055 0.008838 0.807552 0.005278 0.629054 6.00E-07 0.103189
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Table C.5. 20 ◦C DOD25 C1D1
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 0 0.02948 0.00648 0.000712 0.782963 0.01066 0.00225 0.561456 0.002788 0.659967 5.90E-07 0.035998
Cell 2 0 0.029173 0.00648 0.000744 0.78026 0.010699 0.00225 0.549671 0.002753 0.662834 6.11E-07 0.035338
Cell 3 0 0.029233 0.00648 0.000745 0.785118 0.010852 0.00225 0.54933 0.002781 0.663956 5.91E-07 0.03338
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 161 0.029391 0.008282 0.000795 0.653786 0.006303 0.008039 0.734776 0.002633 0.651224 5.92E-07 0.021081
Cell 2 161 0.028502 0.013434 0.001476 0.551273 0.002019 0.009565 0.936433 0.002526 0.660404 6.11E-07 0.011914
Cell 3
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 264 0.027354 0.008612 0.000791 0.61609 0.00525 0.008585 0.764656 0.00264 0.645082 5.93E-07 0.017655
Cell 2 264 0.026489 0.0133 0.001469 0.524644 0.001529 0.009373 1 0.002429 0.664767 6.10E-07 0.01744
Cell 3
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 350 0.027471 0.008526 0.000822 0.622251 0.006805 0.011246 0.763275 0.002628 0.652996 5.95E-07 0.024185
Cell 2 347 0.026459 0.014391 0.001764 0.510309 0.002244 0.012568 1 0.002399 0.674601 6.09E-07 0.021073
Cell 3 326 0.028876 0.015201 0.002706 0.520485 0.002114 0.018017 1 0.002563 0.659231 5.93E-07 0.045224
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1
Cell 2
Cell 3 411 0.028793 0.015455 0.002692 0.515991 0.003096 0.021213 1 0.00251 0.707132 5.94E-07 0.033336
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1
Cell 2
Cell 3 493 0.0288 0.015506 0.002805 0.506646 0.003664 0.023297 1 0.002655 0.657994 5.95E-07 0.024222
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1
Cell 2
Cell 3 579 0.028963 0.015351 0.003046 0.511712 0.003868 0.023521 1 0.002908 0.640007 5.97E-07 0.022828
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1
Cell 2
Cell 3 674 0.029003 0.015807 0.003031 0.516829 0.005458 0.028972 1 0.003053 0.635665 5.98E-07 0.011927
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1
Cell 2
Cell 3 769 0.029015 0.015692 0.003016 0.521998 0.004319 0.028393 1 0.003 0.641562 5.99E-07 0.050725
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1
Cell 2
Cell 3 849 0.02906 0.016488 0.003001 0.527218 0.007256 0.033897 0.987789 0.003388 0.62473 6.00E-07 0.011939
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1
Cell 2
Cell 3 928 0.029111 0.016389 0.002986 0.53249 0.00746 0.033965 0.992469 0.003839 0.598753 6.01E-07 0.016895
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1
Cell 2
Cell 3 1019 0.029254 0.016529 0.003059 0.537815 0.008243 0.035563 0.980783 0.003951 0.60155 6.03E-07 0.011991
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1
Cell 2
Cell 3 1109 0.029452 0.016443 0.003043 0.53967 0.008365 0.035196 0.96294 0.004099 0.601537 6.04E-07 0.007888
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1
Cell 2
Cell 3 1194 0.030039 0.017242 0.003138 0.545066 0.009422 0.036939 0.962907 0.004573 0.597152 6.05E-07 0.011178
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1
Cell 2
Cell 3 1266 0.032752 0.022862 0.003207 0.550517 0.00881 0.0362 1 0.006137 0.589159 6.06E-07 0.030357
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1
Cell 2
Cell 3 1293 0.043283 0.03016 0.001541 0.5723 0.012755 0.020663 0.961299 0.017655 0.443508 5.70E-07 0.016417
180 C. Cycle aging fitted EIS data
Table C.6. 20 ◦C DOD50 C1D1
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 0 0.029179 0.007776 0.000893 0.748367 0.00964 0.0021 0.501826 0.002732 0.665735 6.24E-07 0.031752
Cell 2 0 0.028966 0.007776 0.000918 0.755866 0.009685 0.0021 0.492883 0.00275 0.670383 5.96E-07 0.033522
Cell 3 0 0.029058 0.007776 0.00091 0.743626 0.00911 0.0021 0.500991 0.002776 0.66376 6.36E-07 0.037063
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 100 0.029313 0.009447 0.001079 0.594061 0.000964 0.005171 0.945163 0.002924 0.598447 6.26E-07 0.127003
Cell 2
Cell 3 99 0.028908 0.012368 0.001349 0.57573 0.00108 0.00673 1 0.002498 0.650461 6.36E-07 0.022235
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1
Cell 2 167 0.029562 0.008959 0.000872 0.66662 0.006593 0.010639 0.81431 0.002658 0.638602 5.98E-07 0.015045
Cell 3 170 0.028738 0.012883 0.001282 0.559147 0.003554 0.011513 0.934042 0.002574 0.64467 6.34E-07 0.011727
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 242 0.029625 0.012936 0.001525 0.586736 0.00482 0.01834 0.936748 0.002631 0.646279 6.24E-07 0.019316
Cell 2
Cell 3
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 341 0.029709 0.013487 0.001449 0.603823 0.007474 0.020424 0.892199 0.003015 0.636818 6.26E-07 0.004831
Cell 2 327 0.029951 0.009548 0.000996 0.675903 0.008837 0.014923 0.830565 0.002977 0.632736 5.99E-07 0.005768
Cell 3 329 0.028944 0.014954 0.001744 0.54452 0.005105 0.017305 0.93195 0.002668 0.66003 6.33E-07 0.009514
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1
Cell 2 423 0.030221 0.012342 0.001343 0.66978 0.011261 0.021001 0.845332 0.003388 0.636144 6.01E-07 0.018209
Cell 3 425 0.029291 0.018265 0.002484 0.556068 0.006458 0.024581 0.957004 0.003067 0.655283 6.31E-07 0.020925
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 467 0.039713 0.03545 0.003 0.496623 0.007098 0.020612 1 0.013826 0.488798 6.28E-07 0.041525
Cell 2 483 0.039722 0.029211 0.002589 0.517438 0.007615 0.022791 1 0.013387 0.477503 6.03E-07 0.022848
Cell 3 496 0.039168 0.030006 0.00236 0.506154 0.00703 0.025236 1 0.014665 0.461045 6.29E-07 0.013234
Table C.7. 20 ◦C DOD60 C1D1
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 0 0.027669 0.007776 0.000875 0.804244 0.009346 0.0021 0.434951 0.0026 0.674641 6.00E-07 0.031175
Cell 2 0 0.027774 0.007776 0.000887 0.807935 0.009174 0.0021 0.448405 0.002544 0.680366 5.99E-07 0.028014
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 99 0.027462 0.011345 0.001313 0.648717 0.003075 0.002695 0.3 0.00234 0.668731 6.02E-07 0.038375
Cell 2 99 0.027752 0.011937 0.001331 0.640901 0.001835 0.003389 0.386284 0.00229 0.674215 5.98E-07 0.05053
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 197 0.028137 0.014785 0.001619 0.613732 0.001565 0.007153 1 0.002733 0.649377 6.04E-07 0.008343
Cell 2 197 0.027982 0.014563 0.001547 0.606442 0.001708 0.006643 1 0.002633 0.658651 5.96E-07 0.020141
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 292 0.029946 0.018568 0.002038 0.619869 0.003131 0.011653 0.972909 0.003719 0.638011 6.02E-07 0.015879
Cell 2 293 0.030254 0.019303 0.0021 0.612507 0.002653 0.010793 1 0.003793 0.641888 5.94E-07 0.033523
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 335 0.04046 0.026886 0.002164 0.524814 0.00611 0.016859 1 0.012129 0.486394 6.00E-07 0.025254
Cell 2
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 346 0.040927 0.026263 0.002055 0.507092 0.007029 0.019437 0.980658 0.013762 0.474582 5.99E-07 0.013354
Cell 2 340 0.040131 0.031424 0.00315 0.45938 0.004634 0.01665 1 0.012999 0.48298 5.96E-07 0.061844
Table C.8. 20 ◦C DOD75 C1D1
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 0 0.029017 0.0072 0.000838 0.757409 0.009841 0.002025 0.512419 0.002848 0.658412 5.99E-07 0.03709
Cell 2 0 0.028001 0.0072 0.00091 0.760885 0.0102 0.002025 0.501425 0.002682 0.671253 6.11E-07 0.0295
Cell 3
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 101 0.029619 0.008046 0.00067 0.712855 0.006085 0.007627 0.808855 0.002706 0.621714 6.00E-07 0.059667
Cell 2 101 0.028435 0.008765 0.000728 0.649602 0.005719 0.007304 0.766057 0.002548 0.63772 6.09E-07 0.017921
Cell 3
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 189 0.029673 0.010957 0.001065 0.668679 0.008774 0.017582 0.859293 0.002972 0.618965 6.02E-07 0.015658
Cell 2 168 0.028685 0.011546 0.001112 0.646965 0.008482 0.016574 0.847547 0.002724 0.641953 6.11E-07 0.004467
Cell 3 188 0.028161 0.015434 0.001652 0.578403 0.005606 0.017986 0.923009 0.00271 0.646755 6.10E-07 0.003269
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 289 0.030079 0.013766 0.001346 0.622627 0.009508 0.021859 0.869754 0.003347 0.62693 6.04E-07 0.012491
Cell 2 268 0.029281 0.013365 0.001437 0.634611 0.007616 0.019001 0.926547 0.004696 0.502427 6.13E-07 0.18269
Cell 3 287 0.029485 0.015126 0.001591 0.637246 0.00765 0.019993 0.930213 0.00561 0.486272 6.12E-07 0.238553
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Table C.9. 20 ◦C DOD80 C1D1
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 0 0.027689 0.0072 0.000852 0.804384 0.009249 0.002025 0.477488 0.002565 0.674166 5.77E-07 0.028348
Cell 2 0 0.027891 0.0072 0.000894 0.824281 0.009924 0.002025 0.459432 0.002526 0.683152 5.88E-07 0.034846
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 99 0.028238 0.010004 0.001436 0.640027 0.003699 0.002025 0.549112 0.002437 0.65139 5.78E-07 0.041925
Cell 2 99 0.028277 0.010104 0.001441 0.664841 0.00397 0.002371 0.450244 0.0024 0.657821 5.90E-07 0.036038
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 197 0.028535 0.009803 0.001408 0.61272 0.006964 0.004613 0.631479 0.002475 0.664417 5.77E-07 0.042169
Cell 2 198 0.028642 0.01571 0.002394 0.607879 0.001588 0.002371 0.544795 0.002456 0.670977 5.88E-07 0.057055
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 293 0.028904 0.012021 0.001379 0.618711 0.009204 0.011624 0.7262 0.002748 0.668297 5.78E-07 0.045335
Cell 2 294 0.029047 0.017575 0.002652 0.586325 0.004763 0.012053 0.659202 0.002656 0.684397 5.87E-07 0.118442
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 384 0.03353 0.01717 0.001352 0.631086 0.010431 0.017027 0.83513 0.005401 0.60206 5.80E-07 0.010646
Cell 2 378 0.042404 0.031976 0.002599 0.565209 0.005074 0.012053 0.797634 0.007577 0.583229 5.85E-07 0.086942
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 414 0.039545 0.033589 0.002638 0.479843 0.007408 0.02243 0.9604 0.013654 0.485444 5.82E-07 0.033771
Cell 2 392 0.040753 0.034428 0.002547 0.498368 0.007282 0.022036 0.965137 0.012401 0.500275 5.84E-07 0.022756
Table C.10. 20 ◦C DOD90 C1D1
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 0 0.027855 0.0072 0.000862 0.819237 0.009605 0.002025 0.481312 0.002545 0.680038 5.82E-07 0.032697
Cell 2 0 0.027931 0.0072 0.000847 0.824119 0.010007 0.002025 0.477182 0.002621 0.678508 5.88E-07 0.03391
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 99 0.028003 0.010641 0.001547 0.614428 0.003842 0.002025 0.536611 0.002444 0.653343 5.84E-07 0.030533
Cell 2 99 0.028198 0.009997 0.001671 0.618089 0.005559 0.002025 0.553531 0.002503 0.652644 5.89E-07 0.031606
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 198 0.028176 0.015691 0.002223 0.574759 0.002494 0.006382 0.622469 0.00261 0.652696 5.86E-07 0.088937
Cell 2 195 0.028508 0.011531 0.001638 0.583595 0.008255 0.006101 0.642096 0.002702 0.659392 5.88E-07 0.060306
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 294 0.028571 0.015611 0.002179 0.560738 0.007483 0.014978 0.722064 0.002758 0.66575 5.85E-07 0.077491
Cell 2 289 0.030576 0.016426 0.001605 0.595267 0.0123 0.016535 0.744832 0.003996 0.649736 5.89E-07 0.126772
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 384 0.03309 0.020537 0.002135 0.571953 0.009261 0.023213 0.837595 0.005498 0.599022 5.87E-07 0.030129
Cell 2 325 0.039707 0.027932 0.001919 0.510145 0.010797 0.022141 0.864005 0.011568 0.498001 5.91E-07 0.033383
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 411 0.039555 0.033576 0.002416 0.479081 0.008188 0.02543 0.97161 0.013447 0.47771 5.89E-07 0.024568
Cell 2 335 0.040889 0.032965 0.002617 0.478761 0.00763 0.024013 1.002246 0.014215 0.470381 5.89E-07 0.015054
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Table C.11. 20 ◦C DOD100 C1D1
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 0 0.027804 0.0072 0.000889 0.752176 0.010119 0.00192 0.509774 0.002769 0.662308 6.27E-07 0.035322
Cell 2 0 0.027931 0.007137 0.000771 0.703177 0.010052 0.00192 0.558012 0.002858 0.651664 5.96E-07 0.154873
Cell 3 0 0.027745 0.0072 0.00093 0.746653 0.010771 0.00192 0.520033 0.002662 0.673933 6.29E-07 0.026576
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 100 0.02831 0.010514 0.000786 0.598914 0.01038 0.028114 0.768376 0.00302 0.609624 6.25E-07 0.018118
Cell 2 101 0.029019 0.009044 0.000735 0.674016 0.010905 0.025157 0.76317 0.003024 0.608775 5.98E-07 0.034227
Cell 3 76 0.028191 0.0126 0.001011 0.575054 0.013041 0.045471 0.839654 0.003088 0.590977 6.25E-07 0.034212
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 168 0.028497 0.012118 0.000915 0.561259 0.019399 0.071239 0.810165 0.004675 0.534957 6.23E-07 0.02844
Cell 2 170 0.029345 0.009823 0.000933 0.61749 0.015578 0.054053 0.804603 0.004559 0.528867 6.00E-07 0.057213
Cell 3
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 268 0.028469 0.012106 0.001317 0.452666 0.022829 0.108491 0.734959 0.005217 0.515739 6.25E-07 0.162132
Cell 2 265 0.029697 0.009813 0.000902 0.602665 0.02446 0.097805 0.779133 0.005606 0.506434 6.02E-07 0.028577
Cell 3 280 0.028134 0.012575 0.001111 0.464919 0.022133 0.112217 0.799239 0.007308 0.452686 6.27E-07 0.036612
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 370 0.028671 0.012081 0.000947 0.477768 0.029006 0.151604 0.800721 0.00954 0.425316 6.29E-07 0.064167
Cell 2 359 0.030066 0.009803 0.000775 0.624054 0.033196 0.149643 0.791207 0.008685 0.447238 6.04E-07 0.105553
Cell 3 376 0.028106 0.012562 0.000824 0.455725 0.03217 0.178366 0.779884 0.00974 0.432021 6.29E-07 0.13466
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 474 0.028642 0.012069 0.000888 0.400426 0.033819 0.211865 0.730618 0.012674 0.396167 6.27E-07 0.254443
Cell 2 464 0.030036 0.009793 0.001428 0.480822 0.029691 0.190111 0.843634 0.017913 0.338574 6.02E-07 0.093381
Cell 3 439 0.028078 0.01255 0.000668 0.434713 0.037692 0.218793 0.751477 0.009819 0.436341 6.31E-07 0.273287
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 570 0.028613 0.012057 0.001776 0.314064 0.024029 0.201271 0.827633 0.021326 0.319448 6.29E-07 0.080946
Cell 2 558 0.030006 0.009784 0.002856 0.352567 0.029852 0.239364 0.813857 0.022198 0.319321 6.00E-07 0.129531
Cell 3 542 0.02805 0.012537 0.001337 0.3 0.033257 0.266069 0.798312 0.022594 0.331698 6.29E-07 0.175568
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 662 0.029073 0.012045 0.003552 0.3 0.028029 0.287883 0.788998 0.024915 0.320254 6.27E-07 0.169299
Cell 2 649 0.029976 0.009774 0.00156 0.308868 0.033914 0.295721 0.763948 0.024495 0.322514 5.98E-07 0.193719
Cell 3 634 0.028022 0.012525 0.001034 0.3 0.034409 0.34844 0.736699 0.023778 0.335015 6.31E-07 0.238907
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 751 0.030324 0.012033 0.007104 0.3 0.023325 0.273489 0.832998 0.03317 0.323059 6.25E-07 0.212949
Cell 2 734 0.032952 0.010063 0.00312 0.477914 0.020348 0.280935 0.732333 0.033243 0.325739 6.00E-07 0.712933
Cell 3 722 0.028989 0.012512 0.000517 0.3 0.028575 0.331018 0.643502 0.027975 0.338365 6.29E-07 0.296365
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 824 0.032219 0.046114 0.017327 0.31953 0.01234 0.063987 1 0.006296 0.67031 6.38E-07 0.025373
Cell 2
Cell 3 788 0.03923 0.029153 0.0024 0.454406 0.0167 0.04343 0.888557 0.009031 0.580763 6.28E-07 0.004697
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Table C.12. 20 ◦C DOD100n C1D1
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 0 0.027895 0.0072 0.000833 0.813982 0.00915 0.00192 0.4934 0.002652 0.666182 5.95E-07 0.041842
Cell 2 0 0.02791 0.0072 0.00086 0.817436 0.009379 0.00192 0.471312 0.002488 0.687812 5.92E-07 0.060706
Cell 3 0 0.027884 0.0072 0.000808 0.818624 0.008837 0.00192 0.486556 0.002627 0.666743 5.91E-07 0.054892
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 82 0.028289 0.007128 0.000753 0.673712 0.004735 0.00578 0.636923 0.003265 0.569635 5.97E-07 0.155543
Cell 2 82 0.028356 0.007323 0.000774 0.653949 0.005241 0.005327 0.605854 0.002991 0.597961 5.94E-07 0.079223
Cell 3 82 0.028168 0.007128 0.000817 0.654899 0.005343 0.005636 0.601072 0.003073 0.590497 5.93E-07 0.127418
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 164 0.028365 0.007057 0.000689 0.67613 0.007769 0.008284 0.662676 0.002429 0.665812 5.99E-07 0.03923
Cell 2 164 0.028352 0.007876 0.000697 0.636729 0.006649 0.008937 0.674761 0.00256 0.646786 5.96E-07 0.018561
Cell 3 164 0.028192 0.008083 0.000735 0.660522 0.006413 0.008752 0.710006 0.002665 0.636822 5.95E-07 0.013173
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 244 0.028616 0.006986 0.000689 0.689652 0.00979 0.009852 0.659295 0.002396 0.67992 6.01E-07 0.081692
Cell 2 244 0.02833 0.007914 0.000627 0.633809 0.009189 0.010668 0.657986 0.002357 0.683014 5.94E-07 0.076364
Cell 3 244 0.02854 0.008626 0.000805 0.673732 0.007644 0.011323 0.73872 0.002865 0.626037 5.96E-07 0.006225
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 321 0.028644 0.011202 0.001072 0.641023 0.007468 0.016544 0.802692 0.003409 0.592218 6.02E-07 0.029229
Cell 2 322 0.028834 0.010663 0.000985 0.646485 0.00857 0.01863 0.77119 0.003137 0.61194 5.95E-07 0.019439
Cell 3 321 0.02863 0.010481 0.000961 0.652554 0.009063 0.015602 0.762441 0.003268 0.610052 5.98E-07 0.013363
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 500 0.028922 0.011141 0.001087 0.653844 0.008097 0.017584 0.77538 0.004495 0.533035 6.04E-07 0.26353
Cell 2 500 0.028844 0.012482 0.001164 0.624218 0.006768 0.020596 0.844432 0.004125 0.548747 5.94E-07 0.126246
Cell 3 500 0.028615 0.013591 0.00135 0.612797 0.00601 0.018646 0.861219 0.004242 0.556799 5.96E-07 0.108928
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 600 0.031534 0.01429 0.001267 0.666921 0.011477 0.021046 0.780707 0.004655 0.610689 6.06E-07 0.024222
Cell 2 600 0.029623 0.013413 0.00128 0.636703 0.011369 0.025707 0.768203 0.003316 0.658496 5.95E-07 0.084795
Cell 3 600 0.032844 0.018524 0.001537 0.625052 0.00918 0.021387 0.834021 0.0054 0.602159 5.98E-07 0.025391
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 700 0.042427 0.028695 0.001593 0.606004 0.006956 0.019994 1 0.016213 0.456321 6.04E-07 0.127558
Cell 2 700 0.035755 0.022424 0.001824 0.595858 0.007067 0.024422 0.956787 0.007563 0.539312 5.97E-07 0.157849
Cell 3 700 0.043702 0.03221 0.001562 0.584519 0.007381 0.020318 1 0.016566 0.460841 5.96E-07 0.129827
Table C.13. 20 ◦C DOD25 C1D2
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 89 0.028514 0.007499 0.000834 0.694892 0.003316 0.006021 0.85555 0.003295 0.569379 5.91E-07 0.036564
Cell 2 90 0.028354 0.00797 0.00081 0.657285 0.003083 0.005751 0.855097 0.003161 0.579557 5.91E-07 0.027915
Cell 3 90 0.028135 0.008072 0.00081 0.642368 0.003083 0.005277 0.821028 0.00305 0.5914 5.91E-07 0.03639
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 179 0.028511 0.008103 0.000987 0.659916 0.003983 0.007685 0.820553 0.002954 0.613901 5.92E-07 0.020843
Cell 2 179 0.028352 0.007969 0.000817 0.639771 0.004516 0.006899 0.795844 0.002846 0.621072 5.90E-07 0.026278
Cell 3 179 0.028133 0.011261 0.001479 0.600163 0.001455 0.008889 1 0.002769 0.629219 5.91E-07 0.015609
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 279 0.028509 0.011751 0.001826 0.611282 0.003054 0.013439 0.942709 0.002835 0.642239 5.92E-07 0.010412
Cell 2 280 0.028349 0.011199 0.001512 0.592689 0.00358 0.012273 0.900653 0.002727 0.647473 5.90E-07 0.011237
Cell 3 279 0.02813 0.012301 0.001753 0.58516 0.002635 0.012812 0.977886 0.002746 0.643859 5.90E-07 0.00787
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 376 0.028523 0.013594 0.002251 0.57171 0.002861 0.016411 1 0.002991 0.634443 5.93E-07 0.006334
Cell 2 378 0.028346 0.013244 0.001955 0.55875 0.002939 0.015121 0.982537 0.002854 0.639813 5.90E-07 0.003057
Cell 3 377 0.028199 0.012924 0.001807 0.566407 0.003326 0.015004 0.956663 0.00288 0.637434 5.91E-07 0.008918
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 475 0.028637 0.013592 0.002059 0.587335 0.003887 0.017187 0.967258 0.003213 0.629454 5.93E-07 0.004465
Cell 2 477 0.028354 0.013289 0.001759 0.568378 0.004006 0.01587 0.945732 0.003006 0.636681 5.91E-07 0.004096
Cell 3 476 0.028364 0.012923 0.001726 0.584952 0.004081 0.015806 0.94948 0.003121 0.62702 5.91E-07 0.009058
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 571 0.028635 0.017958 0.003468 0.551476 0.003398 0.020881 1 0.003184 0.652818 5.94E-07 0.063711
Cell 2 575 0.028351 0.017345 0.003026 0.536384 0.003349 0.019553 1 0.002953 0.658519 5.90E-07 0.043781
Cell 3 573 0.028361 0.017337 0.00306 0.54964 0.003494 0.020372 1 0.003001 0.65546 5.91E-07 0.088775
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 665 0.029112 0.018024 0.003121 0.575072 0.004792 0.022627 1 0.004125 0.612485 5.93E-07 0.018166
Cell 2 670 0.028373 0.017343 0.002723 0.551783 0.004575 0.021244 1 0.003513 0.628695 5.91E-07 0.010194
Cell 3 668 0.028428 0.017335 0.002885 0.561553 0.004495 0.021388 1 0.00359 0.625867 5.91E-07 0.012441
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 724 0.037053 0.0304 0.003312 0.57408 0.00407 0.019575 1 0.012965 0.498798 5.69E-07 0.060898
Cell 2 763 0.028976 0.017342 0.002536 0.577613 0.006684 0.024147 0.972468 0.004045 0.617871 5.92E-07 0.012474
Cell 3 761 0.029196 0.017734 0.002597 0.591327 0.006465 0.024012 0.990857 0.004293 0.612595 5.91E-07 0.014516
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1
Cell 2 818 0.039874 0.031454 0.003312 0.616772 0.004 0.019575 1 0.012732 0.515233 5.69E-07 0.082301
Cell 3 800 0.038843 0.032916 0.003312 0.594972 0.004144 0.019575 1 0.012881 0.507929 5.69E-07 0.065761
184 C. Cycle aging fitted EIS data
Table C.14. 20 ◦C DOD50 C1D2
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 102 0.028064 0.009264 0.00102 0.624194 0.004909 0.006808 0.764858 0.002507 0.657426 5.64E-07 0.020134
Cell 2 101 0.028443 0.008883 0.00106 0.624194 0.005138 0.006752 0.748314 0.002464 0.662459 5.64E-07 0.025056
Cell 3 101 0.028064 0.008597 0.000846 0.64001 0.006005 0.006245 0.75594 0.002511 0.660249 5.61E-07 0.016415
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 202 0.028328 0.012363 0.00158 0.625935 0.004185 0.011141 0.891276 0.002799 0.645279 5.66E-07 0.007948
Cell 2 202 0.028595 0.012348 0.001642 0.620243 0.003342 0.010746 0.920403 0.002809 0.639791 5.66E-07 0.011573
Cell 3
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 298 0.038335 0.01666 0.001565 0.638454 0.008448 0.016237 0.967847 0.009992 0.501778 5.64E-07 0.033943
Cell 2 282 0.038576 0.017002 0.001626 0.629006 0.007674 0.016256 0.978808 0.009347 0.510466 5.64E-07 0.042654
Cell 3 287 0.037527 0.014962 0.001209 0.65281 0.009359 0.014322 0.947185 0.010112 0.494172 5.59E-07 0.033034
Table C.15. 20 ◦C DOD75 C1D2
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 103 0.028459 0.012 0.001272 0.638824 0.003862 0.014304 1 0.002586 0.64727 5.64E-07 0.888577
Cell 2 103 0.029074 0.007764 0.000838 0.726514 0.00805 0.008581 0.769844 0.002747 0.635887 5.64E-07 0.021775
Cell 3 103 0.028359 0.009105 0.000838 0.648638 0.007025 0.008769 0.769953 0.002625 0.644101 5.64E-07 0.017859
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1
Cell 2 204 0.029745 0.012544 0.00123 0.6769 0.009345 0.014729 0.848844 0.003949 0.61184 5.66E-07 0.020964
Cell 3 205 0.028525 0.013758 0.001508 0.598755 0.006315 0.015725 0.887132 0.0031 0.632134 5.66E-07 0.013665
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 249 0.038239 0.022074 0.002539 0.578459 0.006642 0.02296 1 0.009901 0.509974 5.64E-07 0.00818
Cell 2 240 0.0382 0.019344 0.001547 0.588707 0.009892 0.017235 0.920559 0.00971 0.514555 5.67E-07 0.007859
Cell 3 254 0.038028 0.01991 0.001478 0.578598 0.010558 0.018632 0.907689 0.009182 0.522055 5.67E-07 0.008729
Table C.16. 20 ◦C DOD100 C1D2
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 0 0.028067 0.006 0.000855 0.832259 0.011073 0.00225 0.514349 0.002405 0.692176 5.62E-07 0.090666
Cell 2 0 0.028359 0.006 0.000839 0.812301 0.011229 0.00225 0.53208 0.002506 0.68543 5.52E-07 0.064907
Cell 3 0 0.028114 0.006 0.000838 0.816776 0.01146 0.00225 0.523801 0.002488 0.687638 5.49E-07 0.063675
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 103 0.028602 0.009158 0.000847 0.684116 0.010179 0.020147 0.790063 0.003043 0.61138 5.64E-07 0.047569
Cell 2 102 0.028777 0.008924 0.000785 0.684031 0.011175 0.02081 0.769319 0.002895 0.627748 5.53E-07 0.017855
Cell 3 102 0.028722 0.009369 0.00087 0.676694 0.010431 0.021054 0.791499 0.002974 0.618894 5.50E-07 0.031022
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 203 0.028858 0.009059 0.001 0.669902 0.012555 0.030674 0.796343 0.003198 0.616296 5.66E-07 0.00873
Cell 2 202 0.029134 0.009667 0.001089 0.652488 0.012184 0.03275 0.816129 0.003248 0.614579 5.55E-07 0.006901
Cell 3 202 0.029111 0.009416 0.001071 0.667314 0.012655 0.032371 0.808532 0.003168 0.621832 5.52E-07 0.011735
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 301 0.028973 0.010333 0.001171 0.651549 0.018292 0.054788 0.830421 0.004311 0.569104 5.67E-07 0.011455
Cell 2 299 0.02931 0.010144 0.00108 0.660335 0.020032 0.05843 0.814599 0.00392 0.597825 5.57E-07 0.054631
Cell 3 300 0.029313 0.010424 0.001168 0.662592 0.019689 0.057605 0.824944 0.004069 0.589987 5.53E-07 0.044793
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 397 0.029158 0.012006 0.00159 0.586307 0.016683 0.065192 0.906284 0.00714 0.478101 5.69E-07 0.107431
Cell 2 393 0.029748 0.012685 0.001681 0.582053 0.016649 0.06609 0.926983 0.007721 0.470632 5.58E-07 0.132615
Cell 3 391 0.030068 0.015011 0.00178 0.5924 0.015129 0.055584 0.952883 0.008624 0.47984 5.55E-07 0.106999
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 481 0.032048 0.013057 0.001146 0.690445 0.02644 0.064185 0.812924 0.009204 0.516816 5.71E-07 0.152234
Cell 2 471 0.036542 0.017399 0.001106 0.637147 0.023698 0.03962 0.796348 0.007029 0.603214 5.60E-07 0.134721
Cell 3 431 0.038981 0.019092 0.001397 0.608792 0.012195 0.022563 0.907027 0.011258 0.508167 5.53E-07 0.011245
185
Table C.17. 45 ◦C DOD50 C1D1
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 0 0.027609 0.00275 0.00045 0.75 0.016761 0.001604 0.584205 0.002465 0.691646 6.41E-07 0.066587
Cell 2 0 0.028178 0.004291 0.001045 0.858903 0.01493 0.001714 0.531028 0.002312 0.705159 5.61E-07 0.080151
Cell 3 0 0.028121 0.004291 0.001047 0.885784 0.01549 0.001714 0.513852 0.002312 0.712626 5.32E-07 0.088637
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 107 0.028705 0.004125 0.000301 0.825 0.015194 0.005524 0.620695 0.001972 0.718114 6.39E-07 0.095373
Cell 2 107 0.029638 0.003597 0.000438 0.93014 0.014145 0.005999 0.63389 0.002019 0.708925 5.62E-07 0.083414
Cell 3 107 0.029909 0.003247 0.000455 0.974362 0.015023 0.005999 0.62923 0.002001 0.715147 5.33E-07 0.081598
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 212 0.029413 0.006188 0.000427 0.824365 0.01304 0.011423 0.696375 0.002248 0.681451 6.37E-07 0.039407
Cell 2 214 0.030223 0.005938 0.000586 0.860194 0.011316 0.011868 0.736757 0.002358 0.665676 5.61E-07 0.017898
Cell 3 213 0.030538 0.006352 0.000633 0.876926 0.012019 0.01384 0.745996 0.002446 0.660714 5.32E-07 0.020013
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 313 0.029613 0.008726 0.000616 0.741928 0.011605 0.020361 0.785008 0.002638 0.64335 6.35E-07 0.031736
Cell 2 315 0.030326 0.008083 0.000772 0.774174 0.01149 0.02135 0.793652 0.00259 0.648124 5.59E-07 0.016995
Cell 3 314 0.030654 0.008155 0.000785 0.789233 0.012106 0.022509 0.792492 0.002571 0.653591 5.30E-07 0.022599
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 412 0.030763 0.01053 0.000751 0.667735 0.01135 0.027978 0.83673 0.002719 0.660072 6.33E-07 0.054604
Cell 2 414 0.031368 0.009808 0.0009 0.696757 0.011427 0.029175 0.846263 0.002903 0.68053 5.57E-07 0.041542
Cell 3 413 0.03205 0.009923 0.000944 0.71031 0.0119 0.030516 0.845919 0.002908 0.68627 5.32E-07 0.030854
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 507 0.030983 0.013351 0.00095 0.600962 0.01581 0.047512 0.836833 0.002624 0.67979 6.34E-07 0.085338
Cell 2 509 0.031422 0.01228 0.001016 0.627081 0.014987 0.044632 0.843366 0.002881 0.650036 5.59E-07 0.037015
Cell 3 508 0.032112 0.012619 0.001083 0.639279 0.015065 0.045522 0.857753 0.003157 0.633868 5.33E-07 0.044357
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 600 0.030873 0.015999 0.001109 0.540866 0.014644 0.050722 0.880556 0.003312 0.6276 6.36E-07 0.014944
Cell 2 601 0.032116 0.013104 0.001103 0.620943 0.015894 0.048899 0.860608 0.003203 0.635992 5.61E-07 0.065669
Cell 3 599 0.032481 0.013718 0.001095 0.622582 0.015876 0.048869 0.863879 0.003446 0.625407 5.35E-07 0.031588
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 689 0.030564 0.018368 0.001232 0.498662 0.012895 0.050215 0.922288 0.003728 0.607331 6.34E-07 0.007807
Cell 2 690 0.03206 0.015212 0.001332 0.564218 0.013425 0.04841 0.906296 0.003869 0.595627 5.62E-07 0.005603
Cell 3 687 0.032381 0.01632 0.001327 0.560324 0.013178 0.04838 0.914035 0.004113 0.591663 5.36E-07 0.00672
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 775 0.03065 0.019876 0.001257 0.481999 0.012545 0.049712 0.938079 0.004015 0.602261 6.32E-07 0.009129
Cell 2 775 0.032382 0.016484 0.001352 0.547737 0.013105 0.047926 0.919065 0.004117 0.594304 5.64E-07 0.007094
Cell 3 770 0.032611 0.018533 0.001414 0.532898 0.01255 0.047896 0.933793 0.004474 0.589733 5.38E-07 0.009786
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 856 0.031495 0.022582 0.001485 0.473865 0.011816 0.049215 0.953683 0.004592 0.599398 6.34E-07 0.012794
Cell 2 855 0.032061 0.020473 0.001513 0.492963 0.011624 0.047447 0.946502 0.004592 0.592552 5.66E-07 0.010663
Cell 3 846 0.038644 0.032018 0.001819 0.502606 0.011415 0.047417 0.998984 0.006296 0.607411 5.36E-07 0.074078
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 920 0.041499 0.036792 0.00203 0.492821 0.010352 0.019837 0.960984 0.016337 0.464842 6.08E-07 0.030845
Cell 2 932 0.060472 0.037459 0.000558 0.577855 0.028528 0.025378 0.771075 0.016516 0.515475 4.93E-07 0.016581
Cell 3
186 C. Cycle aging fitted EIS data
Table C.18. 45 ◦C DOD100 C1D1
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 0 0.027908 0.004291 0.0009 0.830476 0.015153 0.001714 0.53954 0.002312 0.712298 5.91E-07 0.077358
Cell 2 0 0.027611 0.004291 0.000937 0.886814 0.015856 0.001714 0.496103 0.002312 0.707614 6.05E-07 0.064515
Cell 3 0 0.028105 0.004291 0.000966 0.864874 0.014979 0.001714 0.510686 0.002312 0.706622 6.07E-07 0.050665
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 106 0.029707 0.011506 0.000828 0.675028 0.01469 0.041614 0.799224 0.002764 0.641236 5.93E-07 0.017047
Cell 2 106 0.029164 0.012485 0.000778 0.640155 0.014853 0.042847 0.796028 0.00258 0.662894 6.04E-07 0.021551
Cell 3 106 0.029577 0.012661 0.000859 0.629947 0.013521 0.041699 0.815087 0.002645 0.651474 6.09E-07 0.009462
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 214 0.029973 0.012336 0.000892 0.63672 0.019773 0.074847 0.819829 0.003305 0.606071 5.94E-07 0.019515
Cell 2 214 0.029685 0.0127 0.000885 0.62238 0.019481 0.074121 0.824088 0.003383 0.600842 6.05E-07 0.015042
Cell 3 213 0.030282 0.012165 0.000893 0.634926 0.018889 0.07086 0.822312 0.003264 0.607074 6.11E-07 0.016404
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 314 0.030157 0.012934 0.000898 0.608927 0.024619 0.105058 0.811631 0.003697 0.592293 5.96E-07 0.042276
Cell 2 314 0.030088 0.012376 0.000851 0.618937 0.023187 0.096344 0.815847 0.004287 0.553886 6.07E-07 0.018938
Cell 3 313 0.030615 0.01232 0.000852 0.621651 0.023128 0.095556 0.814089 0.004065 0.56563 6.09E-07 0.021429
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1
Cell 2 414 0.030665 0.012278 0.00083 0.634165 0.02952 0.130003 0.812906 0.005903 0.501519 6.05E-07 0.033812
Cell 3 413 0.031353 0.012147 0.000841 0.641122 0.029101 0.126883 0.811532 0.005695 0.509103 6.07E-07 0.038921
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 509 0.031368 0.012419 0.000835 0.628138 0.032019 0.153906 0.803514 0.0072 0.474927 5.98E-07 0.04889
Cell 2 510 0.03108 0.013179 0.000871 0.607503 0.033919 0.162167 0.804777 0.006101 0.515608 6.07E-07 0.125457
Cell 3 507 0.031819 0.012517 0.00084 0.623588 0.032313 0.152981 0.803416 0.006734 0.489696 6.05E-07 0.066468
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 601 0.031976 0.012058 0.000773 0.638277 0.033495 0.16802 0.795479 0.009078 0.444277 5.96E-07 0.069165
Cell 2 602 0.032069 0.011629 0.000761 0.653787 0.032857 0.163439 0.796729 0.009619 0.432123 6.05E-07 0.049751
Cell 3 599 0.032646 0.011641 0.000752 0.650654 0.031772 0.159316 0.800964 0.009896 0.423939 6.04E-07 0.045022
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 691 0.032579 0.010824 0.000738 0.662207 0.028261 0.163499 0.827655 0.015205 0.35969 5.98E-07 0.022443
Cell 2 692 0.032016 0.011274 0.000676 0.625852 0.026938 0.160344 0.837475 0.015838 0.35229 6.04E-07 0.023851
Cell 3 688 0.033194 0.010502 0.000748 0.668745 0.02758 0.158919 0.828757 0.015115 0.358185 6.05E-07 0.020318
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 778 0.032986 0.010369 0.00072 0.664613 0.024676 0.161552 0.866797 0.020261 0.332825 6.00E-07 0.01708
Cell 2 779 0.032551 0.010522 0.000641 0.632185 0.022765 0.156432 0.889211 0.022139 0.320183 6.02E-07 0.016716
Cell 3 775 0.03355 0.009748 0.000707 0.676883 0.023909 0.159837 0.869753 0.021 0.324133 6.07E-07 0.016454
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 862 0.033142 0.011806 0.000671 0.613349 0.022369 0.155924 0.903347 0.023016 0.339554 5.98E-07 0.017018
Cell 2 861 0.033657 0.012979 0.000723 0.599111 0.023029 0.148611 0.896 0.021756 0.363243 6.04E-07 0.018091
Cell 3 859 0.033705 0.011477 0.000661 0.615372 0.021524 0.151961 0.904471 0.023287 0.339132 6.05E-07 0.016682
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 941 0.034409 0.014464 0.000762 0.582779 0.023126 0.149941 0.894314 0.021243 0.383916 6.00E-07 0.024597
Cell 2 936 0.034661 0.019078 0.000729 0.52126 0.024787 0.14118 0.892151 0.020041 0.422504 6.02E-07 0.023352
Cell 3 938 0.034602 0.014727 0.000741 0.567144 0.022009 0.144363 0.904071 0.021097 0.386041 6.07E-07 0.044692
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 1011 0.035365 0.023264 0.000944 0.488639 0.026246 0.142444 0.896949 0.016133 0.486716 6.02E-07 0.030313
Cell 2 994 0.038183 0.038781 0.001595 0.419391 0.026064 0.134121 0.948186 0.014028 0.549338 6.00E-07 0.067055
Cell 3 1008 0.034857 0.023865 0.000897 0.460699 0.023782 0.137145 0.917149 0.017471 0.470042 6.09E-07 0.017551
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 1066 0.039032 0.031931 0.000482 0.511926 0.035069 0.103563 0.817304 0.01177 0.592227 6.94E-07 0.018753
Cell 2 1027 0.04581 0.066288 0.000434 0.405242 0.037978 0.065465 0.840349 0.019456 0.577226 7.57E-07 0.011089
Cell 3 1064 0.038949 0.033996 0.000767 0.455029 0.03 0.111787 0.89486 0.015116 0.543654 6.60E-07 0.014376
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Table C.19. 45 ◦C DOD50 C1D2
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 0 0.028711 0.005148 0.000849 0.835924 0.0132 0.002257 0.54767 0.002415 0.696137 5.65E-07 0.045185
Cell 2 0 0.028778 0.005148 0.000829 0.846776 0.0132 0.002324 0.556062 0.002415 0.695567 5.72E-07 0.054788
Cell 3 0 0.028789 0.005148 0.000787 0.868351 0.0132 0.002484 0.545949 0.002415 0.696919 5.84E-07 0.062341
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 107 0.029847 0.007208 0.000679 0.802816 0.009302 0.009601 0.730923 0.002348 0.665271 5.67E-07 0.031948
Cell 2 107 0.029721 0.007492 0.000663 0.78795 0.009162 0.00967 0.734519 0.002367 0.664288 5.74E-07 0.022628
Cell 3 107 0.029438 0.007889 0.00063 0.760309 0.009453 0.009493 0.720535 0.002241 0.681513 5.86E-07 0.023628
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 239 0.030045 0.008043 0.000727 0.780791 0.010505 0.017206 0.784045 0.002421 0.663027 5.69E-07 0.017738
Cell 2 241 0.030166 0.008059 0.000738 0.790108 0.010641 0.017743 0.788675 0.002472 0.660689 5.76E-07 0.022664
Cell 3 241 0.029749 0.008788 0.000724 0.745956 0.009951 0.017175 0.791933 0.002504 0.65777 5.87E-07 0.010401
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 340 0.030152 0.009918 0.000882 0.714079 0.010828 0.025876 0.832234 0.002531 0.65596 5.70E-07 0.020771
Cell 2 341 0.030387 0.009658 0.000864 0.733389 0.011412 0.026216 0.82461 0.002574 0.658037 5.78E-07 0.018461
Cell 3 342 0.030052 0.009845 0.000829 0.715617 0.010779 0.024111 0.82306 0.002653 0.650007 5.89E-07 0.010305
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 446 0.031407 0.012005 0.001068 0.657971 0.013515 0.041421 0.867213 0.00292 0.638044 5.72E-07 0.018084
Cell 2 438 0.031688 0.012094 0.001034 0.661302 0.013617 0.041305 0.863834 0.003059 0.630028 5.79E-07 0.012853
Cell 3 447 0.0316 0.010971 0.000962 0.691736 0.012883 0.035272 0.855696 0.003099 0.625483 5.91E-07 0.015922
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 540 0.031999 0.012264 0.001014 0.655131 0.017174 0.051373 0.850724 0.003084 0.636506 5.74E-07 0.043049
Cell 2 532 0.032154 0.012566 0.001012 0.654855 0.017059 0.051455 0.854298 0.00317 0.636329 5.81E-07 0.030697
Cell 3 541 0.031754 0.012896 0.001008 0.645726 0.015667 0.047182 0.868358 0.003217 0.631738 5.93E-07 0.033772
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 631 0.032622 0.01278 0.001005 0.648709 0.017204 0.051699 0.86172 0.003562 0.612418 5.75E-07 0.02711
Cell 2
Cell 3 632 0.032074 0.013578 0.00097 0.628537 0.015572 0.047182 0.87632 0.003863 0.598967 5.94E-07 0.006696
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 719 0.03292 0.013681 0.001043 0.624792 0.016182 0.051182 0.883281 0.004058 0.590517 5.77E-07 0.011055
Cell 2 709 0.033029 0.01402 0.001061 0.627453 0.015957 0.050941 0.886727 0.004316 0.582845 5.83E-07 0.013347
Cell 3 719 0.031928 0.015697 0.001041 0.571315 0.013866 0.046711 0.905078 0.004284 0.586405 5.96E-07 0.005829
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 803 0.033382 0.014633 0.001016 0.613419 0.016273 0.05067 0.891331 0.004459 0.582119 5.79E-07 0.01019
Cell 2 792 0.033394 0.015144 0.001036 0.61661 0.016039 0.050431 0.896836 0.004759 0.575614 5.84E-07 0.01247
Cell 3 802 0.032866 0.016468 0.00097 0.57909 0.014807 0.046244 0.904465 0.004803 0.578168 5.98E-07 0.008595
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 882 0.03414 0.017325 0.001033 0.578135 0.016085 0.050164 0.909129 0.005045 0.576488 5.81E-07 0.012201
Cell 2 868 0.034652 0.020331 0.001048 0.565543 0.016314 0.049927 0.91958 0.005627 0.58137 5.86E-07 0.020803
Cell 3 873 0.041166 0.05315 0.001459 0.37395 0.011605 0.033307 1 0.010832 0.582468 6.38E-07 0.011206
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 940 0.044958 0.052202 0.001302 0.384496 0.009751 0.029564 0.993089 0.0136 0.535322 6.26E-07 0.009462
Cell 2 901 0.044388 0.05747 0.001829 0.363362 0.008109 0.030676 1 0.016267 0.506981 6.38E-07 0.010907
Cell 3
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Table C.20. 45 ◦C DOD100 C1D2
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 0 0.028755 0.005148 0.000774 0.877973 0.0132 0.002501 0.548039 0.002415 0.696561 5.68E-07 0.069518
Cell 2 0 0.028517 0.005148 0.000775 0.845196 0.0132 0.002369 0.550832 0.002415 0.694293 5.74E-07 0.051975
Cell 3 0 0.029132 0.005148 0.000785 0.87347 0.0132 0.002557 0.550266 0.002415 0.699147 5.63E-07 0.066621
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 106 0.03003 0.01129 0.0008 0.698662 0.014329 0.038806 0.796895 0.002715 0.645484 5.69E-07 0.019021
Cell 2 106 0.029878 0.011531 0.000818 0.681918 0.014191 0.040113 0.804089 0.002673 0.647954 5.75E-07 0.016781
Cell 3 106 0.030337 0.011374 0.000837 0.691542 0.01391 0.039152 0.809212 0.002716 0.643977 5.64E-07 0.018756
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 211 0.030527 0.011832 0.000873 0.678494 0.019012 0.066907 0.817383 0.003304 0.606151 5.70E-07 0.024399
Cell 2 213 0.030464 0.011853 0.000885 0.672574 0.019787 0.070977 0.818066 0.003317 0.604741 5.76E-07 0.022495
Cell 3 212 0.030941 0.011681 0.000901 0.685161 0.019706 0.069862 0.817003 0.003348 0.604568 5.65E-07 0.028312
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 310 0.030951 0.011869 0.000848 0.670215 0.023354 0.091012 0.808636 0.004069 0.568652 5.71E-07 0.023376
Cell 2 312 0.030626 0.012336 0.000857 0.645321 0.022919 0.092603 0.820034 0.004147 0.559735 5.78E-07 0.024364
Cell 3 312 0.03135 0.011669 0.000885 0.673006 0.023339 0.091873 0.807997 0.003973 0.575435 5.66E-07 0.02828
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 409 0.031307 0.012276 0.00082 0.659762 0.027547 0.119112 0.816637 0.006136 0.494458 5.72E-07 0.033931
Cell 2 411 0.031053 0.012352 0.000826 0.646113 0.026883 0.118344 0.825017 0.006274 0.484037 5.79E-07 0.025818
Cell 3 410 0.031873 0.011657 0.000852 0.676282 0.027197 0.11682 0.814353 0.006257 0.48912 5.67E-07 0.026967
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 502 0.031697 0.012263 0.000737 0.648934 0.03184 0.147518 0.782866 0.006668 0.494467 5.74E-07 0.06652
Cell 2 504 0.031594 0.01234 0.000796 0.641102 0.030551 0.145189 0.803361 0.007387 0.465116 5.80E-07 0.062775
Cell 3 503 0.032447 0.011646 0.000792 0.677989 0.032108 0.146669 0.781469 0.006768 0.493105 5.68E-07 0.065225
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 592 0.032321 0.012251 0.000712 0.642847 0.030796 0.160933 0.7958 0.010408 0.420297 5.75E-07 0.043493
Cell 2 594 0.031848 0.012328 0.000709 0.62804 0.029133 0.15631 0.81512 0.011033 0.399939 5.81E-07 0.048529
Cell 3 592 0.032992 0.011634 0.000778 0.665458 0.030028 0.157385 0.796368 0.010536 0.419139 5.69E-07 0.04314
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 679 0.032289 0.012239 0.000682 0.603391 0.026111 0.169903 0.827302 0.015764 0.357253 5.76E-07 0.030271
Cell 2 682 0.03204 0.012315 0.000652 0.609691 0.028053 0.17309 0.813328 0.013847 0.373318 5.82E-07 0.036588
Cell 3 679 0.0331 0.011623 0.00072 0.641141 0.028084 0.175278 0.806145 0.014487 0.372487 5.71E-07 0.047703
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 762 0.032257 0.012227 0.0006 0.569841 0.021264 0.169683 0.890397 0.023118 0.322455 5.77E-07 0.032247
Cell 2 766 0.032008 0.012303 0.000702 0.539331 0.024219 0.197001 0.83514 0.020814 0.331822 5.83E-07 0.084069
Cell 3 762 0.033067 0.011611 0.000764 0.575217 0.023872 0.194313 0.828081 0.021621 0.336719 5.72E-07 0.100568
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 841 0.033464 0.012994 0.000643 0.594058 0.020268 0.161199 0.9184 0.025067 0.342419 5.78E-07 0.026627
Cell 2 847 0.032498 0.01364 0.000689 0.539147 0.021601 0.187151 0.886283 0.022839 0.346749 5.85E-07 0.053695
Cell 3 842 0.033385 0.014508 0.000875 0.532272 0.020775 0.184597 0.893526 0.022374 0.363489 5.73E-07 0.067247
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 914 0.034451 0.015158 0.00071 0.550962 0.018168 0.153139 0.948534 0.026885 0.358664 5.79E-07 0.03259
Cell 2 923 0.032466 0.01479 0.000661 0.489076 0.016946 0.177793 0.951579 0.027082 0.33862 5.86E-07 0.057492
Cell 3 916 0.033352 0.017091 0.000918 0.469629 0.017451 0.175367 0.936635 0.024617 0.370763 5.74E-07 0.053664
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 977 0.034608 0.027467 0.000905 0.448026 0.022812 0.145482 0.936937 0.018871 0.466263 5.80E-07 0.037842
Cell 2 994 0.034524 0.016264 0.00061 0.550242 0.018223 0.13808 0.952048 0.024995 0.382332 6.16E-07 0.025697
Cell 3 984 0.033319 0.026688 0.001298 0.412617 0.02029 0.166599 0.933677 0.017397 0.47131 5.75E-07 0.063893
EFC Rs RSEI τa αa Rct τc αc Kd β L error
Cell 1 1022 0.045142 0.031127 0.000652 0.553776 0.036091 0.092619 0.829132 0.011446 0.587599 5.80E-07 0.009495
Cell 2
Cell 3 1039 0.038457 0.027112 0.000712 0.525645 0.028501 0.109959 0.862454 0.013617 0.54882 6.24E-07 0.011832
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