Abstract. Quantum satisfiability is a constraint satisfaction problem that generalizes classical boolean satisfiability. In the quantum k-SAT problem, each constraint is specified by a k-local projector and is satisfied by any state in its nullspace. Bravyi showed that quantum 2-SAT can be solved efficiently on a classical computer and that quantum k-SAT with k ≥ 4 is QMA1-complete [4] . Quantum 3-SAT was known to be contained in QMA1 [4], but its computational hardness was unknown until now. We prove that quantum 3-SAT is QMA1-hard, and therefore complete for this complexity class.
Introduction
Satisfiability is a widely studied constraint satisfaction problem. In this problem one is given a list of constraints on n boolean variables and asked to determine if there is an n-bit string which satisfies each of them. When each constraint involves at most k variables this problem is called k-satisfiability, or k-SAT. Although 2-SAT can be solved efficiently on a classical computer, 3-SAT is NP-complete.
Bravyi introduced a quantum generalization of satisfiability [4] . In the quantum k-SAT problem the constraints act on an n-qubit Hilbert space and we are asked to determine if there is a state which satisfies all of them. Each constraint is specified by a k-local 1 projector and is satisfied by any state in its nullspace.
Bravyi proved that quantum 2-SAT is in P, quantum k-SAT is contained in QMA 1 for any constant k, and quantum k-SAT for k ≥ 4 is QMA 1 -complete. The computational complexity of quantum 3-SAT has been an open question. In this paper, we resolve this question by proving that quantum 3-SAT is QMA 1 -complete.
Less is known about quantum k-SAT than is known about its classical counterpart. Random instances of quantum k-SAT have been studied by Laumann et. al. as a function of the clause density α [17, 16] . As in the classical case, it is conjectured that a satisfiability threshold α c (k) exists, above which the probability that a random instance is satisfiable approaches zero as n → ∞ and below which this probability approaches one [17] . Some bounds on this threshold value have been proven using a quantum version of the Lovász local lemma [3] and by using graph-theoretic techniques [6] but only the case k = 2 is fully understood [17, 11] . Other previous work has focused on quantum satisfiability with qudit variables of dimension d > 2 [20, 22, 8, 5] or in restricted geometries [20, 7] .
Quantum satisfiability is relevant to the study of frustration-free Hamiltonians. A frustrationfree Hamiltonian is a local Hamiltonian (a sum of k-local Hermitian operators for some constant k) with groundstates that minimize the energy of each local term individually. Such Hamiltonians naturally arise in the study of quantum error correction and play a central role in the field of Hamiltonian complexity, which touches upon condensed matter physics, quantum computation and computational complexity theory [24] . We can view quantum k-SAT as the problem where one is asked to determine if a sum of k-local projectors is frustration-free, that is to say, if its ground energy is zero.
The computational complexity of quantum k-SAT is naturally compared with that of the k-Local Hamiltonian problem, which can be viewed as the quantum analogue of MAX k-SAT. In this problem one is given a Hamiltonian which is a sum of k-local operators, along with constants a, b such that a < b. One is asked to determine if the ground energy of the given Hamiltonian is less than a (yes instance) or greater than b (no instance), promised that one of these conditions holds. Note that, for yes instances of this problem, a ground state of the Hamiltonian need not have minimal energy for each k-local term; such a system can be frustrated. Because of the possibility of frustration, the k-Local Hamiltonian problem can be computationally more difficult than quantum k-SAT. Indeed, the k-local Hamiltonian problem is QMA-complete for k ≥ 2 [13] . On the other hand, our result that quantum 3-SAT is QMA 1 -complete shows that these problems are of comparable difficulty for k ≥ 3 (putting aside the subtle differences between the definitions of QMA and QMA 1 ).
In the next Section, we provide the basic definitions, describe our results in more detail and give an overview of the remainder of the paper.
Definitions and Overview
We first define the complexity class QMA, or Quantum Merlin-Arthur. This class gets its name from a scenario involving Merlin and Arthur, who at the outset are both given an instance of a promise problem encoded as a bit-string X. Arthur wishes to know the correct answer to this problem (which is either yes or no) but his time and space resources are bounded as polynomial functions of |X|. Merlin has unbounded computational power and can easily obtain the correct answer. Merlin wants to convince Arthur the answer is "yes", but Arthur doesn't trust Merlin, so he asks for proof. Merlin hands over an n-qubit quantum state |W (called a witness) that Arthur uses to verify the claim in the following way. He adjoins some number n a of ancilla qubits each in the state |0 to produce |W |0 ⊗na (the total number n + n a of qubits in this state must be upper bounded by a polynomial in |X|), then applies a polynomial sized verification circuit U X and then measures the first ancilla qubit in the computational basis. If the measurement outcome is 1, he accepts Merlin's claim that X is a yes instance. Arthur's acceptance probability given the state |W is therefore AP (U X , |W ) = I ⊗n ⊗ |1 1| (n+1) ⊗ I ⊗(na−1) U X |W |0 ⊗na 2 .
(2.1)
For problems in the class QMA, if Merlin is being truthful he can convince Arthur with probability at least 2 3 . On the other hand, if Merlin is lying (i.e., the answer is actually "no") then he can only fool Arthur with probability at most 1 3 . Definition 1 (QMA). A promise problem L yes ∪ L no ⊂ {0, 1} * is contained in QMA if and only if there exists a uniform polynomial-size quantum circuit family U X such that If X ∈ L yes there exists a state |W such that AP (U X , |W ) ≥ 2 3 (completeness). If X ∈ L no then AP (U X , |W ) ≤ 1 3 for any state |W (soundness).
As indicated above, the first property is called completeness and the second property soundness.
Here we have defined QMA with constant completeness 3 . Kitaev showed that these parameters can be amplified: we obtain an equivalent definition with soundness 2 −Ω(|X| α ) and completeness 1 − 2 −Ω(|X| α ) for any constant α [14] (see also [18, 23] ).
QMA 1 is defined in a similar way to QMA with two modifications. The first is "perfect" completeness -for X ∈ L yes , Merlin can convince Arthur with probability exactly equal to 1. The second difference is that Arthur's verification circuit must consist of a sequence of gates from a fixed universal gate set G. The definition of QMA 1 is not known to be independent of the gate set used. In this paper we use the standard choice Definition 2 (QMA 1 ). A promise problem L yes ∪ L no ⊂ {0, 1} * is contained in QMA 1 if and only if there exists a uniform polynomial-size quantum circuit family U X over the gate set G such that
If X ∈ L yes there exists a state |W such that AP (U X , |W ) = 1 (perfect completeness).
If X ∈ L no then AP (U X , |W ) ≤ 1 3 for any state |W (soundness).
Just as with QMA, the soundness of a QMA 1 verification procedure (taken to be 1 3 in the above) can be amplified so that it is very close to zero [14] .
Note that we could modify the definition of QMA 1 so that Arthur's verification procedure may use intermediate measurements in the computational basis as well as operations conditioned on these measurement outcomes. However, expanding the set of allowed verification protocols in this way we obtain an equivalent definition of QMA 1 . To see this, note that the controlled version of any unitary written as a product of gates from G can also be written as a product of gates from G. Given a verification procedure which has some intermediate measurements we can use controlled unitaries in place of all conditional operations. This is the standard trick for deferring measurements until the end of an algorithm; in this case we need not ever measure any of the qubits except the ancilla which gives the output of the computation.
We think of QMA 1 as being very similar to QMA, although the precise relationship between these two classes has yet to be determined. One might expect that QMA=QMA 1 since the analogous classical complexity classes MA and MA 1 are known to be equal [25] . This is an interesting open question in quantum complexity theory but we do not explore it further here (see [2, 12, 15] for recent developments). For us, the one-sided error in QMA 1 is primarily an annoyance that prevents the use of standard techniques such as converting between different universal gate sets.
Let us now turn our attention to quantum 3-SAT. In this problem we are given a Hamiltonian
that is a sum of 3-local projectors Π i acting on an n-qubit Hilbert space. We are promised that either H has ground state energy zero, or else its ground state energy is greater than a constant (which we take without loss of generality to be 1) and we are asked to decide which is the case. Note that the matrix elements of a projector Π i in an instance of quantum 3-SAT cannot be specified as arbitrary complex numbers with unlimited precision. In our definition of quantum 3-SAT we must constrain the set of allowed projectors in some way. One possible choice would be to consider projectors where each matrix element is given to some number of decimal places, but this choice is not well suited to the one-sided error setting we are working in. In particular, it is not clear whether quantum 3-SAT, defined in this way, is contained in QMA 1 (although it is contained in QMA). On the other hand, if instead we consider projectors where each matrix element is expressed as a rational number with denominator 2 s (for some fixed integer s) then the problem is contained in QMA 1 . More generally, let us consider defining quantum 3-SAT with some set of allowed projectors P. Bravyi proved that quantum 3-SAT is contained in QMA 1 as long as P is chosen to satisfy the following condition: there is an efficient algorithm which can be used to measure the eigenvalue of a projector Π ∈ P in a given state |ψ using the gate set G [4, 1] . Of course, since G is universal, such a measurement can always be approximated using gates from this set, but here we require an exact measurement because of the one-sided error. We discuss this issue in more detail in Appendix A, but we mention this here so the reader is aware of the subtlety. The situation is further complicated by the fact that this technical point was treated incorrectly in reference [4] due to an error in the proof of Lemma 5 [1] .
In this work we define quantum 3-SAT with a restricted set of projectors P given below. While quantum 3-SAT remains in QMA 1 for larger classes of projectors, restricting to a smaller set makes our QMA 1 -hardness result stronger. The specific set P that we use arises from technical considerations.
Definition 3. Let P be the set of 3-local projectors Π which satisfy one of the following two conditions:
1. Every matrix element of Π in the computational basis has the form 1 4
2. There is a 3-qubit unitary U with matrix elements of the form (2.3) (in the computational basis) such that U ΠU † is equal to
on 3 of the qubits tensored with the identity on the remaining qubits.
We define quantum 3-SAT with projectors from P.
Definition 4 (Quantum 3-SAT). Given a collection {Π i : i = 1, . . . , r} ⊂ P of 3-local projectors acting on n qubits, we are asked to decide if they correspond to a yes instance or a no instance (promised that one is the case), where
Yes: There exists an n-qubit state |ψ satisfying Π i |ψ = 0 for all i = 1, . . . , r.
No:
i ψ|Π i |ψ ≥ 1 for all |ψ . With the definitions given above, we prove that quantum 3-SAT is QMA 1 -complete. In Appendix A we show (following Bravyi [4, 1] ) that quantum 3-SAT is contained in QMA 1 . Our main result in this paper is QMA 1 -hardness of quantum 3-SAT. To prove this, we exhibit an efficiently computable mapping from a g-gate, (n + n a )-qubit verification circuit that implements a unitary U X to a Hamiltonian
which is a sum of Θ (n a + g) 3-local projectors Π i,X ∈ P acting on Θ(n + n a + g) qubits. Moreover, we prove Theorem 1 (Completeness). H X has ground energy 0 if and only if there exists |W such that AP (U X , |W ) = 1, and Theorem 2 (Soundness). If AP (U X , |W ) ≤ 1 3 for all |W , then H X has ground energy Ω 1 g 6 . Note that in our definition of quantum 3-SAT we require that in the "no" case the ground energy is greater than or equal to 1, whereas Theorem 2 gives a bound of Ω g −6 . To form an instance of quantum 3-SAT as defined above we repeat each projector Π i,X in the instance a suitable number of times (i.e., Θ(g 6 ) times). This shows that any promise problem in QMA 1 can be reduced to quantum 3-SAT. Since quantum 3-SAT is also contained in QMA 1 we have proven that it is complete for this complexity class.
Our mapping from the verification circuit U X to the Hamiltonian H X relies on two technical innovations. Like many previous works in the field of Hamiltonian complexity, we use a "clock construction". In this work we introduce a new one which has some special properties. Most previous QMA-or QMA 1 -hardness results use a circuit-to-Hamiltonian mapping which is an immediate and simple application of the clock construction (the standard approach uses a Hilbert space with a computational register and a clock register). In contrast, in this work we define a novel circuitto-Hamiltonian mapping where the Hamiltonian H X acts on a Hilbert space with a computational register along with two clock registers.
The paper is organized as follows. In Section 3 we introduce our new clock construction. In Section 4 we describe Hamiltonians acting on two clock registers which illustrate the main ideas of our proof that quantum 3-SAT is QMA 1 -hard. Then in Section 5.1 we define the Hamiltonian H X and in Section 5.2 we characterize its zero energy eigenspace, establishing Theorem 1. We prove Theorem 2 in Section 5.3, using a spectral bound due to Kitaev [14] .
A new clock construction
A clock construction is a local Hamiltonian along with a set of local operators which act on its groundspace in a certain way. It can be used as a set of building blocks to define more complicated Hamiltonians while keeping track of the groundspace. The novel clock construction that we introduce in this Section is a central part of our QMA 1 hardness result. In this Section we focus on the construction itself and discuss its properties. Then in Section 4 we show how to build interesting Hamiltonians using two clock registers. This idea is developed further in Section 5 where we define our circuit-to-Hamiltonian mapping.
In Section 3.1 we give some historical context, in order to motivate the notion of a clock construction. Then in Section 3.2 we summarize the properties of the new one that we introduce in this work. Finally, in Section 3.3 we provide all the details of our construction. On a first read through this paper the reader may wish to skip Section 3.3 since most of our results (with the exception of those presented in Appendix C) are derived using only the properties described in Section 3.2.
Feynman's circuit-to-Hamiltonian mapping and Kitaev's clock construction
Feynman showed how to map a sequence of unitary operators into a Hamiltonian in an interesting way [9] . This mapping is often used to convert statements about quantum circuits into statements about Hamiltonians. Let us start with a quantum circuit C that acts on n qubits and consists of a product of m one-and two-qubit unitaries
Now consider a Hilbert space with two registers. The first register holds n qubits and the second register holds an (m + 1)-level system with orthonormal basis states |t for t = 0, . . . , m. Feynman's Hamiltonian is The clock register in Feynman's construction is an (m + 1)-level system. However, Kitaev noticed that a modification of Feynman's idea can be used to map the circuit C into a local Hamiltonian acting on a system made only from qubits. Again the Hilbert space has two registers; the first holds n qubits as before but now the second register has m qubits. The idea is to encode Feynman's m + 1 clock states as m-bit unary strings
The (m+1)-dimensional span of these clock states is called the clock subspace. It is the groundspace of the 2-local, m-qubit Hamiltonian
This is the first part of Kitaev's clock construction: a local Hamiltonian acting on a system of qubits which has the desired number of groundstates. The second part of the clock construction is a set of local operators which act in a special way on states that have all of their support in the clock subspace. For any unitary U acting on the first register, define projectors
These are called the transition operators for the clock. Note that on the LHS of this expression the subscript labels the operator, whereas on the RHS the subscript indicates which qubits the operator acts on nontrivially. Writing Π
unary for the projector onto the clock subspace, we have
which should be compared with (3.1). Kitaev's Hamiltonian is
Since both terms in (3.4) are positive semidefinite, every state in its zero energy groundspace is a zero eigenvector of the first term. Within the nullspace of I ⊗ H
unary , H K (C) acts in the same way as H F (C). Thus, every state in the groundspace of (3.4) is a history state
For t = 0 and t = m − 1 these operators should be defined in a slightly different but self-explanatory way.
for some n-qubit state |φ . Furthermore, the Hamiltonian H K (C) is 5-local since each unitary W j is either one-or two-local. This circuit-to-Hamiltonian mapping was used by Kitaev in his proof that 5-local Hamiltonian is QMA-complete [14] . Let us now view Kitaev's clock construction as a mathematical object of independent interest. In our view, the clock construction is specified by the Hamiltonian H (m) unary along with the transition operators h u t,t+1 (U ) which act as in equation (3.3) . This is the set of operators which Kitaev used to instantiate Feynman's Hamiltonian as a 5-local Hamiltonian acting on a system of qubits. In Kitaev's construction the Hamiltonian H (m) unary is a sum of 2-local projectors and the transition operators are (k + 3)-local projectors where k is the locality of the unitary U . In contrast, in this Section we introduce a clock construction where the clock states are groundstates of a Hamiltonian that is a sum of 3-local projectors and where the transition operators are (k + 2)-local projectors. If we naïvely replace Kitaev's clock construction with ours, it allows us to instantiate Feynman's Hamiltonian as a 4-local Hamiltonian. This is not good enough for our purposes since we are interested in quantum 3-SAT where the projector terms are 3-local. The circuit-to-Hamiltonian mapping that we define in this paper is not based on Feynman's Hamiltonian, and in particular only ever uses the transition operators h u t,t+1 (U ) for single-qubit unitaries U . Nevertheless we are able to encode a computation consisting of 1-and 2-qubit gates in the ground state of the resulting Hamiltonian. This nontrivial fact is one of the main contributions of our paper, and is the subject of Sections 4 and 5.
Summary of the new clock construction
Our construction, including explicit expressions for all the operators mentioned below, is presented in full detail in Section 3.3. Here we summarize its features. As discussed above, the crucial difference between our clock construction and Kitaev's is the locality of the transition operators.
For any N ∈ {2, 3, . . . }, we present a Hamiltonian
which acts on the Hilbert space
of 7N − 3 qubits and which is a sum of 3-local projectors from the set P given in Definition 3. The zero energy groundspace of H
clock is spanned by orthonormal states
Now let H comp be a computational register containing some (arbitrary) number of qubits, and let U be a unitary acting on this register. We exhibit projectors
for i = 1, . . . , N − 1, which act on
clock . These are the transition operators (3.3) for the clock. Specifically, they satisfy
where Π A much more important difference is the locality. In our case, the operator h i,i+1 (U ) is a (k + 2)-local projector where k is the locality of the unitary U . When U is the identity the projector h i,i+1 (1) acts nontrivially only on two qubits of H (N ) clock and we write
Thus, for a single-qubit unitary, h i,i+1 (U ) is only 3-local (in contrast with Kitaev's clock where h u i,i+1 (U ) would be 4-local). Our circuit-to-Hamiltonian mapping, presented in Sections 4 and 5 exploits this feature (it is partly inspired by the railroad switch idea from [21] ).
Finally, we also exhibit 1-local (single-qubit) projectors
for i = 1, . . . , N , whose role is to "pick out" clock states |C j with j ≥ i or j ≤ i respectively. They act on the Hilbert space (3.5) of the clock and satisfy
with the understanding that when i = 1 the first term in (3.9) is zero and when i = N the second term in (3.8) is zero. As in (3.6), only the nullspaces of the operators on the RHS of (3.8) and (3.9) are important for our purposes. In particular, it is not significant that the |C i C i | terms have different prefactors, since the (positive) value of these coefficients do not affect the nullspace.
Details of the new clock construction
Here we present the details of the clock construction described in Section 3.2. The reader may safely skip this Section on a first read through this paper. Subsequent Sections can be understood using the summary presented in Section 3.2.
Our goal is to define H (N )
clock along with the operators C ≥i , C ≤i , h i,i+1 (U ) satisfying the properties specified in Section 3.2. We present our construction in two steps. First, we define a Hamiltonian H (2N ) triplet that we call the "triplet" Hamiltonian. It already has many (but not all 3 ) of the properties that we desire for our clock construction. In the second step, we construct H (N ) clock from the "triplet" Hamiltonian by appending another register and adding terms which act between the two registers.
Let N ∈ {2, 3, 4, . . . }. We now define the triplet Hamiltonian H
triplet which is a sum of 3-local projectors and acts on the Hilbert space of 3(2N − 1) qubits: where
act on triplets of qubits as in Figure 3 .1, with |θ ± and |γ given by
We now construct 2N orthonormal basis states which span the ground space of H (2N ) triplet . First, consider H 1 . Observe that the groundspace of H 1 is spanned by the set of all products of three qubit states of the form
where
Let us now consider the action of H 2 on the groundspace of H 1 . The terms in H 2 assign an energy penalty to certain products of three qubit states. The first term penalizes any state where |χ i ∈ {|110 , |101 } but |χ i+1 = |000 . The second term penalizes states where |χ i = |000 but |χ i+1 = |000 . The projector onto the zero energy groundspace of H 1 + H 2 is therefore given by
. . .
for k = 1, . . . , 2N − 2. Note that the states | i each contain an "active" triplet |110 or |101 separating |θ + to the left and |000 to the right. In contrast, the states |k do not have an active triplet separating the two regions. The role of H 3 is twofold. It assigns an energy penalty to each of the states {|k } and to certain linear combinations of the states {|î }. This can be seen by looking at the restriction of H 3 to the groundspace of
We are now able to fully characterize the zero energy groundspace of H
triplet . It is spanned by the 2N states
We now consider some local operators and their actions in the zero energy subspace of H
triplet . We will see that they have properties similar to those described in Section 3.2.
Define 2-local projectors 22) and note that, projected to the groundspace of H
triplet , we have
Now adjoin another register so the Hilbert space is
and let U be a unitary acting on H comp . Define
(U ) is a (k + 2)-local projector if U is a k-qubit unitary, and furthermore
(3.27) Equation (3.26) should be compared to (3.6). Now we are ready to define H (N ) clock and the associated operators which make up our clock construction. Consider the Hilbert space
and the Hamiltonian
where σ x i is the σ x operator acting on the ith qubit of the second register. Observe that each operator g 2i−1,2i (σ x i ) (defined through (3.25)) is a 3-local projector which acts on qubits 6i − 4 and 6i − 5 of the first register and qubit i of the second register. H (N ) unary acts on the second register as
and its ground state subspace is spanned by the unary states
The Hamiltonian H sync acts on both registers as
where q j is defined in (3.22) and · is the floor function. Here the tensor product separates the first 6N − 3 qubits from the last N qubits. The zero energy groundspace of H (2N )
unary + H sync is spanned by the states be the projector onto the subspace spanned by {|e j }. The last term in (3.28), the operator i g 2i−1,2i (σ x i ), acts within this space as
where β i is defined in (3.27). Taking linear combinations of the states (3.32) which are zero eigenvectors of (3.33), we finally get a spanning set of zero energy groundstates for H
clock :
As an example, we expand these states in the computational basis for N = 4 in Figure B .1 in Appendix B.
We now define the operators
which act on the ith qubit of the second register, for i = 1, . . . , N . Using (3.35) it is easy to verify that these operators satisfy (3.8) and (3.9) as claimed in Section 3.2. Finally, we are ready to define the transition operators h i,i+1 (U ) and to show that they satisfy (3.6). We consider a Hilbert space
and a unitary U which acts on H comp . Define
(U ) acts on the computational register and two out of the 6N − 3 qubits in the second register. Note that h i,i+1 (U ) is a (k + 2)-local projector when U is a k-qubit unitary. Using equations (3.38), (3.35), (3.26) and the fact that β 2i = 1 4 for all i = 1, . . . , N − 1 we confirm (3.6):
We can also write an explicit expression for h i,i+1 (U ) using (3.25) and the fact that
for all i = 1, . . . , N − 1:
clock is a sum of 3-local projectors. We now show that each of the projectors in the sum is from the set P given in Definition 3. Looking at equations (3.11)-(3.13) we see that
triplet is a sum of projectors which are diagonal in the computational basis (and which satisfy condition 1 in Definition 3) along with projectors of the form |θ − θ − | (which satisfy condition 1 in Definition 3) and projectors of the form |γ γ| (which satisfy condition 2). H (N ) unary and H sync are sums of classical projectors which satisfy condition 1. Now consider the terms g 2i−1,2i (σ x i ) for i = 1, . . . , N . Looking at equations (3.24) and (3.25) we see that, for i ∈ {2, . . . , N − 1} each of these terms is a projector which satisfies condition 1. We consider the terms with i = 1 and i = N separately. First, look at g 1,2 (σ x 1 ) which acts on qubits 2 and 3 of the first register and qubit 1 of the second register as
where |+ and |− are the eigenstates of the Pauli σ x operator. It is not hard to see that each of the two terms on the RHS of this equation is a projector which satisfies condition 2 from Definition 3. A similar decomposition can be used to write g 2N −1,2N (σ x N ) as a sum of two projectors satisfying condition 2.
This completes our description of the clock construction with the properties outlined in Section 3.2.
Hamiltonians acting on two clock registers
Here we develop the main ideas behind our circuit-to-Hamiltonian mapping, using the new clock construction described in the previous section. A key feature of our approach is that we use two clock registers, with Hilbert space
Let's consider some local operators which act on this space. The Hamiltonians
and H
clock ⊗ I are both sums of 3-local projectors as discussed in the previous section. Since C ≤i and C ≥i are 1-local projectors, we can form 2-local projectors by taking tensor products, e.g.,
Similarly, since the operators h k,k+1 are 2-local projectors, terms such as h k,k+1 ⊗ C ≤i are 3-local projectors. For convenience and to ease notation later on, we define the following sum of such terms
We begin by looking at a simple Hamiltonian which acts in the Hilbert space (4.1); this example introduces some notation and conventions that we use later on. We then consider two examples where the Hilbert space (4.1) is tensored with a computational register. These examples contain the essential ideas behind our proof in Section 5 that quantum 3-SAT is QMA 1 -hard.
Warm up example
As a warm-up, consider the following Hamiltonian acting on the space (4.1) with N = 9:
I ⊗ H (9) clock + H (9) clock ⊗ I + S (4, 6) ,
with S (4, 6) given by (4.2). We will see how the zero energy groundspace of this operator can be represented pictorially.
Recall (from Section 3.2) that H (9) clock has 9 orthonormal zero energy states |C i for i = 1, . . . , 9. The first two terms of (4.3)
I ⊗ H (9) clock + H (9) clock ⊗ I (4.4) therefore have 81 zero energy ground states which we choose to represent as a set of vertices arranged in a 2D grid, as shown in Figure 4 .1(a). We adopt the convention that the vertex in the top left corner has coordinates (i, j) = (1, 1), the i coordinate increases moving to the right and the j coordinate increases moving downwards. The vertex with coordinate (i, j) is associated with the groundstate |C i |C j . We add S (4, 6) to (4.4) a few terms at a time. First look at
clock + H
clock ⊗ I + C ≤4 ⊗ C ≥6 + C ≥6 ⊗ C ≤4 which is just the first two terms of S (4, 6) added to (4.4) . Using the expressions (3.8) and (3.9) we see that adding this term assigns an energy penalty to all the states |C i |C j with either i ≤ 4 and j ≥ 6 or i ≥ 6 and j ≤ 4. Eliminating the corresponding vertices from Now look at the next term which is h 4,5 ⊗ C ≤5 . Using equations (3.6) and (3.36) we get
From this we see that states |C 4 |C j and |C 5 |C j for j = 1, . . . , 5 are not zero energy states for this term although their uniform superpositions
We represent the groundspace of
as the graph in Figure 4 .1(c), where now ground states are in one-to-one correspondence with the connected components of the graph. The ground state corresponding to a given connected component J is the uniform superposition
(up to normalization). The next three terms modify the picture in a similar way and the groundspace of I ⊗ H (9) clock + H 
clock +H (9) clock ⊗I, (b) I⊗H (9) clock +H
clock ⊗I+ C ≤4 ⊗C ≥6 +C ≥6 ⊗C ≤4 , (c) I⊗H (9) clock +H (9) clock ⊗I+C ≤4 ⊗C ≥6 +C ≥6 ⊗C ≤4 +h 4,5 ⊗C ≤5 , and (d) I ⊗ H (9) clock + H (9) clock ⊗ I + S (4, 6) . In these graphs each connected component is associated with a ground state of the Hamiltonian.
A single-qubit unitary
Next, consider an example with two clock registers with N = 6 and a computational register containing a single qubit. The Hilbert space is
clock ⊗ H (6) clock . Let U be a (single-qubit) unitary acting on the computational qubit and define
(4.6) Here h 34 (U ) acts nontrivially on the computational qubit and two qubits of first clock register.
We analyze the groundspace of (4.5) in two steps. First, we represent the groundspace of the sum of the first four terms using a picture, as in the previous example. Then we consider the action of H U on this space and obtain the zero energy states for (4.5). First, consider
clock ⊗ I + S (1,3) + S (4, 6) , which acts in the space H
clock ⊗ H (6) clock and note (using the graphical representation discussed in the previous example) that its nullspace can be represented as 
where S ∈ {K, L, M, N }. In this paper we will often work with unnormalized states such as these. clock ⊗ I + I ⊗ H (6) clock + S (1,3) + S (4, 6) are associated with the four connected components of this graph, which we label K, L, M, N .
The groundstates of H 1q (U ) are superpositions of |z |K , |z |L , |z |M , |z |N , z ∈ {0, 1}.
(4.8) which have zero energy for H U . We solve for them as follows. First, note that
for z ∈ {0, 1} span the same space as (4.8). This basis is convenient because H U does not connect states with z = 0 to states with z = 1. We evaluate the matrix elements of H U between these unnormalized states using (3.6). For each z ∈ {0, 1}, H U acts as a 4 × 4 matrix within the space spanned by the four states (4.9) (since it does not connect states with different z). This matrix is the same for z = 0 and z = 1 and is given by
with the ordering of basis states as in (4.9). The unique zero eigenvector of this matrix is the all-ones vector. This means that the groundspace of H 1q (U ) is spanned by the two states |z |K + U |z |L + |z |M + U |z |N , z ∈ {0, 1}.
Note that to solve for these zero energy eigenvectors it was sufficient to consider the matrix elements of H U in the unnormalized basis (4.9). Now considering superpositions of these two states we see that every state in the groundspace of H 1q (U ) has the form |φ |K + U |φ |L + |φ |M + U |φ |N (4.10)
for some single-qubit state |φ . In this example we view the state |C 1 |C 1 (corresponding to the top left vertex in Figure 4 .2) as the initial state of the two clocks, and we view the state |C 6 |C 6 (the bottom right vertex) as the final state. We interpret (4.10) as a history state for the computation that consists of applying U to the state |φ .
A two-qubit unitary
Now consider an example where N = 9 and the computational register contains two qubits. The Hilbert space is
clock ⊗ H
clock . Define
and H horizontal involves transitions of the first clock register whereas H vertical involves transitions of the second clock register. Labeling the first computational (control) qubit a and the second (target) one b, we define
13)
(4.14)
Here the single-qubit unitaries which act on qubit b are
In (4.14) the operator h 45 (σ z b ) acts nontrivially on the computational qubit b as well as the second clock register (and acts as the identity on the first clock register).
Note that H 2q is a sum of 3-local projectors. We now discuss its groundspace. Look at the first four terms in (4.11) which act as
clock ⊗ I + S (1,3) + S (7, 9) (4.16) on the two clock registers. Using our graphical notation, the zero energy groundspace of (4.16) can be represented as the black graph shown in Figure 4 .3 (a) and (b). A ground state is associated with each of the 25 connected components of this graph (as discussed in the Figure caption) . Now adjoining the two-qubit computational register, we get 100 basis vectors for the nullspace of
clock + I ⊗ H
clock ⊗ I + I ⊗ S (1,3) + I ⊗ S (7, 9) , (4.17)
four for each connected component. States in the nullspace of H 2q are superpositions of these 100 basis vectors that also have zero energy for H V , that is to say, zero eigenvectors of the matrix
where J 1 and J 2 are connected components of the graph in Figure 4 .3 and x, y, x , y ∈ {0, 1}. (Here |J 1 and |J 2 are defined through (4.7)). One could now proceed to solve for the nullspace of H 2q by explicitly constructing the matrix elements (4.18) and analyzing the resulting 100 × 100 matrix. However, computing the matrix elements (4.18) is a tedious exercise. To save space and time, we take a different approach here. We provide a Lemma which characterizes the nullspace of H 2q , and we describe a simple way that the reader can verify our claim.
It will be helpful to use the sets of vertices Figure 4 .3. For each set we define an unnormalized state through (4.7) (now letting S be any set of vertices). For example,
Note that each of the states = |x |y |R x + (Q|x |y ) |G x + Q |x |y |Y x + (V |x |y ) |B x for x, y ∈ {0, 1}, where the two-qubit unitaries Q,Q, and V are given by 20) with the single-qubit unitaries B and σ z as in (4.15).
Note that, since |ψ xy V has support only on states (4.19) of the clock registers, it has zero energy for (4.17). Using equations (3.6), (3.8) , and (3.9) the reader can verify that each state |ψ xy V also has zero energy for H V . It remains to show that these four states span the groundspace of H 2q . We recommend using a computer to verify this fact. To do this, one can numerically diagonalize a specific 324 × 324 matrix: the restriction of H 2q to the space spanned by |z 1 |z 2 |C i |C j with i, j = 1, . . . , 9 and z 1 , z 2 ∈ {0, 1}. It is easy to compute the matrix elements of H 2q in this basis using equations (3.6), (3.8), and (3.9). We have included in our arxiv submission an ancillary file (a Matlab script) which numerically diagonalizes this matrix and confirms that the states |ψ α xy |x |y , Figure 4 .3. The black graph (drawn twice for clarity) depicts the groundspace of I ⊗ H (9) clock + H (9) clock ⊗ I + S (1,3) + S (7, 9) . The top left vertex is labeled (1, 1) and the bottom right vertex (9, 9) . Each connected component corresponds to a ground state, given by the uniform superposition of states |C i |C j with (i, j) in the component. In (a) we have defined sets of vertices R 0 , G 0 , Y 0 , B 0 and in (b) we have defined sets
and |other has no support on clock states |C 1 |C 1 or |C 9 |C 9 . We view |C 1 |C 1 as the initial state of the two clocks and |C 9 |C 9 as the final state of the two clocks, and we interpret (4.21) as a history state for the computation that consists of applying the two-qubit unitary V from (4.20) to the state |φ .
Finally, we show that the two-qubit unitary V is an entangling gate. To see this, note that by multiplying it with single-qubit T and Hadamard gates we obtain the CNOT gate:
The reader may already see where this is going. In this Section we exhibited Hamiltonians H 1q (U ) and H 2q which are sums of 3-local projectors and which have ground states that can be viewed as history states for any one-qubit computation and a specific two-qubit computation respectively. Now we show how to put these ideas together to make a quantum 3-SAT Hamiltonian that is associated with a sequence of one-and two-qubit gates.
Quantum 3-SAT is QMA 1 -hard
In this Section we prove that quantum 3-SAT is QMA 1 -hard, following the strategy outlined in Section 2. We exhibit our circuit-to-Hamiltonian mapping and we prove Theorems 1 and 2.
Recall from Section 2 that we consider a verification circuit which implements a unitary U X on n + n a qubits, n a of which are ancillas initialized to |0 at the beginning of the computation. It is expressed as a product of g gates from the set { H, T, CNOT}. We begin by rewriting this circuit in a canonical form. Equation (4.22) expresses the CNOT gate as a product ofĤ and T gates and the two-qubit gate V (4.20). Using this identity we efficiently rewrite the given circuit so that it is a product of Θ(g) gates from the set { H, T, V }.
For convenience, we then rewrite the circuit so that it is expressed as a product with M = Θ(g) single-qubit gates alternating with M two-qubit V gates:
where each single-qubit gate U 0 , U 2 , . . . U M −1 is either H, T or the identity, and where
are the labels of the qubits on which the V gates act. An arbitrary circuit expressed using this gate set can always be efficiently rewritten in this form. To see this, note that we can always place a unitary equal to the identity in between any two consecutive two qubit gates. Furthermore, using the fact that
we can replace the product of any two consecutive single-qubit gates
with the gate V ab acting on some pair of qubits a, b.
The Hamiltonian H X
We define a Hamiltonian H X which we associate with the verification circuit (5.1) and which is a sum of 3-local projectors from the set P in Definition 3. It acts on the Hilbert space
where H comp is a computational register containing n + n a qubits. Recalling (3.5), note that each of the two clock registers contains 63M + 18 qubits. First, consider the Hilbert space H
of the two clock registers and define the following operator acting on this space
where S (k,k+2) is defined in (4.2). Let us pause for a moment and explain why we consider this operator. Using the graphical notation developed in Section 4, the groundspace of (5.3) can be represented as the graph drawn in black in Figure 5 .1. For the moment, let us focus on the graph drawn in black and ignore all other aspects of the Figure. As described in the caption, a basis for the groundspace is in 1-1 correspondence with the connected components of the graph. Note that the graphs from Figures 4.2 and 4.3 each appear M times along the diagonal. This corresponds to the fact that the verification circuit contains M one-qubit gates and M two-qubit gates V .
We obtain H X by adding terms to I ⊗ H
diag . We add terms for each one-and two-qubit gate and we add terms which check the initial and final state of the computation. Specifically, let
which acts on the Hilbert space (5.2). Here
ensure that each of the ancilla qubits is in the |0 state when the clock state is |C 1 |C 1 , and that the first qubit in the ancilla register is in the state |1 when the clock state is |C 9M +3 |C 9M +3 . The operators
are defined by analogy with (4.6) and involve the single-qubit unitaries {U j }. We also define
by analogy with (4.12):
Note that H X is a sum of 3-local projectors. Furthermore, each projector in the sum is of the form given in Definition 3. (To see this, first recall that in Section 3.3 we showed that H (9M +3) clock is a sum of projectors from the set P. For the rest of the terms in H X , one can use the definitions of C ≤i and C ≥i and h i,i+1 (U ) from equations (3.36), (3.37) and (3.39) to check that they are projectors satisfying condition 1 from Definition 3. Note that for the term h 9j+3,9j+4 (U j ) ⊗ I appearing in (5.6) we use the fact that U j is either I,Ĥ or T .
We now characterize the groundspace of H X .
The zero energy groundspace of H X (Proof of Theorem 1)
We now show that a zero-energy ground state of H X exists if and only if there exists a witness |W which the original verifier U X accepts with certainty. We begin by defining some sets of vertices in the graph 5.1. For each copy j = 0, . . . , M − 1 of the graph in Figure 4 .3 that appears in Figure  5 .1, we define sets R . To analyze the groundspace of H X , we add the terms in equation (5.4) one at a time, computing the zero energy states of the resulting operator at each step. We start with
which (as discussed in the previous Section) has nullspace spanned by states of the form
is a connected component of the graph drawn in black in Figure 5 .1 and z is an (n + n a )-bit string. Now consider
As the reader might expect, we are going to use Lemma 1 to solve for the zero energy states. We begin by considering the action of H j V in the basis (5.11). This implies that the matrix element
is nonzero only when J 1 and J 2 are both contained in the same copy j. The matrix with entries (5.14) is therefore block diagonal with a nonzero block for each j = 0, . . . , M − 1. In addition to these blocks, there are "blocks" of size 1 -the states
for j = 0, . . . , M − 1 and z ∈ {0, 1} n+na which have zero energy for (5.12). Let us now solve for the zero eigenvectors of (5.12) within each nonzero block. The block corresponding to a given value j is a (2 n+na · 25) × (2 n+na · 25) matrix with entries
, where J 1 and J 2 are from the corresponding set of 25 connected components. Recall that H j V acts nontrivially on qubits a j and b j and as the identity on the remaining 2 n+na−2 qubits of the first register. Using this fact we see that the above matrix (the block labeled by j) further decomposes into 2 n+na−2 identical blocks each of which has size 4 · 25 × 4 · 25. Each of these 100 × 100 blocks is a matrix that we have already encountered in Section 4, the matrix with entries given by (4.18). Lemma 1 characterizes the zero energy eigenvectors of this matrix. Applying Lemma 1, we get zero eigenvectors of (5.12)
Here the projector |xy xy| a j b j acts nontrivially only on qubits a j and b j of the computational register and z is an (n + n a )-bit string. Note that since |z is a computational basis state, only one of the terms in the sum over x, y is nonzero; we have written the state in this way to ease understanding later on. Letting z range over all (n + n a )-bit strings and j = 0, . . . , M − 1, the states (5.15) and (5.16) span the groundspace of (5.12). Now consider
The third term in (5.17) couples the ground states of (5.12). To solve for the zero energy states of (5.17), we compute the action of
within the groundspace of the first two terms. We now exhibit a basis for the ground space of (5.12) in which the operator (5.18) has a simple form. Define unitaries
. . , M − 1 and states 19) and Here we let |φ range over some (arbitrary) complete orthonormal basis Λ for the (n + n a ) qubit register and j = 0, . . . , M − 1. The states (5.19)-(5.21) (with j = 0, . . . , M − 1 and |φ ∈ Λ) are linearly independent superpositions of (5.15) and (5.16) and therefore span the groundspace of (5.12). Their normalizations are:
The operator (5.18) acts on this basis in a simple way. It only connects states with the same |φ ∈ Λ and is therefore block diagonal (with 2 n+na blocks).
We compute the matrix elements within a block using equations (5.6) and (3.6). For example,
Continuing in this manner, we compute all matrix elements of (5.18) between states (5.19)-(5.21). The resulting matrix is the same for each |φ and is equal to 1 4 L where L is the Laplacian 4 of the graph in Figure 5 .2. The Laplacian matrix of a connected graph has a unique eigenvector with eigenvalue zero: the all ones vector. This fact means that for each |φ ∈ Λ there is a unique zero energy state of (5.17) given by the uniform superposition
where we used (5.22) to compute the normalization. Letting |φ range over all states in the basis Λ we get a spanning basis for the groundspace of (5.17). Moreover, we claim that every state in the groundspace of (5.17) is of the form |Hist(ψ) 4 Recall that the Laplacian matrix of a simple graph with vertex set V and edge set E is the |V | × |V | matrix with
where d(u) is the degree of vertex u.
for some (n + n a )-qubit state |ψ . This is because, for any two basis states |φ , |φ ∈ Λ and complex numbers α, β α|Hist(φ) + β|Hist(φ ) = |Hist(αφ + βφ ) , which can be seen using the definitions (5.19)-(5.21). Now consider the conditions under which a state |Hist(ψ) in the groundspace of (5.17) also has zero energy for both H init and H end , the final two terms in (5.4) .
We have
where in the last line we used (3.9) . This is equal to zero if and only if |ψ = |W |0 ⊗na for some n-qubit state |W . Similarly,
which is zero if and only if the (n + 1)th qubit of U X |ψ is in the state |1 with certainty. We have therefore proven that H X has a zero energy eigenstate if and only if there exists an n−qubit state |W satisfying
This establishes Theorem 1.
Proof of Theorem 2
We now consider the case where
By Theorem 1 we know that in this case H X has no zero eigenvalues. Here we prove that its ground energy is Ω 1 M 6 which gives us Theorem 2 since M = Θ(g). We use a spectral bound due to Kitaev [14] . Write
γ(H)
for the smallest nonzero eigenvalue of a finite-dimensional, positive semidefinite operator H. Let S be the nullspace of H A and let Π B be the projector onto the nullspace of H B . Suppose H has no zero eigenvalues. Then 
We use Lemma 2 to lower bound γ(H X ) which is equal to the ground energy of H X . To apply Lemma 2, we need lower bounds on γ(H A ) and γ(H B ). To bound γ(H B ) we use equations (3.37) and (3.36), which say that the operators
are diagonal in the computational basis. Looking at the expressions for H init and H end from (5.5), we see that H B is a sum of projectors diagonal in the computational basis and hence γ(H B ) ≥ 1. We prove the following lower bound on γ(H A ) in Appendix C:
We use these bounds in (5.28) to obtain
with c from (5.29). We now upper bound c. Write Π init and Π end for the projectors onto the zero eigenspaces of H init and H end respectively. We have
Since these two projectors are both diagonal in the computational basis, Π B is simply
Recall from Section 5.2 that every state in the nullspace of H A is of the form |Hist(ψ) for some (n + n a )-qubit state |ψ . Thus c = max
by the Cauchy-Schwarz inequality. Using equations (5.23), (5.31) and (5.32) we compute
,
.
which completes the proof.
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[1]. Here we give a self-contained proof (following Bravyi [4] ) that quantum 3-SAT is contained in QMA 1 , with the definitions given in Section 2.
To show that quantum 3-SAT is in QMA 1 we provide a verification procedure that uses ancillae prepared in the state |0 , measurements in the computational basis, as well as operations controlled on the measurement outcomes. All gates are from the set G (2.2).
As discussed in Section 2, such a verification procedure can be efficiently converted into a QMA 1 verification procedure which uses only one measurement in the computational basis (the final measurement which determines acceptance).
Consider the following simple verification procedure. Given an instance of quantum 3-SAT specified as a collection {Π i : i = 1, . . . , r} of projectors and a witness state |W , Arthur first chooses a random integer j ∈ {1, . . . , r}. Note that using gates from G, Arthur can make the random choice very close to uniformly distributed. For example he can choose j so that
for each i ∈ {1, . . . , r}. (To do this he can prepare r ancillae in the state |0 ⊗r , apply Hadamard gates to each of them, and then measure each in the computational basis. He can divide the 2 r possible measurement outcomes into r sets i = 1, . . . , r, where an outcome from the ith set occurs with probability p i = 1 r + i and | i | ≤ r2 −r .) Having chosen j randomly in this way, Arthur measures the eigenvalue of the projector Π j in the state |W and outputs "yes" if and only if the measurement outcome is zero. For a yes instance, Merlin can give Arthur a witness state |W which is in the nullspace of each of the projectors Π i , and in this case Arthur outputs "yes" with certainty. On the other hand, for a no instance, any state |W satisfies
and so the probability that Arthur's measurement outcome is 1 is given by
The probability that Arthur outputs "yes" in this case is upper bounded by
This protocol has perfect completeness, and soundness 1 − 1 r + O r 2 2 −r . The soundness can be amplified (for example using the protocol described in reference [14] ) to achieve the desired constant The above verification procedure requires that we can exactly measure any projector Π ∈ P using the gate set G. As discussed below, this is only true for projectors satisfying condition 1. in Definition 3. In the following, we describe a modification of this verification procedure that weakens this requirement and which proves that quantum 3-SAT (with projectors from P) is contained in QMA 1 .
First, let us show that an exact measurement can be performed for projectors Π ∈ P satisfying condition 1 in Definition 3. For such projectors the controlled unitary
is efficiently decomposable as sequences of { H, T, CNOT} gates (possibly using an ancilla initialized in the state |0 ). This follows from reference [10] , in which it is shown that such a decomposition can be efficiently computed for any 3-local projector with matrix elements (in the computational basis) of the form 1
for any n-independent constant s ∈ {2, 3, 4, . . . } and integers a, b, c, d. Note that a measurement of Π in a state |ψ is performed by applying U Π to |ψ |0 and then measuring the last qubit in the computational basis. For projectors satisfying condition 2 it is possible to implement a weaker type of exact measurement that we call an "exact heralded measurement". This is a probabilistic implementation of the controlled unitary (A.1) using the gate set G, where the success or failure of the procedure is determined by the outcome of a single qubit measurement of an ancilla in the computational basis. The measurement is "heralded" because, after using the algorithm, we are told (via the state of the ancilla qubit) whether or not it succeeded. In the next Section we provide an exact heralded measurement algorithm that can be run using any number of steps m and achieves success probability 1 − O (4 −m ).
The following modification of the above verification procedure shows that quantum 3-SAT is contained in QMA 1 (with the definitions given in Section 2). Arthur first randomly chooses an integer j ∈ {1, . . . , r} as described above. If Π j is a projector satisfying condition 1 from Definition 3 then he measures the projector using the exact measurement procedure described above, and outputs "yes" if and only if the measurement outcome is zero. On the other hand, if Π j satisfies condition 2, then Arthur uses the exact heralded measurement algorithm with m = r steps. The probability that the measurement succeeds is 1−O (4 −r ). In this case Arthur outputs "yes" if either a) the heralded algorithm fails or b) the measurement succeeds and the measurement outcome is 0. This protocol has perfect completeness, and the very small failure probability does not appreciably affect the soundness, which can still be amplified to the constant 
A.1. An exact heralded measurement
Consider a 3-local projector of the form
where U is a 3-qubit unitary with matrix elements of the form (2.3). In this Section we describe an algorithm which uses gates from the set { H, T, CNOT}, ancillae prepared in the state |0 , and measurements in the computational basis. The algorithm takes as input a four-qubit state |α and outputs a single classical bit which indicates either "success" or "failure" along with a four-qubit state |β . If the algorithm outputs "success" then
and we have successfully and exactly implemented U Π (from (A.1)). The algorithm we describe can be performed using any number of steps m ∈ {1, 2, 3, . . . } and uses Θ(m) gates along with Θ(m) ancillae and measurements in the computational basis. The success probability of the m-step algorithm is p success (m) = 1 − O 1 4 m . We thank John Watrous for his help with developing this algorithm.
Our algorithm is based on the circuit in Figure A .1 which implements U Π . In the Figure, and
Note that, with the exception of the single-qubit R gates, all gates which appear in the circuit in Figure A .1 can be expressed as products of H, T and CNOT gates (their matrix elements are of the form (2.3)). To implement each of the R gates, we use a heralded m-step procedure described below. Each R gate succeeds with probability
The overall probability that we apply the circuit in An m-step algorithm to implement R
Consider the following 2-qubit unitary
Since each of its matrix elements is of the form (A.2), A can be implemented exactly using the gate set { H, T, CNOT} using one ancilla initialized in the |0 state [10] . That is to say, the results of reference [10] can be used to obtain a sequence of H, T and CNOT gates implementing a 3-qubit unitaryŨ such thatŨ |0 |ψ = |0 (A|ψ ) for all 2-qubit states |ψ . Let |φ be a one-qubit state that we wish to apply R to. The m-step algorithm consists of applying the following procedure until either a) the algorithm terminates or b) step 2 has been repeated m times. In case a) the algorithm succeeds and in case b) it fails.
(1) ApplyŨ to the state |00 |φ (A.5) to getŨ |00 |φ = |0 (A|0 |φ ) . (2) Measure the second qubit in the computational basis to obtain an outcome z ∈ {0, 1}.
Looking at the top left 2 × 2 submatrix of A we see that with probability p = (|0 0| ⊗ I) A|0 |φ 2 = 3 4 we get the outcome z = 0. In this case the post-measurement state is |00 R|φ .
In this case we are done-the unitary R has been applied to the state |φ . On the other hand, if we get the outcome z = 1 then the post-measurement state is |01 |φ .
We then discard the two ancillas, adjoin two new ones in the state |0 and start over from step 1. The algorithm fails if in each of the m repetitions of step 2 we measure z = 1. This occurs with probability ) from H horizontal (4.13) and H vertical (4.14) couple the states |R 0 , |G 0 , |Y 0 , |B 0 or |R 1 , |G 1 , |Y 1 , |B 1 depending on the state of the control qubit. a) When the control qubit is |0 , the state |0 |y |R 0 is coupled to |0 B|y |G 0 , which is coupled to |0 σ z B|y |B 0 which is coupled to |0 B † σ z B|y |Y 0 . b) When the control qubit is |1 , the state |1 |y |R 1 is coupled |1 |y σ z |G 1 which is coupled to |1 Bσ z |y |B 1 which is coupled to |1 |y σ z Bσ z |Y 1 .
Appendix C. Proof of Lemma 3
In this Section we prove Lemma 3. We build up the Hamiltonian
a few terms at a time, lower-bounding its smallest nonzero eigenvalue at every step. The main technical tools we use are three Corollaries of Kitaev's geometric Lemma [14] which we prove below. In this Section we will make use of, and refer repeatedly to, the details of the clock construction from Section 3.3.
C.1. Notation and spectral bounds
Let us start by establishing some notation. Recall that, if H is positive semidefinite and not identically zero, we write γ(H)
for its smallest nonzero eigenvalue. If H is a Hamitonian acting on a Hilbert space H and S is a subspace of H, write H| S for the restriction of H to states in S (it can be written as a dim(S) × dim(S) matrix). In this paper all Hilbert spaces and operators are finite-dimensional.
The following Corollary is a variant of Lemma 2 which (unlike the Lemma) can be used when H has a nonempty nullspace. 
Proof. Let P be the projector onto the nullspace of H (if it is empty, set P = 0). Define
Note that every state in the nullspace of H is also in the nullspace of H A and so [P, H A ] = 0. This implies that γ(H A ) = γ(H A ). Noting that H = H A + H B has no zero eigenvalues, we apply Lemma 2 to get
and S is the groundspace of H A . Noting that S = Γ (and hence c = d) completes the proof.
We derive two additional Corollaries by upper bounding the parameter d in two different ways. Let S be the nullspace of H A , and suppose that H B | S is not the zero matrix. Note that
v|H B |v , since the zero eigenspace of H B | S is equal to the nullspace of H. Accordingly, for any normalized state |v ∈ Γ,
and so
Using this bound in Corollary 1 and using the fact that 1 − √ 1 − x ≥ 
We now derive a different bound on d. For any normalized state |v ∈ Γ,
using the Cauchy-Schwarz inequality. Squaring both sides and rearranging, we get
Since this holds for all normalized |v ∈ Γ, we get
Here we need F = 0, which is true whenever H B | S is not the zero matrix. Using this bound in Corollary 1 gives 
with F defined in (C.1).
C.2. Applying the spectral bounds
We begin by proving a lower bound on the smallest nonzero eigenvalue of the Hamiltonian H 
and note (by looking at equations (3.11), (3.12) ) that H a is diagonal in the computational basis and is a sum of projectors. Because of this, its eigenvalues are nonnegative integers and so γ (H a ) ≥ 1. We now construct a convenient basis for the ground state subspace of H a . Recall that the groundspace of H 1 + H 2 is spanned by states {| i } and {|k } from equations (3.15)-(3.16) and (3.17) . We can associate a set of ground states of H a with each of these states. For example, look at
Note that | 3 is a zero energy ground state of H a , but so is
Similarly, for each of the states | i for i ∈ {1, . . . , 4N − 2}, we can construct additional zero energy ground states of H a by replacing any subset of the |θ + states which appear in the tensor product by |θ − states. Likewise, we obtain 2 k groundstates of H a from each state |k for k ∈ {1, . . . , 2N − 2} by making such replacements. Taking all of the states constructed in this way, we get a spanning set of ground states of H a . This basis for the groundspace of H a is convenient because every basis state is also an eigenstate of H b with an integer eigenvalue. This shows that the projector Π a onto the groundspace of H a commutes with H b and hence also with H a + H b . Any eigenstate |w of H a + H b satisfying Π a |w = |w has an integer eigenvalue as discussed above. On the other hand, an eigenstate |w with Π a |w = 0 has energy at least γ(H a ) = 1 since H b ≥ 0. Therefore,
We now use Corollary 3 with H A = H 1 + H 2 and H B = H 3 to bound the smallest nonzero eigenvalue of H (2N ) triplet . First, note that H 3 is a sum of commuting projectors and therefore γ(H 3 ) = 1. Looking at (3.18), and writing S for the groundspace of H 1 + H 2 , we see that γ (H 3 | S ) = 1 6 . Let us now look at the second power of H 3 :
|γ γ| 3i+3,3i+4,3i+5 ⊗ |γ γ| 3j+3,3j+4,3j+5 , noting that every state in the groundspace of H 1 + H 2 is annihilated by the second term in the above expression (one can easily verify this fact for each of the states |î and |k defined in equations (3.15)-(3.16) and (3.17) ). This implies that for all |v ∈ S, v|H 2 3 |v = v|H 3 |v , and hence
where we used (3.18) to compute H B | S . Now applying Corollary 3 and using (C.2) we get
Next, we prove a lower bound on the smallest nonzero eigenvalue of H
clock from (3.28). Lemma 5.
Proof. We first bound
where H
unary and H sync are defined in equations (3.29) and (3.31). We will use Corollary 3 with
Note that the two terms in H A act on different registers and therefore commute. The second term has nonnegative integer eigenvalues so Noting that q j q k |c m = 0 whenever j = k, and q 2 j = q j , we get
Thus H 2 B | S is diagonal in the basis (C.4) and we can evaluate its diagonal matrix elements using the above expression. The largest such matrix element is where
Recall that the ground state subspace S α of H α is spanned by the states
H β satisfies γ (H β ) ≥ 1 since it is a sum of commuting projectors. Applying Corollary 1 and using the result of Lemma 5 which bounds γ (H α ), we get
where Π β is the projector onto the groundspace of H β , and Γ is the subspace of groundstates of H α that are orthogonal to the groundspace of H α + H β . Looking at the form of H β we see that a spanning set of basis vectors for the groundspace of H α + H β is given by a subset of the basis vectors (C.5). The set Γ is the complement of this subset, and in particular can be written as
for some set P ⊂ [9M + 3] ⊗ [9M + 3] (we will not need an explicit expression for P ). We now consider Π β | Γ in the basis (C.7) and bound the norm of the resulting matrix. Recall from (3.36) and (3.37) that the operators C ≤i and C ≥i act only on the last 9M + 3 qubits of the clock register, are mutually commuting, and are diagonal in the computational basis for all i ∈ [9M + 3]. This implies that Π β has the form
where the two identity operators act on the first 6(9M + 3) − 3 qubits of the two clock registers and where A ⊆{0, 1} 9M +3 ⊗ {0, 1} 9M +3 is a set of pairs of (9M + 3)-bit strings (we will not require an explicit expression for A). 
where the tensor product separates the first 6N − 3 qubits from the last N and where z is any N -bit string. Using this fact and (C.8) we get
We evaluate the diagonal matrix elements of Π β using (3.35):
where u(i) is the unary representation of i with N bits (the bit string with i ones followed by N − i zeros), and δ (x,y)∈A is equal to one if (x, y) ∈ A and zero otherwise. Since Π β | Γ is diagonal in this basis we have
We know that Π β | Γ is not equal to 1 since the space Γ does not contain any states which have zero energy for H β (by definition). Looking at the above expression for this quantity we see that this implies
Now using this bound in (C.6) we get
For the final step in the proof of Lemma 6, we use Corollary 2 with H A = H α + H β and H B = H γ . As discussed above, the ground space of H A is spanned by the states |C i |C j with (i, j) / ∈ P . H γ is block-diagonal in this basis, with a block for each connected component of the graph in Figure 5 .1. From this Figure we also see that blocks have maximum size equal to 7. Within each block there is a zero energy state given by the uniform superposition over states |C i |C j where (i, j) are in the associated connected component. There are also higher energy states. The lowest nonzero eigenvalue of H γ within the subspace spanned by ground states of H α + H β is equal to the smallest nonzero eigenvalue for one of these constant-size blocks, which is a constant independent of M . The norm of H B is upper bounded as H B = O(M ) since it is a sum of O(M ) projectors. Furthermore, looking at equations (3.36), (3.37) and (3.39), we see that
{C ≥k }, and {h i,i+1 } are mutually commuting. Thus, H B is a sum of commuting projectors which implies that its eigenvalues are integers, and in particular γ(H B ) ≥ 1. Now applying Corollary 2 we get
The next Lemma bounds the smallest nonzero eigenvalue of
). The role of this Hamiltonian is to check the application of single-qubit gates U j within the ground state subspace of H M diag .
Proof. Recall that the operator
acts on a Hilbert space with an (n + n a )-qubit computational register and two clock registers
where N = 9M + 3 is the number of states for each clock. Each U j is either the Hadamard gate, the T gate, or the identity gate acting on one of the qubits of the computational register. In (C.9), h 9j+3,9j+4 (U j ) acts nontrivially on a single qubit of the computational register as well as qubits 6(9j + 3) − 1 and 6(9j + 3) of the first clock register (to see this, look at (3.39)). Define operators P i,i+1 = |01 01| 6i−1,6i + |10 10| 6i−1,6i (C.10)
for i = 1, . . . , N −1 which act on a single clock register. Note that we can simultaneously diagonalize (C.9) along with {I ⊗ P 9j+3,9j+4 ⊗ I} and {I ⊗ I ⊗ h 9j+3,9j+4 } (C.11)
for j = 0, . . . , M − 1, since all of these operators are mutually commuting. We choose to work in a basis of simultaneous eigenvectors for these operators. Any eigenstate |ψ of (C.9), which is also a zero eigenvector of I ⊗ P 9j+3,9j+4 ⊗ I, (C.12) satisfies h 9j+3,9j+4 (U j ) ⊗ I |ψ = 0. (C.13)
Likewise, there are eigenstates |ψ of (C.9) which satisfy (I ⊗ I ⊗ h 9j+3,9j+4 ) |ψ = 0. (C.14)
We are working in a basis where each eigenstate of (C.9) has a set of simultaneous eigenvalues for the projectors from (C.11). An eigenstate |κ in this basis has eigenvalue 0 or 1 for each of these projectors. Let us fix |κ and consider the projectors which have eigenvalue zero. Looking at equations (C.13) and (C.14) we see that for each such projector there is a corresponding term in (C.9) that annihilates |κ . Let us now focus our attention on the other terms in (C.9). Specifically, for a given eigenstate |κ of (C.9), consider the terms
where (I ⊗ P 9j+3,9j+4 ⊗ I) |κ = |κ , and the terms I ⊗ I ⊗ h 9k+3,9k+4 , where (I ⊗ I ⊗ h 9k+3,9k+4 ) |κ = |κ . We'll call these terms the remaining operators for the state |κ (they remain after removing some terms in equation (C.9) which have eigenvalue zero).
We classify the eigenstates of (C.9) into two types. The first type of eigenstate is defined by the property that all of its remaining operators commute. Note that an eigenstate of (C.9) is also an eigenstate of the sum of its remaining operators. In this case the remaining operators are commuting projectors, and so each eigenvalue of (C.9) associated with such an eigenstate is a nonnegative integer.
The second type of eigenstate has at least two remaining operators which do not commute. Looking at (C.9) we see that these two operators must be h 9j+3,9j+4 (U j ), and h 9k+3,9k+4 (U k ), for some j and k with [U j , U k ] = 0. Recall that both U j and U k are either Hadamard, T or the identity acting on one of the qubits. The condition that [U j , U k ] = 0 means that the two gates must act on the same qubit, and that one of them is the Hadamard gate and the other is the T gate. We now show that any eigenstate of this second type has eigenvalue e bounded below by a positive constant. Since each term in (C.9) is a projector, we have e ≥ min |ψ ∈S ψ|h 9j+3,9j+4 (U j ) + h 9k+3,9k+4 (U k )|ψ , (C. 15) where S is the subspace of states satisfying (I ⊗ P 9j+3,9j+4 ⊗ I) |ψ = |ψ and (I ⊗ P 9k+3,9k+4 ⊗ I) |ψ = |ψ .
For states |ψ ∈ S, the Hamiltonian h 9j+3,9j+4 (U j ) + h 9k+3,9k+4 (U k ) (C. 16) acts nontrivially within an 8-dimensional space that is the tensor product of three 2-dimensional spaces. These are: the states of the single computational qubit on which the unitaries U j and U k act, the states |01 , |10 on qubits 6(9j + 3) − 1, 6(9j + 3) of the first clock register, and the states |01 , |10 on qubits 6(9k + 3) − 1, 6(9k + 3) of the first clock register (note j = k). Identifying this 8-dimensional space with the space of 3 qubits, we can write the action of (C.16) as the Hamiltonian Here we used the fact that U j and U k are the Hadamard and T gates respectively. Equation (C.15) says that e is lower bounded by the smallest eigenvalue of this operator, which is a positive constant equal to 0.00937 . . . . Let us now summarize what we have shown regarding the eigenstates of (C.9). We have classified each eigenstate as either type 1 or type 2 according to the form of its remaining operators. We showed that every eigenstate of the first type has a nonnegative integer eigenvalue, and that every eigenstate of the second type has eigenvalue at least 0.00937 . . . . From this we see that Proof. We use a similar strategy to that used in Lemma 7. First, we define a set of mutually commuting projectors which also commute with
The specific set of projectors reflects the structure of the terms appearing in (C.18) (look at equations (5.8) and (5.9)). In particular, consider the set of projectors I ⊗ h 9j+6,9j+7 ⊗ I I ⊗ I ⊗ h 9j+6,9j+7 (C.19)
I ⊗ h 9j+6,9j+7 ⊗ C ≥9j+10 I ⊗ C ≥9j+10 ⊗ h 9j+6,9j+7 (C.20)
I ⊗ h 9j+8,9j+9 ⊗ C ≤9j+6 I ⊗ C ≤9j+6 ⊗ h 9j+8,9j+9 (C.21)
I ⊗ h 9j+9,9j+10 ⊗ I I ⊗ I ⊗ h 9j+9,9j+10 (C.22)
I ⊗ h 9j+9,9j+10 ⊗ C ≥9j+10 I ⊗ C ≥9j+10 ⊗ h 9j+9,9j+10 (C.23)
I ⊗ h 9j+8,9j+9 ⊗ C ≥9j+10 I ⊗ C ≥9j+10 ⊗ h 9j+8,9j+9 (C.24)
I ⊗ P 9j+7,9j+8 ⊗ I I ⊗ I ⊗ P 9j+7,9j+8 (C. 25) for j = 0, . . . , M − 1, where P i,i+1 is defined in (C.10). Recall that the three registers separated by tensor products are the (n + n a )-qubit computational register, the first clock register and the second clock register. Using the definitions (3.39), (3.36) and (3.37) one can check that these projectors are mutually commuting and that they commute with (C.18). We can therefore simultaneously diagonalize (C.18) along with the projectors listed above. We choose to work in a basis of eigenstates of (C.18) in which all of these operators are diagonal. For a given eigenstate |κ of (C.18), each of the projectors in equations (C.19)-(C.25) can have eigenvalue either 0 or 1. We defined the projectors above in such a way that, if one of them has eigenvalue zero then one of the terms in (C.18) annihilates |κ . . Now let us fix an eigenstate |κ of (C.18), which has a specific set of eigenvalues for the projectors in equations (C.19)-(C.25). For each of the projectors (from the list (C.19)-(C.25) ) for which |κ has eigenvalue 1, consider the corresponding term from equations (5.8) and (5.9). We call these terms the remaining operators for |κ and we classify eigenstates into two types based on these terms.
The first type of eigenstate has the property that all of its remaining operators commute. Any eigenvector of (C.18) of this type is an eigenvector of a sum of commuting projectors and therefore has an integer eigenvalue. Therefore, the lowest nonzero eigenvalue for this first type of eigenstate is at least 1. Now consider a second type of eigenstate where at least two of its remaining operators do not commute. Looking at equations (5.8) and (5.9) we see that possible pairs of noncommuting remaining operators are (1): |1 1| a j ⊗ I ⊗ h 9j+6,9j+7 and h 9k+7,9k+8 (B b k ) with a j = b k (and hence j = k), or (2): |0 0| a j ⊗ h 9j+6,9j+7 ⊗ I and h 9k+7,9k+8 (B b k ) with a j = b k (and hence j = k), or (3): h 9j+7,9j+8 (B b j ) ⊗ I and h 9k+7,9k+8 (σ b k ) with b k = b j (it may be that j = k).
