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Abstract
We consider a class of scalar functional differential equations generating a strongly order
preserving semiﬂow with respect to the exponential ordering introduced by Smith and Thieme. It
is shown that the boundedness of all solutions and the stability properties of an equilibrium are
exactly the same as for the ordinary differential equation which is obtained by ‘‘ignoring the
delays’’. The result on the boundedness of the solutions, combined with a convergence theorem
due to Smith and Thieme, leads to explicit necessary and sufﬁcient conditions for the convergence
of all solutions starting from a dense subset of initial data. Under stronger conditions,
guaranteeing that the functional differential equation is asymptotically equivalent to a scalar
ordinary differential equation, a similar result is proved for the convergence of all solutions.
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1. Introduction
For r40; let C ¼ Cð½r; 0;RÞ denote the Banach space of continuous functions
from ½r; 0 into R with the usual supremum norm,
jjfjj ¼ sup
rpsp0
jfðsÞj for fAC:
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Consider the scalar nonlinear functional differential equation
x0ðtÞ ¼ f ðxtÞ; ð1:1Þ
where f : C-R is continuous and Lipschitzian on compact subsets of C and xtAC is
deﬁned by xtðsÞ ¼ xðt þ sÞ for sA½r; 0: Under this hypothesis, the solutions of (1.1)
are uniquely determined by the initial condition
x0 ¼ f; where fAC: ð1:2Þ
The unique solution of (1.1) and (1.2) will be denoted by xðtÞ ¼ xðt;fÞ or xt ¼ xtðfÞ
depending on whether we view the solution in R or C:
Smith [19] has shown that if f satisﬁes the quasimonotone condition
ðQÞ Whenever f;cAC satisfy fpc and fð0Þ ¼ cð0Þ; then f ðfÞp f ðcÞ:
then (1.1) generates a monotone semiﬂow on C;
t/xtðfÞ; tX0;
with respect to the pointwise ordering in C in the sense that if fpc then
xtðfÞpxtðcÞ for tX0: (Inequalities between functions are to be understood in the
pointwise sense.)
Under further additional assumptions on f ( f is cooperative and irreducible; see
[19] or [20] for deﬁnitions), Smith [19] was able to apply the powerful theory of
monotone dynamical systems developed by Hirsch [7] to Eq. (1.1).
The quasimonotone condition is quite restrictive. For the simple equation with
one single delay
x0ðtÞ ¼ gðxðtÞ; xðt  rÞÞ; ð1:3Þ
where r40 and g : R2-R is continuously differentiable, (Q) holds if and only if
@g
@y
ðx; yÞX0 for ðx; yÞAR2: ð1:4Þ
In order that g be cooperative and irreducible, the strict inequality is required
in (1.4).
Employing the ideas of Hirsch [7] and Matano [16], Smith and Thieme [21] have
extended the applicability of monotone methods for (1.1) by determining a new
partial order relation in the phase space C which is preserved under the semiﬂow
generated by (1.1) under appropriate conditions. This new partial order relation (the
so-called exponential ordering) is generated by the closed cone
%Km ¼ ffAC j fX0 and fðsÞems is nondecreasing on ½r; 0g; where mX0:
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and will be denoted by pm: Thus, f1pm f2 if and only if f2  f1A %Km; i.e., f1pf2
and ðf2ðsÞ  f1ðsÞÞems is nondecreasing on ½r; 0: We write f1om f2 if f1pm f2 and
f1af2:
Smith and Thieme [21] have shown that the following hypothesis on f is sufﬁcient
for (1.1) to be strongly order preserving (see [20, Chapter 1] for the deﬁnition of a
strongly order preserving semiﬂow):
(SMm) Whenever f; cAC satisfy fom c; then
mðcð0Þ  fð0ÞÞ þ f ðcÞ  f ðfÞ40:
As noted in [21] (see also [20, Chapter 6, Remark 2.2]), hypothesis ðSMmÞ holds for
the special equation (1.3) for some mX0; provided one of the following holds:
ðaÞ L2X0; or
ðbÞ L2o0 but L1 þ L240; or
ðcÞ L2o0; L1 þ L2 ¼ 0; and rjL2jo1; or
ðdÞ L2o0; L1 þ L2o0; rjL2jo1; and rL1  lnðrjL2jÞ41; ð1:5Þ
where
L1 ¼ inf
ðx;yÞAR2
@g
@x
ðx; yÞ and L2 ¼ inf
ðx;yÞAR2
@g
@y
ðx; yÞ ð1:6Þ
are assumed to be ﬁnite. Observe that (1.4) corresponds to alternative (a) in (1.5), but
(1.5) may hold if (1.4) fails. Thus, the exponential ordering pm requires less
restrictive conditions to be placed on g: Note that the exponential ordering idea was
extended to systems of delay differential equations in [22].
The most important result of the theory developed by Smith and Thieme [21] is
that under additional hypotheses guaranteeing that (1.1) generates a global semiﬂow
with certain compactness properties, the generic solution converges to an
equilibrium. Furthermore, the stability of an equilibrium is similar as for the
ordinary differential equation
x0 ¼ FðxÞ; where FðxÞ ¼ f ðxˆ Þ for xAR ð1:7Þ
with xˆ denoting the constant function in C which is identically equal to xAR: The
precise statements are formulated in the following two theorems.
Theorem 1.1 ([21, Theorem 2.1] or [20, Chapter 6, Theorem 3.1]). In addition to
ðSMmÞ; suppose that
(T) f maps bounded subsets of C into bounded subsets of R: For each fAC; xðt;fÞ is
bounded for tX0: Moreover, for each compact subset A of C, there exists a closed and
bounded subset B of C such that for each fAA; xtðfÞAB for all large t.
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Then there exists a dense and open subset of initial data in C corresponding to
solutions of (1.1) which converge to an equilibrium as t-N: If (1.1) has a unique
equilibrium, then it attracts all solutions. If (1.1) has two equilibria, then all solutions
tend to one of these.
Theorem 1.2 ([21, Theorems 3.3 and 3.4] or [20, Chapter 6, Corollary 4.2]). Suppose
that f is continuously differentiable in a neighborhood of an equilibrium v of (1.1) and
df ðvˆ ÞðfÞ þ mfð0Þ40 whenever fAC and f4m 0:
Let F be defined by (1.7). If F 0ðvÞ40; then v is an unstable equilibrium of (1.1). If
F 0ðvÞo0; then v is an asymptotically stable equilibrium of (1.1).
The purpose of this paper is to show some further similarities between the
behavior of the solutions of (1.1) and the ordinary differential equation (1.7), which
is obtained from (1.1) by ‘‘ignoring the delays’’. Among others, we shall show that
for a class of functional differential equations satisfying property ðSMmÞ the
boundedness of all solutions is the same as for the ordinary differential equation
(1.7). This result, combined with Theorem 1.1, leads to an explicit necessary and
sufﬁcient condition for the convergence of the generic solution of (1.1) (see Theorem
3.1). Similarly as in Theorem 1.1, if Eq. (1.1) has at most two equilibria, then the
generic convergence can be replaced with global convergence. (By global convergence
we mean that all solutions of (1.1) converge to an equilibrium, while the term generic
convergence is used to express the fact that those initial data for which the
corresponding solution of (1.1) converges to an equilibrium form a dense subset of
C:) The proof will be based on the convergence theorem of Smith and Thieme [21]
and some ideas of Gyo¨ri [4], who established necessary and sufﬁcient conditions for
the global attractivity of the trivial solution for a different class of delay differential
equations.
Further, we shall show that, under slightly different conditions as in Theorem 1.2,
the stability of an equilibrium of (1.1) is exactly the same as for the ordinary
differential equation (1.7). This result, formulated in Theorem 4.1, can be regarded
as a reﬁnement of Theorem 1.2, since it can be used to treat also the critical case
when F 0ðvÞ ¼ 0: In the latter case, neither Theorem 1.2 nor the linearized stability
theorem applies (see Remark 4.2), but our result does.
Our further goal is to establish necessary and sufﬁcient conditions for the global
convergence of the solutions in the case when (1.1) has more than two equilibrium
points. According to the results due to Krisztin et al. [10], scalar quasimonotone
delay differential equations having three equilibria and all solutions bounded may
have a nonconstant periodic solution. Consequently, in order to obtain a result
guaranteeing the global convergence of the solutions without restrictions on the
number of equilibria, we need to impose further conditions on f : In Section 5, we
shall show that under appropriate conditions (stronger than ðSMmÞ), the global
convergence of the solutions of (1.1) is equivalent to the boundedness of the
solutions of the ordinary differential equation (1.7). The proof will be based on a
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result (see Theorems 5.3 and 5.4) showing that under certain conditions the
functional differential equation (1.1) is asymptotically equivalent to a scalar
autonomous ordinary differential equation (in general, different from (1.7)). (Results
of this type, under different conditions, were earlier obtained by Ryabov [18], Driver
[2] and Jarnı´k and Kurzweil [8].) For the special case (1.3), these conditions apply
provided
K2re
K1ro 1
e
; ð1:8Þ
where
K1 ¼ sup
ðx;yÞAR2
@g
@x
ðx; yÞ

 and K2 ¼ sup
ðx;yÞAR2
@g
@y
ðx; yÞ

 ð1:9Þ
are assumed to be ﬁnite.
The paper is organized as follows. In Section 2, we establish some auxiliary results
on linear functional differential equations generating a monotone semiﬂow with
respect to the exponential ordering pm: Section 3 contains our main results on the
boundedness and the generic convergence of the solutions of (1.1). Section 4 is
devoted to the stability analysis of an equilibrium. The results on the global
convergence of the solutions are presented in Section 5. Finally, in Section 6, we
apply our convergence theorems to some particular model equations.
2. Preliminaries
Consider the linear autonomous functional differential equation
y0ðtÞ ¼ LðytÞ; ð2:1Þ
were L : C-R is a bounded linear functional. In this case property ðSMmÞ reduces to
the condition
LðfÞ þ mfð0Þ40 whenever fAC and f4m 0: ð2:2Þ
According to the Riesz representation theorem, L can be written in the form
LðfÞ ¼
Z
½r;0
fðsÞ dnðsÞ; fAC;
where n is a regular signed Borel measure. Smith [20] has shown (see [20, Chapter 6,
Proposition 1.4; 20, Chapter 6, Remark 2.2]) that (2.2) holds if
mþ
Z
H
ems dnðsÞ40 ð2:3Þ
for H ¼ ½r; 0 and for H ¼ ðy; 0 for each y satisfying rpyo0:
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As an illustration, consider the simple equation
y0ðtÞ ¼ L1yðtÞ þ L2yðt  rÞ;
where r40 and L1; L2 are constants. In this case the linear functional LðfÞ ¼
L1fð0Þ þ L2fðrÞ is represented by the measure n ¼ L1d0 þ L2dr; where d0 and dr
are the Dirac measures with support on f0g and frg; respectively. Condition (2.3)
reduces to
mþ L1 þ L2 emr40; ð2:4Þ
where L2 ¼ minf0; L2g:
The fundamental solution u of (2.1) is the (unique) solution of (2.1) satisfying the
initial condition
uðsÞ ¼ 0 for rpso0;
1 for s ¼ 0:

ð2:5Þ
Consider also the solution v of (2.1) with the inital value v0 ¼ #1; i.e., vðtÞ ¼ yðt; #1Þ:
In this section, we establish some properties of the special solutions u and v of
(2.1), which will play an important role in the sequel.
Proposition 2.1. Suppose (2.2) holds. Then the functions uðtÞemt and vðtÞemt are
nondecreasing on ½0;NÞ: In particular, u and v are positive on ½0;NÞ:
Proof. Since #14m 0; by [20, Chapter 6, Theorem 1.1], yðt; #1Þemt ¼ vðtÞemt is
nondecreasing on ½0;NÞ:
To prove the corresponding statement for the fundamental solution u of (2.1), we
can use a similar argument as in the proof of [20, Chapter 6, Theorem 1.1]. (We
cannot apply [20, Chapter 6, Theorem 1.1] directly, since the initial function (2.5)
corresponding to u is not continuous.)
For e40; let uðt; eÞ be the fundamental solution of the equation
y0ðtÞ ¼ LðytÞ þ eyðtÞ:
By [20, Chapter 6, Proposition 1.4], (2.2) implies that
mþ
Z
H
ems dnðsÞX0
for the sets H indicated in (2.3). A close look at the proof of [20, Chapter 6,
Proposition 1.4] shows that the latter inequality implies that if f ½r; 0-R is a
function (not necessarily continuous) such that fðsÞems is nonnegative and
nondecreasing on ½r; 0; then
LðfÞ þ mfð0Þ ¼
Z
½r;0
fðsÞ dnðsÞ þ mfð0ÞX0:
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Using this fact one can show in the same manner as in the proof of [20, Chapter 6,
Theorem 1.1] that
uðt; eÞemt is nondecreasing on ½0;NÞ: ð2:6Þ
If we let zðt; eÞ ¼ uðt; eÞ  uðtÞ for tX r; then zðt; eÞ is a solution of the equation
z0ðtÞ ¼ LðztÞ þ ezðtÞ þ euðtÞ
satisfying the initial condition zðt; eÞ ¼ 0 for sA½r; 0: Letting e-0; by the
continuous dependence (see [6, Chapter 2, Theorem 2.2]), we obtain that zðt; eÞ-0
locally uniformly on ½0;NÞ: Equivalently, uðt; eÞ-uðtÞ locally uniformly on ½0;NÞ
as e-0: Since (2.6) is equivalent to
uðt1; eÞemt1puðt2; eÞemt2 for 0pt1pt2;
letting e-0; we obtain that the same inequality holds for uðtÞ: Thus, uðtÞemt is
nondecreasing on ½0;NÞ: &
The following result was established by Smith and Thieme [21]. It says that if (2.1)
generates a monotone semiﬂow with respect to the exponential ordering, then the
characteristic equation
DðlÞ ¼ 0; DðlÞ ¼ l
Z
½r;0
els dnðsÞ ð2:7Þ
of (2.1) has a simple dominant real root.
Proposition 2.2. Suppose (2.2) holds. Then the stability modulus l0 of L, defined by
l0 ¼ supfRe l j DðlÞ ¼ 0g ð2:8Þ
is simple (real) root of (2.7) and all other roots of (2.7) satisfy Re lol0: Furthermore,
if Lð#1Þ40 then l040 and if Lð#1Þo0 then l0o0:
Proof. The ﬁrst statement is an immediate consequence of [20, Chapter 6, Theorem
4.1] and its proof.
Since the ordinary differential obtained from (2.1) by ignoring the delays has the
form
x0 ¼ Lðxˆ Þ ¼ xLð#1Þ;
the conclusion concerning the sign of l0 follows from [20, Chapter 6,
Corollary 4.2]. &
Since l0 deﬁned by (2.8) is a simple dominant root of the characteristic equation
(2.7), it follows from the theory of autonomous linear functional differential
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equations that for every solution yðt;fÞ of (2.1) the limit
lðfÞ ¼ lim
t-N
½ el0t yðt;fÞ  ð2:9Þ
exists and is ﬁnite. In the next proposition, we compute lðfÞ explicitly in terms of the
initial function f: As an important consequence, we obtain that the special solution v
is a ‘‘dominant’’ positive solution of (2.1).
Proposition 2.3. Suppose (2.2) holds. Then the following statements are valid.
(i) For every fAC; the limit (2.9) exists and its value is given by
lðfÞ ¼ 1
D0ðl0Þ fð0Þ 
Z
½r;0
Z y
0
el0ðxyÞfðxÞ dx
 
dnðyÞ
" #
; ð2:10Þ
where D is the characteristic function defined by (2.7).
(ii) For the fundamental solution u of (2.1), the previous limit is
lim
t-N
½el0tuðtÞ ¼ 1
D0ðl0Þ40: ð2:11Þ
(iii) There exists a constant K41 such that for every fAC and tX r;
jyðt;fÞjpK jjfjjvðtÞ: ð2:12Þ
Proof. We shall use the decomposition theory of linear autonomous functional
differential equations [6, Chapter 7].
Let L ¼ fl jRe lXl0;DðlÞ ¼ 0g: The phase space C is decomposed by L as C ¼
PL"QL; where PL is the generalized eigenspace of (2.1) associated with L and QL is
the complementary subspace invariant under the solution operator TðtÞ :
C-CðtX0Þ of (2.1) deﬁned by
TðtÞf ¼ ytðfÞ for fAC and tX0:
The projections fPL and fQL of fAC onto PL and QL; respectively, can be
computed with the basis PL for the generalized eigenspace of the formal adjoint
equation
z0ðtÞ ¼ 
Z
½r;0
zðt  sÞ dnðsÞ
accociated with L and the bilinear form
ðc;fÞ cð0Þfð0Þ 
Z
½r;0
Z y
0
cðx yÞfðxÞ dx
 	
dnðyÞ
for fAC and cAC;
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where C ¼ Cð½0; r;RÞ is the phase space for the formal adjoint equation
(see [6, Sec. 7.3]).
By Proposition 2.2, L ¼ fl0g and l0 is a simple characteristic value of (2.1).
Consequently, by [6, Sec. 7.3, Lemma 3.5], dim PL ¼ dim PL ¼ 1: That is, PL and PL
are spanned by the eigenfunctions
el0ðsÞ ¼ el0s; rpsp0
and
el0ðsÞ ¼ el0s; 0pspr;
respectively. By [6, Section 7.3, Lemma 3.7],
a  ðel0 ; el0Þ ¼ D0ðl0Þa0:
Consequently, el0 and a
1el0 are bases for PL and P

L; respectively, with the
property ða1el0 ; el0Þ ¼ 1: By [6, Section 7.3, Lemma 3.4],
fPL ¼ el0b; where b  ða1el0 ;fÞ and fQL ¼ f fPL :
Further,
TðtÞfPL ¼ el0el0tb; ð2:13Þ
and, by [6, Section 7.4, Theorem 4.1], there exist constants M40 and g40
such that
jjTðtÞfQL jjpMeðl0gÞtjjfjj for tX0 and fAC: ð2:14Þ
The last two relations imply that
el0tTðtÞfPL ¼ bel0 for tX0
and
el0tjjTðtÞfQL jj-0 as t-N:
Consequently,
el0tytðfÞ ¼ el0tTðtÞf ¼ el0tTðtÞfPL þ el0tTðtÞfQL-bel0
in C as t-N: In particular,
lðfÞ ¼ lim
t-N
½el0tyðt;fÞ ¼ bel0ð0Þ ¼ b; ð2:15Þ
which is equivalent to (2.10).
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For the fundamental solution u of (2.1), we have the relations (see [6, Section 7.6,
Theorem 6.1])
uPL0 ¼ el0a1el0ð0Þ ¼ a1el0 ;
u
QL
0 ¼ u0  uPL0 ¼ u0  a1el0
and
jjTðtÞuQL0 jjpMeðl0gÞt for tX0:
Consequently, by the same argument as in the proof of (2.15),
lim
t-N
½el0tuðtÞ ¼ a1 ¼ 1
D0ðl0Þ:
Taking into account that u is positive (see Proposition 2.1), this implies that
D0ðl0Þ40: Thus, we have proved (2.11).
From (2.13) and (2.15), we ﬁnd for fAC and tX0;
jjTðtÞfPL jj ¼ jjel0el0tbjj ¼ jjel0el0tlðfÞjjpNjjfjjel0t;
where N  jjel0 jj jjljj; jjljj being the operator norm of l: (From the representation
(2.10), we see that l : C-R is a bounded linear functional.) This, together with
(2.14), implies for fAC and tX0;
jjytðfÞjj ¼ jjTðtÞfjjpjjTðtÞfPL jj þ jjTðtÞfQL jjpAjjfjjel0t; ð2:16Þ
where A  M þ N:
If l0 ¼ 0; then, by Proposition 2.2, Lð#1Þ ¼ Dð0Þ ¼ 0: We shall show that the
converse is also true. Suppose that Lð#1Þ ¼ 0: Then zero is a characteristic value of
(2.1). On the other hand, according to the proof of [20, Chapter 6, Corollary 4.2], the
Krein-Rutman theorem implies that the stability modulus l0 of L is the only
characteristic value of (2.1) which belongs to the interval ðm;NÞ: Consequently,
l0 ¼ 0: Thus, l0 ¼ 0 if and only if Lð#1Þ ¼ 0:
Suppose that l0a0: Then Lð#1Þa0 and, by virtue of (2.10),
lð#1Þ ¼ 1
D0ðl0Þ 1
Z
½r;0
Z y
0
el0ðxyÞ dx
 
dnðyÞ
" #
¼ 1
D0ðl0Þ 1þ
Z
½r;0
e
l0y
l0
þ 1
l0
 
dnðyÞ
" #
¼ 1
D0ðl0Þ 1
1
l0
Z
½r;0
el0y dnðyÞ þ 1
l0
nf½r; 0g
" #
¼ 1
D0ðl0Þ
1
l0
nf½r; 0g ¼ 1
D0ðl0Þ
Lð#1Þ
l0
40;
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the last and the last but one relation being a consequence of (2.11) and
Proposition 2.2 and (2.7) (with l ¼ l0), respectively. If l0 ¼ 0; then vðtÞ ¼ 1 for all
tX r and hence in this case lð#1Þ ¼ limt-N½el0tvðtÞ ¼ 1: Thus, in both cases lð#1Þ ¼
limt-N½el0tvðtÞ40: From this and the positivity of v; it follows that
Z  inf
tX0
½el0tvðtÞ40;
which, together with (2.16), implies that (2.12) holds with K  A=Z: &
We conclude this section with some further properties of the special solutions u and
v:
Proposition 2.4. The solutions u and v satisfy the identity
vðtÞ  Lð#1Þ
Z t
0
uðt  sÞ ds ¼ 1 for all tX0: ð2:17Þ
Moreover, if (2.2) holds and the stability modulus l0 of L is negative, then Lð#1Þo0 andZ N
0
uðtÞ dt ¼  1
Lð#1Þ: ð2:18Þ
Proof. Consider the nonhomogeneous linear equation
x0ðtÞ ¼ LðxtÞ  Lð#1Þ: ð2:19Þ
By the variation-of-constants formula [6, Section 6.2], for every fAC; the solution
xðt;fÞ of (2.19) can be written in the form
xðt;fÞ ¼ yðt;fÞ þ
Z t
0
uðt  sÞðLð#1ÞÞ ds for tX0; ð2:20Þ
where yðt;fÞ is the corresponding solution of the homogeneous equation (2.1).
Taking f ¼ #1 and using the fact that xðt; #1Þ ¼ 1 and yðt; #1Þ ¼ vðtÞ for tX0; (2.20)
reduces to (2.17).
By virtue of (2.17),
Lð#1Þ
Z t
0
uðsÞ ds ¼ Lð#1Þ
Z t
0
uðt  sÞ ds ¼ 1 vðtÞ ð2:21Þ
for tX0: If (2.2) holds, then, by Proposition 2.1, the fundamental solution u of (2.1)
is positive on ½0;NÞ: Further, by [6, Section 7.4, Corollary 4.1], l0o0 implies that
every solution of (2.1) tends to zero exponentially as t-N: In particular, vðtÞ-0 as
t-N and the conclusion (2.18) follows by letting t-N in (2.21). &
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3. Generic convergence
Throughout this section, we shall assume that
f ðcÞ  f ðfÞXLðc fÞ whenever c;fAC and cXf; ð3:1Þ
where L : C-R is a bounded linear functional satisfying condition (2.2) for some
mX0;
LðfÞ þ mfð0Þ40 whenever fAC and f4m 0:
If f is continuously differentiable, then (3.1) holds if and only if, for each fAC;
df ðfÞ  L is a positive linear functional on C:
A sufﬁcient condition for (2.2) in terms of the signed Borel measure n representing
L was given in the beginning of Section 2.
By the deﬁnition of the exponential ordering, c4m f implies that cXf and c
f4m 0: From this, it is easily seen that the above hypotheses on f and L imply that
ðSMmÞ holds and hence (1.1) generates a strongly order preserving semiﬂow with
respect to the ordering pm: The set of equilibria E of this semiﬂow is given by
E ¼ fvˆ j vAR and f ðvˆ Þ ¼ 0g:
Suppose that Ea| and let
S ¼ supfvAR j vˆAEg and I ¼ inffvAR j vˆAEg:
The main result of this section is the following theorem which provides a necessary
and sufﬁcient condition for the convergence of the generic solution of (1.1).
Theorem 3.1. Suppose conditions (2.2) and (3.1) hold and let F be defined by (1.7).
Then there exists a dense (and open) subset of initial data in C corresponding to
solutions of (1.1) which converge to an equilibrium if and only if both conditions ðBþÞ
and ðBÞ below hold.
ðBþÞ Either S ¼N; or SoN and
FðxÞo0 for x4S: ð3:2Þ
ðBÞ Either I ¼ N; or I4N and
FðxÞ40 for x4I : ð3:3Þ
If (1.1) has a unique equilibrium vˆ ; then vˆ is globally attractive if and only if
FðxÞo0 for x4v
and
FðxÞ40 for xov:
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If (1.1) has two equilibria vˆ 1 and vˆ 2; v14v2; then all solutions of (1.1) converge to one
of these if and only if
FðxÞo0 for x4v1
and
FðxÞ40 for xov2:
Conditions ðBþÞ and ðBÞ of Theorem 3.1 are related to the boundedness
(convergence) of the solutions of the ordinary differential equation (1.7) obtained
from (1.1) by ignoring the delays. Evidently, Eqs. (1.1) and (1.7) have the same
equilibria. Since f is Lipschitzian on compact subsets of C; the function F on the
right-hand side of (1.7) is locally Lipschitzian. Consequently, the ordinary
differential equation (1.7) has the local existence and uniqueness property. Some
simple consequences of this fact are listed in the following proposition.
Proposition 3.1. For the ordinary differential equation (1.7), the following statements
are valid.
(i) Every nonconstant solution x of (1.7) is either strictly increasing or strictly
decreasing depending on whether Fðxð0ÞÞ40 or Fðxð0ÞÞo0:
(ii) Every solution x of (1.7) is of one of the following types
(a) x tends to an equilibrium,
(b) xðtÞ-N;
(c) xðtÞ-N:
(iii) All solutions of (1.7) are bounded from above on ½0;NÞ if and only if ðBþÞ holds.
If ðBþÞ fails, then the solutions x of (1.7) with initial values xð0Þ4S tend to N:
(iv) All solutions of (1.7) are bounded from below on ½0;NÞ if and only if ðBÞ holds.
If ðBÞ fails, then the solutions x of (1.7) with initial values xð0ÞoI tend to N:
According to Proposition 3.1, conditions ðBþÞ and ðBÞ are necessary and
sufﬁcient for the boundedness of all solutions of (1.7) on ½0;NÞ: Thus, Theorem 3.1
states that, under hypotheses (2.2) and (3.1), the generic convergence of the solutions
of (1.1) is equivalent to the boundedness of all solutions of the ordinary differential
equation (1.7) on ½0;NÞ: Moreover, if in addition we assume that (1.1) has at most
two equilibria, then the generic convergence can be replaced with global
convergence.
The proof of Theorem 3.1 will be based on Theorem 1.1 and the following two
theorems which state that, under the hypotheses of Theorem 3.1, the boundedness of
the solutions of (1.1) is the same as for the ordinary differential equation (1.7).
Theorem 3.2. Suppose (2.2) and (3.1) hold. Then all solutions of (1.1) are bounded from
above on ½r;NÞ if and only if ðBþÞ holds. More precisely, if ðBþÞ holds, fAC is a
given initial function and the constant K has the meaning from Proposition 2.3(iii), then
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every tAR with the property
K jjfjjot and FðtÞ ¼ f ð#tÞp0 ð3:4Þ
is an upper bound of the solution xðt;fÞ of (1.1) on ½r;NÞ: If ðBþÞ fails, then for
every k4S there exists d40 such that for all fAC with jjf kˆ jjod the solution
xðt;fÞ of (1.1) tends to N:
Theorem 3.3. Suppose (2.2) and (3.1) hold. Then all solutions of (1.1) are bounded from
below on ½r;NÞ if and only if ðBÞ holds. More precisely, if ðBÞ holds, fAC is a
given initial function and the constant K has the meaning from Proposition 2.3(iii), then
every sAR with the property
so K jjfjj and FðsÞ ¼ f ð #sÞX0 ð3:5Þ
is a lower bound of the solution xðt;fÞ of (1.1) on ½r;NÞ: If ðBÞ fails, then for every
koI there exists d40 such that for all fAC with jjf kˆ jjod the solution xðt;fÞ of
(1.1) tends to N:
We give a proof of Theorem 3.2. The proof of Theorem 3.3 is similar and hence it
is omitted.
Proof of Theorem 3.2. Suppose ðBþÞ holds. Let fAC and consider the solution
xðt;fÞ of (1.1). By virtue of ðBþÞ; there exists tAR such that (3.4) holds. Since K41;
we have for tA½r; 0;
xðt;fÞ ¼ fðtÞpjjfjjpK jjfjjot;
the last inequality being a consequence of (3.4). We shall show that xðt;fÞot holds
also for all tX0: Suppose by the way of contradiction that there exists t140 such
that
xðt;fÞot for  rptot1 and xðt1;fÞ ¼ t: ð3:6Þ
Rewrite Eq. (1.1) in the form
x0ðtÞ ¼ LðxtÞ þ ½ f ðxtÞ  LðxtÞ:
By the variation-of-constants formula, for tX0;
xðt;fÞ ¼ yðt;fÞ þ
Z t
0
uðt  sÞ½ f ðxsðfÞÞ  LðxsðfÞÞ  ds; ð3:7Þ
where yðt;fÞ is the corresponding solution of (2.1) and u is the fundamental solution
of (2.1). By virtue of (3.6), xsðfÞp#t for 0pspt1 which, together with (3.1), implies
for 0pspt1;
f ðxsðfÞÞ  LðxsðfÞÞp f ð#tÞ  Lð#tÞp Lð#tÞ ¼ tLð#1Þ;
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the last but one relation being a consequence of (3.4). By virtue of (2.12) and (3.4),
yðt;fÞotvðtÞ for tX0;
where v is the special solution of (2.1) deﬁned in Section 2. Using the last two
estimates and the positivity of the fundamental solution u in (3.7), we ﬁnd
xðt1;fÞotvðt1Þ þ
Z t1
0
uðt1  sÞðtLð#1ÞÞ ds ¼ t vðt1Þ  Lð#1Þ
Z t1
0
uðt1  sÞ ds
 	
:
This, together with (2.17), implies that xðt1;fÞot; contradicting (3.6). Conse-
quently, xðt;fÞot for all tX r:
Suppose that ðBþÞ fails. Then SoN; Sˆ is the largest equilibrium of (1.1) and
FðxÞ ¼ f ðxˆ Þ40 for x4S: ð3:8Þ
Let kAðS;NÞ: Choose a constant mAðS; kÞ and deﬁne
U ¼ ffAC j jjf kˆ jjodg with d ¼ k  m
K
; ð3:9Þ
where K has the meaning from Proposition 2.3(iii). We shall show that
lim
t-N
xðt;fÞ ¼N for all fAU : ð3:10Þ
Let fAU and consider the solution yðt;fÞ of the linear equation (2.1). Then for
tX r;
yðt;fÞX yðt; kˆ Þ  jyðt;fÞ  yðt; kˆ Þj ¼ yðt; kˆ Þ  jyðt;f kˆ Þj
X yðt; kˆ Þ  K jjf kˆ jjvðtÞ4yðt; kˆ Þ  ðk  mÞvðtÞ;
the last and the last but one inequality being a consequence of (3.9) and (2.12),
respectively. From this, taking into account that, in view of the linearity of (2.1),
yðt; kˆ Þ ¼ kyðt; #1Þ ¼ kvðtÞ for tX r; we ﬁnd
yðt;fÞ4mvðtÞ for all fAU and tX r: ð3:11Þ
Using the last estimate in the variation-of-constants formula (3.7), we obtain for
fAU and tX0;
xðt;fÞ4mvðtÞ þ
Z t
0
uðt  sÞ½ f ðxsðfÞÞ  LðxsðfÞÞ ds: ð3:12Þ
Further, (3.11) implies that for all fAU and tA½r; 0;
xðt;fÞ ¼ fðtÞ ¼ yðt;fÞ4mvðtÞ ¼ m:
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We shall show that the inequality xðt;fÞ4m also holds for tX0: Suppose by the way
of contradiction that the last inequality does not hold. Then there exist fAU and
t140 such that xðt;fÞ4m for tA½r; t1Þ and xðt1;fÞ ¼ m: Then xsðfÞXmˆ for
sA½0; t1 which, together with (3.1) and (3.12), yields
xðt1;fÞ4mvðt1Þ þ
Z t1
0
uðt1  sÞ½ f ðmˆ Þ  Lðmˆ Þ ds:
Since f ðmˆ Þ40 (see (3.8)), this leads to the contradiction
m ¼ xðt1;fÞ4m vðt1Þ  Lð#1Þ
Z t1
0
uðt1  sÞ ds
 	
¼ m;
the last equality being a consequence of (2.17). Thus, we have shown that
xðt;fÞ4m for all fAU and tX r: ð3:13Þ
Let l0 be the stability modulus of L deﬁned in Proposition 2.2. We distinguish two
cases.
Case 1. Suppose that l0X0: By virtue of (3.1) and (3.13),
f ðxsðfÞÞ  LðxsðfÞÞXf ðmˆ Þ  Lðmˆ Þ
for all fAU and sX0: From this and (3.12), we ﬁnd for fAU and tX0;
xðt;fÞ4mvðtÞ þ
Z t
0
uðt  sÞ½ f ðmˆ Þ  Lðmˆ Þ ds
¼m vðtÞ  Lð#1Þ
Z t
0
uðt  sÞ ds
 	
þ f ðmˆ Þ
Z t
0
uðt  sÞ ds:
From this and (2.17), we ﬁnd
xðt;fÞ4m þ f ðmˆ Þ
Z t
0
uðt  sÞ ds for fAU and tX0: ð3:14Þ
From Proposition 2.3(ii) and the fact that l0X0; it follows that
R t
0 uðt  sÞ ds ¼R t
0 uðsÞ ds-N as t-N: Further, by virtue of (3.8), f ðmˆ Þ40: Consequently, (3.14)
implies (3.10).
Case 2. Suppose that l0o0: Let fAU and
l  lim inf
t-N
xðt;fÞ:
By virtue of (3.13),
SomplpN: ð3:15Þ
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In order to prove (3.10), we have to show that l ¼N: Suppose by the way of
contradiction that loN: Then for every e40 there exists T40 such that
xðt;fÞ4l  e for tXT ;
which, together with (3.1), implies for sXT þ r;
f ðxsðfÞÞ  LðxsðfÞÞXf ðlˆ  #eÞ  Lðlˆ  #eÞ:
Using the last inequality in (3.12), we obtain for tXT þ r;
xðt;fÞ4mvðtÞ þ
Z Tþr
0
uðt  sÞ½ f ðxsðfÞÞ  LðxsðfÞÞ  ds
þ
Z t
Tþr
uðt  sÞ½ f ðlˆ  #eÞ  Lðlˆ  #eÞ ds:
Since l0o0; by [6, Section 7.4, Corollary 4.1], the special solutions u and v of (2.1)
tend to zero exponentially as t-N: Consequently, letting t-N; the ﬁrst two terms
on the right-hand side of the last inequality tend to zero and we obtain
lX ½ f ðlˆ  #eÞ  Lðlˆ  #eÞ lim
t-N
Z t
Tþr
uðt  sÞ ds
¼ ½ f ðlˆ  #eÞ  Lðlˆ  #eÞ lim
t-N
Z tTr
0
uðsÞ ds
¼ ½ f ðlˆ  #eÞ  ðl  eÞLð#1Þ 1Lð#1Þ;
the last equality being a consequence of (2.18). From this, letting e-0; we ﬁnd
lX½ f ðlˆ Þ  lLð#1Þ 1Lð#1Þ:
Since Lð#1Þo0 (see Proposition 2.4), the last inequality is equivalent to
f ðlˆ Þp0; ð3:16Þ
which, together with (3.8), implies that lpS contradicting (3.15). Thus, l ¼N and
(3.10) holds. &
We are in a position to give a proof of Theorem 3.1.
Proof of Theorem 3.1. Suppose that conditions ðBþÞ and ðBÞ hold. We shall prove
the convergence of the generic solution of (1.1) by applying Theorem 1.1. As we have
already mentioned in the beginning of this section, hypotheses (2.2) and (3.1)
imply that ðSMmÞ holds. Now we show that the compactness assumption (T)
of Theorem 1.1 also holds. Let K be a positive constant and let fAC with jjfjjpK:
ARTICLE IN PRESS
M. Pituk / J. Differential Equations 193 (2003) 95–130 111
Then  #Kpfp #K and (3.1) implies that
f ðfÞXf ð #KÞ þ Lðfþ #KÞXf ð #KÞ  jjLjj jjfþ #KjjXf ð #KÞ  2KjjLjj
and
f ðfÞp f ð #KÞ  Lð #K fÞp f ð #KÞ þ jjLjj jj #K fjjp f ð #KÞ þ 2KjjLjj;
where jjLjj denotes the operator norm of L: The above estimates show that f maps
bounded subsets of C into bounded subsets of R:
By Theorems 3.2 and 3.3, for every fAC; the solution xðt;fÞ of (1.1) is bounded.
Let A be a compact subset of C: Then A is bounded, i.e., there exists K40 such
that jjfjjpK for all fAA: Let the constant K have the meaning from Proposition
2.3(iii). Conditions ðBþÞ and ðBÞ imply that there exist tAR and sAR with the
properties
KKot and FðtÞ ¼ f ð#tÞp0
and
so KK and FðsÞ ¼ f ð #sÞX0:
By Theorems 3.2 and 3.3, for all fAC with jjfjjpK and tX r; spxðt;fÞpt:
Consequently, for all fAA and tX0; xtðfÞ belongs to the closed and bounded set
B  fcAC j #spcp#tg: Thus, we have veriﬁed both assumptions ðSMmÞ and (T). By
Theorem 1.1, there exists a dense and open subset of initial data in C corresponding
to solutions of (1.1) which converge to an equilibrium. In the case when Eq. (1.1) has
at most two equilibria, Theorem 1.1 implies that every solution converges to an
equilibrium.
To prove the second part of the theorem, we have to show that if one of the
conditions ðBþÞ and ðBÞ fails, then the set of convergent points (initial data
corresponding to solutions which converge to an equilibrium) is not dense in C:
Suppose that ðBþÞ fails. Let kAðS;NÞ: Theorem 3.2 implies the existence of d40
such that xðt;fÞ-N as t-N for all fAC with jjf kˆ jjod: Consequently, the
open subset U  ffAC j jjf kˆ jjodg of C does not contain any convergent point
and hence the set of convergent points is not dense in C: If ðBÞ fails, then Theorem
3.3 yields the same conclusion. &
Let us see how Theorem 3.1 applies to the special equation (1.3). Eq. (1.3) is a
special case of (1.1) when f ðfÞ ¼ gðfð0Þ;fðrÞÞ: Suppose that there exist constants
L1 and L2 such that
gðx2; y2Þ  gðx1; y1ÞXL1ðx2  x1Þ þ L2ðy2  y1Þ
whenever x1px2 and y1py2: ð3:17Þ
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This hypothesis is satisﬁed if g is differentiable and the quantities in (1.6) are ﬁnite.
The linear functional L is given by LðfÞ ¼ L1fð0Þ þ L2fðrÞ: Clearly, (3.17) implies
(3.1). As noted in Section 2, condition (2.4) implies (2.2). The particular value of m is
not of interest. Condition (2.4) and hence (2.2) holds for some mX0 if and only if (a),
(b), (c) or (d) in (1.5) holds (see [20, Chapter 6, Remark 2.2]). Thus, Theorem 3.1
applies to Eq. (1.3) provided (3.17) holds with constants L1 and L2 satisfying one of
the conditions in (1.5). In this case FðxÞ ¼ gðx; xÞ; S ¼ supfvAR j gðv; vÞ ¼ 0g and
I ¼ inffvAR j gðv; vÞ ¼ 0g:
Remark 3.1. In most applications, we are interested in nonnegative solutions. So it is
necessary to consider (1.1) on Cþ  ffAC j fX0g and we assume that Cþ is
positively invariant for (1.1). A necessary and sufﬁcient condition for Cþ to be
positively invariant is that (see [20, Chapter 5, Theorem 2.1])
f ðfÞX0 whenever fACþ and fð0Þ ¼ 0: ð3:18Þ
As noted in [21, Section 2], if hypotheses ðSMmÞ and (T) hold on Cþ; then Theorem
1.1 continuous to hold on the positively invariant set Cþ: A similar remark holds for
Theorem 3.1. Thus, if Cþ is positively invariant for (1.1) and (2.2) and (3.1) hold on
Cþ; then condition ðBþÞ is necessary and sufﬁcient for the generic convergence of the
nonnegative solutions of (1.1) to equilibria.
4. Stability of equilibria
In this section, we consider the stability of an equilibrium vˆ of (1.1) provided (3.1)
holds in a neighborhood U of vˆ ; i.e.,
f ðcÞ  f ðfÞXLðc fÞ whenever c;fAU and cXf; ð4:1Þ
where L : C-R is a bounded linear functional satisfying condition (2.2). Our aim is
to show that, under these hypotheses, the stability of the equilibrium vˆ of (1.1) is
exactly the same as for the ordinary differential equation (1.7).
Theorem 4.1. Suppose (2.2) and (4.1) hold and let F be defined by (1.7). Then the
following statements are valid.
(i) vˆ is an unstable equilibrium of (1.1) if and only if there exists Z40 such that either
FðxÞ40 for xAðv; v þ ZÞ ð4:2Þ
or
FðxÞo0 for xAðv  Z; vÞ; ð4:3Þ
that is, when v is an unstable equilibrium of (1.7).
ARTICLE IN PRESS
M. Pituk / J. Differential Equations 193 (2003) 95–130 113
(ii) vˆ is an asymptotically stable equilibrium of (1.1) if and only if there exists Z40
such that
FðxÞo0 for xAðv; v þ ZÞ ð4:4Þ
and
FðxÞ40 for xAðv  Z; vÞ; ð4:5Þ
that is, when v is an asymptotically stable equilibrium of (1.7).
Proof. The transformation zðtÞ ¼ xðtÞ  v reduces (1.1) to the equation
z0ðtÞ ¼ hðztÞ; ð4:6Þ
where the functional h is deﬁned by hðfÞ ¼ f ðfþ vˆ Þ for fAC: Moreover, h satisﬁes
hypothesis (4.1) in the neighborhood V  ff vˆ jfAUg of zero. Evidently, the
equilibrium vˆ of (1.1) and the zero equilibrium of (4.6) have the same stability
properties. Consequently, it sufﬁces to prove the theorem in the case when v ¼ 0:
From now on let v ¼ 0:
(i). Suppose that for every Z40 neither (4.2) nor (4.3) hold. Then there exist
sequences ftngNn¼1 and fsngNn¼1 such that for each n;
0otno1=n and FðtnÞ ¼ f ð#tnÞp0 ð4:7Þ
and
1=nosno0 and FðsnÞ ¼ f ð #snÞX0: ð4:8Þ
Let e40 be given. Choose n so large that 1=noe and U contains the ball B1=nð0Þ 
ffAC j jjfjjo1=ng: Let d ¼ minfsn=K ; tn=Kg; where K has the meaning from
Proposition 2.3(iii). Then for every fAC with jjfjjod; sno K jjfjj and K jjfjjotn;
and the same argument as in the ﬁrst part of the proof of Theorem 3.2 yields that
snpxðt;fÞptn for tX r: Hence (see (4.7) and (4.8))
jxðt;fÞjo1=noe whenever fAC with jjfjjod and tX r:
This shows that if (4.2) and (4.3) fail, then the equilibrium vˆ ¼ 0 is stable.
Suppose now that (4.2) holds for some Z40: We shall show that in this case the
equilibrium vˆ ¼ 0 is unstable. We may assume that Z is so small that U contains the
ball BZð0Þ: Suppose by the way of contradiction that vˆ ¼ 0 is stable. Then there
exists d; 0odoZ; such that
jxðt;fÞjoZ=2 whenever fAC with jjfjjod and tX r: ð4:9Þ
Choose kAð0; dÞ and consider the solution xðt; kˆ Þ of (1.1). Let
l ¼ lim inf
t-N
xðt; kˆ Þ:
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Since 0okodoZ; (4.2) implies in a similar manner as in the proof of Theorem 3.2
(see (3.13) and its proof) that for every mAð0; kÞ; xðt; kˆ Þ4m for all tX r: This,
together with (4.9), implies that
0omplpZ=2: ð4:10Þ
Using a similar argument as in the proof of (3.14), one can show that if the stability
modulus l0 of (2.1) is nonnegative, then for all tX0;
xðt; kˆ Þ4m þ f ðmˆ Þ
Z t
0
uðt  sÞ ds-N as t-N
(see Case 1 in the second part of the proof of Theorem 3.2) contradicting (4.10). If
l0o0; then the same argument as in the proof of (3.16) yields that f ðlˆ Þp0: On the
other hand, (4.2) and (4.10) imply that f ðlˆ Þ40: This is a contradiction which shows
that, under hypothesis (4.2), the equilibrium vˆ ¼ 0 cannot be stable.
The proof that hypothesis (4.3) implies the instability of vˆ ¼ 0 is similar and hence
we omit the details.
(ii). Suppose that there exists Z40 such that (4.4) and (4.5) hold. Without loss of
generality, we assume that Z is so small that BZð0ÞCU : Evidently, both conditions
(4.2) and (4.3) fail. According to the ﬁrst part of the proof, the equilibrium vˆ ¼ 0 of
(1.1) is stable. Consequently, there exists d; 0odoZ; such that if fAC with jjfjjod;
then the solution xðt;fÞ of (1.1) is deﬁned for all tX r and
jxðt;fÞjoZ=2 for tX r: ð4:11Þ
We shall show that every solution xðt;fÞ of (1.1) with jjfjjod tends to zero as
t-N: Let fAC with jjfjjod be given. Deﬁne
l1 ¼ lim inf
t-N
xðt;fÞ and l2 ¼ lim sup
t-N
xðt;fÞ:
By virtue of (4.11),
Z=2pl1pl2pZ=2: ð4:12Þ
Conditions (4.1) and (4.4) imply that for xAð0; ZÞ;
04f ðxˆ Þ ¼ f ðxˆ Þ  f ð0ÞXLðxˆ Þ ¼ xLð#1Þ:
Hence Lð#1Þo0 and, by Proposition 2.2, the stability modulus l0 of L is negative. Let
eAð0; Z=2Þ: Then there exists T40 such that
xðt;fÞol2 þ e for tXT :
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From this, (3.7) and (4.1), we ﬁnd for tXT þ r;
xðt;fÞp yðt;fÞ þ
Z Tþr
0
uðt  sÞ½ f ðxsðfÞÞ  LðxsðfÞÞ ds
þ
Z t
Tþr
uðt  sÞ½ f ðlˆ 2 þ #eÞ  Lðlˆ 2 þ #eÞ ds
¼ yðt;fÞ þ
Z Tþr
0
uðt  sÞ½ f ðxsðfÞÞ  LðxsðfÞÞ ds
þ ½ f ðlˆ 2 þ #eÞ  ðl2 þ eÞLð#1Þ
Z tTr
0
uðsÞ ds:
Since l0o0; the zero solution of (2.1) is asymptotically stable. Consequently, both
solutions yðt;fÞ and uðtÞ of (2.1) tend to zero (exponentially) as t-N: Letting
t-N in the last inequality and using (2.18), we ﬁnd
l2p½ f ðlˆ 2 þ #eÞ  ðl2 þ eÞLð#1Þ 1Lð#1Þ:
Letting e-0 and taking into account that Lð#1Þo0; we obtain that f ðlˆ 2ÞX0 which, in
view of (4.4) and (4.12), yields that l2p0: One can prove in a similar manner (using
reverse inequalities) that f ðlˆ 1Þp0 and hence l1X0: Consequently, 0pl1pl2p0 and
hence l1 ¼ l2 ¼ 0: Thus, limt-Nxðt;fÞ ¼ 0 for all fAC with jjfjjod: This proves
that conditions (4.4) and (4.5) are sufﬁcient for the asymptotic stability of the
equilibrium vˆ ¼ 0:
To prove the necessity of conditions (4.4) and (4.5), suppose by the way of
contradiction that for every Z40 one of the conditions (4.4) and (4.5) fails and the
equilibrium vˆ ¼ 0 is asymptotically stable. Let e40 be so small that Beð0ÞCU : The
asymptotic stability of vˆ ¼ 0 implies the existence of Z; 0oZoe; such that
jxðt;fÞjoe whenever fAC with jjfjjoZ and tX r:
Moreover,
lim
t-N
xðt;fÞ ¼ 0 for all fAC with jjfjjoZ: ð4:13Þ
Since one of conditions (4.4) and (4.5) fails, either
f ðmˆ ÞX0 for some mAð0; ZÞ ð4:14Þ
or
f ðmˆ Þp0 for some mAðZ; 0Þ: ð4:15Þ
Suppose that (4.14) is the case. If f ðmˆ Þ ¼ 0; then xðtÞ ¼ m is a solution of (1.1) with
the initial value x0 ¼ f ¼ mˆ satisfying jjfjj ¼ moZ: Of course, xðtÞ-m40
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as t-N; contradicting (4.13). Suppose now that f ðmˆ Þ40: Choose kAðm; ZÞ and
consider the solution xðt; kˆ Þ of (1.1). The same argument as in the proof of (3.13) yields
that xðt; kˆ Þ4m for all tX r: Hence lim inf t-Nxðt; kˆ ÞXm40; contradicting (4.13)
with f ¼ kˆ : The case when (4.15) holds leads to a contradiction in a similar way. &
Remark 4.1. Conditions (4.2) and (4.3) hold for some Z40 if Fþ0ðvÞ40 and
F0ðvÞ40; respectively, while F 0ðvÞo0 is sufﬁcient for the validity of both conditions
(4.4) and (4.5).
In contrast with Theorem 1.2, Theorem 4.1 applies also in the case when
F 0ðvÞ ¼ 0:
Remark 4.2. In addition to the hypotheses of Theorem 4.1, suppose that f is
differentiable at vˆ and F 0ðvÞ ¼ 0: Since F 0ðvÞ ¼ df ðvˆ Þð#1Þ; in this case zero is a
characteristic value of the linear variational equation at vˆ ;
y0ðtÞ ¼ df ðvˆ ÞðytÞ: ð4:16Þ
It is easily seen that hypothesis (4.1) implies that df ðvˆ Þ  L is a positive linear
functional on C: From this and (2.2), it follows that condition (2.2) also holds with
L ¼ df ðvˆ Þ: As noted in the proof of Proposition 2.3, according to the proof of [20,
Chapter 6, Corollary 4.2], the Krein–Rutman theorem implies that the stability
modulus sðdf ðvˆ ÞÞ of df ðvˆ Þ is the only characteristic value of (4.16) which belongs to
the real interval ðm;NÞ: This, together with the fact that zero is a characteristic
value of (4.16), implies that sðdf ðvˆ ÞÞ ¼ 0: Consequently, under the hypotheses of
Theorem 4.1, in the critical case F 0ðvÞ ¼ 0 the stability of the equilibrium vˆ cannot be
determined by the linearized stability principle.
Remark 4.3. If g : R2-R is continuously differentiable, then Theorem 4.1 can be
used to determine the stability of an equilibrium vˆ of (1.3) provided one of the
conditions in (1.5) holds with
L1 ¼ @g
@x
ðv; vÞ and L2 ¼ @g
@y
ðv; vÞ:
5. Global convergence
Theorem 3.1 gives a necessary and sufﬁcient condition for the convergence of all
solutions in the case when (1.1) has at most two equilibria. The restriction on the
number of equilibrium points is important. As noted in Section 1, Krisztin, et al. [10]
(see also Krisztin and Walther [9]) have shown that a quasimonotone delay
differential equation with three equilibria may have a nonconstant periodic solution
even in the case when all solutions are bounded. Consequently, in order to guarantee
the convergence of all solutions without restrictions on the number of equilibria, we
need to replace hypotheses (2.2) and (3.1) of Theorem 3.1 with stronger conditions.
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In this section, we shall assume that there exist m40 and a bounded linear
functional M : C-R such that
j f ðcÞ  f ðfÞjpMðjc fjÞ for all c;fAC ð5:1Þ
and
MðfÞ þ mfð0Þ40 whenever fAC and f4m 0: ð5:2Þ
These hypotheses are stronger than hypotheses (2.2) and (3.1) of Theorem 3.1.
Indeed, (5.1) and (5.2) imply that (2.2) and (3.1) hold with L ¼ M:
If f is continuously differentiable, then (5.1) holds if, for each fAC; M  jdf ðfÞj
is a positive linear functional on C; where jdf ðfÞj denotes the absolute value of df ðfÞ
(see [24, Chapter 12, Section 48]). (If df ðfÞ is represented by the signed Borel
measure nðfÞ; then jdf ðfÞj is the positive bounded linear functional on C which is
represented by jnðfÞj; the total variation measure of nðfÞ:)
Note that (5.1) implies that M is a positive linear functional,
MðfÞX0 whenever fAC and fX0 ð5:3Þ
and hence there exists a regular positive Borel measure n such that
MðfÞ ¼
Z
½r;0
fðsÞ dnðsÞ for fAC:
Hypothesis (5.2) means that the linear equation
y0ðtÞ ¼ MðytÞ ð5:4Þ
generates a monotone semiﬂow with respect to the exponential orderingpm: Since n
from the representation of M is a positive measure, according to the remark from
Section 2 (see also [20, Chapter 6, Remark 2.2]), the conditionZ
½r;0
ems dnðsÞom ð5:5Þ
is sufﬁcient for the validity of hypothesis (5.2).
Now we formulate the main result of this section. It says that, under hypotheses
(5.1) and (5.2), the global convergence of the solutions of (1.1) is equivalent (without
any restriction on the number of equilibria) to the boundedness of the solutions of
the ordinary differential equation (1.7) on ½0;NÞ:
Theorem 5.1. Suppose (5.1) and (5.2) hold. Then every solution of (1.1) converges to an
equilibrium if and only if conditions ðBþÞ and ðBÞ of Theorem 3.1 hold.
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Let us see how the new conditions (5.1) and (5.2) apply to the simple equation
(1.3). Suppose that there exist constants K1; K2X0 such that
jgðx2; y2Þ  gðx1; y1ÞjpK1jx2  x1j þ K2jy2  y1j for all ðx1; y1Þ; ðx2; y2ÞAR2: ð5:6Þ
We may view K1 and K2 as the quantities deﬁned by (1.9). In this case f ðfÞ ¼
gðfð0Þ;fðrÞÞ and (5.6) implies that (5.1) holds with MðfÞ ¼ K1fð0Þ þ K2fðrÞ:
The linear functional M is represented by the measure n ¼ K1d0 þ K2dr and
condition (5.5) reduces to
K1 þ K2emrom:
The latter condition holds for some m40 if and only if (1.8) holds. Thus, Theorem
5.1 applies to Eq. (1.3) provided (5.6) holds with constants K1 and K2 satisfying (1.8).
Before we present the proof of Theorem 5.1, we establish some auxiliary results
which are interesting in their own rights. We shall show that, under hypotheses (5.1)
and (5.2), the functional differential equation (1.1) is asymptotically equivalent to a
scalar autonomous ordinary differential equation. This ordinary differential
equation will be constructed by using certain global solutions of (1.1) described in
the following theorem. For other results on global solutions of delay differential
equations satisfying an appropriate bound as t-N; see, e.g., [11,12,15,17].
Theorem 5.2. Suppose (5.1) and (5.2) hold. Then for every t0AR and c0AR there exists
a unique global solution x˜ of (1.1) (i.e., x˜ is a solution on the whole real line) such that
x˜ðt0Þ ¼ c0 ð5:7Þ
and
sup
tp0
jx˜ðtÞjemtoN: ð5:8Þ
Proof. Let B denote the vector space of those continuous functions x: ðN; t0-R
for which
jjxjjB  sup
tpt0
jxðtÞjemtoN:
ðB; jj  jjBÞ is a Banach space. For xAB and tpt0; deﬁne
FxðtÞ ¼ c0 
Z t0
t
f ðxsÞ ds:
Clearly, Fx is continuous on ðN; t0 and for tpt0;
jFxðtÞjp jc0j þ
Z t0
t
j f ðxsÞj ds ¼ jc0j þ
Z t0
t
j f ð0Þ þ f ðxsÞ  f ð0Þj ds
p jc0j þ j f ð0Þjðt0  tÞ þ
Z t0
t
j f ðxsÞ  f ð0Þj ds:
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By virtue of (5.1), this implies for xAB and tpt0;
jFxðtÞjpjc0j þ j f ð0Þjðt0  tÞ þ
Z t0
t
MðjxsjÞ ds: ð5:9Þ
By the deﬁnition of the norm in B; we have for xAB; spt0 and yA½r; 0;
jxsjðyÞ ¼ jxðs þ yÞjpjjxjjBemðsþyÞ ¼ jjxjjBemsemy
and hence
jxsjpjjxjjBemsem; ð5:10Þ
where emAC is deﬁned by
emðyÞ ¼ emy for yA½r; 0: ð5:11Þ
By virtue of (5.3) and the linearity of M;
MðcÞXMðfÞ whenever c;fAC and cXf: ð5:12Þ
This, together with (5.9) and (5.10), implies for xAB and tpt0;
jFxðtÞjp jc0j þ j f ð0Þjðt0  tÞ þ
Z t0
t
MðjjxjjBemsemÞ ds
¼ jc0j þ j f ð0Þjðt0  tÞ þ jjxjjB
Z t0
t
emsMðemÞ ds:
Since em4m 0; by virtue of (5.2),
MðemÞom: ð5:13Þ
Consequently,
jFxðtÞjp jc0j þ j f ð0Þjðt0  tÞ þ jjxjjB
Z t0
t
mems ds
p jc0j þ j f ð0Þjðt0  tÞ þ jjxjjBemt
for xAB and tpt0: Since m40; the last inequality implies that
sup
tpt0
jFxðtÞjemtoN for xAB:
Thus, F maps B into itself.
If x and yAB; then by similar estimates as before, we obtain for tpt0;
jFxðtÞ FyðtÞj ¼
Z t0
t
ð f ðxsÞ  f ðysÞÞ ds

p
Z t0
t
Mðjxs  ysjÞ ds
p
Z t0
t
Mðjjx  yjjBemsemÞ ds ¼ jjx  yjjB
Z t0
t
emsMðemÞ ds
¼ jjx  yjjBq
Z t0
t
mems ds;
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where
q  MðemÞ
m
o1
(see (5.13)). From this,
jFxðtÞ FyðtÞjpqjjx  yjjBemt for tpt0
and hence
jjFx FyjjBpqjjx  yjjB for x; yAB:
Since qo1; F : B-B is a contraction. The unique solution x˜AB of Fx ¼ x is a
solution of (1.1) on ðN; t0 with properties (5.7) and (5.8). The solution x˜ can
uniquely be extended to R by known existence theorems (see [6, Chapter 2]). &
We shall call the solution x˜ of (1.1) from Theorem 5.2 the special solution (passing
through ðt0; c0Þ) and denote it by x˜ ¼ x˜ðt0; c0Þ:
Corollary 5.1. Under the hypotheses of Theorem 5.2, the totality of special solutions of
(1.1) is only a one-parameter family.
Proof. The mapping x˜/ x˜ð0Þ is a one-to-one correspondence between the set of
special solutions and R: &
The stability modulus of the linear functional M will play an important role in
the sequel.
Lemma 5.1. Suppose (5.2) holds. Then the stability modulus l0 of M is a simple
(real) root of the characteristic equation
MðelÞ ¼ l; where elðyÞ  ely for yA½r; 0 ð5:14Þ
of Eq. (5.4). Moreover,
mol0p0: ð5:15Þ
Proof. The ﬁrst statement is an immediate consequence of Proposition 2.2.
By [20, Chapter 6, Theorem 4.1], l04 m: It remains to show that l0p0: Since
el0X0; by virtue of (5.3), Mðel0ÞX0: Hence l0 ¼ Mðel0Þp0: &
Now we prove a useful lemma on the distance of two special solutions.
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Lemma 5.2. Suppose (5.1) and (5.2) hold. Let x˜1; x˜2 be special solutions of (1.1). Then
jx˜1ðtÞ  x˜2ðtÞjpjx˜1ðt0Þ  x˜2ðt0Þjel0ðt0tÞ for all tpt0; ð5:16Þ
where l0 is the stability modulus of M:
Proof. Let t0AR be ﬁxed. Put
u0ðtÞ ¼ x˜1ðt0Þ; v0ðtÞ ¼ x˜2ðt0Þ;
uiþ1ðtÞ ¼ x˜1ðt0Þ 
Z t0
t
f ðuisÞ ds; viþ1ðtÞ ¼ x˜2ðt0Þ 
Z t0
t
f ðvisÞ ds
for tpt0 and i ¼ 0; 1; 2;y : We shall show by induction on i that
juiðtÞ  viðtÞjpjx˜1ðt0Þ  x˜2ðt0Þjel0ðt0tÞ for tpt0: ð5:17Þ
By Lemma 5.1, l0p0: Consequently, (5.17) holds for i ¼ 0: Suppose for induction
that (5.17) holds for some nonnegative integer i: Then for spt0;
juis  visjpjx˜1ðt0Þ  x˜2ðt0Þjel0ðt0sÞel0 ; ð5:18Þ
where el0AC is deﬁned by (5.14).
For tpt0; we have
juiþ1ðtÞ  viþ1ðtÞjp jx˜1ðt0Þ  x˜2ðt0Þj þ
Z t0
t
j f ðuisÞ  f ðvisÞj ds
p jx˜1ðt0Þ  x˜2ðt0Þj þ
Z t0
t
Mð juis  visj Þ ds:
This, together with (5.14) and (5.18), implies for tpt0;
juiþ1ðtÞ  viþ1ðtÞjp jx˜1ðt0Þ  x˜2ðt0Þj þ jx˜1ðt0Þ  x˜2ðt0Þj
Z t0
t
el0ðt0sÞMðel0Þ ds
¼ jx˜1ðt0Þ  x˜2ðt0Þj 1þ
Z t0
t
el0ðt0sÞðl0Þ ds
 
¼ jx˜1ðt0Þ  x˜2ðt0Þjel0ðt0tÞ:
Thus, (5.17) is conﬁrmed for all i ¼ 0; 1; 2;y :
Since the unique ﬁxed point of a contractive operator can be written as a limit of
successive approximations, referring to the proof of Theorem 5.2, ui-x˜1 and vi-x˜2
as i-N: The conclusion (5.16) now follows by letting i-N in (5.17). &
The next theorem shows that the special solutions of (1.1) satisfy a scalar
autonomous ordinary differential equation.
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Theorem 5.3. Suppose (5.1) and (5.2) hold. Define
GðxÞ ¼ f ðx˜ð0; xÞ0Þ for xAR; ð5:19Þ
where x˜ð0; xÞ is the special solution of (1.1) passing through ð0; xÞ: Then G : R-R is
Lipschitzian and, for every t0AR and c0AR; the special solution x˜ðt0; c0Þ of (1.1)
(passing through ðt0; c0Þ) coincides with the unique solution of the ordinary differential
equation
x0 ¼ GðxÞ ð5:20Þ
with the initial value (5.7). Moreover, Eqs. (1.1) and (5.20) have the same equilibria.
Proof. By virtue of (5.1) and (5.16), we have for x1; x2AR;
jGðx1Þ  Gðx2ÞjpMðjx˜ð0; x1Þ0  x˜ð0; x2Þ0jÞ: ð5:21Þ
By Lemma 5.2, for yA½r; 0;
jx˜ð0; x1Þ0ðyÞ  x˜ð0; x2Þ0ðyÞj ¼ jx˜ð0; x1ÞðyÞ  x˜ð0; x2ÞðyÞjpjx1  x2jel0y;
where l0 is the stability modulus of M: Hence
jx˜ð0; x1Þ0  x˜ð0; x2Þ0jpjx1  x2jel0
with el0 deﬁned by (5.14). From this, (5.12), (5.14) (with l ¼ l0) and (5.21), we ﬁnd
for x1; x2AR;
jGðx1Þ  Gðx2Þjpjx1  x2jMðel0Þ ¼ l0jx1  x2j:
Consequently, G : R-R is Lipschitzian and thus the initial value problem (5.7) and
(5.20) has a unique solution.
Deﬁne a function H : R R-R by
Hðt; xÞ ¼ f ðx˜ðt; xÞtÞ for tAR and xAR:
In view of the uniqueness of the special solutions (see Theorem 5.2), for every special
solution x˜ of (1.1) and tAR; x˜ ¼ x˜ðt; x˜ðtÞÞ: Consequently, x˜ is a solution of the
ordinary differential equation
x0 ¼ Hðt; xÞ: ð5:22Þ
Since Eq. (1.1) is autonomous, a translation of each special solution of (1.1) is also a
solution of (1.1). Consequently, for each t0AR and c0AR; the function y˜ðtÞ ¼
x˜ðt0; c0Þðt0 þ tÞ; tAR; is a solution of (1.1). Clearly, y˜ satisﬁes the growth condition
(5.8) referring to x˜: Hence y˜ is a special solution of (1.1). Moreover, y˜ð0Þ ¼
x˜ðt0; c0Þðt0Þ ¼ c0: In view of the uniqueness of the special solutions, y˜ ¼ x˜ð0; c0Þ:
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Consequently,
x˜ð0; c0ÞðyÞ ¼ y˜ðyÞ ¼ x˜ðt0; c0Þðt0 þ yÞ for all yA½r; 0:
Hence x˜ðt0; c0Þt0 ¼ x˜ð0; c0Þ0 for all t0AR and c0AR: From this and the deﬁnitions of
functions G and H; it follows that Eq. (5.22) reduces to (5.20).
Since the constant solutions of (1.1) satisfy the growth condition (5.8), every
constant solution is a special solution of (1.1). Consequently, the constant solutions
and thus the equilibria of Eqs. (1.1) and (5.20) are the same. &
The reason for the interest in the special solutions of (1.1) will be clear from
the following theorem. It states that every solution of (1.1) approaches
(exponentially) some special solution as t-N: Results of this type were
obtained by Ryabov [18], Driver [2] and Jarnı´k and Kurzweil [8] for a different
class of delay differential equations. For further related results, see [1,5] and the
references therein.
Theorem 5.4. Suppose (5.1) and (5.2) hold. Then for every solution x of (1.1) on
½r;NÞ; there exists a unique special solution x˜ of (1.1) such that
sup
tXr
jxðtÞ  x˜ðtÞjemtoN: ð5:23Þ
In particular,
jxðtÞ  x˜ðtÞj-0 exponentially as t-N ð5:24Þ
Proof. Let x be an arbitrary solution of (1.1) on ½r;NÞ:
Uniqueness of x˜: Let x˜1 and x˜2 be special solutions of (1.1) satisfying (5.23). Then
K  sup
tXr
jx˜1ðtÞ  x˜2ðtÞjemtoN:
By Lemma 5.2, for tX0;
jx˜1ð0Þ  x˜2ð0Þjpjx˜1ðtÞ  x˜2ðtÞjel0tpKeðmþl0Þt:
By virtue of (5.15), mþ l040: Letting t-N in the last inequality, we obtain that
x˜1ð0Þ ¼ x˜2ð0Þ: In view of the uniqueness of the special solutions, this implies that
x˜1 ¼ x˜2:
Existence of x˜: Let B denote the space of those continuous functions y :
½r;NÞ-R for which
jjyjjB  sup
tXr
jyðtÞjemtoN:
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ðB; jj  jjBÞ is a Banach space. For yAB; deﬁne
KyðtÞ ¼
RN
t
f f ðxs  ysÞ  f ðxsÞg ds for tX0;
xðtÞ  x˜ð0; xð0Þ Kyð0ÞÞðtÞ for tA½r; 0Þ:
(
It follows from the deﬁnition of the norm in B that for yAB; sX0 and yA½r; 0;
jysjðyÞ ¼ jyðs þ yÞjpjjyjjBemðsþyÞ ¼ jjyjjBemsemðyÞ;
i.e.,
jysjpjjyjjBemsem;
where emAC is deﬁned by (5.11). Consequently, for yAB and tX0;
jKyðtÞjp
Z N
t
j f ðxs  ysÞ  f ðxsÞj dsp
Z N
t
Mð jysj Þ ds
p jjyjjB
Z N
t
emsMðemÞ ds ¼ qjjyjjBemt;
where
q  MðemÞ
m
o1
(see (5.13)). The last inequalities shows that, for every yAB; jKyðtÞjemt is bounded on
½0;NÞ: Consequently, KðBÞCB: (The continuity of Ky at t ¼ 0 follows from the
fact that limt-0KyðtÞ ¼ xð0Þ  x˜ð0; xð0Þ Kyð0ÞÞð0Þ ¼Kyð0Þ:)
We shall show thatK : B-B is a contraction. If y; zAB; then by similar estimates
as before, we obtain for tX0;
jKyðtÞ KzðtÞjpqjjy  zjjBemt; ð5:25Þ
while for tA½r; 0Þ; by Lemma 5.2, we have
jKyðtÞ KzðtÞj ¼ jx˜ð0; xð0Þ Kyð0ÞÞðtÞ  x˜ð0; xð0Þ Kzð0ÞÞðtÞj
p el0tjKyð0Þ Kzð0Þjpel0tqjjy  zjjBpemtqjjy  zjjB;
the last and the last but one inequalities being a consequence of (5.15) and (5.25)
(with t ¼ 0), respectively. Thus, we have shown that (5.25) holds for all tX r and
hence
jjKy KzjjB ¼ sup
tXr
jKyðtÞ KzðtÞjemtpqjjy  zjjB
for all y; zAB: Since qo1; K : B-B is a contraction. Let yAB be the unique
solution of Ky ¼ y: Obviously, y is a solution of the equation
y0ðtÞ ¼ f ðxtÞ  f ðxt  ytÞ ð5:26Þ
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satisfying the initial condition
yðtÞ ¼ xðtÞ  x˜ðtÞ for tA½r; 0; ð5:27Þ
where x˜ ¼def x˜ð0; c0Þ with c0 ¼ xð0Þ  yð0Þ: Observe that x  x˜ is also a solution of
(5.26) with the same initial condition (5.27). Hypothesis (5.1) implies that the
functional h : C-R deﬁned by the right-hand side of (5.26),
hðfÞ ¼ f ðxtÞ  f ðxt  fÞ for fAC;
is Lipschitzian. Indeed, for c; fAC;
jhðcÞ  hðfÞj ¼ j f ðxt  fÞ  f ðxt  cÞjpMðjc fjÞpjjMjj jjc fjj;
where jjMjj denotes the operator norm of M: Consequently, the solutions of (5.26)
are uniquely determined by their initial values (see [6, Section 2.2, Theorem 2.3]).
Since the solutions y and x  x˜ of (5.26) coincide on the initial interval ½r; 0 (see
(5.27)), they are equal on the whole interval ½r;NÞ: Conclusion (5.23) now follows
from the fact that x  x˜ ¼ yAB: &
We are in a position to give a proof of Theorem 5.1.
Proof of Theorem 5.1. By Theorem 5.4, in order to show that every solution of (1.1)
converges to an equilibrium, it sufﬁces to restrict ourselves to the special solutions of
(1.1). According to Theorem 5.3, the special solutions satisfy the ordinary
differential equation (5.20) having the same equilibria as (1.1). Consequently, the
special solutions are monotone and they converge as t-N if and only if they are
bounded on ½0;NÞ (see Proposition 3.1). By Theorems 3.2 and 3.3 (as we have
mentioned in the beginning of this section, hypotheses (5.1) and (5.2) imply (2.2) and
(3.1) with L ¼ M), if conditions ðBþÞ and ðBÞ hold, then all special solutions of
(1.1) are bounded on ½r;NÞ and thus converge to an equilibrium as t-N: If one
of the conditions ðBþÞ and ðBÞ fails, then the same theorems imply the existence of
an unbounded solution of (1.1) on ½r;NÞ: &
Remark 5.1. In applications, zero is often an equilibrium of (1.1) and only
nonnegative solutions are of interest. Assuming the invariance of Cþ (see Remark
3.1), the results of this section can easily be modiﬁed for this case. One can prove that
if f ð0Þ ¼ 0; (3.18), (5.1) and (5.2) hold on Cþ; then condition ðBþÞ is necessary and
sufﬁcient in order that every solution starting from a nonnegative initial function
converges to an equilibrium.
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6. Applications
Consider the scalar delay differential equation proposed to model the red blood
cell system [14]
x0ðtÞ ¼ f ðxtÞ ¼ bhðxðt  rÞÞ  gxðtÞ ð6:1Þ
with
hðxÞ ¼ x2nesx;
where n is a nonnegative integer and b; g; s and r are positive constants. We are
interested in the convergence of the nonnegative solutions of (6.1).
Eq. (6.1) was studied by Smith and Thieme [21, Section 4]. In the following, we
summarize some of their results.
Depending on the parameters we have three possible cases.
Case 1. If ðð2n  1Þ=sÞ2n1e12nog=b; then v0 ¼ 0 is the only equilibrium of (6.1).
Case 2. If ðð2n  1Þ=sÞ2n1e12n ¼ g=b; then (6.1) has exactly two equilibria, v0 ¼ 0
and v1 ¼ ð2n  1Þ=s:
Case 3. If ðð2n  1Þ=sÞ2n1e12n4g=b; then (6.1) has exactly three equilibria, v0; v1
and v2 satisfying
0 ¼ v0ov1oð2n  1Þ=sov2:
Eq. (6.1) is a special case of (1.3) when gðx; yÞ ¼ bhðyÞ  gx: By simple calculations,
L1 ¼ infðx;yÞARþRþ
@g
@x
ðx; yÞ ¼ g;
L2 ¼ infðx;yÞARþRþ
@g
@y
ðx; yÞ ¼ b
ﬃﬃﬃﬃﬃ
2n
p 2n þ ﬃﬃﬃﬃﬃ2np
s
 !2n1
e2n
ﬃﬃﬃﬃ
2n
p
:
Let F be deﬁned by (1.7), i.e., FðxÞ ¼ bhðxÞ  gx: In all three cases F 0ð0Þo0: In
Case 2, F 0ðv1Þ ¼ 0; while, in Case 3, F 0ðv1Þ404F 0ðv2Þ:
Applying Theorems 1.1 and 1.2, Smith and Thieme have shown (see [21, Theorem
4.3]) that if
gr  ln rb
ﬃﬃﬃﬃﬃ
2n
p 2n þ ﬃﬃﬃﬃﬃ2np
s
 !2n1
e2n
ﬃﬃﬃﬃ
2n
p
8<
:
9=
;41; ð6:2Þ
then there exists a subset of convergent points which is dense and open in Cþ:
Moreover, the equilibrium v0 ¼ 0 is asymptotically stable, and, in Case 3, v1 is
unstable and v2 is asymptotically stable. Note that, in Case 2, the stability of the
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equilibrium v1 ¼ ð2n  1Þ=s cannot be determined by Theorem 1.2, since in this case
F 0ðv1Þ ¼ 0:
Our results can add further information on the behavior of the solutions of (6.1).
Consider Case 2. Since FðxÞo0 for xAð0; v1Þ; according to Theorem 4.1(i), under
condition (6.2), the equilibrium v1 is unstable. Thus, in all Cases 1,2 and 3, the
stability of an arbitrary equilibrium of (6.1) is the same as for the ordinary
differential equation
x0 ¼ bhðxÞ  gx:
A calculation gives
K1 ¼ sup
ðx;yÞARþRþ
@g
@x
ðx; yÞ

 ¼ g;
K2 ¼ sup
ðx;yÞARþRþ
@g
@y
ðx; yÞ

 ¼ b ﬃﬃﬃﬃﬃ2np 2n 
ﬃﬃﬃﬃﬃ
2n
p
s
 !2n1
e2nþ
ﬃﬃﬃﬃ
2n
p
:
It can be shown that jL2joK2: Theorem 5.1, combined with Remark 5.1, yields that
if, instead of (6.2), we assume the stronger condition (corresponding to (1.8))
gr  ln rb
ﬃﬃﬃﬃﬃ
2n
p 2n  ﬃﬃﬃﬃﬃ2np
s
 !2n1
e2nþ
ﬃﬃﬃﬃ
2n
p
8<
:
9=
;41; ð6:3Þ
then every solution of (6.1) starting from Cþ converges to an equilibrium.
As another example, consider the equation
x0ðtÞ ¼ dþ sinðxðt  rÞÞ; ð6:4Þ
where dX0 and r40 are constants. This equation was proposed as a model for
control of high-frequency oscillators (see [3,13,23]).
If d41; then (6.4) has no equilibrium points. If dA½0; 1; then (6.4) has inﬁnitely
many equilibria vk and wk given by
vk ¼ arc sin dþ 2kp and wk ¼ arc sin dþ ð2k  1Þp;
where k is an integer. Eq. (6.4) is a special case of (1.3) when gðx; yÞ ¼ dþ sin y: The
function F deﬁned by (1.7) is FðxÞ ¼ dþ sin x: The quantities given by (1.6) and
(1.9) are L1 ¼ K1 ¼ 0; L2 ¼ 1 and K2 ¼ 1: Theorem 5.1 applies provided
dA½0; 1 and ro 1
e
: ð6:5Þ
Since S ¼N and I ¼ N; we conclude that if (6.5) holds, then every solution of
(6.4) converges to an equilibrium. Note that Theorem 1.1 of Smith and Thieme
applies to Eq. (6.4) under the same hypothesis (6.5) (corresponding to alternative (d)
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in (1.5)). However, it does not yield the convergence of all solutions, since (6.4) has
inﬁnitely many equilibria.
Theorem 4.1 implies that if ro1=e; then for dA½0; 1Þ the equilibria vk are unstable
and the equilibria wk are asymptotically stable, while for d ¼ 1 the equilibria vk and
wk coincide and they are unstable. Note that for d ¼ 1 the stability of the equilibria
vkð¼ wkÞ cannot be obtained from Theorem 1.2, since in this case F 0ðvkÞ ¼ 0:
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