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The mean volume reflection angle of a high-energy charged particle passing through a bent crystal
is expressed as an integral involving the effective interplanar potential over a single crystal period.
Implications for positively and negatively charged particles, and silicon crystal orientations (110)
and (111) are discussed. A generic next-to-leading-order expansion in the ratio E/R of the particle
energy E to the crystal bending radius R is given. For positively charged particles, the dependence of
the mean volume reflection angle on E/R proves to be approximately linear, whereas for negatively
charged particles the linear behaviour is modified by an E/R-dependent logarithmic factor. Up-to-
date experimental data are confronted with predictions based on commonly used atomic potentials.
PACS numbers: 61.85.+p, 29.27.-a, 45.10.-b
I. INTRODUCTION
Volume reflection (VR) is deflection of high-energy
charged particles by a planarly oriented bent crystal. It
may be regarded as an effect complementary to channel-
ing in bent crystals, in which particles deflect to the side
opposite to that of the crystal bending, whereas chan-
neled particles deflect towards the crystal bending. It is
considered to be applicable for beam steering at multi-
GeV accelerators (e.g., in a multiple-VR mode), having
the merit of high acceptance (see [1] and refs. therein).
By now, it has been experimentally explored for various
bent crystal orientations, incident charged particle types
and beam energies [2–11].
VR effect owes to the asymmetry of the effective con-
tinuous potential of atomic planes caused by the crystal
bending, but it does not vanish when this asymmetry
becomes small. On the contrary, in that case it becomes
maximal. Its theoretical treatment is facilitated by the
fact that if, as is normally the case, the bending is suf-
ficiently uniform, then the particle angular momentum
(or transverse energy) in the effective potential with a
centrifugal component is conserved [12]. That makes the
problem integrable and in principle analytically tractable
[13–19]. However, since VR angle is accumulated over
many interplanar intervals, in each of which the centrifu-
gal potential component is different, yet the interplanar
potential itself is generally given by a sophisticated func-
tion, the VR angle dependencies on the particle energy
and charge sign, crystal material, orientation and bend-
ing radius are obscured, ultimately demanding numerical
evaluation.
To get a grasp of various parameter dependencies in
the VR problem, in [15] it was solved for the simplest
example – parabolic model for the interplanar potential.
It was demonstrated that the complicated dependencies
of the VR angle on R and E greatly simplify if an ex-
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pansion in the small parameter Rc/R [with Rc(E) being
the critical radius] is carried out. With its aid, explicit
expressions for the VR angle of positively and negatively
charged particles were obtained. But the model treat-
ment was only adequate for silicon crystal in orienta-
tion (110), and did not cover other practically important
cases, such as silicon in orientation (111), and germanium
crystals.
The aim of the present paper is to generalize the an-
alytic theory of VR, and develop theoretical tools valid
for arbitrary interplanar potential and any crystal ori-
entation. To this end, it is expedient to interchange the
procedures of radial integration and averaging over trans-
verse energy, which leads to an expression for the VR an-
gle as an integral over a single crystal period of a square
root of the effective potential. With its aid, a generic
expansion in Rc/R can be derived, in which the entire
dependence on the straight-crystal potential enters to the
coefficient functions. Cases of R ∼ Rc and R → Rc can
be studied, as well.
For simplicity, herein we restrict ourselves to the thick-
crystal limit, when contributions from the crystal bound-
aries are vanishing, and presume the so-called statistical
equilibrium, i.e., a uniform distribution in the fast par-
ticle transverse energy [13]. Furthermore, we will focus
on issues most important for practice, i.e., calculation
of the mean VR angle, which is often directly extracted
from the experimental data, being almost unaffected by
incoherent multiple scattering, and application to silicon
crystals, usually used in experiments.
In order to assess the accuracy of the obtained exact
and approximate representations, we confront their pre-
dictions based on popular realistic potentials with the
up-to-date world data for silicon bent crystals in orienta-
tions (110) and (111), and for both particle charge signs.
For the benefit of the reader, we also include a summary
of results for a few model potentials, qualitatively illus-
trating dependencies on their typical parameters.
2II. GENERAL CONSIDERATIONS
When a fast charged particle traverses a bent crystal,
the angle θ between its velocity and the family of weakly
bent and long atomic planes gradually changes. At its
relatively small values, relevant for the VR effect, the
particle motion is governed by relativistic classical me-
chanics in the continuous potential averaged along the
planes, similarly to the case of channeling. The period of
the force acting on the particle is then tapering to both
sides away from the VR region, and in remote regions,
in which |θ| ≫ θc, where θc =
√
2V0/E is the critical
channeling angle for a straight crystal with well depth V0
, its net deflecting action tends to zero. As for the inco-
herent multiple scattering, its strength per unit particle
path length remains nearly constant everywhere in the
crystal (an R-dependent correction to it was evaluated
in [16, 17]), so, in a thick crystal it eventually becomes
formidable. But within the intrinsic VR region, it still
remains minor compared to the action of the continuous
potential. Besides that, the incoherent multiple scatter-
ing is symmetric wrt the initial particle motion direction.
Therefore, in the first approximation it should not con-
tribute tot the mean VR angle, and may be neglected.
As was pointed out already in paper [12], where VR
was predicted, basic notions facilitating the theoretical
description of VR are the same as for channeling in a
bent crystal [20]:
1. The continuous potential of a uniformly bent crys-
tal in a planar orientation is axially symmetric.
Thus, it conserves the angular momentum projec-
tion on the symmetry axis, or, equivalently, the
transverse energy including the centrifugal poten-
tial. This second integral of the 2-dimensional mo-
tion (excluding the irrelevant uniform motion along
the crystal bending axis and the planes) makes the
problem completely integrable.
2. For a small crystal bending angle (not damaging
the ideal crystal lattice), the centrifugal potential
may be linearized within the entire crystal volume.
The particle trajectory in polar coordinates {r, ϕ} (radius
and angle wrt the bent crystal symmetry axis, located
far outside of the crystal) then expresses in an explicit
integral form [12]:
ϕ (r, r0, E⊥) =
1
R
∫ r0
r
dr√
2E⊥−V (r)E + 2
r
R
. (1)
Here R designates the crystal bending radius, E – the
energy of the fast particle (assumed to be ultrarelativis-
tic1), E⊥ – the particle transverse energy (defined here to
include all the r-independent terms), V (r) – the periodic
1 In a generic case, E in Eq. (1) must be replaced by Ev2/c2,
(with period d) continuous potential of the correspond-
ing family of atomic planes, which in a uniformly bent
crystal depends only on the radial coordinate r normal to
the planes, and r0 is the r value at the particle entrance
to the crystal.
Eq. (1) serves as a starting point for all the subsequent
calculations. Pure VR experiments, though, measure not
the entire particle trajectory inside the crystal, but only
the final deflection angle. It can be deduced from (1) as2
[13]
χ (r0, E⊥) =
2
R
∫ r0
rc
dr
{
1√
2E⊥−V (rc)E + 2
r
R
− 1√
2E⊥−V (r)E + 2
r
R
}
, (2a)
where rc is the radial reflection point, in which
E⊥−V (rc)
E +
rc
R = 0, and factor of 2 in Eq. (2a) accounts
for contributions before and after the radial reflection,
assuming the crystal to be oriented symmetrically wrt
the beam direction. If the first term in the braces in Eq.
(2a) is integrated explicitly [15, 18], viz.,
χ = 2
√
2
E⊥ − V (r0)
E
+ 2
r0
R
− 2
R
∫ r0
rc
dr√
2E⊥−V (r)E + 2
r
R
,
(2b)
it is evident that the first term
2
√
2
E⊥ − V (r0)
E
+ 2
r0
R
= 2
dr0
Rdϕ
represents the doubled angle between the particle ve-
locity d~r/dt (with time differential dt = Rdϕ) and the
bent aligned atomic planes at the exit from the crystal,
whereas the second term – the polar angle ϕ subtended
by the particle trajectory in the crystal, i.e., in effect,
the total crystal bending angle. Their difference, natu-
rally, equals the deflection angle in the inertial laboratory
frame.
Next, it needs to be taken into account that in prac-
tice, the initial state represents not a single particle with
a perfectly known impact parameter and velocity, but a
beam. Particles from the incident beam enter the crys-
tal with random (at an atomic scale) impact parameters
and with slightly randomized angles. Accordingly, E⊥ is
where v is the particle velocity and c the speed of light, but
insofar as VR is usually applied to ultrarelativistic particles, for
brevity we neglect the difference between v and c. For non-
ultrarelativistic particles, the corresponding substitution is due
in the final equations.
2 Compared to [13, 15], we define here angle χ of deflection wrt
the initial particle direction of motion with the opposite sign, in
order to make it positive. Notations θ and θc are reserved for
angles of particle motion wrt atomic planes.
3a randomly distributed variable, too. One has therefore
to derive from (2) the angular distribution of the scat-
tering probability. Its calculation is alleviated [13] by re-
lying on the so-called “statistical equilibrium” property,
i.e., a uniform distribution in E⊥ within the relatively
small (compared with the initial E⊥ uncertainty)3 pe-
riod ∆E⊥ = Ed/R:
dw
dχ
=
1
∆E⊥
dE⊥
dχ
. (3)
Therewith, the mean VR angle, on which we will focus
in the present paper, is given by a simple expression
χ =
∫
dχ
dw
dχ
χ
=
1
∆E⊥
∫ const+∆E⊥
const
dE⊥χ(E⊥) (4)
directly in terms of χ(E⊥) rather than its inverse function
entering Eq. (3). The constant in the integration limits
may be arbitrary, as long as the χ(E⊥) dependence is
periodic with the period ∆E⊥, and the integration is
carried out over the full period.
Although VR is supposed to be formed deeply inside
the bent crystal, in principle, integral (2) has yet some
residual dependence on its endpoints. The latter, how-
ever, fades away with the increase of the target thickness.
If, to the leading order in thickness, this dependence is
neglected, there remains the genuine volume contribu-
tion. Formally, it expresses as a thick-crystal limit:
χ = 2 lim
r0→∞
{√
2
r0
R
− 1
R
∫ r0
rmin(E⊥)
dr
√
E
2[E⊥ − Veff(r)]
}
.
(5)
Here
Veff(r) = V (r) − Er
R
(6)
is the effective potential of the bent crystal, which has a
“washboard” shape due to a tilt introduced by the lin-
earized centrifugal potential component (see Fig. 1). The
difference in the braces in Eq. (5) converges on a trans-
verse spatial scale ∆r ∼ RV0/E = Rθ2c/2 corresponding
to
∆z ∼
√
2R∆r ∼ Rθc. (7)
This longitudinal scale must be smaller than the crystal
thickness L = Rθb, where θb is the crystal bending angle:
L≫ ∆z, i.e., θb ≫ θc. (8)
The crystals for VR are usually designed to meet the lat-
ter requirement. By virtue of the mentioned convergence
3 For a more detailed analysis of conditions of its validity, see [15].
rm-d rm
r
Veff
FIG. 1: Solid curve, effective potential Veff(r) of a bent crys-
tal. Its red regions signify loci of radial reflection points of
VR particles coming from and returning to r → +∞ with
a constant E⊥. Red curve segments combined with the hor-
izontal dotted lines show behaviour of function max
r′≥r
Veff(r
′).
Thick green curve segments mark intervals contributing to the
mean VR angle.
at large r0, Eq. (5) holds equally well for cases when the
VR region is not strictly in the middle of the crystal.
For a periodic V (r), the integrand in (5) is not periodic
in r. But granted the simplicity of its dependence on
the period number, it is feasible to sum over the entire
sequence of periods in a closed form [21]. That leads to
a generic representation for the VR angle as an integral
over a single interplanar period with the integrand given
by a generalized Riemann zeta-function [22] (see also [15,
17]) with parameter 1/2 and the argument depending on
Veff(r):
χ = − 2√
2Rd
∫ d
0
drReζ
(
1
2
,
R
d
E⊥ − Veff(r)
E
)
. (9)
Substitution thereof to Eq. (4) leads to further simplifi-
cations, and yields an expression for the mean VR angle
involving no special functions:√
E
2
d
2
χ(E,R) =
∫ d
0
dr
√
max
r′≥r
Veff(r′)− Veff(r), (10)
where max
r′≥r
Veff(r
′) is the global maximum in the semi-
infinite region r ≤ r′ < ∞, thus being unique (see Fig.
1), in contrast to possible minor local maxima. Formula
(10) can also be derived directly, bypassing evaluation of
the angular (or E⊥-) distribution, as is demonstrated in
Appendix A.
The integrand in Eq. (10) differs from zero only in re-
gions Veff(r) < max
r′≥r
Veff(r
′), marked in Fig. 1 by green.
Paradoxically, those are the regions usually associated
with channeled particles, whereas VR particles, being
over-barrier, on the contrary, radially reflect in the re-
gions marked in Fig. 1 by red. Nonetheless, the latter
regions do not contribute to the mean VR angle at all.
One of the consequences is that χ must strictly vanish
for R ≤ Rc (where Rc by definition is the smallest value
4of R, at which Veff(r) has local minima, and hence max-
ima), insofar as in that case Veff(r) has no maxima. I.e.,
VR exists under the same condition
R > Rc (11)
as channeling in a bent crystal, but pertains to over-
barrier particles. That agrees with the former results
of numerical evaluation of integral (2a) in [19] (see also
[23]). It is also evident that the integrand of (10) is every-
where positive, so the net deflection always proceeds to
the side opposite to that of the crystal bending. As was
mentioned in the Introduction, that is the distinguishing
feature of VR.
In a periodic continuous potential, all of whose wells
are equivalent [such as the potential of a silicon crys-
tal in orientation (110)], it is convenient to choose the
integration interval end point coinciding with location
of any of the maxima rm of the effective potential:
max
r′≥r
Veff(r
′) = Veff(rm). For such a choice, max
r′≥r
Veff(r
′)
does not depend on r within the entire part of integra-
tion interval, where the radicand is greater than zero.
Moreover, the integration may be extended over the en-
tire crystal period, provided the region where the rad-
icand turns negative (and the integrand imaginary) is
eliminated by taking the real part:√
E
2
d
2
χ(E,R) =
∫ rm
rm−d
drRe
√
Veff(rm)− Veff(r). (12)
That obviates the need for independent maximization of
Veff for every value of r in the integrand.
In a more complicated case, when the continuous po-
tential contains two inequivalent wells per period, as it
is known to be, e.g., for positively charged particles in a
silicon crystal in orientation (111) (see Fig. 5b below),
it suffices to split the integration interval in two parts by
the intermediate maximum:√
E
2
d
2
χ(E,R) =
∫ rm1
rm2−d
drRe
√
Veff(rm1)− Veff(r)
+
∫ rm2
rm1
drRe
√
Veff(rm2)− Veff(r). (13)
The subsequent calculation procedure for each of the lat-
ter partial integrals is the same as for integral (12) for a
single-well potential.
It is also possible [e.g., for negatively charged particles
and crystal orientation (111), corresponding to Fig. 5b
flipped upside down] that at small E/R the potential
is of single-well type, while with the increase of E/R it
becomes double-well. In that case, at the critical E/R
value one must switch from formula (12) to (13).
Formulas (12), (13) are well suited both for numeri-
cal evaluation of the mean VR angle and for analysis of
the intrinsic E- and R-dependencies. The latter will be
the subject of the next three sections. Phenomenological
issues are discussed in Sec. VI.
III. SMALL-Rc/R EXPANSION
For a given oriented crystal, i.e., given V (r), the rhs of
Eq. (10) depends on the experimentally changeable pa-
rameters E and R only via the ratio E/R, representing
the centrifugal force. For any shape of the interplanar
potential, the increase of centrifugal force E/R makes
the effective potential well progressively more tilted and
shallower, wherewith the mean reflection angle (12) de-
creases. Vice versa, its maximal value is achieved in the
formal straight-crystal limit4 R → ∞. That is the sec-
ond salient feature of VR mentioned in the Introduction.
Since the case of small-Rc/R, when χ is maximal, is of
the highest practical value, we will analyse it in the first
place.
A. Leading order in Rc/R
To evaluate the maximal value of χ achieved at R →
∞, one needs merely to replace in Eq. (10) the effective
potential by the real one:
lim
R→∞
χ = χ0 =
√
2
E
2
d
∫ d
0
dr
√
maxV − V (r). (14)
Since the integrand in the right-hand side of Eq. (14)
is a periodic function of r, it does not matter where to
choose the integration limits of an interval of the length
d.
The obtained result can be cast in a more intuitive
form
χ0 = 2 〈θc(r)〉r , (15)
where
θc(r) =
√
2 [maxV − V (r)] /E (16)
is the ‘local’ critical angle (for a straight crystal) sensed
by the overbarrier particle during its passage through the
interplanar interval with a nearly critical transverse en-
ergy, and 〈...〉r = 1d
∫ d
0
dr... designates averaging over the
continuous potential period. The factor of 2 in Eq. (15)
may be interpreted as accounting for contributions from
particle motion before and after the reflection point. A
corollary from Eq. (15) is that
χ0 ≤ 2max θc(r) ≡ 2θc. (17)
4 Throughout this paper, we assume the incoherent multiple scat-
tering effect on χ to be negligible, despite the expanding intrinsic
VR region (7) – see condition (93), (95) below. The mentioned
limit thus must be understood in the sense of extrapolation.
Since R is a dimensional quantity, condition R → ∞ musty be
understood in the present context as 4Rc/R≪ 1 or
Ed
V0R
≪ 1.
5However, in practice, R is never so large compared to
Rc that the difference between χ and χ0 is really negligi-
ble. Thus, at least a first-order E/R-dependent correc-
tion to χ0 should be taken into account. Its derivation
and refinements are discussed below.
B. Next-to-leading order in Rc/R
Since Eq. (13) reduces the problem for a two-well pe-
riodic continuous potential to that for a single-well one,
we begin with the most elementary case when the generic
solution is given by formula (12).
To derive from it the next-to-leading order (NLO) cor-
rection to (14), note that in Eq. (12) the dependence on
E/R enters both to Veff(r) and Veff(rm), where rm de-
pends on E/R, too. If V (r) has maxima at r = 0 and
r = d, the effective potential maximum location rm may
be chosen to be close to d. In its vicinity,
Veff(r) ≃
r≈d
maxV − (r − d)
2
2
|V ′′(d)| − E
R
r
= maxV − Ed
R
− (r − rm)
2
2
|V ′′(d)|+O
(
E2
R2
)
,
(18)
where we took into account that V ′(d) = 0. Hence, the
potential maximum location shifted by the centrifugal
tilt equals
rm = d− E
R|V ′′(d)| +O
(
E2
R2
)
.
This allows to determine the corresponding effective po-
tential maximal value.
Veff(rm) = maxV − Ed
R
+O
(
E2
R2
)
,
which proves to be independent of V ′′(d) in this approx-
imation. Therefore, to the NLO, i.e., omitting all the
O (E2/R2) contributions, all the linear E/R dependence
in (12) reduces to a term ER (r − d) in the radicand:√
E
2
d
2
χ = Re
∫ d
0
dr
√
maxV − V (r) + E
R
(r − d)
+O
(
E2
R2
)
. (19)
The change in the integrand compared with the leading-
order (LO) Eq. (14) is illustrated in Fig. 2.
Next, linearizing the entire integrand in E/R and in-
tegrating the result termwise, we get√
E
2
d
2
χ ≃
∫ d
0
dr
√
maxV − V (r)
+
E
2R
∫ d
0
dr
r − d√
maxV − V (r) . (20)
d
r
max Veff - Veff
LO
NLO
FIG. 2: Solid curve, the integrand of Eq. (12) for a tilted
single-well periodic potential. Dashed curve, the Rc/R → 0
limit of the integrand. The area under it is the LO contri-
bution [Eq. (14)]. The small area between the solid and the
dashed curves at small Rc/R may be regarded as the NLO
contribution.
It involves only the potential for a straight crystal. Since
a single-well potential of a straight crystal must be sym-
metric wrt its minimum at r = d/2, Eq. (20) may be
recast as
χ ≃
√
2
E
4
d
∫ d/2
0
dr
√
maxV − V (r)
−
√
2E
R
∫ d/2
0
dr√
maxV − V (r) (21a)
≡ χ0 − d
R
〈
1
θc(r)
〉
r
. (21b)
Eq. (21a) demonstrates that the deeper on the aver-
age the potential well, or, for a fixed depth, the more
rectangular it is, the larger is the LO contribution (the
first term), and the smaller by absolute value the nega-
tive NLO contribution (the second term). Hence, larger
VR angles (beneficial for beam steering applications) are
achieved for crystal materials with higher Z and orienta-
tions with wider interplanar intervals.
To invariantly relate the χ(E,R) dependence in the
NLO with the shape of the potential well, one can intro-
duce a product
K =
√
E
2d
χ0
∣∣∣∣∣d(
√
Eχ)
d(E/R)
∣∣∣∣∣
E/R→0
=
χ0
2d
∣∣∣∣ ∂χ∂(1/R)
∣∣∣∣
R→∞
(22a)
= 〈θc(r)〉r
〈
1
θc(r)
〉
r
≡
〈√
maxV − V (r)
〉
r
〈
1√
maxV − V (r)
〉
r
,(22b)
which, according to the Cauchy-Bunyakovsky-Schwarz
inequality, must be greater than unity:
K ≥ 1 (23)
for any V (r). The smaller (the closer to unity) this num-
ber, the closer the well shape to rectangular.
6It should be minded, however, that Eq. (22b) and
inequality (23) have been established only for a single-
well potential, and only provided
∫ d/2
0
dr√
maxV−V (r) con-
verges, by virtue of which the integration may be ex-
tended over the full interplanar interval. Otherwise, no-
tably, for multi-well potentials, the rhs of (22a) may be-
come smaller than unity, because in the limit Rc/R→ 0
not all the particles completely traverse the last inter-
planar interval, being reflected in different sub-wells (see
examples in Sec. III below).
For a double-well periodic potential, a similar analysis
can be based on Eq. (13). Repeating the linearisation
procedure for each of the intervals, and presuming the
symmetry of each sub-well (which must hold since inver-
sion wrt each sub-well center leaves the periodic sequence
of atomic planes invariant), one is led to the result
χ ≃ χ0 −
√
2E
R
(
d1
d1 + d2
∫ d1/2
0
dr√
maxV − V (r)
+
d2
d1 + d2
∫ d1+d2/2
d1
dr√
maxV − V (r)
)
(24a)
=
2
d
(d1 〈θc〉1 + d2 〈θc〉2)
− 1
Rd
(
d21
〈
1
θc
〉
1
+ d22
〈
1
θc
〉
2
)
, (24b)
where 〈. . .〉1 = 1d1
∫ d1
0
dr . . ., 〈. . .〉2 = 1d2
∫ d
d1
dr . . .. For
d1 = 0 or d2 = 0, as well as for d1 = d2 = d/2, this goes
over to Eq. (21).
C. Logarithmic modification of NLO term
Unfortunately, the applicability of simple formula
(21a) in practice is undermined because the difference
maxV − V (r) at the tops of the barriers tends to zero
quadratically, wherewith
∫ d/2
0
dr√
maxV−V (r) diverges log-
arithmically. For positively charged particles that hap-
pens due to thermal (and zero-point) fluctuations of atom
positions in the planes. Granted that those fluctuations
are relatively small, a finite result might be attained by
just replacing in the NLO integral in Eq. (21a) the in-
terplanar potential by its static counterpart [i.e., letting
u = 0 in Eq. (76) below]:
χ ≃ χ0 −
√
2E
R
∫ d/2
0
dr√
maxVstat − Vstat(r)
, (25)
with
Vstat(r) = V (r)
∣∣
u=0
.
Such an approximation should not be too unreasonable,
because if the radial reflection point belongs to the re-
gion rc > u, for all r > rc > u the difference between
maxVstat − Vstat(r) and maxV − V (r) is small.
Alternatively, one may introduce in (21a) an appropri-
ate logarithmic cutoff r∗ ≪ d/2:
χ ≃ χ0 −
√
2E
R
∫ d/2
r∗
dr√
maxV − V (r) . (26)
Here, assuming the symmetry of the interplanar poten-
tial, we integrated only over half the period and multi-
plied by 2. The error due to the deliberateness of the
choice of r∗ may be relatively small.
For negatively charged particles, however, such an ad
hoc cutoff approach may be too crude, because the round
top of the potential barrier lies between the planes, be-
ing broad for any crystal temperature. In that case, to
be rigorous, one should return to representation (19). It
can be handled in the next-to-leading logarithmic order
by splitting the integration interval in two parts, in the
first of which, 0 < r < ri ≪ d, the potential is approx-
imable by its Taylor expansion around the maximum up
to the quadratic term: V (r) ≃ maxV + V ′′(0)r2/2, with
V ′′(0) < 0, whereas in the second, ri < r < d, it is al-
ready safe to expand the radicand to the NLO in Rc/R,
as in Eq. (20):√
E
2
d
2
χ ≃ Re
∫ ri
0
dr
√
|V ′′(0)|
2
r2 − Ed
R
+
∫ d
ri
dr
[√
maxV − V (r) + E(r − d)
2R
√
maxV − V (r)
]
+O
(
E2
R2
)
. (27)
Computing those two integrals and eliminating ri (see
Appendix B), we are led to a form similar to (26),
χ ≃ χ0 −
√
2E
R
∫ d/2
r∗(E/R)
dr√
maxV − V (r) , (28)
with the difference that the lower cutoff is now unam-
biguously defined and centrifugal-force-dependent:
r∗(E/R) =
√
Ed
2eR|V ′′(0)| , (29)
where e = 2.718 is the base of a natural logarithm.
The obtained value of r∗ is natural by the order of mag-
nitude, because the corresponding drop of the potential
near the top is commensurable with a typical centrifugal
energy
|V ′′(0)|r
2
∗
2
=
Ed
4eR
∼ ∆E⊥.
Noteworthy, however, is a small numerical factor 14e ≈
0.1. It corroborates our assumption that r∗ ≪ d/2, as
long as
Rc =
E
Fmax
<
2E
|V ′′(0)|d =
(
2r∗
d
)2
eR≪ R.
7Thus, in the case when the particle reflects from the
potential barrier in the region of its parabolic top, for
description of the NLO correction it suffices to know only
two empirical constants: V ′′(0) and
lim
r∗→0
(∫ d/2
r∗
dr√
maxV − V (r) +
√
2
|V ′′(0)| ln
2r∗
d
)
=
∫ d/2
0
dr ln
d
2r
d
dr
r√
maxV − V (r) (30)
[see Eq. (B2)]. They can be computed numerically, given
a realistic parametrization for the interplanar potential
V (r).
Formula (28) with cutoff (29) is best suited for nega-
tively charged particles, for which the round top of the
potential barrier is wide, wherewith the Taylor expan-
sion around its maximum works in a sufficiently broad
interval of E/R, too. As for positively charged parti-
cles, for them the condition implied at derivation of Eq.
(28) may be violated if the tilt proportional to E/R is
so large that in the reflection point the continuous po-
tential top is no longer parabolic. But even in that
case, around the turnover point the distinction from the
extended parabolic approximation for the potential top
may be relatively mild (otherwise the NLO approxima-
tion itself can break down). Whether or not the logarith-
mic dependence along with cutoff prescription (29) sur-
vive under such conditions will be investigated in more
detail on model examples in Sec. IVB 3 and for realistic
potentials in Sec. VI.
If the potential has two inequivalent wells per period,
with widths d1 and d2, the derivation of the NLO formula
must be based on Eq. (13). It gives
χ ≃ χ0 −
√
2E
R
(
d1
d1 + d2
∫ d1/2
r∗1
dr√
maxV − V (r)
+
d2
d1 + d2
∫ d1+d2/2
d1+r∗2
dr√
maxV − V (r)
)
, (31)
r∗k(E/R) =
√
Edk
2eR|V ′′(rmk)| , k = 1 or 2.
IV. MODEL RESULTS
Even though the obtained generic solution (12) or (13)
reduces the problem to an integral, which is sufficiently
simply calculable numerically, it can be useful sometimes
to refer also to model results, in which the dependencies
of χ on all the parameters are explicit. Models can also
be used for testing the accuracy of the proposed generic
approximations, such as the NLO expansion. They may
be even more helpful when R becomes commensurable
with the critical value Rc, so that the NLO approxima-
tion breaks down. But it is desirable in this case that
the models reflect the shape of the interplanar potential
adequately enough. In this section, for references, we will
quote predictions for χ for a few such model potentials,
pertinent both to single-well and double-well cases.
A. Simple parabolic and square well potentials.
Arbitrary R/Rc
Integral (12) can be taken in elementary functions only
if V (r) is a linear or quadratic polynomial in r (with an
exception considered in Sec. V). In fact, for silicon crys-
tal in orientation (110) the parabolic approximation is
known to be rather satisfactory. It is this approximation
that was used in [15], but only for small R/Rc. More
generally, if the effective potential is strongly tilted, only
relatively small portions of the wells contribute to the
mean VR angle (cf. Fig. 1). Then, if the potential varies
smoothly enough, as is typical for moderate-Z crystal
materials, it can be parametrized in those small regions
by a quadratic polynomial. On the other hand, if the po-
tential walls are steep, as is typical for high-Z materials,
one can approximate them by square wells. It will be in-
structive first to analyse properties of those two simplest
among exactly solvable models.
• For a sequence of parabolic wells of depth V0 > 0,
described within a period by the potential
V (r) = V0
(
2r
d
− 1
)2
, 0 < r < d, (32)
serving as an idealization for the interplanar po-
tential for positively charged particles in a silicon
crystal in orientation (110), evaluation of integral
(12) gives
χ
θc
=
π
2
(
1− Rc
R
)2
(33)
with
Rc =
E
Fmax
=
Ed
4V0
(34)
being the critical radius for this model. In the LO,
χ0 =
pi
2 θc, while in the NLO, the squared binomial
in Eq. (33) linearizes to
χ
θc
=
π
2
(
1− 2Rc
R
)
+O
(
R2c
R2
)
, (35)
agreeing with the result of [15], as well as with the
generic formula (21a).
Dimensionless parameter (22b) for this model
equals
K =
π2
8
= 1.234. (36)
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FIG. 3: Mean VR angle dependence on E/R for several mod-
els for the periodic continuous potential with well depth V0
and width d. Solid parabola, positively charged particles in a
harmonic potential well [Eq. (33)]. Dashed curve, negatively
charged particles in the same field [Eq. (37)]. Dot-dashed
curve, the result for a square well interplanar potential, Eq.
(38). Concerning the limit E/R→ 0, see footnotes 1, 4.
• For the sequence of parabolic barriers of height
V0 > 0, being an idealization for the continuous
potential for negatively charged particles in silicon
in orientation (110), the potential well has the form
V (r) =
{
−V0
(
2r
d
)2
, 0 < r < d/2,
−V0
(
2 d−rd
)2
, d/2 < r < d.
Inserting this to Eq. (12), one obtains
χ
θc
= 1− Rc
R
(
1 + ln
R
Rc
)
, (37)
where Rc is given by the same Eq. (34). For this
model, χ0 = θc, while
χ0
2d
∣∣ ∂χ
∂(1/R)
∣∣ at Rc/R → 0
retains a logarithmic dependence on Rc/R. Right-
hand sides of both (33) and (37) at R → Rc tend
to zero quadratically, because at R → Rc in inte-
gral (12) both the width and the height of the inte-
grand Re
√
maxVeff − Veff(r) tend to zero linearly.
Formula (37) is exact, but follows as well from
the generic NLO approximation (28) when setting
there V (r) ≃ 12V ′′(0)r2 with V ′′(0) = −8V0/d2.
All the corrections beyond the NLO in this model
happen to vanish.
• In the opposite extreme of a square well, the poten-
tial within the period has a constant depth V0 > 0,
viz., V (r) = −V0 within the interval 0 < r < d,
and V = 0 at r = 0 and r = d.5 Then integral (12)
5 It represents a zero-barrier-thickness limit of the model consid-
ered in [14]. This may be regarded as a Z → ∞ limit for posi-
tively charged particles in a crystal in orientation (110), although
even for tungsten, the well shape is far from rectangular yet. For
negatively charged particles in such a potential, χ would equal
zero.
evaluates to
χ
θc
=
4RV0
3Ed
[
1−Re
(
1− Ed
RV0
)3/2]
, (38)
which for EdRV0 < 1 matches with the result of [14]
in the limit of zero barrier thickness (a → 0). The
rhs of this expression as a function of R tends to
zero (linearly) only at R→ 0, because for a square
well Rc = 0. The linear law here reflects the fact
that at R → Rc only the width of the effective
potential well shrinks to zero, whereas its depth
remains constant, being determined by the height
of the sharp walls. Three terms of expansion of (38)
read
χ
θc
= 2− Ed
2RV0
− 1
3
(
Ed
2RV0
)2
+O
[(
Ed
RV0
)3]
. (39)
So, for this model, χ0 = 2θc [the upper bound of
(17) is reached], and
K = 1 (40)
[the lower bound of (23) is reached], because θc(r)
here is just a constant. It is also noteworthy that
for a square well, the next-to-next-to-leading order
(NNLO) contribution to χ is negative, whereas for
parabolic well, according to Eq. (33) expanded up
to quadratic term in Rc/R, it was positive.
The behavior of dependencies (33), (37) and (38) is
illustrated in Fig. 3.
B. Double-parabolic potential
More elaborate models may serve to illustrate the de-
pendence of χ0 and the slope of χ(E/R) on some detail
of the shape of the interplanar potential, both for posi-
tively and for negatively charged particles. In principle,
the integration can be done exactly for any piecewise-
parabolic or piecewise-linear potential. For orientation
(110), two parabolas can interpolate the planar poten-
tial within a period reasonably enough. For orientation
(111), where the distances between the planes are not all
equal but alternate, producing two inequivalent wells per
period (see Fig. 5b below), that is necessary even in the
crudest approximation. Let us thus consider the latter
case first.
1. Orientation (111), positively charged particles
The continuous potential for positively charged parti-
cles in a silicon crystal in orientation (111) features two
unequal potential wells per period (see Fig. 5b below).
For simplicity, let us neglect here the thermal smearing
9of the continuous potential near the planes, treating the
potential as consisting of just two alternating parabolic
wells of different widths dS , dL and depths VS , VL > 0.
To facilitate correspondence with the cases of negatively
charged particles, as well as orientation (110) considered
below, it is expedient to write the continuous potential
within a period in a symmetric form:
V (r) =


V1(r), 0 ≤ r ≤ dL/2,
V2(r), dL/2 ≤ r ≤ d− dL/2,
V3(r), d− dL/2 ≤ r ≤ d,
(41)
where
V1(r) = VL
(
2r
dL
)2
(42)
and
V3(r) = V1(d− r) = VL
(
2
d− r
dL
)2
(43)
are the halves of the two deep and broad wells, and
V2(r) = VL − VS + VS
(
d− 2r
dS
)2
, (44)
with dL < d, VS < VL, describes a minor midway well.
Under such conditions, we can apply formula (13).
Evaluation of the corresponding partial integrals gives
χ =
π
2d
[
dLθcL
(
1− RcL
R
)2
+ dSθcS
(
1− RcS
R
)2]
,
(45)
with
θcL =
√
2VL
E
, θcS =
√
2VS
E
, RcL =
EdL
4VL
, RcS =
EdS
4VS
.
At that,
χ0 =
π
2
(
dL
d
θcL +
dS
d
θcS
)
. (46)
Therefore, the mean VR angle (45) in this case amounts
the average of critical angles for each of the sub-wells
[cf. Eq. (33)], with weights proportional to the widths
of the corresponding intervals. For the limiting value χ0
that is rather obvious, in view of representation (15). Its
validity through all orders in Rc/R owes to the similarity
between the two unequal wells.
If condition VL/dL = VS/dS is satisfied, wherewith
RcL = RcS = Rc, then
χ = χ0
(
1− Rc
R
)2
(47)
[with R-dependence being similar to that in Eq. (33)].
Taking into account that for a real silicon crystal in (111)
orientation dL/dS = 3, we find
χ0 =
πθcL
8
(
3 + 3−1/2
)
= 1.4 θc. (48)
At that, the product defined by Eq. (22a) equals
K =
3π2
29
(
3 + 3−1/2
)2
= 0.74 < 1. (49)
It illustrates that inequality (23) may break down for a
double well.
2. Orientation (111), negatively charged particles
For negatively charged particles in the same crystal ori-
entation (111), the continuous potential is inverted up-
side down. Then, in effect, it contains just one well,
which merely features a small bump in the middle of its
bottom. For the present case, calculation by exact for-
mula (12) leads to a rather bulky result, so, for simplicity,
we will restrict ourselves to the NLO calculation.
The corresponding limiting angle (14) is computed as
χ0 =
√
2
E
4
d
[∫ dL/2
0
dr
√
V1(r) +
∫ d/2
dL/2
dr
√
V2(r)
]
=
√
2VL
E
+
dS
d
√
2VS
E
(
VL
VS
− 1
)
arth
√
VS
VL
. (50)
If VS < VL/2, arth in Eq. (50) may be expanded as
arth
√
ξ ≃
ξ<1/2
√
ξ(1 + ξ/3), leaving
χ0 ≃
VS<VL/2
√
2VL
E
[
1 +
dS
d
(
1− 2VS
3VL
)]
. (51)
Putting there values dS/d = 1/4 and VS/VL ≈ 1/3 cor-
responding to a real silicon crystal, one finds
χ0 =
√
2VL
E
(
1 +
7
36
)
≈ 1.2 θc. (52)
That is somewhat lower than for positively charged par-
ticles [cf. Eq. (48)], although the difference is not as
significant as in the case of orientation (110) [cf. Eqs.
(33) and (37) at R/Rc →∞].
The slope of the
√
Eχ dependence on E/R can readily
be evaluated, too. In total,√
E
2
χ =
√
VL
[
1− EdL
4VLR
(
1 + ln
4VLR
Ed
)]
+
dS√
VS
(
VL − VS
d
− E
2R
)
arth
√
VS
VL
+O
(
R2c
R2
)
. (53)
Eq. (53) is valid for any values of VL, VS , dL, dS ,
provided the coefficient at arth is positive:
VL > VS +
Ed
2R
. (54)
Physically, that implies that the particle must have
enough transverse energy to overpass the midway bump
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in the last interplanar interval of the bent crystal, in spite
of the centrifugal tilt. It is also straightforward to check
that in the formal limit dS → 0, the second line in (53)
vanishes, and the result boils down to Eq. (37) for a
sequence of purely parabolic barriers [relevant for orien-
tation (110)]. In the opposite formal limit dL → 0 (a
narrow major barrier), and VS → 0 (a wide but shallow
bump), (53) goes over to the result (39) for the square
well to the NLO in Rc/R [which was written there for
positively charged particles in a high-Z crystal in orien-
tation (110)].
3. Orientation (110), positively charged particles
The pure parabolic model for orientation (110) consid-
ered in Sec. IVA does not take into account the smooth-
ness of the continuous potential in vicinities of atomic
planes (cf. Fig. 5a below), which, as was shown in Sec.
II, can give rise to a logarithmic modification of the linear
E/R dependence. This shortcoming can be amended by
adopting a double parabolic potential, among the pieces
of which, in contrast to the situation of Secs. IVB 1,
IVB 2, one is convex upwards, while the other is convex
downwards:
V (r) =


V1(r), 0 ≤ r ≤ d1/2,
V2(r), d1/2 ≤ r ≤ d− d1/2,
V3(r), d− d1/2 ≤ r ≤ d.
(55)
Here
V2(r) = V2
(
d− 2r
d2
)2
(56)
is the harmonic bottom of the potential well, with d2 < d
and V2 < V0, whereas parts
V1(r) = V2 + V1 − V1
(
2r
d1
)2
, (57)
V3(r) = V1(d− r) = V2 + V1 − V1
(
2
d− r
d1
)2
, (58)
with d1 = d − d2 ≪ d, V1 = V0 − V2 ≪ V0 describe a
parabolic smearing of the potential tops in vicinities of
points r = 0 and r = d correspondingly. Thus defined
function V (r) is continuous at r = d1/2 and r = d−d1/2.
The requirement of its smoothness at those junctions im-
poses yet an additional condition V ′1(d1/2) = V ′2(d1/2),
equivalent to
V1
d1
=
V2
d2
=
1
4
Fd1/2. (59)
The adjustable parameters in this model are the total
well depth V0 and the shape parameter
δ =
d1
d
=
V1
V0
. (60)
Potential (55) may be substituted to Eq. (12). As
long as V1 is small, in practice it will normally satisfy
the inequality
Veff1(d1/2) > max
r>d1/2
Veff(r), (61)
wherewith the reflection point will belong to the domain
of V2 rather than V1 [see Eq. (55)]. Condition (61) can
be solved for R as
R <
E
4V1
(√
d+
√
d2
)2
, (62)
where the right-hand side is much greater than
Rc =
E
Fd1/2
, (63)
provided d1 ≪ d2. Since condition (62) is usually met
in practice, strictly speaking, in this model R can not be
regarded as asymptotically large. Therefore, the NLO
formula does not strictly apply here, and to be rigorous,
one has to return to Eq. (12).
In Appendix C it is shown that a satisfactory approx-
imation for χ under the present conditions is
χ ≈ π
2
√
2V2
E
(
1− Rc
R
)2
. (64)
Compared to Eq. (33), the main correction here stems
from the overall factor
√
V2 ≈
√
V0 (1− δ/2) <
√
V0. At
that,
K =
π2
8
(1− δ). (65)
It also appears that in spite of the smearing of the po-
tential around the planes, the dependence of (64) on
E/R under condition (62) does not contain a logarith-
mic factor, because the particle merely does not enter
the smeared region at all.
The model (55) is already sufficiently detailed to be
confronted with experimental data [5, 9, 24] available for
silicon crystal in this orientation. Its fit used in the NLO
equation (28) gives parameter values
V0 = 20.2± 0.4 eV, δ = 0.042± 0.026. (66)
It is also close, with nearly the same but less tightly con-
strained parameters, to the calculation by exact formula
(12) for model (55).
4. Orientation (110), negatively charged particles
To obtain from (55) the potential for negatively
charged particles, there is no need to flip it and shift by
half the period – it suffices just to replace δ by 1−δ, which
interchanges the small and large parameters: d1 ↔ d2,
V1 ↔ V2. Since a negatively charged particle traverses
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all the three regions of piecewise-parabolic potential (55),
the result of the exact calculation is more cumbersome.
But the NLO calculation is simple. Evaluation by Eqs.
(14) and (55)–(60) gives
χ0 =
√
2V2
E
[
1 +
d1
d
(√
V1
V2
+
√
V2
V1
)
arth
√
V1
V2
]
≃ θc (1 + δ/2) , (67)
with θc =
√
2(V1 + V2)/E and δ = d1/d ≪ 1, while
evaluation of the slope can be done straightforwardly by
Eq. (28):
χ = χ0
{
1− Rc
R
[
1 + (1− δ) ln R
Rc
]}
. (68)
That explicates the δ-dependent correction to Eq. (37).
Naturally, the increase of δ in turn increases χ0 [in con-
trast to the case of positively charged particles – cf. Eq.
(64)], whereas the slope diminishes, because the potential
well broadens [see the commentary after Eq. (21)].
The expressions for χ obtained in this subsection for
double-parabolic model potentials exhibit surprisingly
simple dependencies on various typical parameters. They
can even provide rather accurate phenomenological pre-
dictions, which can be used for guidance in practice. But
the meaning of such coincidences should not be overesti-
mated.
V. R→ Rc LIMIT
It may also be of interest to determine the behaviour
of χ near the critical point R = Rc, although it can
hardly be of high practical value, insofar as χ there tends
to zero. In the previous section we had seen that for
parabolic potential models, χ vanishes at the threshold
quadratically:
χ/θc ∼
R→Rc
(1−Rc/R)2. (69)
But those models presume that the second derivative of
the effective potential remains constant over the entire
interplanar interval. In reality, the potential is smooth
near the atomic planes. At R→ Rc the potential well is
tilted so strongly that the radicand of (12) is positive only
in a small vicinity of point rs, wherein V
′(rs) is maximal,
i.e., V ′′(rs) = 0. To describe the effective potential under
such a condition, one thus has to expand V (r) up to the
third order in r − rs:
Veff(r) = Veff(rs)+(r−rs)
(
V ′(rs)− E
R
)
+
1
6
(r−rs)3V ′′′(rs).
Here V ′(rs) = Fmax > 0, and V ′′′(rs) < 0. Therewith,
integral (12) assumes the form6
d
2
χ(E,R) =
√
|V ′′′(rs)|
3E
∫ √λ/3
−2
√
λ/3
dr′
√
2 (λ/3)
3/2−λr′+r′3
(70)
with r′ = r − rs and λ = 6Fmax|V ′′′(rs)|
(
1− RcR
)
. Evaluating
it, we get
χ ≃
R→Rc
24
5d
25/4
(
E
|V ′′′(rs)|
)3/4(
1
Rc
− 1
R
)5/4
. (71)
This relation is valid both for positively and for nega-
tively charged particles.
Compared to (69), the decrease law in (71) is steeper,
but the prefactor involves |V ′′′(rs)|−3/4 ∼ u3/2, with
u being the rms thermal displacement of atoms off the
plane [see Eqs. (76) and (77) below], whereby ratio
χ
θc
∼
R→Rc
(u
d
)3/2(
1− Rc
R
)5/4
(72)
is suppressed by a small factor (u/d)3/2. Therefore,
asymptotic law (71) holds only in a narrow vicinity of
Rc, whereas at R ∼ 4Rc the behaviour of χ/θc may be
more similar to (69).
VI. USE OF REALISTIC POTENTIALS
Let us finally turn to a more realistic description of
the mean VR angle, based on exact generic representa-
tions (12), (13) for χ. Our knowledge of the interplanar
potential, even though good, is in principle only approxi-
mate, and its uncertainty gives rise to some uncertainties
in theoretical predictions. We will complete our study by
assessing this sensitivity. That can be done best in com-
parison of predictions obtained with different potentials
with experimental data. A comparison of experimental
data with the potential deflection theory was formerly
presented in [19] for positively charged particles. Later,
there were also published detailed data for negatively
charged particles reflecting on a crystal in orientation
(111) [10]. Along with the phenomenological check of ex-
act equations, it is important yet to assess the accuracy
of NLO approximations derived in Sec. III.
A. World data. Intercepts and slopes
Experimental data on VR, obtained for various crys-
tals and their orientations, for various incident particles
6 We will be specifically talking here about the single-well case
(110). For the double-well case (111), critical points in both
wells are reached almost simultaneously, so, their contributions
should be added.
12
and their energies, can be combined together by plotting√
Eχ vs. E/R. Up-to-date data (see Figs. 6–8 below)
do not exhibit a marked curvature, basically being com-
patible with linear dependencies. Thus, for those cases
the logarithmic modification of the slope calculated in
Sec. III and present in theoretical predictions for neg-
atively charged particles in Figs. 8, 9 is not revealed
yet, because of the scatter between the points. Nonethe-
less, two numbers inferred from experimental data (the
intercept and the slope of the linear dependence) for each
particle charge sign and crystal orientation together can
appreciably constrain the interplanar potential.
The tightest experimental constraint is for χ0, it cor-
responds to an accuracy of a few percent (standard devi-
ation) – see Table I below. The slope
√
E d(
√
Eχ)
d(E/R) is con-
strained more loosely – only to within 5–30%. Nonethe-
less, it can already rule out the crudest models, such as
the pure parabolic potential for (110) orientation, con-
taining only one parameter. For instance, for 400 GeV
protons on Si (110) [5, 9, 24] from the linear regression
to the experimental data one infers
K = 0.89± 0.05, (73)
which is more than 6 standard deviations below the cor-
responding pure parabolic potential model value (36).
It must be realized, though, that the experimentally
covered range of curvatures extends somewhat beyond
1/4Rc, wherewith the NLO approximation itself becomes
insufficiently accurate, and the value of K determined in
such a broad interval of 1/R appears to be underesti-
mated due to sizable NNLO corrections. The use of Eq.
(33) valid beyond the NLO improves the agreement, but
does not make it perfect, anyway. A double parabolic
potential model of Sec. IVB3 has two adjustable pa-
rameters, by virtue of which it can sustain statistical
comparison with VR experiments better.
B. Parametrizations for atomic potentials
Most valuable, of course, would be to compare the ex-
perimental data with predictions based on the best avail-
able potential. There are ab initio calculations thereof at
a varying degree of sophistication, but the crystal struc-
ture is in principle more complicated than that of its
constituent atoms. Therefore, a commonly adopted atti-
tude for construction of crystal potentials is just to add
potentials for isolated atoms,
V1a(r) =
Z1Ze
2
r
g(r), g(0) = 1, g(r) →
r→∞
0, (74)
with Z1 being the projectile charge in units of proton
charge e, by placing them at the lattice sites, and ne-
glecting interaction between the atoms, i.e., solid-state
binding effects. When the number of covalently paired
electrons is much smaller than the total electron num-
ber, their effect is expected to be relatively small. For
silicon, there are 4 valence vs. total 14 electrons (al-
though half of the covalent bonds is extended along the
considered low-index planes), so, the validity of this ap-
proximation may be not self-evident . Nonetheless, in
this paper we confine our objective to comparing predic-
tions from noninteracting-atom potentials.
The potential of a thus obtained atomic plane has the
form
VPS(x) = ns
∫
d2r⊥V1a
(√
x2 + r2⊥
)
= 2πns
∫ ∞
|x|
drrV1a (r) , (75)
where ns is the areal density of atoms in the plane. It
is also necessary to average it over the thermal and zero-
point fluctuations of the atom positions, convolving with
a Gaussian distribution [26, 27]:
VP (x) =
∫ ∞
−∞
dx′
1√
2πu
e−x
′2/2u2VPS(x− x′), (76)
where the rms x-projection of atom displacement at room
temperature can be inferred directly from the dedicated
experiments [28]:
u = 0.075 A˚ (silicon, T = 300 K). (77)
Finally, the potential of the entire crystal for orientation
(110) is built from (75), (76) as7
V (x) =
∞∑
n=−∞
VP (x+ nd), (78)
where d = 1.92 A˚ is the interplanar distance, whereas
for orientation (111),
V (x) =
∞∑
n=−∞
VP {x+ dS (n+ 2⌊n/2⌋)} , (79)
where dS = 0.78 A˚ is the shorter interplanar distance (cf.
Secs. IVB 1, IVB2), and ⌊n/2⌋ is the (lower) integer
part of n/2.
One of the most commonly used parametrizations for
the atomic potential screening function is that proposed
long ago by Molie`re [29] as an analytic interpolation to
the Thomas-Fermi approximation:
g(r) ≈
3∑
k=1
αke
−βkr/aTF , αk, βk > 0,
3∑
k=1
αk = 1.
(80)
7 Albeit at evaluation of the VR angle the integration in (9), (10)
and in the subsequent equations is carried out over a single period
of the crystal, in (78) it is necessary to take a sufficiently large
number of planes in order to ensure the symmetry of the potential
wrt any of its minima and maxima.
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FIG. 4: Screening function parametrizations for an isolated
silicon atom. Black solid curve, Lobato-Van Dyck potential
(90). Red solid, fX -based Doyle-Turner potential (87). Red
dotted, fe-based Doyle-Turner potential (86). Black dashed,
Molie`re potential (80). Black dot-dashed, Molie`re potential
(80) with modified screening radius (84). The axis ticks show
characteristic atomic scales, such as the K-shell radius aK =
aB/Z and Thomas-Fermi radius (81), as well as the rms atom
thermal displacement in a solid state (77).
Accordingly, it depends on the ratio r/aTF , where the
Thomas-Fermi radius aTF (Z) equals
aTF = 0.885aBZ
−1/3 = 0.194 A˚ for Z = 14, (81)
with aB the Bohr radius. But it is not devoid of
shortcomings: the Poisson equation for a spherically-
symmetrical electron density ne(r),
g′′(r) =
4π
Z
rne(r),
∫
d3ne(r) = Z, (82)
implies that g′′(r) along with the product rne(r), where
ne(r) is everywhere finite, must vanish
8 at r = 0:
g′′(0) = 0. (83)
In contrast, Molie`re parametrization gives g′′(0) =
a−2TF
∑
αkβ
2
k > 0, since all αk > 0.
There is experimental evidence (see, e.g., [30]) that
Molie`re parametrization predicts an excessive screening
radius. There were proposed various heuristic recipes for
reducing it [27, 31], for instance [32, 33],
a˜TF = 0.885aB
(
1 + Z2/3
)−1/2
= 0.179 A˚ for Z = 14.
(84)
The most accurate approach for calculation of atomic
structure is relativistic Hartree-Fock (HF). Two com-
monly used parameterizations of HF calculations of
atomic structure were proposed by Doyle and Turner
8 For the static continuous potential of a single plane, according
to Eq. (75), that implies V ′′′PS(0) = 0.
[34].9 One of them is for the electron scattering form
factor
fe(s) =
4∑
k=1
ake
−bks2 , s =
sin θ
λ
, (85)
with ak, bk given in Table 4 of [34], which is convenient
for deriving the mean electrostatic potential:
Zg(r)
r
=
16πaB
r
∫ ∞
0
dssfe(s) sin 4πsr
≈ 16π5/2aB
4∑
k=1
ak
b
3/2
k
e
− 4pi2r2bk . (86)
It satisfies condition (83), but unfortunately, is plagued
by a more severe intrinsic flaw: g(0) = 0 instead of 1
(see Fig. 4, dotted curve), and g′′′(0) = 0 instead of
value 4piZ ne(0) following from Poisson equation (82). This
parametrization is nonetheless often used for channeling-
related problems, including VR [1, 10, 37].
Another Doyle-Turner parametrization is for X-ray
scattering factor:
fX(s) =
1
s
∫ ∞
0
drrne(r) sin 4πsr
≈
4∑
k=1
ake
−bks2 + c, (87)
where ak, bk, and c = Z −
∑4
k=1 ak > 0 are given
in Table 3 of [34] or Table 6.1.1.4 of [38]. Constant
c ∼ 1 is arguably non-physical, since it contradicts
the correct asymptotic behaviour fX(s) ≃
s→∞
|n′e(0)|
25pi3s4 ,
but parametrization (87) is intended to hold only for
s ≤ 2 A˚−1. In its original form, extended to arbitrary
s,
g(r) = 1− 2
πZ
∫ ∞
0
ds
s
fX(s) sin 4πsr
≈ 1
Z
∑
k
akerfc
(
2πr√
bk
)
, (88)
where erfc is the complementary error function, it was
used for description of VR in [13, 19]. It obeys require-
ment (83), but predicts g(0) = 1 − c/Z < 1 (i.e., c out
of Z electrons sitting exactly at the nucleus),10 and van-
ishing initial fourth derivative: g(iv)(0) = 0, instead of
g(iv)(0) = 4piZ n
′
e(0) following from Poisson equation (82).
9 In this, relatively old version of HF calculation, electron corre-
lation effects were neglected. More modern, multi-configuration
HF techniques [35, 36] had assessed those effects on the mean
electron density to be ∼ 0.1%.
10 Alternatively, one can let fX(s) = 0 for s > 2 A˚
−1
. That fulfils
condition g(0) = 1, but gives rise to an oscillatory component in
g(r) at r > 0.
14
0.5 1.0 1.5 2.0
x H L
-20
-15
-10
-5
V HeVL
0.5 1.0 1.5 2.0 2.5 3.0
x H L
-25
-20
-15
-10
-5
V HeVL
a)
b)
FIG. 5: Planar continuous potentials over one period for pos-
itively charged particles in a silicon crystal at room temper-
ature, evaluated via Eqs. (74)–(79): a). in orientation (110);
b). in orientation (111). Black solid curves, HF calculations
[by any of Eqs. (86), (87) or (90)]. Blue dashed curves,
Molie`re potential, Eqs. (80), (81). Blue dot-dashed, Molie`re
potential with modified screening radius (84).
A completely self-consistent parametrization of HF
data,
ne(r) ≈ 2π4aB
5∑
k=1
ak
b
5/2
k
e
− 2pir
b
1/2
k (89)
was proposed in [39]. It consists of a sum of exponentials,
like (80) (permitting some of parameters ak to be neg-
ative), but is formulated for the electron density rather
than the screening function. The latter derives as
g(r) ≈ 1
Z
5∑
k=1
Nk
(
1 +
µkr
2
)
e−µkr, (90)
with
Nk = 2π
2aB
ak
bk
, µk =
2π√
bk
, (91)
and the thermal-averaged potential of a single atomic
plane reads
VP (x) ≈ πnse
2
2
5∑
k=1
Nk
{
2u
√
2
π
e−x
2/2u2
+eµ
2
ku
2/2+µkx
(
3
µk
− µku2 − x
)
erfc
[
1√
2
(
µku+
x
u
)]
+eµ
2
ku
2/2−µkx
(
3
µk
− µku2 + x
)
erfc
[
1√
2
(
µku− x
u
)]}
.
(92)
Although screening functions of HF potentials de-
scribed above are markedly different at small r (see
Fig. 4), the corresponding continuous planar potentials
obtained after integration over longitudinal coordinates
(75) and thermal averaging (76) are visually indistin-
guishable.11 In Figs. 5a,b they correspond to the same
solid curves. The Molie`re continuous potential, though,
deviates from HF markedly. The reason is that Molie`re
screening function deviates from HF at large r, whereas
small-r variations are less important, being smeared out
by averaging procedures, anyway. However, Molie`re po-
tential with modified screening radius (84), even though
fortuitously, is very close to HF, as well. In this sense, it
can be regarded as competitive.
C. Comparison with experiments
The theoretical predictions for the mean VR angle
computed by Eq. (12) or (13) with Molie`re and HF po-
tentials, as well as NLO predictions for HF potential com-
puted by Eqs. (28), (29), are compared with the experi-
mental data in Figs. 6–9. Given that room-temperature
planar potentials for all types of HF screening functions
are very close (Fig. 5), it is natural that their predictions
for the mean VR angle are indistinguishable in the fig-
ures. It can be seen from the plots that the HF potential
predictions are generally the most accurate, whereas the
original Molie`re potential, as was previously pointed out
in [19], tends to give excessive predictions. But its rela-
tive deviation is twice smaller than that for the potential
well depths in Fig. 5, which is natural in view of the
square root dependence on the potential in Eqs. (12),
(13). So, the sensitivity of χ to the interplanar poten-
tial shape can be regarded as moderate. The predictions
of the Molie`re potential with modified screening radius
(84), in fact, virtually fall on top of the HF curves, too.
The curve slopes depend on the atomic potential
weakly, so, the main differences in their values stem from
11 The amplitude Debye-Waller factor e−(4pisu)
2/2 with u given by
Eq. (77) and s = 2 A˚
−1
equals 0.17, which is small enough to
completely suppress already small values of the form factor in
that region.
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FIG. 6: Dependence of the mean VR angle for positively
charged particles with energy E = 400 GeV in silicon crystal
in orientation (110) on the crystal curvature. Points, mea-
surements in different experiments: blue, [24]; green, [5]; red,
[9]. Curves: blue dashed, Molie`re potential [with ordinary
screening radius (81)] at room temperature [Eq. (77)]; black
solid, HF potential (92); black dot-dashed, NLO prediction
for HF potential, Eqs. (28), (29). Black dotted, static NLO
prediction for HF potential, Eq. (25).
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FIG. 7: CDependence of the mean VR angle for positively
charged particles with energy E = 400 GeV in silicon crystal
in orientation (111) on the crystal curvature. Points: blue,
[5]; green, [6]; red, [9]. Curves: the same as in Fig. 6.
the differences in χ0. The latter, according to Eqs. (15)–
(16), boils down to
〈√
maxV − V (r)
〉
r
. The values of〈√
maxV − V (r)
〉
r
inferred from a linear fit to the ex-
perimental data for 12
√
E
2 χ0, as well as from theoretical
predictions, are listed in Table I. This table allows one to
assess subtle differences between the predictions of dif-
ferent potentials.
It should be cautioned that the pure continuous poten-
tial deflection theory is valid under condition
R≪ Rmult(E), (93)
where the parameter in the rhs, quantifying the onset of
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FIG. 8: Energy dependence of the mean VR angle for nega-
tively charged particles in silicon crystal in orientation (111)
at R = 15 cm. Points, experimental data [10]. Curves: the
same as in Fig. 6. A break in the curves around E = 18
GeV occurs because the minor potential bump rises above
the major barrier due to the large tilt, making the potential
double-well instead of single-well. At that, one has to switch
from Eq. (12) to Eq. (13).
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FIG. 9: E/R-dependence of the mean VR angle for nega-
tively charged particles in silicon crystal in orientation (110).
Points: blue, measurement [7] for E = 150 GeV and R =
22.79 m; green, measurement [11] for E = 120 GeV and
R = 2.71 m. Curves: the same as in Fig. 6.
incoherent multiple scattering effects,12 may be evaluated
12 I.e., breakdown of condition
√
∆E⊥/E ≫ σam(∆z), (94)
where the lhs is the typical angle of atomic plane crossing by a
VR particle near the radial reflection point, and the rhs is the
rms incoherent multiple scattering angle acquired in the intrinsic
VR region of the length ∆z defined by Eq. (7). Violation of
condition (94) will lead to impossibility for the particle to pass
the entire sequence of potential wells, and hence to a decrease of
the reflection angle.
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by the engineering formula (64) of [17]:
Rmult =
(
E
18 GeV
)5/4
[m]. (95)
At R−1 . R−1mult, the experimental points in Figs. 6–7
subside below the theoretical prediction. Quantitative
explanation of this effect is challenging for the analytic
theory.
The logarithmically modified NLO approximation de-
veloped in Sec. III C (blue dot-dashed curves in Figs.
6–9) proves to work nicely for negatively charged par-
ticles (Figs. 8–9). For positively charged particles, its
application leads to somewhat worse, slightly excessive
predictions (compared with the exact result) in the in-
termediate region. This resembles the situation with a
square-well, rather than parabolic potential (see the end
of Sec. IVA), although visually interplanar potentials
in Fig. 5 look close to parabolic. That occurs because,
as was mentioned in Sec. III C, the thermally smeared
potential around the atomic planes is not described by a
reverted parabola at a long extent, and at intermediate
Rc/R, radial reflection points belong to a non-parabolic
region.
If instead one employs the NLO formula for the static
potential [Eq. (25)], which displayed in Figs. 6, 7 by
dotted curves, it proves to be closer to the exact result at
moderate Rc/R, while being somewhat worse at Rc/R→
0, which is not surprising since this approximation is not
truly asymptotic. But physically, at very small Rc/R, as
was mentioned above, the pure potential description of
deflection is invalid, anyway. Therefore, in practice, the
use of the static-potential NLO approximation may have
certain advantages.
TABLE I: Mean values of
〈√
max V − V (r)
〉
r
(in eV1/2) as
determined from experimental data on 1
2
√
E
2
χ0 [5, 5, 6, 9,
10, 24], in comparison with predictions based on model po-
tentials. Molie`re potential corresponds to the screening radius
evaluated by Eq. (81). Molie`re with modified aTF is evaluated
via Eq. (84).
(110) pos (111) pos (111) neg
Experiments 3.39 ± 0.04 3.0 ± 0.1 2.9± 0.1
Molie`re 3.77 3.52 2.86
Molie`re, modified aTF 3.68 3.43 2.74
Doyle-Turner, fe-based 3.6437 3.387 2.734
Doyle-Turner, fX -based 3.6439 3.389 2.729
Lobato-Van Dyck 3.6445 3.389 2.729
Finally, it attracts attention that experimental data for
negatively charged particles, at least for orientation (111)
(see Fig. 8), overshoot the theoretical curves, not being
reproduced by any of the most commonly used potentials
sufficiently well (as was mentioned above, the discrepan-
cies are primarily in χ0). Furthermore, the prediction by
Molie`re potential appears to be closer to those data than
HF, although in other cases it was vice versa. In this
regard, one can consider two basic possibilities.
The first one is to recall that the experimental proce-
dure for determination of χ consists in fitting the mea-
sured angular distribution of transmitted particles by
a superposition of Gaussian-related functions, each of
which is associated with a certain particle fraction (chan-
neled, dechanneled or VR). But for negatively charged
VR particles, the angular distribution has a rather long
‘tail’ towards the crystal bending due to “orbiting” of
particles at the tops of broad interplanar potential max-
ima [15]. Such particles can be misidentified as not be-
longing to the VR fraction (instead being included to
the quickly dechanneled and multiply scattered fraction),
and their subtraction increases the mean VR angle.13
Secondly, it should be borne in mind that even though
the noninteracting-atom approximation is rather good
for third-row chemical elements (much better than for
second-row elements [42, 43]), covalent binding effects
can nonetheless somewhat alter the interplanar potential
[40–42], and hence have some impact on χ0. Recalling
also (see Fig. 4) that the observed difference of the con-
tinuous planar Molie`re potential from planar HF poten-
tial arose due to a difference between their atomic screen-
ing functions at large r (∼ 1 A˚), where the applicability of
the noninteracting-atom approximation generally breaks
down, it is not excluded that real deformations of the
valence electron density may give rise to observable dif-
ferences in continuous potentials, as well.
If one considers a possibility that the good agreement
for χ0 for positively charged particles could be partly
fortuitous, and looks for a modification of the interpla-
nar potential such that the value of χ0 is unaffected for
positively charged particles, but increases for negatively
charged ones, qualitatively, it may be instructive to refer
to the double-parabolic potential model of Sec. IVB 3
[for simplicity, for the case of orientation (110)]. There,
χ0 for positively charged particles was expressed by an
explicit function χ0 ∝
√
V0(1 − δ) of the potential depth
V0 and shape parameter δ [see Eq. (64)]. If the latter is
increased so that product V0(1− δ) remains constant, for
positively charged particles χ0 will not change, whereas
for negatively charged ones, it will increase by factor 1+δ
[see Eq. (67)]. Physically, the increase of δ corresponds to
an increase of the potential curvature midway the planes,
which from the viewpoint of the Poisson equation does
not contradict to formation of covalent bonds in that re-
gion. But to achieve quantitative agreement with the
data, one needs sizeable δ ∼ 0.1, whereas the fitted value
13 It may be mentioned yet that experiment [10] was performed with
a rather thin crystal (L = 60µm), whereas herein we presume
validity of the thick-crystal limit. Nonetheless, condition (8) for
it is fulfilled. Besides that, boundary effects are not expected to
be strictly positive, and thus cannot explain the stable excess of
the data over the theory predictions.
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(66) is significantly lower. Proper investigation of this
issue is beyond the scope of the present paper.
VII. SUMMARY AND OUTLOOK
The developed approach for evaluation of the mean
volume reflection angle solves the problem of summation
over the crystal periods exactly. Apart from the apparent
convenience for making numerical predictions, it also per-
mits a number of qualitative inferences. In particular, it
reveals a duality between VR and channeled particles, in
the sense that only under-barrier regions of the effective
potential contribute to the mean VR angle. The limiting
(at 4Rc/R ≪ 1) value of the latter proves to be related
with a net critical channeling angle for a straight crys-
tal (its local generalization averaged over the interplanar
interval).
It is also noteworthy that in practice, for description
of E- and R-dependencies of χ, it may be sufficient to
use NLO expansion in the small ratio Rc/R (Sec. III).
That demands the knowledge of only a few empirical con-
stants, calculable numerically based on a realistic inter-
planar potential for a straight crystal. NLO formulas
for orientation (110) and for parabolic interplanar po-
tential, were formerly implemented in the Monte-Carlo
code FLUKA [46]; they can be improved based on the
present development.
Cases of medium R/4Rc and R → Rc were also stud-
ied. At R . 4Rc, some guidance can be provided by
parabolic potential models of Sec. IV, offering simple
closed-form expressions for χ. The most accurate predic-
tions, though, are obtained with HF potentials.
The comparison between the theory and results of ex-
periment [10] on VR of negatively charged particles and
crystal orientation (111) displays yet some discrepancy
(Sec. VIC), the interpretation of which requires further
investigation. More data on VR of negatively charged
particles, for all crystal orientations are desirable.
It is worth recapitulating that in the present paper,
VR was everywhere treated as a purely elastic deflection
process. In reality, it is accompanied by weakly inelastic
and quasi-elastic scattering processes, which need to be
understood, as well. In particular, they give rise to a
non-negligible volume capture probability, due to which
the VR efficiency even at high energy can amount to less
than 90%.
Another kind of inelastic processes is emission of elec-
tromagnetic radiation, which can be intense for ultra-
relativistic electrons and positrons passing through crys-
tals [8, 11, 25]. For radiation at VR, the deviation of
the spectrum from the kinematically formed coherent
bremsstrahlung in a bent crystal (generated away from
the intrinsic VR region) is concentrated in the low-ω re-
gion [44]. The infrared limit ω → 0 itself is rather trivial,
corresponding to factorization of the radiation and scat-
tering probabilities [44]. Less trivial is the slope of the
radiation spectrum at the origin. For the latter quan-
tity, there was derived a generic expression depending on
the detail of the particle trajectory inside the target [45].
To describe that behavior, however, one needs to go be-
yond the present theory, which deals only with the final
deflection angle.
Appendix A: Derivation of formula (10)
In this appendix we derive formula (10) central for the
present paper. If one is interested in the mean VR angle
alone, rather than in the detail of the angular distribu-
tion, it can be evaluated by interchanging the order of
integrations in the double integral arising when Eq. (5)
is inserted into Eq. (4). The dependence of the integrand
on E⊥ is very simple and should thus be manageable ex-
actly.
To interchange the order of integrations, one must first
take into account that the lower limit rmin(E⊥) of r in-
tegrations is E⊥ dependent. Since rmin(E⊥) by defini-
tion is a maximal r such that Veff(r) = E⊥, condition
r > rmin(E⊥) equivalently expresses as an r-dependent
lower bound for E⊥:
E⊥ > minE⊥(r) = max
r′≥r
Veff(r
′). (A1)
The absolute minimum of r is subsequently inferred by
noting that the dependence (A1) is monotonic, whence
the minimal r corresponds to the maximal E⊥, i.e., to
const + ∆E⊥. Without the loss of generality, the origin
of coordinate r can be chosen so that
rmin (const + ∆E⊥) = 0.
Therewith,
√
E
2
χ = lim
r0→∞
{
2
√
Er0
R
−1
d
∫ r0
0
dr
∫ const+∆E⊥
max
r′≥r
Veff(r′)
dE⊥√
E⊥ − Veff(r)
}
.(A2)
The corresponding integration domain in the {r, E⊥}
plane is shown by a horizontal band in Fig. 10.
We are now in a position to make use of the periodicity
of V (r). The integrand of the double integral in (A2) is
periodic both in r and E⊥ at constant E⊥ + ERr. If we
split the integral with respect to r into a sum of integrals
over full periods:
∫ r0
0
dr =
∫ d
0
dr +
∫ 2d
d
dr + ...+
∫ r0
⌊r0/d⌋
dr,
each of the partial integrals can be presented as an inte-
gral over the same period [0, d], in whose integrand there
is yet a compensating shift in the linear component of
Veff(r). But those shifts can as well be re-expressed as
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FIG. 10: Red solid curve, lower boundary of the energetically
allowed domain for VR in the {r, E⊥} plane. Semi-infinite row
restricted by the red curve and the horizontal dashed lines
– initial integration region for the mean VR angle. Semi-
infinite column restricted by the red curve and the vertical
dashed lines – the transformed integration region. Arrows
show translations of double-full-period cells, not changing the
integrand.
shifts in E⊥, whereby we obtain a sum of integrals over
E⊥:
√
E
2
χ = lim
r0→∞
{
2
√
Er0
R
−1
d
∫ d
0
dr
r0/d∑
k=0
∫ const+∆E⊥
max
r′≥r
Veff(r′)
dE⊥√
E⊥ + k∆E⊥ − Veff(r)
}
.
One observes that they seamlessly combine into a sin-
gle integral with respect to E⊥, with the upper limit
∆E⊥r0/d = Er0/R:
√
E
2
χ = lim
r0→∞
{
2
√
Er0
R
−1
d
∫ d
0
dr
∫ ∆E⊥r0/d
max
r′≥r
Veff(r′)
dE⊥√
E⊥ − Veff(r)
}
. (A3)
Graphically this transformation is illustrated in Fig. 10.
The E⊥-integration then performs exactly in a trivial
manner, and the limit r0 → ∞ is evaluated to give Eq.
(10).
Appendix B: Derivation of formula (28)
In this appendix we complete the derivation of the log-
arithmic modification of the generic NLO formula, which
was reduced to two integrals in Eq. (27), involving an
auxiliary “intermediate-scale” parameter ri. It is ex-
pedient first to isolate there the LO contribution (14),
complementing the integral
∫ d
ri
dr
√
maxV − V (r) to an
integral over the full period:∫ d
ri
dr
√
maxV − V (r) ≃
∫ d
0
dr
√
maxV − V (r)
−
√
|V ′′(0)|
2
r2i
2
.
Its last term combines with the first term in the right-
hand side of Eq. (27) to give
Re
∫ ri
0
dr
√
r2 +
2Ed
RV ′′(0)
− r
2
i
2
≃
r2i≫ 2EdR|V ′′(0)|
Ed
2RV ′′(0)
[
1 + ln
2R|V ′′(0)|
Ed
+ 2 ln ri
]
(terms quadratic in the auxiliary parameter ri have can-
celled). Therewith, Eq. (27) becomes
χ = χ0 − 1
R
√
E
|V ′′(0)|
[
1 + ln
2R|V ′′(0)|
Ed
+2 ln ri −
√
2|V ′′(0)|
d
∫ d
ri
dr
r − d√
maxV − V (r)
]
+O
(
E2
R2
)
. (B1)
Cancellation of ri may be accomplished in two ways.
One option is to combine the last two terms in the brack-
ets, using the symmetry of the potential wrt the inter-
planar interval midpoint r = d/2, i.e., V (d− r) = V (r):
1
d
∫ d
ri
dr
r − d√
maxV − V (r) ≡ −
∫ d/2
ri
dr√
maxV − V (r)
=
∫ d/2
ri
d ln
d
2r
r√
maxV − V (r)
=
1√
|V ′′(0)|/2 ln
2ri
d
−
∫ d/2
ri
dr ln
d
2r
d
dr
r√
maxV − V (r) ,
where the latter integral already converges at r∗ → 0.
That leads to the result
χ = χ0 − 1
R
√
E
|V ′′(0)|
(
1 + ln
R|V ′′(0)|d
2E
)
−
√
2E
R
∫ d/2
0
dr ln
d
2r
d
dr
r√
maxV − V (r) +O
(
d2
R2θ3c
)
.
(B2)
Alternatively, one can choose such a ri = r∗ that in
(B1) all the terms in the brackets except the integral
cancel:
1 + ln
2R|V ′′(0)|
Ed
+ 2 ln r∗ = 0.
That leads to expression (29) for r∗ and to representation
(28) for χ.
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Appendix C: Derivation of formula (64)
Here we derive an approximation for the mean VR
angle in a single-well potential described by two joint
parabolas, Eq. (55), suitable under conditions (62) and
d1 ≪ d2. Our starting point is Eq. (12).
When the centrifugal potential −ErR is added to the
crystal potential (58), under condition R ≫ Rc, the lo-
cation of the maximum of the tilted effective potential
shifts from d only slightly: rm = d − Ed
2
1
8V1R
= d − d12 RcR .
The effective potential value in this maximum equals
Veff(rm) = V3(rm) − ErmR . Exact evaluation of the in-
tegral (12) for potential (55) then gives√
E
2
d
2
χ
=
∫ d−d1/2
d1/2
drRe
√
V3(rm)− V2(r) + E(r − rm)
R
+
∫ rm
d−d1/2
dr
√
V3(rm)− V3(r) + E(r − rm)
R
= Re
∫ d−d1/2
d1/2
dr
[
V1
(
1− Ed1
4RV1
)2
+V2
(
1− Ed2
4RV2
)2
− V2
(
d− 2r
d2
+
Ed2
4RV2
)2 ]1/2
+
∫ rm
d−d1/2
dr
√
V12
rm − r
d1
, (C1)
or, evaluating the latter simple integrals,√
E
2
d
2
χ =
d1
√
V1
4
(
1− Ed1
4RV1
)2
+
d2
√
V1
4
(
1− Ed2
4RV2
)(
1− Ed1
4RV1
)
+ d2
V1
(
1− Ed14RV1
)2
+ V2
(
1− Ed24RV2
)2
4
√
V2
×
[
π − arctan
(
1− Ed14RV1
1− Ed24RV2
√
V1
V2
)]
. (C2)
Invoking condition (59), wherewith Ed14V1 =
Ed2
4V2
= Rc,
expression (C2) simplifies to
χ =
√
V2
2E
(
π +
√
V1
V2
− arctan
√
V1
V2
)(
1− Rc
R
)2
.
(C3)
Notably, all the E/R dependence here is given by the
same factor
(
1− RcR
)2
as for the purely parabolic well,
cf. Eq. (33).
In the limit R/Rc →∞, however, expression (C3) does
not exactly tend to χ0, because it was derived presum-
ing condition (62), where the right-hand side is large but
finite. Its precise limiting value can be obtained by re-
turning to formula (14):
χ0 =
√
2
E
4
d
[ ∫ d1/2
0
dr
√
V1 + V2 − V1 (r)
+
∫ d/2
d1/2
dr
√
V1 + V2 − V2 (r)
]
=
√
2V1
E
+
d2
d
√
2
EV2
(V1 + V2) arccot
√
V1
V2
, (C4)
or, with the use of condition (59),
χ0 =
√
2V2
E
(
π
2
+
√
V1
V2
− arctan
√
V1
V2
)
. (C5)
But as long as V1/V2 . 0.1, the difference
√
V1
V2
−
arctan
√
V1
V2
≈ 13
(
V1
V2
)3/2
. 0.01 with an acceptable ac-
curacy may be neglected both in (C3) and (C5), leaving
χ ≈ π
2
√
2V2
E
(
1− Rc
R
)2
. (C6)
That approximation can already be used for arbitrarily
large R.
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