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Quasi adiabatic dynamics of energy eigenstates for solvable quantum system at finite
temperature
Takaaki Monnai1
1Department of Materials and Life Sciences, Seikei University, Tokyo 180-8633, Japan
(Dated: September 18, 2018)
It is a fundamental problem to characterize the nonequilibrium processes. For a slowly moving
one-dimensional potential, we explore the quasi adiabatic dynamics of the initial energy eigenstates
for a confined quantum system interacting with a large reservoir. For concreteness, we investigate
a dragged harmonic oscillator linearly interacting with an assembly of harmonic oscillators, and
explore the deviation from adiabatic processes by rigorously calculating the so-called persistent
amplitude. In this way, we also show that the phase of the persistent amplitudes are common both
for the ground and excited states.
PACS numbers: 05.30, 05.70.Ln 03.65.-w
I. INTRODUCTION
Recently, considerable attention has been paid to
thermodynamic aspects of the nonequilibrium processes
of many-body systems. Remarkable progresses in-
clude some universal relations such as the fluctuation
theorems[1–7], an energetics of mesoscopic systems[8–
11, 13], relaxation of thermally isolated quantum
systems[14–16], to name but a few.
By calculating the fidelity or so-called persistent am-
plitude, we can evaluate the relaxation time of isolated
quantum many-body systems[17–19]. On the other hand,
we can also calculate the time evolution of each energy
eigenstate itself for adiabatic processes. In this article,
we explore how the time evolution of initial eigenstates
deviates from those of adiabatic processes for an exter-
nally perturbed quantum system interacting with a large
reservoir by calculating the persistent amplitude.
For concreteness, we consider a uniformly dragged har-
monic potential interacting with a reservoir which is an
assembly of infinitely many harmonic oscillators. Such
a model is useful to discuss a quantum system coupled
to an environment: quantum Langevin equation[20, 21],
atoms interacting with an electric field[22], exact case
studies of the quantum fluctuation theorem[7, 23], and
so on.
This paper is organized as follows. In Sec. II, we de-
scribe our model. In Sec. III, we calculate the persistent
amplitude of the ground state in terms of the Wick’s the-
orem. In Sec. IV, we explore the excited states by con-
sidering the case of finite temperature. Sec. V is devoted
to a summary.
II. MODEL
In this section, we describe our model, and diagonal-
ize the Hamiltonian. We consider a harmonic poten-
tial linearly interacting with an assembly of harmonic
oscillators[7, 21–23]. We externally control the center of
the potential f(t). Then, the total Hamiltonian is
Hˆ(t) =
pˆ2
2m
+
k
2
(qˆ−f(t))2+ 1
2
∫
dλ(pˆ2λ+ω
2
λ(qˆλ−κλqˆ)2).
(2.1)
Here, m is the mass and k stands for the spring constant.
Also, qˆ and pˆ are the position and momentum of a par-
ticle, and qˆλ, and pˆλ are those of the reservoir degrees of
freedom. These operators satisfy the canonical commu-
tation relations [qˆ, pˆ] = i~, [qˆλ, pˆλ′ ] = i~δ(λ−λ′), and the
system variables commute with those of the reservoir. We
assume that the coupling strength κλ between the system
and the reservoir is weak so that the Hamiltonian does
not admit any bound states. It is convenient to define the
normal mode for the reservoir, aˆλ =
1√
2~ωλ
(ωλqˆλ + ipˆλ).
Then, the total Hamiltonian is diagonalized as
Hˆ(t)
= Hˆ0 + VˆI(t)
=
∫
dλ~ωλAˆ
†
λAˆλ
+
√
~
2
kf(t)
∫
dλ(
κλωλ
√
ωλ
η−(ωλ)
Aˆλ +
κλωλ
√
ωλ
η+(ωλ)
Aˆ†λ)
+
k
2
f(t)2. (2.2)
Here, the normal mode is a linear combination of
canonical operators Aˆλ = aˆλ − κλωλ
√
ωλ
η+(ωλ)
{mωλqˆ+ipˆ√
2~
+∫
dλ′
2
κλ′ωλ′
√
ωλ′ aˆλ′
ωλ−ωλ′+i0 +
κλ′ωλ′
√
ωλ′ aˆ
†
λ′
ωλ+ωλ′
)}. Note that we omit-
ted the vacuum energy, which is time-independent. The
normal mode is obtained by diagonalizing the Hamil-
tonian Hˆ in the absence of f(t) in (2.1) as Hˆ =∫
dλ~ωλAˆ
†
λAˆλ. The normal mode satisfies the canoni-
cal commutation relation [Aˆλ, Aˆ
†
λ′ ] = δ(λ−λ′). Here, we
introduced the dispersion function η±(z) = mz2 − k −∫
dλκ2λω
2
λ −
∫
dλ
κ2λω
4
λ
z2−ω2
λ
±i0 . To calculate the persistent
amplitude in the following sections, it is convenient to
use the interaction picture. The interaction Hamiltonian
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0
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FIG. 1: (Color online)Cyclic manipulation of the center of
the potential. The blue line shows the uniform dragging case
f(t) = vt for 0 ≤ t ≤ T
2
and f(t) = v(T − t
2
) for T
2
≤ t ≤ T .
in the interaction picture is given as
HˆI(t)
=
√
~
2
kf(t)
∫
dλ(
κλωλ
√
ωλ
η−(ωλ)
Aˆλe
−iωλt
+
κλωλ
√
ωλ
η+(ωλ)
Aˆ†λe
iωλt) +
k
2
f(t)2. (2.3)
III. PERSISTENT AMPLITUDE
In this section, we recapitulate the way to calculate the
vacuum persistent amplitude for the ground state |0〉.
At t = 0, we assume that the interaction and Heisen-
berg pictures coincide, and their vacuum states are com-
mon. Instead of the adiabatic switching-off of the inter-
action in the scattering theory, we move the center of
the trap sufficiently slowly in a cyclic way f(T ) = f(0)
for a long time T as shown in Fig. 1. The sign of the
velocity f˙(t) is changed at t = T2 , however, thermody-
namic properties of the stationary state are considered
to depend only on the absolute value |f˙(t)|. According
to the adiabatic theorem[25], the initial vacuum eigen-
state |0〉 is considered to evolve toward a state U(t)|0〉
which is close to the eigenstate of Hˆ(t) for sufficiently
slow processes. Note that the adiabatic theorem requires
non-degenerated eigenstates, while our calculation simi-
larly holds for the case of discrete spectrum by replacing
the reservoir Hamiltonian with the discrete one.
The time evolution operator in the interaction pic-
ture U(t) = T{e− i~
∫
t
0
dsHˆI (s)} is defined as a solution
of i~ ∂
∂t
U(t) = HˆI(t)U(t) under the initial condition
U(0) = 1. Here, T{·} stands for the time-ordered prod-
uct. With the use of the evolution operator in the Heisen-
berg picture, U(t) is rewritten as
U(t) = e
i
~
Hˆ0tT{e− i~
∫
t
0
dsHˆ(s)}. (3.1)
Let us calculate the vacuum persistent amplitude[24]
〈0|T{e− i~
∫
T
0
dtHˆI (t)}|0〉, (3.2)
which measures a distance between the initial and final
states. For an adiabatic switching of f(t), (3.2) is equal
to
e−
i
~
∆ET (3.3)
with the use of (3.1). Here, ∆E is the differ-
ence between the initial and final eigenenergies. In-
deed, we have from (3.1) 〈0|e i~ Hˆ0TT{e− i~
∫
T
0
dtHˆ(t)}|0〉 =
e
i
~
E0T 〈0|T{e− i~
∫
T
0
dtHˆ(t)}|0〉 with the eigenenergy E0 of
Hˆ(0), and the adiabatic evolution makes the initial state
|0〉 to a state close enough to the corresponding ground
state of Hˆ(t) for 0 ≪ t ≤ T . For quasi adiabatic
nonequilibrium processes, however, the final state is out
of equilibrium and not an eigenstate. The absolute value
of the persistent amplitude (3.2) is close to unity for
quasi adiabatic processes. We note that the eigenener-
gies of Hˆ(t) and Hˆ(0) are the same, since they are re-
lated by a unitary operator Hˆ(t) = D(t)Hˆ(0)D(t)† with
D(t) = e
− k√
2~
∫
dλ(
κλ
√
ωλ
η−(ωλ)
f(t)Aˆλ− κλ
√
ωλ
η+(ωλ)
f(t)Aˆ†
λ). This in-
variance is specific to our model, however, it is compat-
ible with the adiabatic theorem for ∆E = 0 and v = 0.
The phase shift is caused by a nonequilibrium deviation
of U(t)|0〉 from the corresponding eigenstate.
The vacuum persistent amplitude is further calculated
as
〈0|T{e− i~
∫
T
0
dtVˆ (t)}|0〉e− i2~k
∫
dtf(t)2 , (3.4)
where we defined the interaction Hamiltonian minus the
energy stored in the harmonic potential Vˆ (t) = HˆI(t) −
k
2f(t)
2.
We use the Wick’s theorem[24]
T{e− i~
∫
T
0
Vˆ (t)dt}
= N{e− i~
∫
T
0
Vˆ (t)dt}e− 12~2
∫
T
0
dt1
∫
T
0
dt2〈0|T{Vˆ (t1)Vˆ (t2)}|0〉.
(3.5)
Then, the phase of the persistent amplitude Θ is related
to the propagator
eiΘ
= e−
1
2~2
∫
T
0
dt1
∫
T
0
dt2〈0|T{Vˆ (t1)Vˆ (t2)}|0〉e−
i
~
k
2
∫
dtf(t)2 ,
(3.6)
since the vacuum expectation value of the normal ordered
product is unity. In (3.6), the propagator is calculated
as
〈0|T{Vˆ (t1)Vˆ (t2)}|0〉
=
~k2
2
f(t1)f(t2)
∫
dλ
κ2λω
3
λ
|η+(ωλ)|2 e
−iωλ|t1−t2|. (3.7)
3From Eqs.(3.6,3.7), the phase Θ is given as
Θ
= (i
k2
4~
∫ T
0
dt1
∫ T
0
dt2f(t1)f(t2)
∫
dλ
κ2λω
3
λ
|η+(ωλ)|2 e
−iω|t1−t2| − k
2~
∫ T
0
dtf(t)2)T +O(1),
(3.8)
where the O(1) contribution is negligible for the quasi
adiabatic processes and calculation of the phase shift per
unit time. Note that the first term of the right hand side
of (3.8) is actually real as shown for our model in the
following section.
IV. UNIFORM DRAGGING
In this section, we calculate the phase (3.8) for the
uniform dragging case, which is shown in Fig. 1.
For the case of uniform dragging f(t) = vt for 0 ≤ t ≤
T
2 and f(t) = v(T − t) for T2 ≤ t ≤ T , the phase is then
evaluated as
Θ
= − k
24~
v2T 3 +
k2v2
24~
∫
dλ
κ2λω
2
λ
|η+(ωλ)|2 T
3
+
k2v2
2~
∫
dλ
κ2λ
|η+(ωλ)|2 T +O(v
2). (4.1)
Remarkably, the absolute value of the persistent am-
plitude (3.2) e
− 4k2v2
~
∫
dλ
κ2
λ
|η+(ωλ)|2ωλ
sin4
ωλT
4 converges to
unity in the quasi static limit v → 0, which is consis-
tent with the adiabatic theorem.
With the use of the lemma
∫
dλ
κ2λω
2
λ
|η+(ωλ)|2 =
1
k
detailed
in the appendix, the first and second terms of (4.1) cancel
each other, and we can further calculate the phase as
Θ =
k2v2
2~
∫
dλ
κ2λ
|η+(ωλ)|2T +O(v
2). (4.2)
Here, we have some remarks. First, the phase shift ∆Θ
is proportional to T , positive, and quadratic function of
the velocity. On the other hand, the absolute value of
the persistent amplitude exponentially decays for fast
perturbations. In this case, the dragging is no longer
corresponding to a quasi adiabatic process.
V. FINITE TEMPERATURE
In this section, we explore the case of excited states.
We show that the phase of the excited states are the
same as that of the ground state. For this purpose, let
us consider the initial canonical state ρˆc =
1
Z
e−βHˆ(0)
at an inverse temperature β. Here, Z = Tre−βHˆ(0) is
the partition function. We calculate the persistent am-
plitude for the canonical state 〈T{e− i~
∫
T
0
HˆI (t)dt}〉c =
TrρˆcT{e−i i~
∫
T
0
HˆI(t)dt}. With the use of the initial en-
ergy eigenstate |Eµ〉, the persistent amplitude of ρˆc is
equal to
〈T{e− i~
∫
T
0
HˆI(t)dt}〉c
=
∫
dµ
1
Z
e−βEµ〈Eµ|T{e− i~
∫
T
0
HˆI(t)dt}|Eµ〉, (5.1)
where µ labels the excited states. In particular, we cal-
culate the phase Θµ for 〈Eµ|T{e− i~
∫
T
0
HˆI (t)dt}|Eµ〉.
We note that the normal ordering can be decomposed
as
N{e− i~
∫
T
0
Vˆ (t)dt} = e− i~
∫
T
0
Vˆ (−)(t)dte−
i
~
∫
T
0
Vˆ (+)(t)dt,
(5.2)
which is shown by expanding both sides.
Here, we introduced field operators Vˆ (+)(t) =
−
√
~
2kf(t)
∫
dλ
κλωλ
√
ωλ
η−(ωλ)
Aˆλe
−iωλt and Vˆ (−)(t) =
−
√
~
2kf(t)
∫
dλ
κλωλ
√
ωλ
η−(ωλ)
Aˆ†λe
iωλt. We also use a
lemma[23, 25, 26]
〈e
∫
dλ(ξλAˆλ+ηλAˆ
†
λ
)〉c = e−
∫
dλ
ξληλ
2 coth
β~ωλ
2 . (5.3)
Then, we can calculate the persistent amplitude by
applying (5.3) to Vˆ (+)(t) =
∫
dλαλAˆλ with αλ =∫ T
0
dt
√
~
2kf(t)
κλωλ
√
ωλ
η−(ωλ)
e−iωλt
〈T{e− i~
∫
T
0
HˆI (t)}〉c
= 〈N{e− i~
∫
T
0
Vˆ (t)}〉ce−
1
2~2
∫
T
0
dt1
∫
T
0
dt2〈0|T{Vˆ (t1)Vˆ (t2)}|0〉
×e− i~ k2
∫
T
0
dtf(t)2
= 〈e− i~
∫
T
0
Vˆ (−)(t)e−
i
~
∫
T
0
Vˆ (+)(t)〉c
×e− 12~2
∫
T
0
dt1
∫
T
0
dt2〈0|T{Vˆ (t1)Vˆ (t2)}|0〉e−
i
~
k
2
∫
dtf(t)2
= e−
1
2~2
∫
dλ|αλ|2(coth β~ωλ2 −1)
×e− 12~2
∫
T
0
dt1
∫
T
0
dt2〈0|T{Vˆ (t1)Vˆ (t2)}|0〉e−
i
~
k
2
∫
T
0
dtf(t)2 .
(5.4)
In the last line, the first exponential factor is equal to
e
− 4k2v2
~
∫
dλ
κ2
λ
|η+(ωλ)|2ωλ
sin4
ωλT
4 (coth
β~ωλ
2 −1), (5.5)
which is real describing the decay of the persistent am-
plitude for the canonical state and does not contribute
to the phase shift. The absolute value (5.5) is an in-
creasing function of β, and higher temperature requires
smaller v to achieve the quasi adiabatic process. On the
other hand, the remaining exponential factors are the
same as (3.6). Hence, the persistent amplitude is in-
dependent from the inverse temperature β in the dou-
ble limit v2 ≪ ~
k2
/
(
dλ
κ2λω
3
λ
|η+(ωλ)|2
sin4
ωλT
4
ω4
λ
coth β~ωλ2
)
and
4T ≫ ∫
(
dλ
κ2λω
3
λ
|η+(ωλ)|2
sin4
ωλT
4
ω4
λ
coth β~ωλ2
)
/
(
dλ
κ2λ
|η+(ωλ)|2
)
with non negligible v2T , and the persistent amplitude
is well-approximated by ei∆Θ in (4.2).
Therefore, the phase Θµ is identical for all the excited
states |Eµ〉,
Θµ =
kv2
2~
∫
dλ
κ2λ
|η+(ωλ)|2 T +O(1), (5.6)
which is our main result.
VI. SUMMARY
We have explored the dynamics of the energy eigen-
states for nonequilibrium processes. In particular, we rig-
orously calculated the persistent amplitude, which mea-
sures a sort of distance between the initial and final
states. In particular, the phase is common for all the
excited states, while the absolute value is an increasing
function of the inverse temperature. Then, the quasi
adiabatic processes are characterized by the persistent
amplitude (5.5) in a well-defined double limits of small
perturbation v → 0 and long time T →∞ with v2T kept
finite.
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Appendix A: Proof of the lemma
Let us show the lemma
∫
dλ
κ2λω
2
λ
|η+(ωλ)|2 =
1
k
. A
slightly different calculation is shown in [23]. We note
that the dispersion functions satisfy η−(x) − η+(x) =
−pii ∫ dλδ(x − ωλ)κ2λω3λ. Then, we can calculate the co-
efficient as
∫
dλ
κ2λω
2
λ
|η+(ωλ)|2
=
∫
dλ
∫ ∞
0
dxδ(x − ωλ) κ
2
λω
3
λ
η−(x)η+(x)x
=
∫ ∞
0
1
−pii (
1
η+(x)
− 1
η−(x)
)
dx
x
=
∫ ∞
−∞
1
−pii
1
η+(x)x
dx
=
∫
C
1
−pii
1
η+(z)z
dz − lim
r→0
∫ pi
0
rieiθ
reiθη+(reiθ)
dθ
− lim
R→∞
∫ pi
0
Rieiθ
Reiθη+(Reiθ)
dθ
=
1
k
. (A1)
z
C
R
r
FIG. 2: (Color Online) The contour C on the complex plane
consists of [−∞,−r], [r,∞], and semi circles on the upper-half
plane.
Here, the contour C consists of the real axis [−∞,−r],
[r,∞], and semi circles on the upper-half plane whose
centers are z = 0 with radii r and R, respectively.
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