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Abstract
Based on a theoretical model for opinion spreading on a network, through
avalanches, the effect of external field is now considered, by using methods from non-
equilibrium statistical mechanics. The original part contains the implementation that
the avalanche is only triggered when a local variable (a so called awareness) reaches
and goes above a threshold. The dynamical rules are constrained to be as simple
as possible, in order to sort out the basic features, though more elaborated variants
are proposed. Several results are obtained for a Erdös-Rényi network and interpreted
through simple analytical laws, scale free or logistic map-like, i.e., (i) the sizes, dura-
tions, and number of avalanches, including the respective distributions, (ii) the number
of times the external field is applied to one possible node before all nodes are found
to be above the threshold, (iii) the number of nodes still below the threshold and the
number of hot nodes (close to threshold) at each time step.
1. Introduction
From a statistical physics point of view, opinion formation is similar to epidemic or forest
fire spreading, landslide, crystal growth, fracture, percolation and pertains to the abundant
literature on phase transition studies. The modeling of such phenomena, i.e. for repro-
ducing stylized features, is highly important in order to connect statistical physics with the
socio-economic world. Some conceptual difficulty has been resolved due to the abandon
of (Bravais or random) lattice based concepts in favor of studies of cases on more elabo-
rate networks in which the statistical characteristics, like the number of sites, neighbors,
distances, weights and directivity of links are not trivial.
Euler invented network theory [1], for the Königsberg (or kaliningrad) bridge crossing
problem, in the 1780s, but this subject remained a form of abstract mathematics. Graph
Theory was born later to study similar problems, including molecular bonding [2, 3]. An
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increased interest in the topics can be registered during the last decade, particularly due
to their potential for an apparently quite unbounded area of applications. Indeed, the
inter-disciplinary (or rather trans-disciplinary) concept of “network” is frequently met in
all scientific research areas [4–6], its covering field spanning from computer science to
medicine and social psychology, e.g. see some work in classical random graph study [7],
non-equilibrium growing networks [8], WWW and Internet structure properties [5, 9–13],
social networks of scientific collaborations [10–15], paper citations [15, 16], collective lis-
tening habits and music genres [17, 18], language [19], and even finance [20–22]. Relevant
questions pertain to the critical dynamics of properties, not only on the network, but also
about the network structure itself. Recent results on the dynamics of social networks [23,24]
suggest the occurrence of phase transitions in a large class of models [25]. This is similar
to percolation and nucleation-growth problems.
As a paradigm for large-scale networks, colleagues often consider co-authorship or
citation networks [10–15], namely networks where nodes represent scientists, and where a
link is drawn between them if they co-authored a common paper or cite some paper. Other
examples, where a system (nodes) has an evolution between two phases on a network are
the unanimity rule on random networks [26–30]. Lattice based cases for social evolutions
are on the contrary numerous, like prey-predator problems [31].
Let us stress that the identification of the mechanisms responsible for diffusion and,
possibly leading to scientific avalanches [32] is primordial in a very general sense in order
to understand the scientific response to external political decisions, and to develop efficient
policy recommendations. It is important to point that science spreading is usually modeled
by master equations with auto-catalytic processes [33], or by epidemic models on static
networks [34–37]. In this article, however, we present a novel approach where the opinion
formation and spreading is controlled by a triggering field and occurs only if a threshold is
reached. Without going into comparative details the model can be thought to be connected
to epidemic [34] and forest fire spreading [38–42], and landslide [43–46]. However the
process as discussed here below occurring on a network seems to be novel and of crucial
interest and differs from already known models like the Galam [28] and/or Sznajd [29]
model and their extensions. We focus on the development of neighbouring (scientific or
not) “opinions” in the course of time, thereby eyeing the spreading of ideas in the scientific
community. We will indicate the possibility of variants.
For our present framework, let us recall that two decades ago people looked at forest
fires [39,40] in particular in the case when a tree is ignited only if a neighbouring tree burns
long enough. This fact that wet wood does not yet burn corresponds to our awareness be-
low the threshold φ. We also agree that avalanche problems are similar to epidemics with
threshold, see a recent paper [35], when there is some self-organized information propa-
gation, restricted to realistic “social” constraints. Finally no need to repeat that most of
the ideas here below developed can encompass many networks, not only those formed by
scientists.
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2. Avalanche on networks
2.1. Modelization
Let a network be given and statistically characterized by a number N of nodes (also called
sites) and a number L of links; as usual one call ki the degree of the node i, i.e. the number
of links attached to the node i. The network considered below is chosen to be a so called
Erdös-Rényi network, i.e. each node i (i = 1, . . . ,N) has a probability equal to p to be
connected to another node j ( j 6= i, j = 1, . . . ,N). Studies on other networks are opened
investigations.
Each site i can be considered to be an agent, e.g. a scientist or not, which has an
awareness ai about an opinion; ai is hereby taken from a uniform distribution between 0
and 1 at time t0; this can be modified in further studies, so is the number of opinions
Suppose that there is a predefined threshold of opinion φ at time t0, (φ = 1, here to
reduce the number of parameters in the model; this can be modified in further papers as
well). When some ai is above the threshold we consider that the site/agent spreads its
awareness over its neighbors, as should be intuitively the case practically. Notice that
in view of the hypothesis on the initial distribution of ai ’s here above, no spontaneous
spreading occurs at t0, in this paper. Some triggering is needed. Consider that due to some
cause, at time t1, a randomly chosen site has an increase of awareness such that ai(t1) =
ai(t0)+ν. The initial increase of awareness value ν could be chosen in many various ways,
i.e. i and t dependent; let it be a forever constant in the present discussion. We consider
that the spreading dynamics of the awareness could be restricted to a (to be decided in later
variants) number ni of nodes which have necessarily an awareness below the threshold. In
the following we let ni be all nearest neighbor nodes which are not yet aware. Some of
these ni neighbors, due to the incoming information ai/ni from i, may reach the awareness
threshold φ; next, these, newly fully aware sites (agents) also spread in f ormation, during
the same time step, again to their own neighbors which have an awareness below threshold.
The process can go one and lasts until none of the newly aware neighbor sites goes above
the threshold; thus this avalanche stops.
We define the size of the (first) avalanche as the number of nodes (here N1) which have
been reached by the in f ormation spreading; the duration of the avalanche is the number of
“levels”, away from the original site, i.e. nT1 which has been encountered in order to reach
this stop during the time step. Sometimes this avalanche size is the number of nodes N in
the network; in such a case the time duration of the avalanche is T1.
However it is possible that the process stops even though not all nodes have been “in-
fected” by the spreading opinion, but there is a new awareness value distribution in the
network; these are new “initial conditions”. We let the dynamical process repeat itself, un-
der the same rules: one arbitrary but a not fully aware node i′ is picked up; its awareness is
increased ai′(th,1) = ai′(th,0)+ν, for simplicity through the same ν value which led to the
first triggering; we insist that we consider that the same ν value is used in order to reduce
the number of parameters, but this can also be modified in further studies.
Since there is a new time origin for the subsequent process, it is useful to introduce a
notation h labeling the number of times a triggering has been activated; the value h = 2
indicates the second sequence in time (t2) for which there is an external (or not) f ield
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(implying a ν ) which modifies the opinion awareness of some site, here i′.
Thereafter, the spreading goes on again with the same rules as above up to the network
is so called fully aware, i.e. when all nodes have ai ≥ φ. In so doing one can measure for a
given N, ν and p (and for this φ)
1. the size of each avalanche
2. the time duration of each avalanche
3. the number of times the external field is applied to one possible node before all nodes
are found to be above the threshold
4. which is equivalent to ... the number of avalanches NA before all nodes are above the
threshold
5. the number of times the external field is added before an avalanche starts
6. the number of nodes still below the threshold at each time step
7. the number of hot nodes (close to threshold) at each time step.
3. Results
In order to implement the above dynamics, we have here by chosen to examine the case of
a finite and fixed size random network composed by N nodes, and a connection probability
p varying between 0.10 and 1.0. We have examined cases of N less than 500; it was found
that the size of the system can be reduced for answering the above questions, thus allowing
some shortening of the computation time. Therefore we report results for N = 100. We let
ν varying between 0.01 and 0.15; however for reasons which will become evident, here we
show only results for two cases ν = 0.01 and ν = 0.10. In all cases, the displayed results
are obtained after averaging over 100 simulations.
In Figs. 1 and 2, we show the cumulative distribution functions (cdf) for the avalanche
size, normalized to the number of links L, for each p and for two values of the external
field ν = 0.01 and ν = 0.10. Each cdf is fitted with the corresponding cdf of a Weibull
distribution that can be written
F(x) = 1− e−(x/α)β (1)
The behavior of the parameters α and β as function of the connection probability p is
shown in Fig. 3 for both field values. One can notice that the parameters do not depend
on the external field value ν but only on the probability p. The percolation transition of a
Erdös-Rényi network, i.e. when a connected network occurs [47] is adequately seen near
p0 = (1/N)ln(N) ∼ 0.05.
In Figs. 4 and 5 we show the cdf of the time duration of the avalanches. Also in this
case we show the cdf for each studied p and for two values of ν = 0.01 and ν = 0.10. In
this case each cdf is fitted with an exponential cdf written as
G(x) = 1− e−x/µ. (2)
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Figure 1. Cumulative distribution function of the avalanche size fitted with a Weibull dis-
tribution. In all plots ν= 0.01 and for each plot the value of the connection probability p is
indicated.
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Figure 2. Cumulative distribution function of the avalanche size fitted with a Weibull dis-
tribution. In all plots ν= 0.10 and for each plot the value of the connection probability p is
indicated.
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Figure 3. (a) Parameter α of the Weibull fit as a function of p for ν = 0.01, (b) parameter
α of the Weibull fit as a function of p for ν = 0.10, (c) parameter β of the Weibull fit as a
function of p for ν= 0.10, (d) Parameter β of the Weibull fit as a function of p for ν= 0.10;
the line between data points serves only to emphasize some tendency
The behavior of the parameter µ as a function of p and for both values of ν is shown in
figure 6. Also in this case there is no field dependence of the parameter µ and the depen-
dence on p is not strong.
Furthermore, in Fig. 7, the number of avalanches NA before all nodes are fully aware is
shown as a function of p for ν= 0.01 and for ν= 0.10. One finds independently of ν: NA '
8+0.1 p2. Moreover, in order to see how long it takes before a network is fully aware it is
of interest to display the number Nh of sequences (h) before all nodes are aware as function
of p; this is shown in Fig. 8 for ν= 0.01 and = 0.10. One finds Nh ' (1/ν)(6+0.02p−5/2).
The number of hot nodes, for example with a between φ− 0.10φ and φ as displayed
in Figs. 9-10 as a function of h for ν = 0.01 and ν = 0.10 respectively. In each plot the
value of the connection probability p is indicated. The curve is fitted with a three parameter
logistic function written as
f (h) =
A
1+B eKh
. (3)
The parameters A and B are used respectively for the normalization of the logistic function.
Their values (e.g. A∼ 10; B∼ 0.025) are easily understood, in view of the type of studied
network. It is interesting, as a complement to the above, to calculate the number of nodes
with a still below φ as function of h. This is shown for both ν values In Figs. 11-12; for
each plot the value of the connection probability p is indicated. The data can be fitted with
a three parameter logistic function; the same K value, i.e. K ∼= 0.005 when ν = 0.01 and
K ∼= 0.05 when ν = 0.10, are found for the number of hot nodes and for the number of
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Figure 4. Cumulative distribution function of the avalanche time duration fitted with an
Exponential distribution. In all plots ν= 0.01 and for each plot the value of the connection
probability p is indicated
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Figure 5. Cumulative distribution function of the avalanche time duration fitted with an
Exponential distribution. In all plots ν= 0.10 and for each plot the value of the connection
probability p is indicated
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Figure 6. (a) Parameter µ of the Exponential fit as a function of p for ν= 0.01; (b) parameter
µ of the Exponential fit as a function of p for ν= 0.10; the line between data points serves
only to emphasize some tendency
not yet fully aware nodes. However the parameters A and B are increased by a nuumerical
factor, i.e. A∼ 100; B∼ 0.065.
From the preceding illustrations, Figs. (9-12) one also observes that the (x-) “time”
scale is an order of magnitude different, as easily understood due to the value of ν, while
the y-axis scale for the number of hot nodes is an order of magnitude smaller than for the
total number of not yet fully aware nodes, due to the assumed initial conditions on the ai
distribution, the type of network and the model dynamics. The important parameter for the
model is K, playing the role of an inverse relaxation time, more exactly here a growth rate;
we emphasize that K does not depend on the value of p, but one has a universal relation:
K = ν/2.
4. Discussion
According to [48], catastrophic events share characteristic nonlinear behaviors that are of-
ten generated by cross-scale interactions and feedbacks among system elements. These
events result in surprises that cannot easily be predicted based on information obtained at
a single scale [48]. Progress on catastrophic events has focused on one of the following
two areas: nonlinear dynamics through time without an explicit consideration of spatial
connectivity [49] or spatial connectivity and the spread of contagious processes without a
consideration of cross-scale interactions and feedbacks [50]. The process dynamics should
be correlated with the structure of the network, i.e. to some law, sometimes through the
exponents characterizing the latter.
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Figure 9. Number of nodes with a between φ− 0.10φ and φ as function of h. In all plots
ν= 0.01 and for each plot the value of the connection probability p is indicated. The curve
is fitted with a logistic function as explained in the text.
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Figure 10. Number of nodes with a between φ−0.10φ and φ as function of h. In all plots
ν= 0.10 and for each plot the value of the connection probability p is indicated. The curve
is fitted with a logistic function as explained in the text.
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Figure 11. Number of nodes with a below φ as function of h. In all plots ν = 0.01 and for
each plot the value of the connection probability p is indicated. The curve is fitted with a
logistic function as explained in the text.
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Figure 12. Number of nodes with a below φ as function of h. In all plots ν = 0.10 and for
each plot the value of the connection probability p is indicated. The curve is fitted with a
logistic function as explained in the text.
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In this paper we have concentrated on a network of (scientific or more generally opin-
ion) communication and looked into the phenomena of related avalanches. It is intuitively
known that (opinions like scientific) ones occur as a avalanches spreading out of (fash-
ion, paradigm) topics through (scientific) communities, in use of tools and instruments in
scientific communities or in the sudden increase in cooperation structures (co-authorship,
conferences) [17, 18]. Here we have presented an original model implying some spreading
of information after triggering and excitation of some node over an awareness threshold.
This should be put in line with considerations on driven threshold systems which are
now used to model sand piles, earthquakes, magnetic depinning transitions and driven
foams [51], etc. usually on lattices. Indeed the model is reminiscent of the original BTW
sand pile model [52, 53] as applied in recent papers on a lattice [54] or on a network [24]
though the present pile toppling conditions differs from the usual ones, - which are related
to the number of neighbors, usually a fixed integer. Here the node ”number of grains” is a
continuous function, there is no toppling but some effect occurs when the height of the pile
reaches a threshold independent of the number of neighbors.
On the other hand, the connectivity of a landscape can influence the dynamics of dis-
turbances, e.g. in internet (or neural or biological) epidemics and/or fire extension prob-
lems [42]. Thus networks should be investigated. A question raised is often that whether
the spatial pattern rather than the disturbance dynamics (ordinarily) determines the total
extent of a single disturbance event. We have shown that, for a Erdös-Rényi network, a
fixed a priori disturbance perfectly scales the evolution process, in time and in space. We
have found evolution laws similar, though with different exponents, to those found in other
problems, e.g. even in earthquake dynamics [51]. As an example recall, the frequency of
spinodal fluctuations n(A) of area A, which are realized here as clusters of excited nodes
above a threshold, given by the Fisher-Stauffer relation [56],
n(A,δt) =
n0
Aζ
exp
[
−k[KLVδt]1/σsA
]
. (4)
where the interesting exponent σs is the surface exponent. The exponent ζ is either τ or
τ−1, in terms of the Fisher-Stauffer exponent τ which characterizes the fluctuations about
the spinodal or describes the frequency of “arrested” nucleation events, respectively. Here
above we find σs = 1, ζ = 0, - somewhat unspectacular results, because of the type of
network being studied [47]. We emphasize that the sequence of avalanches much varies
from one simulation case to another. However the global dependence on p disappears
following case averaging, and only the ν dependence remains in a scaling way.
Another aspect which might be also theoretically interesting is the relation between
dynamic changes of the network and dynamics on the network. In science, and in many
other interacting agent communities, diffusion of ideas is linked to the emergence of coali-
tions [55]. What predictions complex network theory can make for the coupling between
epidemics, in a wide sense, on networks and the evolution of networks themselves is clearly
of interest! The main challenge after this will be to make use of the various qualitative de-
scriptions science and technology studies have produced describing such phenomena and
to re-consider them in the light of complex network research, - through the parameters and
variants that we have indicated. At this time, the results seem qualitatively sound.
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