Massive multiple-input multiple-output (MIMO) is a promising technology for next generation wireless communication systems (5G). In this technology, Base Station (BS) is equipped with a large number of antennas. Employing high resolution analog-to-digital converters (ADCs) for all antennas may cause high costs and high power consumption for the BS.
I. INTRODUCTION
Massive MIMO technology as a result of rethinking the concept of MIMO wireless communications, enables each base station (BS) to communicate with tens of users at the same time and frequency, by increasing the number of antennas at the BS [1] , [2] . In these systems, each antenna is followed by a radio frequency (RF) chain (including an ADC unit). However, power consumption and hardware complexity of ADCs grow exponentially by increasing the quantization resolution [3] . This makes a critical problem for massive MIMO technology having hundreds of antennas at the BS.
A solution to this problem is to employ low-resolution ADCs [4] - [6] . However, these studies have investigated the ultimate coarse quantization of 1-bit ADCs. The symbol error rate (SER) of an uplink massive MU-MIMO system employing 1-bit ADCs and transmit modulation QPSK is analysed in [4] , [5] , whereas [6] evaluates the capacity for the aforesaid scenario.
As an alternative solution, a mixed-ADC architecture is suggested in [7] , [8] , where many one-bit ADCs are used along with a few high precision ADCs on some of the antennas. Due to non-linear behaviour of the quanitzation function, theoretical analysis of the system performance, especially BER criterion, would be very difficult. Therefore, In this paper, we study the BER performance of uplink massive MIMO systems with different coarse quantization levels of b-bit resolution ADCs for two modulation schemes of QPSK and 16-QAM, through simulation results.
The rest of this paper is organized as follows. In Section II, we describe the system model and quantization method used in the numerical simulation.
II. SYSTEM MODEL
We consider a single-cell uplink multiuser MIMO system of one BS communicating with K users. We further assume the BS has M antennas, while all users are considered to be single-antenna. As shown in Fig.1 , the baseband received signal vector at the BS is given by
where h k ∈ C M ×1 is the channel vector between the BS and the kth user, H matrix, x ∈ C K×1 denotes the vector of the transmitted symbols from all users, y ∈ C M ×1 is the received signal vector before quantization, and n ∈ C M ×1 is the additive white Gaussian noise vector. As illustrated in Fig.1 , quantized version of the complex received signal at each antenna, can be obtained by using two b-bit ADCs for both the real and imaginary parts. The resulting quantized signal vector is defined as
where Q(·) represents the quantization function, and it is a non-linear function.
In the simulation results, we assume that Q(·) is a b-bit uniform mid-riser quantizer with N = 2 b levels, that converts the real input signal y ∈ [y i , y i+1 ) to a real-valued output r i for i = 1, 2, . . . , N [9] . The input interval endpoints y i are
where Δ is the quantization step-size. The quantizer output values r i are defined as Fig. 2 shows the input-output characteristic of a 3-bit uniform mid-riser quantizer.
III. UPLINK MIMO DETECTION
In general, a MIMO detector is used to estimate the transmitted symbol vector x from the received signal vector y. Maximum likelihood (ML) detector provides the optimal performance. However its complexity grows dramatically by increasing the number of antennas and constellation order [10] . By contrast, linear detectors have low computational complexity achieving suboptimal performance [10] , [11] , such as zero forcing (ZF) and minimum mean square error (MMSE) detectors. For the case of massive MIMO where M K 1, it is shown that those linear detectors perform properly well [12] , [13] . Therefore we employ ZF and MMSE detectors in this paper.
We assume that perfect channel state information (CSI) is available at the BS, in other words, it knows the channel matrix H perfectly. Applying a linear detector with an M ×K detection matrix A to the received signal vector y, an estimate of the transmit vector x can be expressed aŝ
T is a K×1 signal vector consists of the data streams from the K single-antenna devices. Therefore, we have the kth element ofx as: 
where σ 2 x and σ 2 n are the transmit signal and the received noise variances respectively. As we see from above, the detection matrix A requires the knowledge of the channel matrix H.
For a quantized MIMO system, we havê
However, due to the presence of non-linear function Q(·), an exact analysis of BER for quantized Massive MIMO system is rather difficult, while it is relatively simple to perform simulation studies. We use numerical results, to evaluate the BER performance of the quantized system, employing low resolution ADCs.
IV. SIMULATION RESULTS
In this section, Monte Carlo simulations are used to demonstrate the effect of low resolution ADCs on the BER performance of uplink massive MIMO systems. We consider the channel H to be i.i.d Rayleigh fading and the noise at each antenna as an additive zero-mean white complex Gaussian. Two transmission modulation schemes of QPSK and 16-QAM are employed by the K-users, and the BS uses ZF and MMSE detection techniques. Simulations are performed with M = 100 antennas at the BS serving K = 10 users. We consider different b-bit ADC resolutions by applying b = 1, 2, 3, 4 and ∞. We note that b = ∞ corresponds to the case of full precision quantization in the simulation results. The BER Monte Carlo simulation values are obtained by averaging over 100 channel realizations, preceded by an averaging across all the users for each channel realization.
Assuming QPSK transmission modulation, the effect of quantization resolution on the BER performance versus the SNR per bit (E b /N 0 in dB) for ZF and MMSE detection techniques are shown in Figures 3 and 4 , respectively. As SNR grows, the BER decreases exponentially in a similar way for both cases of ZF and MMSE using the same ADC resolutions. However, for the lowest quantization resolution of 1-bit ADCs, even by increasing SNR the BER performance is limited to an approximate BER value of 10 −4 . We can see from theses figures that by increasing the resolution of quantizers, i.e 2-, 3-and 4-bit ADCs, the BER performance approaches the ideal case of having full precision ADCs.
In order to investigate higher-order modulations, we plot the BER performance versus the SNR (in dB) for 16-QAM in the same way in Figure 5 and Figure 6 . In this case, we observe that with 1-bit and 2-bit quantizations, the BER performance degrades severely. For the case of using 3-bit ADCs, somehow an acceptable BER performance is achieved. Although it has an increasing performance gap (compared to the ideal case) for larger values of SNR. However, having 4-bit quantization resolution and above, the BER performance is very close to the full precision quantization. Comparing the results for QPSK and 16-QAM, we see that when the modulation order increases, the BER increases accordingly for a specific ADC resolution. Therefore higher quantization resolution is required for higher order modulations to achieve the same performance. Fig. 7 demonstrates the BER performance degradation as a function of the ADC resolution for both ZF and MMSE detectors. To define and plot the BER degradation, we first consider a reference SNR to achieve a BER value 10 −4 for the full precision quantization. Then the extra SNR (in dB) required to get the same BER, for other ADC resolutions are calculated and depicted in the figure. We observe that using 1-bit ADCs in QPSK, a large extra SNR of about 11.5 dB is required to achieve the BER of 10 −4 , whereas using 2-bit ADCs in QPSK and 3-bit ADCs in 16-QAM require 4.5 to 5.5 dB SNR. Finally by employing higher resolution quantizers, over 3-bit ADCs for QPSK and 4-bit ADCs for 16-QAM, the BER degradation is around 1.5 dB or less.
Another simulation is performed to determine the BER degradation as a function of ADC resolution and the number of BS antenna, and results are illustrated in Figures 8 and 9 . Due to the negligible differences in the performance of ZF and MMSE detectors, we only employ ZF detection in these two figures. We consider a fixed number of users, K = 10, but M is varied from 50 to 400. It can be seen that, by increasing the number of BS antennas, the BER degradation caused by low-resolution ADCs can be reduced. For example, in Fig. 8 a 3-bit quantized system with M = 50 has the same BER performance as the case of 2-bit quantized with a roughly M = 400 number of antennas at the BS. Similarly, we see that in Fig. 9 , the BER performance of a 4-bit quantized system with M = 50 is approximately achieved by a 3-bits ADCs employing M = 200 BS antennas. Therefore, higher M is suggested to compensate the BER performance degradation in the case of having fixed quantization levels of low-resolution ADCs. However, this increase in M depends on both the modulation type and the number of bits in our quantization.
V. CONCLUSION
In this paper, we investigated the effect of low resolution ADCs on the BER performance of uplink massive MIMO systems by carrying out simulations, for the two modulation types of QPSK and 16-QAM. Our results revealed that massive MIMO technology with low resolution b-bit ADCs (b from 1 to 4 bits) can achieve acceptable performances compared to the case of using high resolution ADCs. We also realized that having more antennas at BS cancels out the performance reduction effect of using low-resolution ADCs on BER. However, this increase in M depends on both the modulation type and the number of bits in our quantization. Therefore, low resolution ADCs can be employed in massive MIMO systems as a solution to reduce the cost and the power consumption of the BS.
