It is shown that a real Hankel matrix admits an approximate block diagonalization in which the successive transformation matrices are upper triangular Toeplitz matrices. The structure of this factorization was first fully discussed in [1] . This approach is extended to obtain the quotients and the remainders appearing in the Euclidean algorithm applied to two polynomials u(x) and v(x) of degree n and m, respectively, whith m < n.
Introduction
where −r k (x) is the polynomial remainder of the division of r k−2 (x) by r k−1 (x) and r K (x) is the greatest common divisor (GCD) of u(x) and v(x). The computation of the polynomials quotients and the polynomials remainders has been first studied in [6] . Bini and Gemignani (see [4, 5] ) have computed the coefficients of the polynomials in (1.1) via a new approach based on a block LU factorization (see [8, 9] ) of the Hankel matrix H (u, v) , associated to u(x) and v(x). More specifically,
where A is an upper triangular matrix with entries equal to one and D is a block diagonal matrix with each block being a lower Hankel triangular matrix. Lately, Ben Atti and Diaz-Toca [7] are calculated the coefficients of the polynomials in (1.1) via a block LU factorization of the Hankel matrices different from the classical one [3] . Unfortunately, when the input polynomials are perturbed, the beautiful relation between the Euclidean algorithm and the block LU factorization of the Hankel matrices may be lost. That is why a new notion of the approximate block diagonalization has been introduced in [1] and its connection with the approximate Euclidean algorithm has been proposed in the same paper.
It is shown that a n × n real Hankel matrix admits an approximate block diagonalization in which the successive transformation matrices are upper triangular Toeplitz matrices.
The main contribution of this paper is to reveal the natural relation between the approximate Euclidean algorithm and the approximate block diagonalization [1] of the Hankel matrix associated to u(x) and v(x) and propose a revised algorithm which provide the approximate polynomials quotients and the approximate polynomials remainders during the processus execution.
The paper is organized as follows: Section 2 gives some theoretical results associated to Hankel matrices. A revised algorithm for an approximate block diagonalization of n × n real Hankel applied to two polynomials u(x) and v(x) of degree n and m, respectively, with m < n and its connection to the approximate Euclidean algorithm are introduced in Section 3. In Section 4 we illustrate our approach with an example given by an implementation of the procedures using Matlab. Finally, a summary and future research are given in Section 5 to complete the paper.
Hankel matrices
of degree n and m, respectively, where m < n. The power series expansion
In addition, every nonsingular real Hankel matrix can be viewed as a Hankel matrix associated to two polynomials. 
Proposition 1. For any nonsingular n × n Hankel matrix H there exists two coprime polynomials u(x) and v(x) of degree n and m, respectively, where m < n, such that H = H (u, v) . The polynomial u(x) and v(x) are related to H by the following equalities:
If v(x) = 1 then v 0 = 1 and u n = 1/h n . Thus, H represents a Hankel matrix associated to u(x) and v(x) = 1 :
Moreover we will use the following notations.
• uT (S) ∈ R n×n denotes the upper Toeplitz triangular matrix associated to a list S such that the first row is defined by S.
• lH (S) ∈ R n×n denotes the lower Hankel triangular matrix (with respect to the antidiagonal) associated to a list S of length (2n − 1) such that the last column is defined by S.
, where all entries of Σ p are zero except that ε j+k,j = ε k for j, k = 1, 2, ..., p.
• Let a ∈ R. Let µ > 0, V (a, µ) = (a − µ; a + µ) is a neighborhood of a.
µ). Then h has the form
h = H (ε 1 , ..., ε p−1 , h p , ..., h 2n−1 ) = h 11 h 12 h 21 h 22 ,(2.
1)
where
We can successively construct from h the following two matrices:
• A square lower Hankel triangular matrix H of order (2n − p) ,
where H 31 = H 13 = lH(h p , ..., h n−1 ).
• A square upper triangular Toeplitz matrix T,
where t kj = JH 3−i+1,j , t 11 = t 33 and t 12 = t 23 .
Lemma 4. Let T be an upper triangular matrix, nonsingular with non-zero diagonal. Then
.., µ 2n−p ) and has the following block decomposition,
4)
Approximate block diagonalization for H (u, v)
In this section, we introduce the correlation between the approximate Euclidean algorithm applied to two polynomials u(x) and v(x) and the approximate block diagonalization of a Hankel matrix. From Remark 2 it follows that Theorem 5 of [1] can be rewritten in terms of Hankel matrix associated with u(x) and v(x).
where 
Proof. H (u, v) is defined by the first
Then,
Let us devise the algorithm for the computation of the approximate polynomials quotients and the approximate polynomials remainders appearing in the approximate Euclidean algorithm applied to two polynomials u(x) and v(x) of degree n and m, respectively, m < n.
Algorithm 6. (Approximate block diagonalization for
of degree n and m, respectively, where m < n, this algorithm computes the approximate polynomials quotients and the approximate polynomials remainders appearing in the Euclidean Algorithm with accuracy less than a small positive number , 0 < 1.
2. Define an upper triangular Toeplitz matrix t = uT (h n−m , ..., h 2n−m−1 ).
Compute t −1 and h
5. Recover the coefficients of the quotient polynomial from step 3.
6. Recover the coefficients of the remainder polynomial from (3.3).
7. Recursively apply Algorithm 3.1 to h = H (h 22 (1 : m, 1) h 22 (m, 1 : m)) , obtaining all the coefficients appearing in the approximate Euclidean algorithm.
Conclusion
In this paper, we addressed the task of computing the approximate polynomials quotients and the approximate polynomials remainders appearing in the approximate Euclidean algorithm applied to two polynomials u(x) and v(x) of degree n and m, respectively, m < n with real coefficients via a new approach based on the block diagonalization of a Hankel matrix H (u, v) . To allow better numerical stability, an approximate Schur-based method is reformulated in [2] in terms of an n × n real Bézout matrix B (u, v) associated to the input polynomials for computing the coefficients of the polynomials generated by the approximate Euclidean algorithm.
