INTRODUCTION
A basic construction in applying topological dynamics to nonautonomous ordinary differential equations f =f(x, s) is to consider limit points (when 1 t 1 + co) of the translatesf, , wheref,(x, s) = f(~, t + s). A limit point defines a limiting equation and there is a tight relationship between the behavior of solutions of the original equation and of the limiting equations (see [l&13] ). I n order to carry out this construction one has to specify the meaning of the convergence of ft , and this convergence has to have certain properties which we shall discuss later.
In this paper we shall encounter a phenomenon which seems to be new in the context of applications of topological dynamics. The limiting equations will not be ordinary differential equations. We shall work under assumptions that do not guarantee that the space of ordinary equations is complete and we shall have to consider a completion of the space. Almost two decades ago Kurzweil [3] introduced what he called generalized ordinary differential equations and what we call Kurzweil equations. We shall see that if we embed our ordinary equations in a space of Kurzweil equations we get a complete and compact space, and the techniques of topological dynamics can be applied.
Kurzweil has developed his theory to a great extent (see and much more than we need here. Our assumptions (although not strictly included in yield relatively simple proofs of the fundamental theory. Trying to present a self-contained paper, we shall give the basic definitions and properties of Kurzweil equations and in the Appendix present proofs of the basic existence uniqueness and continuous dependence results.
The paper is devoted mainly to the embedding and the construction of a certain flow in the space of Kurzweil equations. Many of the results presented in [12- 131 are based entirely on the possibility of constructing the flow, and therefore we have immediate generalizations. One application, namely, to stability theory, we shall mention in Section 8. For other possible applications the reader is referred to the surveys [8] and [ll] and the monograph [12] .
The paper is organized as follows. In Section 2 we describe the structure of the problem and present the motivation for introducing Kurzweil equations. The definition of a Kurzweil equation is given in Section 3. Every ordinary differential equation can be regarded as a Kurzweil equation. This is treated in Section 4. In Section 5 we restrict ourselves to a certain space of Kurzweil equations. We introduce a metric topology on the space and show that it is a compact space. We also state in this section the basic existence uniqueness and continuous dependence results. In Section 6 we construct a local flow which is a basic tool in applying topological dynamics to the study of nonautonomous equations. Some remarks and examples are given in Section 7. An application to stability theory is discussed in Section 8. In the Appendix we present the fundamental theory of Kurzweil equations.
THE SPACE OF ORDINARY EQUATIONS IS NOT ENOUGH
Consider the nonautonomous ordinary differential equation k = f(x, s) where f: W x R -+ R" is measurable in s and continuous in x, and WC Rn open. Let $(t, x,, , f) be the solution of the equation with the initial condition w, x0 3 f) = x0 * If f is autonomous, i.e., f(x, s) = f(x), then it is well known that +(t, y) = +(t, y, f) is a local flow on Rn (the precise definition of a flow will be given in Section 6), and techniques of topological dynamics can be applied in order to analyze the stability and asymptotic behavior of the solutions. If on the other hand f is nonautonomous then 4 is no longer a flow and the changes in the equation have to be taken into account. One way of solving the difficulty was developed by Sell [12] (see also [lo, 11, 131) . Briefly speaking the idea is to consider the changes in the equation as part of the flow. Formally one considers the translatesf, off, (and recall thatft(x, s) =f(x, t + s)), as part of a function space 9 and defines In this way 7~ becomes a local flow on R* x 9, provided certain technical conditions hold. Since # now is a component in the local flow 7~ the techniques of topological dynamics can be applied, as was demonstrated in [12] and in [8, 10, 11, 13, 161 .
The problem now is to identify the space 9 in which all the translates ft off are embedded. The requirement from 9 is that it will be a complete uniform space (a complete metric space, for instance) and that (t, g) -+ g, will be continuous. Also the continuity of 4(t, y, g) on R x R" x 9 is needed, and the compactness of 9r is desirable. The main goal of this paper is to analyze a case where the above scheme can be carried out only if the translates ft off, which define the ordinary equations 2 = f (x, s), are embedded in a space that contains equations which are not ordinary equations. Moreover, we shall identify these equations as Kurzweil equations. Notice that we do not distinguish between the function f and the equation 2 = f (x, s), as members of the space F.
Thus P is regarded simultaneously as a function space and as a space of equations.
We shall now describe why a space of ordinary equations might not be enough. In [16] it is shown that the construction above can be carried out under the following conditions (they were relaxed in The space 9 then contains all the functions g(x, S) that satisfy (i) and (ii) for the same constants MA and KA . The topology is a metric topology that can be characterized by the convergence for every (x, S) E W x R. Now, we try to relax the conditions and consider:
(i)' For every compact A C W there is a locally L, function MA(s) such that ( f (x, s)j < MA(s) if x E A and li MA(~) dr is uniformly continuous in S,
i.e., a positive F~(E) exists and s:'" MA(~) dT < c if j h 1 < ~JE).
(ii)' For every compact A C W there is a locally L, function KA(s) so that 1 f (x, S) -f (y, s)j < K,Js) 1 x -y 1 for every X, y E A and for every s, with NA fixed.
If we apply now the metric convergence (2.1) to the space 9 of functions g that fulfill (i)' and (ii)' for the same data NA and Pi we encounter the following phenomena (proofs will be included below). The continuous dependence of +(t, y, g) as well as the continuity of (t, g) --f g, hold. The space 3 is also precompact, but it is not complete.
To clarify the situation notice that a Cauchy sequence fi in the convergence (2.1) means that si fj(x, T) d The element v in R" is the Kurzweil integral ji DU(T, S) if for every E > 0 there exists a gauge 6(T) such that whenever P is a &fine partition then 1 v -S(U, P)j < E. 
x(t) = &) + ( DG(x(T), s).
Notice that DG(x, s) is not defined. Also, the notation C+ might be misleading since a solution is not necessarily differentiable. Indeed, let y(t) be an arbitrary continuous function. Define G(x, s) = y(s). Then y(t) is a solution of k = DG(x, s). The same definition works also if G = G(x, 7, s), but we shall not need this extension here.
Remark 3.1. In the formation of ji DG(x(T), s) only differences G(x, sifl) -G(x, si) take place. Therefore, if we change G(x, s) by adding a function of x alone, we do not change the equation. In particular if we subtract from G(x, S) the function G(x, 0) we get a normalized representation G, that satisfies G,(x, 0) = 0 for all x. Remark 3.2. As we mentioned before some properties of the Kurzweil integral and Kurzweil equation will be discussed in the Appendix. However, one property we shall need earlier is the semigroup property. It is easy to see right from the definition that The following result is fundamental in Kurzweil's theory. The original proof of Kurzweil [3] is for g continuous. 
A CLASS OF KURZWEIL EQUATIONS
Let W be an open set in R". We now define a collection 9 of continuous functions G(x, s): W x R --, Rn and we will be interested in the class of Kurzweil equations 2 = DG(x, s). ft off belongs to 9. The space 9 also contains ordinary equations that do not satisfy (i)' and (ii)'. For instance, the Kurzweil equation associated with the scalar equation 3i = (x" + 1) es sin e 2s belongs to an appropriate 9. Some more examples will be considered later. DEFINITION 5.2. We consider the function space 9 as a topological space where the convergence is the uniform convergence on compact subsets of W x R. This makes 9 a metric space.
The following two basic results were proved by Kurzweil under different and in general more relaxed conditions. Simple proofs that use the structure of 9 will be given in the Appendix (Theorems A.5 and A.8).
THEOREM 5.3. For each G E 9 and (x,, , to) E W x R there exists a unique solution 4(t) of the equation
The solution is continuous on its maximal domain (CI, W) and either w = co (resp. 01 = -CO) OY $(t) tends to the boundary of W as t + w-(resp. t -CC+). In the rest of this section we show that 9 is a compact space. A useful tool is LEMMA 5.5. The family of functions in 9 is equicontinuous on compact subsets of W x R. In particular in 29 the uniform convergence on compact subsets is equivalent to pointwise convergence on a dense set, (i.e., G, --) G, in 9 if and only if Gk(xi , sj) -+ G,,(xj , si) in Rn for each (xj , sj) in a prescribed dense sequence). Proof. The family of functions in 9 is equicontinuous on compact subsets of W x R. The normalization requirement G(z, 0) = 0 for all G E 9 and z E W implies that 9 is also uniformly bounded on compact subsets. Therefore, for each sequence G, in 3 there exists a subsequence G, that converges to a certain function G, uniformly on compact subsets. We will show that G, E 9, i.e., check the conditions of Definition 5.1. The continuity of G, is obvious. Also GO(x, 0) = 0 for every x is trivial. Condition (i)* follows immediately from the pointwise convergence of G,(x, s) to G,,(x, s). The only problem is condition (ii)*.
Let A C W be compact. For each I let K, = KAsGt be given by condition (ii)*. We shall construct K,, = KA c . The sequence Kt is uniformly bounded on bounded intervals (I K,(s)/ < (1 "s 1 + 1) NA). Therefore, by a standard diagonal process a subsequence K, exists so that K,(r) converges, say to H(r), on each rational number r. Obviously, H is nondecreasing on the rationals and defines H(s) for any s as the supremum of H(Y) f or Y < s. Now H might be discontinuous and H(0) # 0 but nonetheless, we claim that condition (ii)* is fulfilled for G, and H. Indeed, it is obviously fulfilled for s and 0 rationals, and by taking left limits, and using the continuity of G, , the inequalities hold also for irrationals s and U. Since only differences K(s) -K(o) are involved in (ii)*, we may assume that H(0) = 0 ( or subtract the constant H(0) # 0). We shall now construct K,, from H by getting rid of the discontinuities of the latter. 
8<7<0
The monotonicity of H implies that each summation is well defined. We claim that K, is the candidate for the verification of (ii)* for Go . The function K, was obtained from H by getting rid of the discontinuities of the latter. We shall show that the inequalities in (ii)* hold if we get rid of one discontinuity, i.e., The inequality obviously holds if either u, s > ss or u, s < s,, . Indeed, on the rays 7 > ss and 7 < us the difference H -Ho is constant. Suppose now that u < sa < s. Let u < u' < sa and s,, < s' < s be so that s' -u' < Pi. This completes the proof.
THE CONSTRUCTION OF THE FLOW
Let G be in 9. For t E R we define the translation G, of G by
G,(x, s) = G(x, t + s) -G(x, t).
The substruction of G(x, t) is for the matter of normalization requirement in 9' and our G,(x, s) is equivalent to the "natural" translation G(x, t + s) (see Remark 3.1). It is also true that the translates G, of G also belong to 9, i.e., B is translation invariant. The continuity, normalization, and condition (i)* clearly hold. The candidate for the verification of condition (ii)* for G, is K(s) = KA,G(t + s) -K,,,(t). Another important observation is that if G defines the Kurzweil equation associated with the ordinary g(x, s) (see Section 4) then Gt is the one associated with the translate g,(x, s) = g(x, t + s).
We shall need the two properties Gt+T = (G), (6 Proof. Let t, -+ to and G" + Go. We have to show that for a fixed (x, s) the sequence G"(x, s + tk) -G"(x, tk) converges to GO(x, s + to) -GO(x, to), see Lemma 5.5. This is easily implied by the definition Gk -GO if G"(z, u) + G"(z, u) uniformly on compact sets of W x R.
Let X be a metric space. For each p E X let I, be an open interval in R containing zero. Let S = {(t, p) : t ~1,). A function m : S -+ X is a local Jlow on X if (see [8, 11, 131) (I) ~(0, p) = p for each p, (2) t in I, and s in I~uD) implies t + s inI, and n(s, n(t, p)) = rr(t f s, p), (3) each I, = (a, , w,) is maximal in the sense that either wD = co (resp. 01~ = --a~) or the positive trajectory {.rr('r, p) : 0 < T < w,} (resp. the negative trajectory (~(7, p) : CQ, < 7 ,( 0)) is not precompact, 
EXAMPLES AND REMARKS
The conditions (i)* and (ii)* (see Section 5) that define the space 9 of Kurzweil equations were motivated by (i) and (ii) of the ordinary differential equation. This is already an improvement of the conditions given in [l, 12, 161 (but note that there ordinary equations were enough). It is worth noting that ordinary equations that do not satisfy (i) and (ii) might belong to 9. For instance the scalar equation g(x, s) = (9 + 1) es sin e2s.
It is easy to check that s",'" e" sin e20 do converges to zero as / s 1 + 00, and for all h, and since (x2 + 1) >, 1 it follows that (i)* for the associated Kurzweil equation holds. Notice that the Kurzweil equation associated with x2es sin ezs is not covered by our theory.
It is also easy to see that a sum of two ordinary equations for which a certain space 9 can be constructed is also covered by the theory. For instance a function h(x, t) which "mostly converges to zero" in the terminology of [14] can be embedded in a certain space 9, and therefore, the corresponding asymptotically autonomous f(x) + h(x, t) can be embedded as well. Notice that under the assumptions of [14] ordinary equations are enough (see Section 2).
Let G E 9. A function G* is a limiting equation of G if a sequence 1 tj 1 --f co exists so that G* is the limit in 9' of Gij . The origin of our research was that although we start with an ordinary differential equation the limiting equations might be Kurzweil equations that are not associated with ordinary equations. The following example is essentially borrowed from [14] . Let g(s) = (es sin e2s, es cos e2s).
Then the norm of g(s) grows exponentially. Nevertheless, the corresponding Kurzweil equation can be embedded in a space 9, and moreover the zero function is the only limiting function.
AN INVARIANCE AND STABILITY RESULT
The purpose of this section is to point out one application of the construction of the flow. The idea of this use of the flow is not new. Our contribution is only to ease the conditions under which the flow can be constructed. The ideas of the proofs in [8, [11] [12] [13] [14] 161 can be applied. We shall state the results for Kurzweil equations but the applications that we have in mind are nonautonomous ordinary differential equations that can be embedded in an appropriate space of Kurzweil equations. However, notice that our conditions will be stated in terms of the associated Kurzweil equations.
Let 3 be the space defined in Section 5. For G in 9 and y in W let +(t, y, G) be the unique solution of k = DG(x, s), x(0) = y.
Let I' be a set of functions in 9. A set MC W is positively (negatively) semi-invariant with respect to r if for each y E M there exists a Gr E I' such that $(t, y, GJ E M for all t E [0, w(y, Gr)) (respectively t E (ol(y, G,), 01). The set A4 is semi-invariant if it is both positive and negative semi-invariant. For G E 9Y we denote by L+(G) the set of limit points in 9 of G, , t + CO. The positive limit set Q(y, G) is the set of limit points in W of $(t, y, G) where t + co. PROPOSITION 8.1. The positive limit set Q( y, G) is semi-invariant with respect to L+(G).
Proof.
Let x E O(y, G). Th en a sequence of times tj -+ cc exists so that +(tj , y, G) + z. Let G* be a limit in 9 of the precompact sequence G, . The continuity of $ in the three arguments implies that +(s, z, G*), if defined, is the limit of C(S, +(tj , y, G), GtI). The latter is equal to +(tj + S, y, G), which proves that 4(s, z, G*) is in Q(y, G). (Geometrically the proof actually means that sZ( y, G) is the projection on W of the w-limit set in W x 9 of r(t, y, G); compare [Ill.) PROPOSITION 8.2. If $(t, y, G) for t > 0 is included in a compact subset of W then Q( y, G) is not empty, compact, and connected.
The proof is standard. A nonnegative continuous function V(x, t) is a Liapunov function (with respect to G) if V(x(t), t) decreases along solutions of .x! = DG(x, s). We define
Then V is a Liapunov function if and only if V'(x, t) < 0. It is not clear from this definition how to verify whether a certain candidate V is a Liapunov function. For ordinary differential equations there are direct methods of doing it, see 18, 161 and the reference there. The following result is the LaSalle invariance principle which was found an important tool in studying stability.
PROPOSITION 8.3 . Suppose that $(t, y, G) stays in a compact set of W for t >, 0. Let V be a Liapunov function and suppose that V/(x, t) < V,(x) < 0 where V,, is dejked on W and continuous. Let E = {x : V,(x) = 0} and let M be the largest set in E which is semi-invariant with respect to L+(G). Then Q(y, G) is contained in M.
Proof. We first show that V,(z) = 0 if z E Q(y, G). The function V ($(t, y, G), t) is nonincreasing, and therefore it converges to a constant. Therefore V ($(t, Y, G and from the assumptions the right-hand side of the inequality is less than or equal to ld V0(q5(s, y, G)) ds. We therefore have, for each E > 0, -•E < I t V,,(C(s, Y, G)) ds < 0 7 for 7 large enough, (we have assumed that V,(x) < 0). If now T is chosen so that c#(T, y, G) is close to Z, and if t -7 >, 1, we can use the continuity of V,, to conclude that -V,(z) is arbitrarily small, i.e., equal to 0. Therefore Q(y, G) is included in {x : V,,(x) = O}. Since also Q(y, G) is semi-invariant (Proposition 8.1) and since the union of semi-invariant sets is also semi-invariant, it follows that 52( y, G) is contained in M.
Stability, asymptotic stability, and instability results that are implications of this proposition can be found in [8, 11, 161 . H ere we shall give one application, and again our goal is to demonstrate how to use the known ideas under eased conditions (see [8, 161) .
We consider the generalized Lienard scalar equation f + h(x, k, t)x + f(x) = 0, or the equivalent system Assume that ji =y, 9 = --h(x, Y, t)r -f(x).
(i) f is Cl, the partials ah/ax, ahlay exist and are continuous, and their absolute integrals over unit intervals are bounded for (x, y) bounded;
(ii) h(x, y, t) > K(x, y) with K(x, y) > 0 if y # 0 and k is continuous; (iii) xf (x) > 0 for x # 0 and S(x) = 6 f (5) df + co as 1 x 1 ---f co; (iv) for every bounded set A of pairs (x, y) there exists a positive function Pi so that si'" h(x, y, T) d7 < e if 1 h 1 < Pi and (x, y) EA (i.e., the functions m(t) = si h(x, y, 7) d T are equicontinuous for (x, y) bounded).
We shall show that the origin is a global stable attractor. This was first proved in the nonautonomous case by Levin and Nobel [9] under a boundedness assumption of h, ah/&, %/a~; and again by Wakeman [16] using the invariance principle (unfortunately the argument in [16] is not complete). The problem of removing the boundedness was stated in [8, 
APPENDIX: FUNDAMENTAL THEORY OF KURZWEIL EQUATIONS
As was mentioned before, the theory was developed by Kurzweil [3-71 to a great extent. However, the conditions we have allow simple proofs which are close to the proofs in the ordinary case. It seems that our assumptions are not strictly included in Kurzweil's papers, but the assumptions are relatively simple and stronger than those of Kurzweil.
We shall assume that each G belongs to the space 3 which was introduced in Section 5, and in particular (i)* and (ii)* are satisfied. The definitions of the Kurzweil integral si DU(T, s) and K urzweil equation 3i = DG(x, s) were given in Section 3. The continuity of U(t, , t) in t implies that & DU(T, s) converges to zero when t ---)r t, . The additivity of the integral (which is obvious) now implies the desired continuity in t. Proof. Let B C W be a closed ball with radius E around x0 . Denote by C the space of continuous functions on [to -7, to + ~1 with values in B (and 7 will be specified later). For 9 E C define (TW) = xo + i: DG(v+), 4.
Lemma A.2 implies that (T+)(t) exists, and Lemma A.1 implies that it is a continuous function in t. If 7 < &E) then by Lemma A.3 the norm of the integral is less than E and then T: C ---f C. Also by Lemma A.3, T is a compact operator, and therefore a fixed point, which is a solution of the equation, exists.
If & and & are two functions in C then l(T#,)(t) -(T$J(t)( can be approximated by for appropriate partitions, and this term can be estimated by If the partitions are fine enough, the maximum in the last term can be estimated by the norm of & -#a . Therefore, if 7 is so small that (here K = KB,o is given by (ii)* and such an 7 exists by the continuity of K) then T is a contraction and a unique solution exists. We have shown the existence of a local unique solution, through any point (x0 , t,) E W x R, and therefore a unique maximal solution exists. The existence of the local solution is on an interval [to -7, t, + 71 and r] depends only on the set B. Therefore, if w < co (resp. 01 > -co) an interior point (x0 , w) (resp. (x,, , CX)) cannot be a limit point of the solution (4(t), t). Indeed, the existence then would hold for an interval strictly greater than (01, w). This completes the proof. uniformly on compact intervals of [0, j3). In particular if +(to , y. , Go) is defined, i.e., to < /3, then 4(tk , yk , Gk) converges to (b(t, , y. , Go), which shows the continuity of 4.
Let 0 < b < /3. The functions $(T, yk , GK) are defined on [0, b] and are equicontinuous there. They are also uniformly bounded as +(O, yk , G,) = yk . Therefore, they form a precompact set. In view of Lemma A.7 each limit point of this precompact sequence is a solution of k = DGo(x, s), x(O) = y. , therefore by uniqueness there is only one limit point, and thus the whole sequence converges uniformly to this unique solution 4(~, y0 , GJ. Suppose now that +(/3, y. , Go) is defined (and we do not exclude the possibility /3 = 0). Let B be a closed ball around +(/3, y. , Go) in W. In the existence proof (Theorem A. 6) we showed that the interval [to -v, to + 71 of existence through a point near t,) depends only on the ball B around this point. Applying this to kit y. , Go), B) and th e P oints near it of the form (q%(t, yk , Gk), t) (and such points exist by the uniform convergence of 4(t, yk , Gk) to +(t, y. , Go)) we can conclude that all +(T, yk , Gk) exist on an interval strictly containing [0, fl).
Also on the interval [/3 -7, /3 + 71 the values of $(T, yk , Gk) are in B and therefore (Corollary A.5), are equicontinuous. This is a contradiction of the definition of ,&I. Thus the assumption that 4(/J, y. , Go) exists is false and /3 = w(yo , Go). This completes the proof.
