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SHEAVES ON MOMENT GRAPHS AND A LOCALIZATION
OF VERMA FLAGS
PETER FIEBIG∗
Abstract. To any moment graph G we assign a subcategory V of the
category of sheaves on G together with an exact structure. We show that in
the case that the graph is associated to a non-critical block of the equivariant
categoryO over a symmetrizable Kac–Moody algebra, V is equivalent (as an
exact category) to the subcategory of modules that admit a Verma flag. The
projective modules correspond under this equivalence to the intersection
cohomology sheaves on the graph.
1. Introduction
Duality constructions between geometric and representation-theoretic sit-
uations sometimes become quite transparent when interpreted in a suitable
combinatorial context. Finding a combinatorial interpretation can even be
crucial for establishing a duality.
In this paper we consider the combinatorics underlying the Koszul duality
between the representation category O over a symmetrizable Kac-Moody al-
gebra and the geometry of Schubert varieties. In [Soe1] Soergel showed, in the
case of semi-simple finite-dimensional complex Lie algebras, that the projec-
tive objects in O and the intersection cohomologies of Schubert varieties in the
Langlands-dual flag variety share the same combinatorial description in terms
of the algebra of coinvariants of the associated Weyl group. The proof uses
translation functors and it is very difficult to describe the resulting objects
(this is the main concern of combinatorial Kazhdan-Lusztig theory, cf. [Soe3]
and the references therein).
In [BMP] Braden and MacPherson gave another description of the (equivari-
ant) intersection cohomologies on complex projective varieties with an equiv-
ariantly formal torus action in terms of a canonical sheaf on the associated
moment graph. In the case of Schubert varieties their description is essentially
equivalent to Soergel’s, but it has the advantage of avoiding the translation
functors. In this paper we establish the Koszul-dual result by localizing the
projective objects in an equivariant version of O on the moment graph.
LetM⊂ O be the subcategory of modules admitting a Verma flag. We con-
struct an equivalence between an equivariant version ofM and a subcategory
V of the category of sheaves on the associated moment graph. Both cate-
gories carry an exact structure and our equivalence is exact. We show that
the Braden-MacPherson canonical sheaves are the indecomposable projective
objects in V. Therefore they correspond to the indecomposable projective
∗ supported by the Deutsche Forschungsgemeinschaft.
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objects inM. Our approach works in the infinite dimensional context of sym-
metrizable Kac–Moody algebras when we exclude the blocks in the critical
hyperplanes.
We describe the ideas in this paper in some more detail. Let V be a vector
space over a field k. A V -moment graph G is a (not necessarily finite) partially
ordered graph whose edges are labelled by one-dimensional subspaces of V .
Moment graphs occur in the following situations:
• As a combinatorial model for the topology of a complex equivariantly
formal variety (cf. [GKM, BMP]). The moment graph encodes the
structure of the 0- and 1-dimensional orbits of a torus action.
• As a combinatorial model for the extension structure of Verma modules
in a non-critical block of the category O over a symmetrizable Kac-
Moody algebra.
Let S = S(V ) be the graded symmetric algebra over V . To a moment graph
G one associates the graded algebra Z = Z(G) of tuples (zx) ∈
∏
S, indexed
by the vertices of G, such that zx − zy ∈ S ·L if x and y are linked by an edge
that is labelled by L ⊂ V . We call Z the structure algebra of G. Note that
it does not depend on the order on G. If G is associated to an equivariantly
formal variety, Z is naturally isomorphic to its equivariant cohomology. If G is
associated to a block of category O, Z is isomorphic to the equivariant center
of the block.
The structure algebra is the algebra of global sections of the structure sheaf
A = AG on G. More generally, the global sections of any sheaf naturally form
a Z-module (cf. 2.3). In this article we study the Z-modules that occur as
global sections of sheaves. For this purpose we define a localization functor
that is left adjoint to the functor of global sections. This gives rise to the
notions of sheaves generated by global sections and of Z-modules determined
by local relations. It turns out that the corresponding categories are equivalent
(cf. 3.7). Hence we can view such objects either as sheaves on G or as modules
over Z.
The partial order defines the Alexandrov topology on G, i.e. the open sets are
the sets that are downwardly closed. We consider the category Cfl = Cfl(G)
of sheaves that are generated by global sections and that are flabby for the
Alexandrov topology (cf. Section 4). They have the important property that
their global sections can be constructed vertex by vertex following the order.
The structure sheaf may fail to be flabby. As a substitute Braden and
MacPherson constructed the “canonical sheaf” B = BG on G (it is called M
in [BMP]). If G comes from an equivariantly formal variety, B encodes the
structure of the equivariant and ordinary intersection cohomologies in the sense
that the space of global sections of B is isomorphic to the hypercohomology
of the equivariant IC-complex as a module over the equivariant cohomology
ring. Specialization gives the analogous statement for the ordinary cohomol-
ogy. Hence the failure of flabbiness of AG corresponds to the occurence of
singularities.
If G is quasi-finite (cf. 3.1), any Z-module carries a functorial filtration
indexed by the ordered set of vertices of G. If the subquotients of this filtration
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are free over S, we say that the module admits a Verma flag. If G is a GKM-
graph (cf. 4.4), the corresponding sheaf is flabby. We denote by V = CV erma ⊂
Cfl the resulting category.
Despite their universal nature it is not clear whether the Braden–MacPherson
sheaves admit a Verma flag (cf. Remark 5.3). In the case that G is associated
to an equivariantly formal variety this is shown in [BMP]. Our results con-
firm it if G is associated to a non-critical block of category O. In general the
subquotients of B will only be reflexive. Let Cref ⊂ Cfl be the subcategory of
such sheaves.
We show that the functorial filtration induces an exact structure on V and on
Cref and that the Braden–MacPherson sheaves associated to certain subgraphs
are representatives of the indecomposable projective objects.
Let OΛ be a non-critical block of the equivariant category O over a sym-
metrizable Kac–Moody algebra (cf. Section 6), let GΛ be the associated moment
graph and VΛ = V(GΛ). LetMΛ ⊂ OΛ be the subcategory of modules that ad-
mit a finite Verma flag. Our main result is that the structure functor (cf. 7.1)
gives rise to an equivalence
MΛ ∼= VΛ
of exact categories (Theorem 7.1). Under this equivalence the indecomposable
projective modules correspond to the Braden-MacPherson sheaves.
Acknowledgements. This work was done during a stay at the University
of Chicago that was financed by the Deutsche Forschungsgemeinschaft. I am
grateful towards both institutions. I would like to thank Tom Braden for
helpful remarks on the first version of this paper.
2. Sheaves on moment graphs
In this section we define the basic notions such as moment graphs, sheaves
on moment graphs, the structure sheaf and the functor of sections over a
subgraph.
2.1. Moment graphs. Let k be a field and V a finite dimensional vector
space over k. A moment graph G = (V, E ,≤, l) over V is given by
• a (not necessarily finite) graph (V, E) with a set of vertices V and a set
of edges E ,
• a partial order ≤ on V such that x and y are comparable if they are
linked by an edge and
• a labelling l : E → P1(V ) by one-dimensional subspaces of V .
We can think of the order as giving each edge a direction. We write E : x→ y
for an edge E with endpoints x and y such that x ≤ y. We write E : x
α
−→ y,
where α = α(E) ∈ V × is a generator of the line l(E). If we forget about the
direction we use the notations E : x—— y and E : x
α
——— y. Often we write
x ∈ G for the vertices x ∈ V of the underlying graph.
Later we will make two additional assumptions on the moment graph, namely
quasi-finiteness (cf. 3.1) and the GKM-property (cf. 4.4). For the Braden-
MacPherson construction (cf. 5.2) we will in addition assume that the set of
vertices is bounded from above.
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2.2. Examples of moment graphs.
(1) The generic moment graph is the graph with one vertex and no edges.
The subgeneric moment graph is the graph with two vertices that are
connected by one labelled edge.
(2) Let (W,S) be a (not necessarily finite) Coxeter system and let h be
its real reflection representation (cf. [Hum]). Let T ⊂ W be the set of
reflections in W. Let λ ∈ h such that Wλ := StabW(λ) is generated
by simple reflections. Let V = W.λ = W/Wλ be the orbit of λ. For
any reflection t ∈ T and w.λ ∈ V with tw.λ 6= w.λ define a labelled
edge E : w.λ
w.λ−tw.λ
——————— tw.λ. Together with the Bruhat order on W/Wλ
this defines the h-moment graph G(W,S,Wλ) associated to the Coxeter
datum (W,S,Wλ).
(3) To any block of the category O over a symmetrizable complex Kac-
Moody algebra outside the critical hyperplanes one can associate a
moment graph over its Cartan subalgebra (cf. 6.6). It is equivalent to
the (complexified) moment graph associated to its Coxeter datum.
(4) To a complex projective variety with a torus action that is equivariantly
formal one associates a moment graph over the dual of the Lie algebra
of the torus (cf. [BMP]). It encodes the structure of the orbits of
dimension zero and one. In the case of a flag variety of a complex
finite dimensional Lie algebra we get the (complexified) moment graph
associated to its Coxeter datum.
2.3. Sheaves on moment graphs. Let G be a V -moment graph and S =
S(V ) the symmetric algebra over V . We provide S with an algebra Z-grading
such that deg V = 2 (here this is completely arbitrary and chosen for reasons
of compatibility with, for example, [Soe3]). In the following we will consider
graded S-modules and graded morphisms, i.e. morphisms of degree zero.
A sheaf M = ({M x}, {M E}, {ρx,E}) on G (or a G-sheaf ) is given by
• an S-module M x for any vertex x ∈ V,
• an S-module M E for any edge E ∈ E such that l(E) ·M E = 0,
• and maps ρx,E : M
x → M E and ρy,E : M
y → M E of S-modules if x
and y are the endpoints of E.
A morphism f : M → N of G-sheaves consists of maps fx : M x → N x and
fE : M E → N E that are compatible with ρ. The notion of a G-sheaf does not
depend on the order on V. For a G-sheaf M let supp(M ) := {x ∈ V | M x 6= 0}
be its support. Let SH(G) be the category of G-sheaves M such that supp(M )
is finite and each M x is finitely generated and torsion free over S.
Let A = AG be the structure sheaf of G, i.e. the sheaf defined by
• A x = S for a vertex x of G,
• A E = S/αS for an edge E : x
α
——— y and
• ρx,E the natural quotient map S → S/αS.
2.4. Sections of sheaves on moment graphs. A subgraph I ⊂ G will
always be a full subgraph, i.e. any edge of G connecting two vertices of I will
be contained in I. In other words, a subgraph is determined by its set of
vertices.
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Let I ⊂ G be a subgraph and M a G-sheaf. The space of sections of M
over I is
M (I) :=
{
(mx) ∈
∏
x∈I
M
x
∣∣∣∣ ρx,E(mx) = ρy,E(my)for any edge E : x—— y
}
.
For subgraphs J ⊂ I ⊂ G we have a natural restriction map M (I)→ M (J ).
We write Γ(M ) := M (G) for the global sections of M .
Let
Z(I) := A (I) =
{
(zx) ∈
∏
x∈I
S
∣∣∣∣ zx ≡ zy mod αfor any edge x α——— y of I
}
be the space of sections over I of the structure sheaf of G. Pointwise multi-
plication defines an algebra structure on Z(I). We call the algebra of global
sections, Z = Z(G), the structure algebra of G.
Remark 2.1. Suppose G is the moment graph associated to a block of the cate-
gory O over a symmetrizable Kac-Moody algebra (cf. 6.6). Let R = S(h) be the
localization of S = S(h) at the maximal ideal S · h. Then the analogously de-
fined algebra ZR is naturally isomorphic to the center of the block (cf. Theorem
6.2). If T is a torus and if G is associated to an equivariantly formal T -variety,
then Z is naturally isomorphic to its T -equivariant cohomology (cf. [GKM]).
For any I ⊂ G let ZI be the image of the restriction Z → Z(I). Let
Z-modf ⊂ Z-mod be the full subcategory of Z-modules that are finitely gen-
erated over S, torsion free over S and for which there is a finite subgraph
I ⊂ Z such that the action of Z factors through ZI .
If M is a G-sheaf, then the space of its global sections Γ(M ) is a Z-module
under pointwise multiplication. If M ∈ SH(G), then Γ(M ) ∈ Z-modf , hence
we get a functor
Γ: SH(G)→ Z-modf .
2.5. Base change. Instead of the graded symmetric algebra S = S(V ) of the
vector space we can also work with one of its localizations. Let p ⊂ S be a
graded ideal and let Sp be the localization of S at p. For any subgraph I ⊂ G
we define
Zp(I) :=
{
(zx) ∈
∏
x∈I
Sp
∣∣∣∣ zx ≡ zy mod αfor any edge x α——— y of I
}
,
its structure algebra over the base Sp. Note that we have to consider only the
edges E such that α(E) ∈ Sp is not invertible. Hence it suffices to consider
the p-reduction Ip of I that we construct from I by keeping all vertices, but
where we delete all edges labelled by elements that are invertible in Sp.
The canonical map S → Sp induces an algebra morphism Z(I) ⊗S Sp →
Zp(I). If p ⊂ S is such that Ip = I, i.e. such that α(E) ∈ p for all edges E,
and if I is finite, then we have a canonical isomorphism
Zp(I) = Z(I)⊗S Sp.
If p = S · γ for some γ ∈ V we will write Sγ for Sp, Zγ(I) for Zp(I) and Iγ
for Ip.
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3. Localization of Z-modules
Let G be a moment graph over V and Z = Z(G) its structure algebra. We
want to define a functor L : Z-modf → SH(G) that is left adjoint to the
functor Γ of global sections. We call it the localization functor.
3.1. Quasi-finite moment graphs. Let γ ∈ V . Recall that Sγ is the local-
ization of S at the prime ideal p = S · γ. Let I ⊂ G be a finite subgraph.
Consider the composition Z(G)I →֒Z(I) → Zγ(I). We call G quasi-finite if
the induced map
Z(G)I ⊗S Sγ → Zγ(I)
is a bijection for any finite subgraph I ⊂ G and any γ ∈ V . Note that this
map is always injective because it is an inclusion of subspaces of
⊕
x∈I Sγ .
Lemma 3.1. (1) Any finite moment graph is quasi-finite.
(2) Any moment graph associated to a Coxeter datum (W,S,Wλ) (cf. 2.2)
is quasi-finite.
Proof. Let G be as in (1) or (2), V the underlying k-vector space, γ ∈ V and
choose a finite subgraph I ⊂ G. Then Zγ(I) =
⊕
J Zγ(J ), where Iγ =
⋃
J
is the decomposition into connected components. Recall that we construct Iγ
from I by deleting all edges that are not labelled by k · γ. For any component
J its structure algebra Zγ(J ) is generated, as an Sγ-module, by d = (dv)v∈I
with dv = 1 if v ∈ J and dv = 0 otherwise, and the set {e
w}w∈J , where
ew = (ewv )v∈I with e
w
w = γ and e
w
v = 0 if v 6= w. Hence we have to show that d
and ew are in the image of Z(G)⊗S Sγ → Zγ(I).
Suppose G is finite and let α1, . . . , αn be the labels of all edges of G that
do not belong to J but that are connected to J . In particular, none of the
αi is a multiple of γ. Define a = (av) ∈
⊕
v∈G S by av = 0 if v 6∈ J and
av = α1 · · ·αn if v ∈ J . Then a ∈ Z(G) and α1 · · ·αn is invertible in Sγ , hence
(α1 · · ·αn)
−1a ∈ Z(G)⊗S Sγ is a preimage of d.
Choose w ∈ J . We can assume that there are at least two vertices in J . Let
α1, . . . , αn be the labels of all edges connected to w. Define b = (bv) ∈
⊕
v∈G S
by bv = 0 for v 6= w and bw = γ · β1 · · ·βm, where β1, . . . , βm are those of
the αi that are not a multiple of γ. Thus β1 · · ·βm ∈ Sγ is invertible and
(β1 · · ·βm)
−1b ∈ Z(G)⊗S Sγ is a preimage of e
w. Hence we proved the lemma
for finite moment graphs.
Suppose G = G(W,S,Wλ). Then every connected component of the reduced
graph Iγ is either generic or subgeneric, since there is at most one edge at
any vertex labelled by a multiple of γ. Recall that V = h is the reflection
representation ofW. The element cλ = (cλv¯) ∈
∏
v¯∈W/Wλ S with c
λ
v¯ := v¯(λ) ∈ h
is in Z(G), and cλ − v¯(λ) · 1 is supported on G \ {v¯}.
We assume that J = w¯
γ
——— w¯′ is subgeneric (the generic case is proven
similarly). Then w¯′ = tw¯ for some reflection t and γ is a multiple of w¯(λ) −
tw¯(λ). We have to show that the elements (γ, 0) and (1, 1) of Zγ(J ) ⊂ Zγ(I)
have a preimage in Z(G)⊗S Sγ.
Consider a =
∏
v¯∈I,v¯ 6=w¯(c
λ − v¯(λ) · 1) ∈ Z(G). Then supp(a) ∩ I = {w¯}.
For v¯ 6∈ {w¯, tw¯} the element cλw¯ − v¯(λ) = w¯(λ) − v¯(λ) is not divisible by γ,
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hence invertible in Sγ. Moreover, c
λ
w¯ − tw¯(λ) is a scalar multiple of γ. Thus
multiplying with an invertible element gives a preimage in Z(G) ⊗S Sγ of
(γ, 0) ∈ Zγ(J ).
Consider b =
∏
v¯∈I,v¯ 6∈{w¯,tw¯}(c
λ−v¯(λ)·1) ∈ Z(G). Then supp(b)∩I = {w¯, tw¯}.
Neither bw¯ nor btw¯ is divisible by γ, but bw¯ − btw¯ is divisible by γ. We already
showed that (γ, 0) lies in the image of Z(G)I , hence there is a preimage of
(x, x) ∈ Zγ(J ) for some invertible element x ∈ Sγ . Thus also (1, 1) has a
preimage. 
3.2. Modules over the structure algebra. Suppose that G is quasi-finite.
Let Q be the quotient field of S. For any S-module N let NQ := N ⊗S Q. We
have Z(G)I⊗SQ =
⊕
x∈I Q for any finite subgraph I ⊂ G. So forM ∈ Z-mod
f
there is a canonical action of
∏
x∈G Q on MQ, hence a canonical decomposition
MQ =
⊕
x∈G
MxQ.
Since we assume that M has no S-torsion we get an inclusion M →֒ MQ =⊕
x∈GM
x
Q, so we can view anym ∈M as a tuplem = (mx) withmx ∈M
x
Q. We
define supp(m) := {x ∈ G | mx 6= 0} and supp(M) :=
⋃
m∈M supp(m) ⊂ G. If
the action of Z on M factors over ZI , then supp(M) ⊂ I, hence supp(M) is
finite.
For any J ⊂ G let
• MJ be the subspace of elements supported on J , i.e. MJ = M ∩⊕
x∈J M
x
Q,
• MJ the projection of M onto the coordinates in J , i.e. let MJ be the
image of M under the projection
⊕
x∈GM
x
Q →
⊕
x∈J M
x
Q with kernel⊕
x∈G\J M
x
Q.
Note thatMJ andMJ are Z-modules. We writeM
x1,...,xn andMx1,...,xn instead
of M{x1,...,xn} and M{x1,...,xn}. For any J ⊂ G we have inclusions⊕
x∈J
Mx ⊂MJ ⊂M
J ⊂
⊕
x∈J
Mx.
3.3. Localization. For any M ∈ Z-modf we want to construct a G-sheaf
L (M) = ({L (M)x}, {L (M)E}, ρx,E). For a vertex x of G we define
L (M)x := Mx.
For any edge E : x
α
——— y of G let Z(E) := {(zx, zy) ∈ S⊕S | zx ≡ zy mod α}
be its local structure algebra. Note that the restriction map Z → Z(E) is not
necessarily surjective. Consider the inclusion Mx,y ⊂ Mx ⊕My . The algebra
Z(E) acts on Mx⊕My by pointwise multiplication. LetM(E) := Z(E) ·Mx,y
be the submodule generated by Mx,y and let M(E) → Mx and M(E) → My
be the projections onto the coordinates. Let L (M)E be the push out in the
following diagram of S-modules
M(E)

// Mx

My // L (M)E
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and let ρx,E : L (M)
x = Mx → L (M)E and ρy,E : L (M)
y = My → L (M)E
be the push out maps. Since M(E) → Mx and M(E) → My are surjective
they induce isomorphisms
Mx/M(E)x
∼
−→ L (M)E
∼
←−My/M(E)y,
where M(E)x = ker(M(E)→ M
y) ∼= Mx∩M(E) and M(E)y = ker(M(E)→
Mx) ∼= My ∩M(E).
Since (α, α) = (0, α)+(α, 0) ∈ Z(E) we have αMx = (α, 0)·M(E) ⊂M(E)x
and hence L (M)E is annihilated by α. So we have defined a G-sheaf L (M).
Its support is finite and the S-modules on the vertices are torsion-free and
finitely generated, hence L (M) ∈ SH(G). This gives the localization functor
L : Z-modf → SH(G).
3.4. Properties of the localization functor. Let M ∈ Z-modf , E : x—— y
an edge and consider the local sections
L (M)(E) = {(mx, my) ∈M
x ⊕My | ρx,E(mx) = ρy,E(my)}.
For later use we state the following two lemmas.
Lemma 3.2. We have M(E) = L (M)(E) as subspaces of Mx ⊕My. Hence
globally we have
Γ ◦L (M) =
{
(mx) ∈
⊕
x∈G
Mx
∣∣∣∣ (mx, my) ∈M(E)for any edge E : x—— y
}
.
Proof. We obviously have M(E) ⊂ L (M)(E). Let (mx, my) ∈ L (M)(E).
We want to show that (mx, my) ∈ M(E). There is m
′ = (m′x, m
′
y) ∈ M(E)
such that m′x = mx, so we can assume that mx = 0. Then the image of my in
L (M)E is zero. Since L (M)E ∼= My/M(E)y we deduce (0, my) ∈ M(E)y ⊂
M(E). 
Lemma 3.3. For any M ∈ Z-modf and any I ⊂ G we have L (M)(I) =
L (MI)(G).
Proof. For any G-sheaf N let N I be its restriction to the subgraph I, i.e. the
G-sheaf that we obtain from N by setting all N x and N E to zero if x or E
do not belong to I. Then L (M)(I) = L (M)I(G). By construction we have
L (M)I = L (MI), hence the claim. 
3.5. Natural transformations. We want to define natural transformations
f : L ◦ Γ→ idSH(G) and g : idZ-modf → Γ ◦L .
Let M ∈ SH(G). We have to define the components fx : L (Γ(M ))x →
M x and fE : L (Γ(M ))E → M E. The space of global sections Γ(M ) is
a subspace of
⊕
x∈G M
x and Z acts pointwise, hence we have an inclusion
fx : L (Γ(M )) = Γ(M )x ⊂ M x.
Let E : x—— y be an edge. The diagram
Γ(M )(E) //

Γ(M )x
ρx,E

Γ(M )y
ρy,E
//
M E
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commutes, so the universal property gives a map fE : L (Γ(M ))E → M E. It
is clear that f = (fx, fE) is compatible with ρ, so we have defined a natural
transformation f : L ◦ Γ→ idSH(G).
Let M ∈ Z-modf . Then L (M)x = Mx and any m = (mx) ∈ M defines
a global section in Γ(L (M)) by Lemma 3.2, hence we get an inclusion M →
Γ(L (M)) and a natural transformation g : idZ-modf → Γ ◦L .
3.6. Adjointness. LetA, B and C be categories, F : A → B andG,H : B → C
functors and j : G → H a natural transformation. Then, composing with F ,
we get an induced transformation between the functors G ◦ F,H ◦ F : A → C
that we denote by j ⋄ F . In a similar situation we define F ⋄ j analogously.
Proposition 3.4. The natural transformations Γ
g⋄Γ
−−→ Γ ◦L ◦ Γ and L ◦ Γ ◦
L
f⋄L
−−→ L are isomorphisms with inverses Γ ⋄ f and L ⋄ g, resp.
Proof. Let M ∈ SH(G). Then
Γ(M )
g⋄Γ
−−→ Γ ◦L ◦ Γ(M )
Γ⋄f
−−→ Γ(M )
are mutual inclusions of subspaces of
⊕
x∈G M
x, hence the first claim.
Let M ∈ Z-modf and x ∈ G. Then (Γ ◦ L )(M)x ⊂ Mx and composing
with Mx
gx
−→ (Γ ◦L )(M)x gives the identity. Applying L yields
L (M)x
L ⋄g
−−→ (L ◦ Γ ◦L )(M)x
f⋄L
−−→ L (M)x.
Let E : x—— y be an edge. Then Mx,y
gx,y
−−→ (Γ ◦ L )(M)x,y is an inclusion
of subspaces of Mx ⊕My. Every global section specializes to a local section,
hence (Γ ◦L )(M)x,y ⊂ L (M)(E). Acting with Z(E) gives
M(E) ⊂ (Γ ◦L )(M)(E) ⊂ L (M)(E).
By Lemma 3.2 these are bijections, hence M(E) = (Γ ◦ L )(M)(E). Then
L (M)E = (L ◦Γ ◦L )(M)E and (L ⋄ g)E and (f ⋄L )E are mutually inverse
isomorphisms. 
Theorem 3.5. The functor L : Z(G)-modf → SH(G) is left adjoint to the
functor Γ: SH(G)→ Z(G)-modf .
Proof. The maps f and g induce transformations Hom(·,Γ·) → Hom(L ·, ·)
and Hom(L ·, ·) → Hom(·,Γ·) of bifunctors, respectively. In order to show
that they are mutually inverse, we have to show that the two compositions
L
L ⋄g
−−→ L ◦ Γ ◦ L
f⋄L
−−→ L and Γ
g⋄Γ
−−→ Γ ◦ L ◦ Γ
Γ⋄f
−−→ Γ both equal the
identity. The statement of Proposition 3.4 is even stronger. 
3.7. Combinatorial objects. From the Proposition 3.4 it follows that Γ
and L induce isomorphisms between their respective essential images. Con-
cretely, this means the following. Let Z-modloc be the full subcategory of
Z-modf consisting of all objects that are “determined by local relations”,
i.e. the category of objects M ∈ Z-modf such that the natural transformation
(Γ ◦L )(M) → M is an isomorphism. Analogously, let SH(G)glob be the full
subcategory of SH(G) consisting of all objects that are “generated by global
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sections”, i.e. the category of objects M ∈ SH(G) such that the natural trans-
formation M → (L ◦Γ)(M ) is an isomorphism. By Proposition 3.4 the image
of L lies in SH(G)glob, the image of Γ lies in Z-modloc and L and Γ define
mutually inverse equivalences between Z-modloc and SH(G)glob. We can think
of this as a category C = C(G) that is simultaneously embedded into SH(G)
and Z-modf , so each object of C has both a local and a global nature.
4. Categories of Z-modules and exact sequences
Let G be a quasi-finite moment graph and Z = Z(G) its structure algebra.
We can topologize the set of vertices of G using the Alexandrov topology on
partially ordered sets. That means that the open sets are the subsets I ⊂ G
that are downwardly closed, i.e. if y ∈ I and x ≤ y, then x ∈ I.
Let M ∈ Z-modf . We say that M is flabby, if MI is determined by local
relations, i.e. MI ∈ Z-modloc, for any open subgraph I ⊂ G. In particular,
M = MG is determined by local relations. Proposition 4.2 shows that the
associated sheaf is flabby for the Alexandrov topology. Let
Z-modfl ⊂ Z-modloc
be the full subcategory of flabby objects.
Let M =
⊕
n∈ZMn be an S-module, graded as always. For i ∈ Z define the
graded S-module M [i] by M [i]n = Mn+i. For graded S-modules M and N let
HomiS(M,N) := HomS(M,N [i]) and set Hom
•
S(M,N) =
⊕
i∈ZHom
i
S(M,N).
The graded dual of M is the graded S-module M∗ = Hom•S(M,S). Note that
S∗ = S canonically. Recall that M is called reflexive, if it is isomorphic to
its double dual, i.e. if M
∼
−→ (M∗)∗. This is the case if and only if M is the
intersection of all its graded localizations at graded prime ideals of S of height
one.
Let M ∈ Z-modf . We say that M is reflexive, if MI is reflexive as an
S-module for any open subgraph I ⊂ G. Let
Z-modref ⊂ Z-modf
be the full subcategory of reflexive objects.
We say that M admits a Verma flag, if MI is graded free, i.e. isomorphic to⊕
S[li] for some l1, . . . , ln ∈ Z, for any open subgraph I ⊂ G. Let
Z-modV erma ⊂ Z-modref
be the full subcategory of objects that admit a Verma flag.
In the following we will define an exact structure (i.e. a class of exact
sequences) on Z-modf . The subcategories Z-modref and Z-modV erma are
closed under extensions in Z-modf , hence inherit an exact structure. Since
Z-modfl ⊂ Z-modf is not closed under extensions it is not clear if it inherits
an exact structure. I do not know if it does.
If G is a GKM-graph (see 4.4 for the definition) we will show that any
reflexive Z-module is flabby, i.e. that
Z-modV erma ⊂ Z-modref ⊂ Z-modfl ⊂ Z-modloc.
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Thus we can consider all of the categories above as categories of sheaves on G.
To incorporate this viewpoint we denote them by
CV erma ⊂ Cref ⊂ Cfl ⊂ C.
The most important category for us is the category V := CV erma of objects
admitting a Verma flag. In Section 6 we prove the main result of this article,
namely that if G is associated to a non-critical block of the equivariant category
O over a symmetrizable Kac-Moody algebra, then V is equivalent (as an exact
category) to the subcategory of modules that admit a Verma flag.
4.1. An exact structure. Let A → B → C be a sequence in Z-modf . We
say that it is short exact, if for any open I ⊂ G the induced sequence
0→ AI → BI → CI → 0
is a short exact sequence of abelian groups.
In particular any short exact sequence A → B → C induces a short exact
sequence 0 → A → B → C → 0 of Z-modules. Conversely, if 0 → A →
B → C → 0 is short exact as a sequence of Z-modules, then AI → BI
is injective, BI → CI is surjective and we have to check the exactness of
0→ AI → BI → CI → 0 only in the middle.
Theorem 4.1. The above definition gives an exact structure in the sense of
Quillen (cf. [Qu]) on Z-modf .
Proof. Let E be the class of short exact sequences in Z-modf . A morphism
g : B → C in Z-modf is called an admissible epimorphism if it occurs on the
right side of a short exact sequence. Dually, a morphism f : A → B is called
an admissible monomorphism if it occurs on the left side of an exact sequence.
We have to show the following properties of a Quillen exact structure:
(1) Any sequence isomorphic to a sequence in E is in E. Any split sequence
is in E. If A
f
−→ B
g
−→ C is in E, then f is a kernel of g and g is a
cokernel of f in Z-modf .
(2) The class of admissible epimorphisms is stable under composition and
under base-change along arbitrary morphisms in Z-modf . Dually, the
class of admissible monomorphisms is stable under composition and
under cobase-change along arbitrary morphisms in Z-modf .
(3) If g : B → C has a kernel in Z-modf and if there is a morphism h : D →
B such that g ◦ h : D → C is an admissible epimorphism, then g is an
admissible epimorphism. Dually for admissible monomorphisms.
The properties (1) follow immediately from the definition. We will now show
that admissible monomorphisms are stable under composition.
Let A → B → C and B → D → E be short exact sequences in Z-modf .
Let F be the cokernel of A→ D in the category of Z-modules. Then we have
a short exact sequence (of Z-modules) 0 → C → F → E → 0, hence F is
finitely generated and torsion free over S, so F ∈ Z-modf . We have to show
that the sequence A → D → F is short exact, i.e. we have to check if the
sequence 0→ AI → DI → F I → 0 is short exact in the middle for any open
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subgraph I ⊂ G. This follows from the diagram
AI → BI → CI
‖ ↓ ↓
AI → DI → F I
↓ ↓
EI = EI
using the fact that the middle row and the top column are exact and that the
map CI → F I is injective. That the composition of two admissible epimor-
phisms is an epimorphism is proven in a similar way.
Now we consider base-change. Let A → B → C be a short exact sequence
and D → C an arbitrary morphism. Then there is a base-change diagram
A → E → D
‖ ↓ ↓
A → B → C
in Z-modf . We have to show that the top row is short exact. Again we only
have to show that for any open I ⊂ G the sequence 0→ AI → EI → DI → 0
is exact in the middle. This follows from the diagram
AI → EI → DI
‖ ↓ ↓
0 → AI → BI → CI
using the fact that the bottom row is exact and the injectivity of the map EI →
BI ⊕DI . Cobase-change for admissible epimorphisms is treated similarly.
According to Keller (cf. [Kel]), (3) follows from (1) and (2). 
4.2. Flabby objects. We want to characterize the flabby Z-modules when
considered as sheaves on the moment graph. Let x be a vertex of G and let
Eδx ⊂ E be the set of all edges E : y → x ending at x. For a G-sheaf M let
M δx ⊂
⊕
E∈Eδx
M E be the image of the map
M ({< x}) ⊂
⊕
y<x
M
y π−→
⊕
y→x
M
y
⊕
ρy,E
−−−−→
⊕
E∈Eδx
M
E,
where π is the projection with the sum of the M y with y < x and y not linked
to x as the kernel. Note that for M ∈ SH(G)glob the image of M x
⊕
ρx,E
−−−−→⊕
E∈Eδx
M E is contained in M δx since any mx ∈ M
x comes from a global
section.
Proposition 4.2. Let M ∈ SH(G)glob. Then the following are equivalent:
(1) Γ(M ) ∈ Z-modfl, i.e. Γ(M ) is flabby.
(2) The sheaf M is flabby for the Alexandrov topology on the set of vertices
of G, i.e. for any open I ⊂ G the restriction map M (G) → M (I) is
surjective.
(3) For any vertex x ∈ G the restriction map M ({≤ x}) → M ({< x}) is
surjective.
(4) For any vertex x of G the map
⊕
E∈Eδx
ρx,E : M
x → M δx is surjective.
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Proof. Let i1 : Γ(M )
I →֒(Γ ◦ L )(Γ(M )I) be induced by the natural trans-
formation id → Γ ◦ L , and i2 : Γ(M )
I →֒M (I) the canonical inclusion. By
Lemma 3.3 we can identify (Γ ◦ L )(Γ(M )I) ∼= L ◦ Γ(M )(I) = M (I) and,
under these identifications, i1 = i2. Property (1) means that i1 is an isomor-
phism for any I, whereas property (2) says that i2 is an isomorphism for any
I. Hence (1) and (2) are equivalent.
It is clear that (3) and (4) are equivalent. And (3) follows from a special
case of (2). It remains to prove that (3) implies (2).
It is enough to show that, if (3) holds and if I ′ = I∪˙{x} (for some vertex x) is
again open, then the restriction M (I ′)→ M (I) is surjective. Let m ∈ M (I)
and let m<x ∈ M ({< x}) be its restriction. By (3) we find an extension
m′ ∈ M ({≤ x}) of m<x. Then m′′ = (m′′y) with m
′′
y = my if y 6= x and
m′′x = m
′
x is a preimage of m in M (I
′). 
4.3. The order filtration. Let M ∈ Z-modfl and let x be a vertex of G. We
denote by M≤x the module MI for I = {y | y ≤ x}. Similarly we define M<x.
For y ≤ x we have a map M≤x → M≤y, so we get a filtration of M indexed
by the partially ordered set of vertices. We call it the order filtration. For a
vertex x we denote by M [x] the kernel of this filtration at the index x, i.e.
M [x] := ker(M≤x →M<x).
Note that M [x] ⊂ M≤x is the submodule of elements supported on {x}, hence
M [x] is the intersection of the kernels of the maps M≤x → M≤y for all y < x.
If M is the sheaf associated to M , then M6x = M({6 x}) because M is
flabby, hence M [x] = M [x] := ker(M x → M δx). Let I ⊂ G be open and x ∈ I
maximal. Since x is not linked to any vertex in I \ {≤ x} we get the following
lemma.
Lemma 4.3. There is a canonical exact sequence
0→M [x] → MI →MI\{x} → 0.
ThusM is an extension of theM [x] “in the direction given by the order”, i.e. for
any enumeration i : supp(M) → {1, 2, . . . ,#supp(M)} such that i(v) < i(w)
if w < v there is a filtration by Z-modules
0 = M0 ⊂ M1 ⊂ · · · ⊂M#supp(M) = M
with Mi(v)/Mi(v)−1 ∼= M
[v] for all v ∈ supp(M).
The following lemma is an immediate consequence.
Lemma 4.4. Let A → B → C be a sequence in Z-modf with A,B,C ∈
Z-modfl. It is short exact if and only if for any x ∈ G the sequence
0→ A[x] → B[x] → C [x] → 0
is a short exact sequence of Z-modules.
4.4. GKM-graphs and reflexive Z-modules. A moment graph G is called
a Goresky-Kottwitz-MacPherson-graph (or GKM-graph) if it is quasi-finite and
if, for any vertex x, the labels of the edges that are linked to x are pairwise lin-
early independent, i.e. Gp splits into a disjoint union of generic and subgeneric
graphs for any prime p ⊂ S of height one.
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We want to show that if G is a GKM-graph, then every reflexive Z-module
M is determined by local relations. Applying this toMI for any open subgraph
I ⊂ G shows that Z-modref is a subcategory of Z-modfl. Being reflexive as
well as being free is stable under extensions (in the category of S-modules),
hence Z-modref and Z-modV erma inherit an exact structure from Z-modf .
From now on we assume that G is a GKM-graph. If M ∈ Z-modf , then Mp
can be considered as a Zp(Gp)-module by quasi-finiteness.
Proposition 4.5. Suppose that G is a GKM-graph and that M ∈ Z-modf is
reflexive as an S-module. Then M is determined by local relations, i.e. M ∈
Z-modloc.
Proof. We have to show that the map M → (Γ ◦L )(M) is an isomorphism.
Let p ⊂ S be a prime ideal of height one. Let Γp and Lp be the global
section and localization functors for Gp (over the base Sp). Since G is quasi-
finite, Mp decomposes into the direct sum of its submodules supported on
the connected components of Gp. By assumption, Gp is a disjoint union of
generic and subgeneric moment graphs, and hence Lemma 3.2 shows that the
map Mp → (Γp ◦ Lp)(Mp) is an isomorphism. The natural transformation
id → Γ ◦ L is compatible with localizations. The following commutative
diagram
M
≀

  // (Γ ◦L )(M)
 _
⋂
Mp
∼
//
⋂
(Γp ◦Lp)(Mp)
proves the proposition (the intersections are taken over all prime ideals of
height one). 
Lemma 4.6. Let M ∈ Z-modfl be flabby and suppose that for any x ∈ G the
S-module Mx is reflexive. Then M ∈ Z-modref .
Proof. Let I ⊂ G be an open subset. By Proposition 4.2, (2) we have MI =
(Γ ◦L )(M)I = L (M)(I). Then
L (M)(I) ⊂
⋂
ht(p)=1
L (M)(I)p
⊂
⋂
ht(p)=1
{
{mx} ∈
⊕
x∈I
Mxp
∣∣∣∣ ρx,E(mx) = ρy,E(my)for any edge E : x—— y
}
= L (M)(I).
Thus MI = L (M)(I) is reflexive. 
4.5. Objects with a Verma flag. Let G be a GKM-graph and choose x ∈ G.
Let V (x) ∈ Z-modf be the free S-module of rank one, generated in degree zero,
on which Z acts via the evaluation Z → S, (zv) 7→ zx. We call V (x) the Verma
module at x. It is obviously flabby. Considered as a sheaf V (x) on the moment
graph it is just the free skyscraper of rank one at the vertex x. Lemma 4.3
implies the following.
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Lemma 4.7. Let M ∈ Z-modf . Then M ∈ V = Z-modV erma if and only if
M [x] is graded free over S, i.e. M [x] ∼=
⊕
V (x)[ki] for some k1, . . . , kl ∈ Z, for
any x ∈ G.
4.6. Tilting duality. For a moment graph G let t(G) be the tilted moment
graph, i.e. the moment graph with the same sets of vertices and edges, the
same labelling, but with the reversed order on the vertices. Since the structure
algebra does not depend on the order we have Z(G) = Z(t(G)).
We can view any M ∈ V(G) as a Z-module. The graded dual M∗ =
Hom•S(M,S) inherits a Z-structure. This duality reverses the order filtration
and since every quotient is free as an S-module we get the tilting equivalence
t : V(G)
∼
−→ V(t(G))opp
of exact categories (for exactness use Lemma 4.3). It corresponds to the tilting
equivalence on category O for moment graphs associated to non-critical blocks
(cf. Section 6).
5. Projective Objects
Let A be an exact category. Recall that an object P of A is called projective,
if the functor HomA(P, ·) transforms short exact sequences in A to short exact
sequences of abelian groups.
5.1. Local characterization. Let G be a GKM-graph. In this section we
consider the category Cref of reflexive objects and we view any M ∈ Cref as
a sheaf on G. Let I ⊂ G be open. Recall that we defined the sheaf M I by
setting M x and M E to zero if x or E do not belong to I. Since M is flabby,
M I = L (Γ(M )I), hence our notations are compatible.
Proposition 5.1. Let P ∈ Cref . Suppose that
(1) for any vertex x of G the S-module Px is projective and
(2) for any edge E : y
α
−→ x the map ρy,E : P
y → PE induces an isomor-
phism Py/αPy
∼
−→ PE.
Then P is projective in Cref .
Proof. We have to show that for an admissible epimorphism B → C in Cref
the induced map Hom(P,B)→ Hom(P,C ) is surjective. We first prove this
in the case of the quotient M6x → M<x for M ∈ Cref and x ∈ G.
Choose a map f : P → M<x. We want to extend it to the vertex x,
i.e. we have to define compatible maps fE : PE → M E for E ∈ Eδx and
fx : Px → M x. Let E : y
α
−→ x be an edge in Eδx. Because of property (2)
of P and since M E is annihilated by α, the map f y : Py → M y
ρy,E
−−→ M E
determines fE : PE → M E.
Moreover, f induces a map f<x : P({< x})→ M ({< x}) and
P({< x}) //

M ({< x})
⊕
E∈Eδx
PE
⊕
fE
//
⊕
E∈Eδx
M E
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commutes. We get an induced map f δx : Pδx → M δx. Since M is reflexive, it
is flabby, so by Proposition 4.2 the map M x → M δx is surjective. Since Px
is projective, we can find a map fx : Px → M x such that
Px

fx
//M x

Pδx
fδx
//
M δx
commutes. That means that our choices for fE and fx are compatible with ρ
and we arrive at an extension P≤x → M≤x of f .
Now let h : B → C be an admissible epimorphism in Cref and choose a
map f : P → C . We want to construct g : P → B such that f = h ◦ g. We
construct g vertex by vertex, following the order. Suppose we have constructed
gy for all vertices y with y < x. By what we showed above we can find an
extension j≤x : P≤x → B≤x of the map g<x : P<x → B<x. Set
f ′ := h≤x ◦ j≤x − f≤x : P≤x → C ≤x.
Suppose we find a map g′ : P≤x → B≤x such that f ′ = h≤x ◦ g′. Then
f≤x = h6x ◦ (j≤x − g′). So it is enough to find g′.
Now f ′ : P≤x → C ≤x is such that (f ′)<x = 0, i.e. f ′ is given by its compo-
nent (f ′)x : Px → C x and the image of (f ′)x lies inside C [x] = ker(C x → C δx).
Therefore it is enough to find (g′)x : Px → B[x] such that (f ′)x = h[x] ◦ (g′)x.
By the exactness of the sequence we started with, the map h[x] : B[x] → C [x]
is surjective, and since Px is projective we find (g′)x : Px → B[x]. 
5.2. Braden-MacPherson sheaves. In the following we assume that the
order on the set of vertices is bounded from above, i.e. that for any vertex v
of G the set {x | x ≥ v} is finite.
Theorem 5.2. For any v ∈ G there exists an object B(v) ∈ Cref , unique up
to isomorphism, with the following properties:
(1) B(v) is indecomposable and projective.
(2) supp(B(v)) ⊂ {x | x ≥ v} and B(v)v ∼= S.
Moreover, every indecomposable projective object in Cref is isomorphic to B(v)
for a unique v ∈ G.
Proof. Let v be a vertex of G. We first use the Braden-MacPherson algo-
rithm (cf. [BMP], 1.4) to construct a G-sheaf B(v) and then we show that it
has all the properties listed in the theorem. Its uniqueness follows from the
construction (cf. Lemma 5.3).
We build B(v) inductively, using the order on the vertices. Suppose we
have already constructed B(v)y on a vertex y. As Proposition 5.1 suggests,
we then define B(v)E := B(v)y/αB(v)y for any edge E : y
α
−→ x and we
let ρy,E : B(v)
y → B(v)E be the canonical quotient map. So we only have
to define B(v) on the vertices together with the maps ρ in the downwards
direction.
We set B(v)x = 0 for all edges x with x 6≥ v. Then we define B(v)v = S.
Suppose we have already constructed B(v)y for any vertex y with y < x. As
before we define B(v)δx ⊂
⊕
E∈Eδx
B(v)E as the image of B(v)<x({< x}) and
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we let B(v)x be a projective (i.e. free) cover of B(v)δx as an S-module. The
components of the projective cover map B(v)x → B(v)δx ⊂
⊕
B(v)E define
the maps ρx,E : B(v)
x → B(v)E.
So we have constructed a G-sheaf B(v). By construction supp(B(v)) ⊂
{x | x ≥ v} and B(v)v = S. We now show that B(v) is generated by global
sections, i.e. that (L ◦Γ)(B(v))→ B(v) is an isomorphism. Every m ∈ B(v)x
is a component of a global section, hence Γ(B(v))x = B(v)x for any vertex x.
For an edge E : x
α
−→ y consider the commutative diagram
(L ◦ Γ)(B(v))x = B(v)x
 ))S
S
S
S
S
S
S
S
S
S
S
S
S
S
S
(L ◦ Γ)(B(v))E
gE
// B(v)E .
The vertical and diagonal maps are surjective and αB(v)x is the kernel of the
diagonal map. It is contained in the kernel of the vertical map, hence the
horizontal map is injective, hence an isomorphism. So B(v) is generated by
global sections. It is easy to see that B(v) is indecomposable. Any B(v)x
is free, in particular reflexive, hence Proposition 4.6 gives B(v) ∈ Cref . By
Proposition 5.1, B(v) is projective.
The following Lemma follows from the fact that, if B is an S-module and
A → B is a projective cover, then any endomorphism on A that induces an
automorphism on B is an automorphism. In [BMP], Proposition 1.2, one can
find a stronger statement.
Lemma 5.3. Let B(v) be the G-sheaf constructed above and let f ∈ End(B(v))
be an endomorphism such that f v ∈ EndS(B(v)
v) is an automorphism. Then
f is an automorphism.
Let P ∈ Cref be projective and choose v minimal such that Pv 6= 0. Then
Pv is free over S. Choose a direct summand of rank one in Pv and identify
it with B(v)v. By projectivity the corresponding inclusion and projection
are induced by maps f : B(v) → P and g : P → B(v). Then (g ◦ f)v ∈
End(B(v)v) is the identity, so, by the lemma above, g ◦f is an automorphism.
Thus B(v) is a direct summand of P. This proves uniqueness of B(v) up
to isomorphism and shows that every indecomposable projective in Cref is
isomorphic to B(v) for a unique v ∈ G. 
5.3. A question. When does B(v) admit a Verma flag? On the level of G-
sheaves, admitting a Verma flag means that the kernel of the map B(v)x →
B(v)δx is graded free for all x ∈ G. From this perspective this seems to be
an interesting and strong additional property of the moment graph. It also
implies that the global section of B(v) form a free S-module.
The results in the following show that the moment graphs associated to
blocks outside the critical hyperplanes of the category O of a symmetrizable
Kac-Moody algebra have this property. The results in [BMP] show that this
is also true for moment graphs associated to equivariantly formal varieties.
5.4. Dependance on the base. Let R be the localization of S = S(V ) at
the point 0 ∈ V ∗, i.e. at the maximal ideal S ·V . For everything we have done
so far we can replace S by R. We denote the resulting objects by the index
18 SHEAVES ON MOMENT GRAPHS
R. For example, VR(G) is the R-linear category of objects that admit a Verma
flag.
6. Equivariant Representation Theory
Let g be a complex symmetrizable Kac-Moody algebra, b ⊂ g its Borel
subalgebra and h ⊂ b its Cartan subalgebra. Let U(g), U(b) and S = S(h) =
U(h) be the universal enveloping algebras. We give a short overview of the
equivariant representation theory of g. More details and proofs can be found
in [Fie1] and [Fie2].
6.1. Equivariant modules with a Verma flag. Let R = S(h) be the lo-
calization of the symmetric algebra of h at the point 0 ∈ h⋆. We will work
with R instead of S since, for most of the following representation-theoretic
constructions, it is essential that the base ring is local.
Let τ : S → R be the canonical map. For λ ∈ h⋆ we let Rλ be the h-
R-bimodule that is free of rank one over R and on which h acts according
to the character λ + τ (that means that H ∈ h acts by multiplication with
λ(H) · 1 + τ(H) ∈ R). We have b = [b, b] ⊕ h and the projection b → h onto
the second summand is a morphism of Lie algebras. So we can consider Rλ as
a b-R-bimodule and induction yields a g-R-bimodule
MR(λ) = U(g)⊗U(b) Rλ.
It is called the equivariant (or deformed) Verma module with highest weight λ.
Let M be a g-R-bimodule and µ ∈ h⋆. Then
Mµ := {m ∈M | H.m = (µ(H) · 1 + τ(H))m for all H ∈ h}
is called its weight space of weight µ. We say thatM is an (equivariant) weight
module if M =
⊕
µ∈h⋆ Mµ and we call {µ ∈ h
⋆ | Mµ 6= 0} its set of weights.
The equivariant Verma module MR(λ) is a weight module. Its set of weights
is λ − N · ∆+, where ∆+ ⊂ h⋆ is the set of roots of b (i.e. the set of positive
roots).
LetMR be the category of g-R-bimodules that are weight modules and that
admit a finite Verma flag, i.e. a finite filtration whose subquotients are isomor-
phic to equivariant Verma modules. Let (M : MR(λ)) be the multiplicity of
MR(λ). It is independent of the filtration. MR is a subcategory of the cate-
gory OR, which is the category of g-R-bimodules M that are weight modules
and locally finite for the action of b, i.e. that have the property that for any
m ∈ M the space (U(b) ⊗C R).m is finitely generated over R. Note that OR
is abelian and MR is closed under extensions in OR, so MR inherits an exact
structure.
6.2. Projective objects. Let ∆ ⊂ h⋆ be the set of roots of g and ∆+ ⊂ ∆
the set of roots of b. We define a partial order on h⋆ by setting λ ≥ µ if and
only if λ− µ can be written as a sum of positive roots.
For ν ∈ h⋆ letM6νR be the full subcategory ofMR consisting of modules M
such that Mµ 6= 0 implies µ ≤ ν. This is equivalent to saying that only Verma
modules with highest weights µ with µ ≤ ν occur in a Verma flag. M6νR is
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a subcategory of the analogously defined category O6νR ⊂ OR and it is closed
under extensions, so it inherits an exact structure.
The category O6νR contains enough projective objects and all of them admit
a Verma flag, i.e. they are projective inM6νR . For any λ with λ ≤ ν there exists
an object P6νR (λ) ∈M
6ν
R which is characterized by being indecomposable and
projective and the properties(
P6νR (λ) : MR(µ)
)
6= 0⇒ µ ≥ λ (and µ ≤ ν),(
P6νR (λ) : MR(λ)
)
= 1.
Every indecomposable projective object in O6νR is isomorphic to P
6ν
R (λ) for a
unique λ.
6.3. Block decomposition. For a symmetrizable Kac-Moody algebra g there
exists an invariant, non-degenerate bilinear form (·, ·) : g× g → C. It induces
a non-degenerate bilinear form (·, ·) : h× h→ C and, dually, a non-degenerate
bilinear form (·, ·) : h⋆ × h⋆ → C. Choose ρ ∈ h⋆ such that (ρ, α) = 1 for any
simple root α ∈ ∆+.
Let ∼ be the finest equivalence relation on h⋆ such that λ ∼ µ if there
exist β ∈ ∆ and n ∈ Z with λ − µ = nβ and 2(λ + ρ, β) = n(β, β). This
definition does not depend on the choice of ρ. For an equivalence class Λ ∈
h⋆/∼ letMR,Λ be the subcategory ofMR consisting of all modulesM such that
(M : MR(λ)) 6= 0 implies λ ∈ Λ. The next result follows from the analogous
result in [Fie1], Proposition 2.8.
Theorem 6.1. The functor∏
Λ∈h⋆/∼
MR,Λ → MR,
{MΛ} 7→
⊕
Λ∈h⋆/∼
MΛ
is an equivalence of categories.
Let Λ ∈ h⋆/∼ be an equivalence class. For ν ∈ Λ let Λ
6ν ⊂ Λ be the
subset of elements that are smaller or equal to ν. LetMR,Λ6ν =M
6ν
R ∩MR,Λ
and OR,Λ6ν = O
6ν
R ∩ OR,Λ be the respective truncations. Then M ∈ MR lies
in MR,Λ6ν if and only if (M : MR(µ)) 6= 0 implies µ ∈ Λ
6ν . Let PR,Λ6ν ⊂
MR,Λ6ν be the full subcategory of projective objects. The set {P
6ν
R (λ)}λ∈Λ6ν
is a faithful set of small projectives in the sense of [Mit]. If we denote by
R-mod(PR,Λ6ν )
opp
the category of all additive contravariant functors from PR,Λ6ν
to R-mod, then the functor
OR,Λ6ν → R-mod
(P
R,Λ6ν
)opp
M 7→ M(·) := HomOR(·,M)
is an equivalence of categories.
20 SHEAVES ON MOMENT GRAPHS
6.4. Canonical Verma flags. Let Λ ∈ h⋆/∼ and M ∈ OR,Λ. For any µ ∈ Λ
let M>µ ⊂ M be the sub-g-R-bimodule that is generated by all weight spaces
Mν with ν ≥ µ and let M
6µ be the cokernel of
∑
ν 6 µM>ν ⊂M . Define M
<µ
analogously. For µ, µ′ ∈ Λ with µ ≥ µ′ we have a canonical surjection M6µ →
M6µ
′
, i.e. M6· is a cofiltration indexed by the ordered set Λopp. M admits a
Verma flag if and only if for any µ ∈ Λ the kernel M [µ] := ker(M6µ → M<µ)
is isomorphic to a finite direct sum of copies of the Verma module MR(µ) and
only finitely many of them are non-zero. If M admits a Verma flag we call
M6· the canonical Verma cofiltration of M .
6.5. The associated integral Coxeter system. Let W be the Weyl group
of g. It naturally acts on h⋆. Recall that a root α ∈ ∆ is called real if it is
W-conjugate to a simple root. Roots that are not real are called imaginary.
Let ∆re be the set of real roots and ∆im the set of imaginary roots. For any
β ∈ ∆re let sβ ∈ W be the corresponding reflection.
There is an elegant description of the non-critical equivalence classes Λ ∈
h⋆/∼ as orbits of certain subgroups of W. We say that an element λ ∈ h
⋆ lies
outside the critical hyperplanes, if 2(λ+ ρ, β) 6∈ Z(β, β) for any imaginary root
β ∈ ∆im. We say that an equivalence class Λ ∈ h⋆/∼ lies outside the critical
hyperplanes, if any λ ∈ Λ does. For such Λ let
∆Λ := {β ∈ ∆ | 2(λ+ ρ, β) ∈ Z(β, β) for some λ ∈ Λ} ,
WΛ := 〈sβ | β ∈ ∆Λ〉 ⊂ W,
∆Λ,+ := ∆Λ ∩∆+,
ΠΛ := {α ∈ ∆Λ,+ | sα(∆Λ,+ \ {α}) ⊂ ∆Λ,+},
SΛ := {sα | α ∈ ΠΛ}.
Then (WΛ,SΛ) is a Coxeter system (it is called the integral Coxeter system
for Λ). Denote the linear W-action on h⋆ by λ 7→ w(λ) and let λ 7→ w.λ =
w(λ+ρ)−ρ be the action shifted by ρ. Again it does not depend on the choice
of ρ. Then Λ is a WΛ-orbit in h
⋆, i.e. Λ =WΛ.λ for any λ ∈ Λ.
6.6. The associated moment graph. Let Λ ∈ h⋆/∼ be an equivalence class
outside the critical hyperplanes. The associated moment graph G = GΛ over
h is defined as follows. Its set of vertices is Λ. Let TΛ ⊂ WΛ be the set of
reflections in WΛ and for t ∈ TΛ let α
∨
t ∈ h be the corresponding coroot. The
vertices λ, µ ∈ Λ are linked by an edge if there is a reflection t ∈ TΛ such that
λ = t.µ and λ 6= µ. We label the edge by C ·α∨t ⊂ h. The order on the vertices
is the induced order on Λ ⊂ h⋆.
If λ ∈ Λ is antidominant, i.e. a smallest element in Λ, then WΛ/W
λ
Λ →
Λ, w¯ 7→ w¯.λ is a bijection of ordered sets and GΛ is isomorphic to the moment
graph G(WΛ,SΛ,W
λ
Λ) defined in 2.2. If λ ∈ Λ is dominant, i.e. a largest
element in Λ with respect to the Bruhat order, then GΛ is isomorphic to the
tilted moment graph t(G(WΛ,SΛ,W
λ
Λ)). By Lemma 3.1, GΛ is quasi-finite and
it has the GKM-property since any two coroots that induce different reflections
are linearly independent.
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6.7. The equivariant center. Let Λ ∈ h⋆/∼ be a non-critical equivalence
class. Let ZR,Λ be the center of OR,Λ, i.e. the ring End(idOR,Λ) of endotrans-
formations of the identity functor on OR,Λ. It is naturally isomorphic to the
center of MR,Λ since all projectives in OR,Λ lie in MR,Λ. Let
ev : ZR,Λ →
∏
ν∈Λ
End(MR(ν)) =
∏
ν∈Λ
R
be the evaluation at the Verma modules.
Theorem 6.2 ([Fie1], Theorem 3.6). The evaluation map is injective and
defines an isomorphism
ZR,Λ ∼=
{
(zν) ∈
∏
ν∈Λ
R
∣∣∣∣ zν ≡ zt.ν mod α∨tfor all ν ∈ Λ, t ∈ TΛ
}
.
Hence the center of a block OR,Λ is canonically isomorphic to the structure
algebra ZR(GΛ) of its associated moment graph. Let ν ∈ Λ and let ZR,Λ6ν be
the center of the truncated category OR,Λ6ν . Analogously we have an isomor-
phism
ZR,Λ6ν =

(zµ) ∈
∏
µ∈Λ6ν
R
∣∣∣∣∣∣
zµ ≡ zt.µ mod α
∨
t
for all µ, t.µ ∈ Λ6ν , t ∈ TΛ

 .
So if G6νΛ is the restricted moment graph, i.e. the subgraph that contains only
the vertices that are smaller or equal to ν, we again have an identification
ZR,Λ6ν = ZR(G
6ν
Λ ).
Remark 6.3. It is a non-trivial fact that the restriction ZR,Λ → ZR,Λ6ν is
surjective. This corresponds to the smoothness of flag varieties and to the
fact that the multiplicities in the antidominant projective are at most one
(cf. [Fie2], Lemma 3.8). In the language of moment graphs this means that
the structure sheaf AR,GΛ is flabby.
In the following we denote by VR,Λ and VR,Λ6ν the categories VR(GΛ) and
VR(G
6ν
Λ ).
7. An equivalence of categories
In this section we state and prove the main result, namely Theorem 7.1.
7.1. The structure functor. Let Λ ⊂ h⋆/∼ be an equivalence class outside
the critical hyperplanes. In [Fie2] we defined the structure functor
V = VR,Λ : MR,Λ → ZR,Λ-mod
f .
If Λ contains an antidominant, i.e. smallest element λ, then V = Hom(PR(λ), ·),
where PR(λ) = lim←−
P6νR (λ) is a completion of the truncated antidominant
projective objects. If Λ contains a dominant, i.e. largest element we use the
tilting functor to translate the situation to the antidominant case.
Note that V is exact for the classical exact structure on ZR,Λ-mod
f since
PR(λ) is projective. Let M ∈ MR,Λ. Then M ⊗R Q ∈ MQ,Λ splits into
the direct sum of Verma modules. Applying the structure functor gives the
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canoncial decomposition of VM⊗RQ in 3.2. Hence V transforms the canonical
Verma filtration to the order filtration. In particular, V is exact even for the
non-standard exact structure defined in 4.1.
By [Fie2], Proposition 3.11, the image of a Verma module is a Verma module,
i.e. VMR(λ) ∼= VR(λ), hence the image of MR,Λ is contained in VR,Λ. We
denote the restriction V : MR,Λ → VR,Λ again by V.
Theorem 7.1. The functor V : MR,Λ → VR,Λ is an equivalence of exact cate-
gories.
7.2. The structure of projectives. For ν ∈ Λ the structure functor restricts
to a functor V : MR,Λ6ν → VR,Λ6ν that we denote by V as well. The most
important step in the proof of Theorem 7.1 is the following proposition.
Proposition 7.2. Let P ∈ MR,Λ6ν be projective. Then VP is projective in
VR,Λ6ν .
Proof. We will show that VP has the two properties listed in Proposition 5.1.
In the following we make extensive use of the base change results that are
described in [Fie1], 2.3, and [Fie2].
Let χ ∈ Λ6ν. We want to show that (VP )χ is free over R. Let PC := P ⊗RC
and MC(χ) = MR(χ)⊗R C. Then PC is projective in the classical category O
and MC(χ) is a classical Verma module. Moreover
(P : MR(χ)) = (PC :MC(χ)) = dimCHomO(PC,MC(χ)).
Denote this number by k.
We have HomOR(P,MR(χ)) ⊗R C = HomO(PC,MC(χ)). So we can choose
f1, . . . , fk ∈ HomOR(P,MR(χ)) such that f¯1, . . . , f¯k with f¯i = fi ⊗ 1 is a basis
of HomO(PC,MC(χ)). Consider
f = (f1, . . . , fk) : P →MR(χ)
⊕
k =
⊕
1≤i≤k
MR(χ).
The map Vf : VP → VMR(χ)
⊕k factors over VP → (VP )χ, since VMR(χ) is
supported on χ. We claim that (Vf)χ : (VP )χ → VMR(χ)
⊕
k is an isomor-
phism of R-modules. As VMR(χ) is free over R this shows the first property
in Proposition 5.1.
Let Q be the quotient field of R. For an R-module M we write MQ for its
localization M ⊗R Q. We have a canonical decomposition PQ =
⊕
µ∈Λ6ν PQ,µ
such that each PQ,µ is isomorphic to a direct sum of copies of MQ(µ). Then f
induces an isomorphism PQ,χ ∼= MQ(χ)
⊕
k, hence V(fQ)
χ is an isomorphism.
As V and (·)χ commute with base change, (Vf)χQ is an isomorphism. Since
(VP )χ is torsion free, (Vf)χ is injective. So we are left with showing that
(Vf)χ is surjective.
It is enough to show that Vf is surjective. It suffices to show that it is
surjective at the closed point Spec(C), i.e. we have to show that for f¯ =
(f¯1, . . . , f¯k) : PC →MC(χ)
⊕
k the map Vf¯ : VPC → VMC(χ)
⊕
k is surjective.
We have to distinguish two cases. First we assume that Λ contains an
antidominant element λ. Then V· = HomO(PC(λ), ·). Let P
χ
C
⊂ MC(χ)
⊕
k be
the image of f¯ . By projectivity of PC(λ), imVf¯ = VP
χ
C
. Since VMC(χ) is
one-dimensional, we have to show that the dimension of VP χ
C
is at least k.
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Lemma 7.3. The socle of MC(χ) is simple and isomorphic to MC(λ).
Before we prove the lemma, we finish our previous argument. VMC(χ) is
generated by the composition PC(λ)→ MC(λ)→֒MC(χ). Let g : P
χ
C
→ MC(χ)
be a non-zero map. By the lemma,MC(λ) is contained in the image of g and by
projectivity of PC(λ) any map PC(λ) → MC(χ) factors over g. In particular,
the map Hom(P χ
C
,MC(χ)) → Hom(VP
χ
C
,VMC(χ)), that is induced by V, is
injective.
Every homomorphism PC → MC(χ) factors over P
χ
C
, and the dimension of
Hom(PC,MC(χ)) is k. Hence dimCHom(VP
χ
C
,VMC(χ)) ≥ k. Since VMC(χ) is
one-dimensional, the dimension of VP χ
C
is at least k. This is what we wanted
to show.
Proof of the Lemma. We use induction on the Bruhat order on Λ. The case
χ = λ follows from the fact that MC(λ) is simple. Let χ ∈ Λ and let M ⊂
MC(χ) be a non-trivial submodule. Let ν < χ be a maximal weight of M .
Then there is a non-zero map i : MC(ν)→M . Every non-trivial map between
Verma modules is injective, so by the induction hypothesis there is a non-zero
map MC(λ) → M . So any submodule of MC(χ) contains a copy of MC(λ).
Since the multiplicity of the simple module MC(λ) in MC(χ) is one (cf. [Fie2],
Lemma 3.8), this is the unique simple submodule. 
Now assume that Λ contains a largest element λ. Recall that we want to
show that the map Vf¯ : VPC → VMC(χ)
⊕
k is surjective. Let M⊂ O be the
non-equivariant category of modules that admit a Verma flag andMΩ =M∩
OΩ the corresponding blocks. There is a tilting equivalence t : MΛ → M
opp
t(Λ),
where t(Λ) := −2ρ− Λ is an equivalence class with smallest element −2ρ− λ
(cf. [Soe2] and [Fie2]). ForM ∈MΛ we have VM = Hom(PC(−2ρ−λ), t(M))
⋆,
where ⋆ = Hom(·,C) is the duality functor on ZC,Λ-mod.
The next lemma shows that t(f¯) : t(MC(χ)
⊕
k) → t(PC) is injective. Hence
Hom(PC(−2ρ − λ), t(MC(χ)
⊕
k)) → Hom(PC(−2ρ − λ), t(PC)) is injective, so
the dual map VPC → VMC(χ)
⊕
k is surjective.
Lemma 7.4. Choose M ∈M, µ ∈ h⋆ and a map g : MC(µ)
⊕k →M . Suppose
that gµ : MC(µ)
⊕k
µ →Mµ is injective. Then g is injective.
Proof. Set N = MC(µ)
⊕k. Choose a filtration M = Ml ⊃ Ml−1 ⊃ · · · ⊃ M0 =
0 of M by Verma modules. It induces, via gµ, a filtration Nµ = Nµ,l ⊃ · · · ⊃
Nµ,0 = 0 on the µ-weight space of N . Let Ni ⊂ N be generated by Nµ,i. We get
a map gi : Ni/Ni−1 → Mi/Mi−1 that is injective on the µ-weight space. Now
Mi/Mi−1 is a Verma module and any non-trivial morphism between Verma
modules is injective. Hence gi is injective. This is the case for any i, so g is
injective. 
So we proved that (VP )χ is free over R in both cases. We still have to
show the second property in Proposition 5.1. Let E : χ
α∨
−→ χ′ be an edge,
starting at χ, i.e. χ < χ′. Since VP has a Verma flag, it is determined by
local relations, so we can identify (VP )χ → (VP )E with the quotient map
(VP )χ → (VP )χ/(VP )χ. So we have to show that (VP )χ = α
∨(VP )χ. It is
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clear that α∨(VP )χ ⊂ (VP )χ, hence we must show that any m ∈ (VP )χ is
divisible by α∨ in (VP )χ.
Denote by Mα∨ the localization M ⊗R Rα∨ of an R-module M at the ideal
generated by α∨. It is enough to show that m ∈ (VP )χ is divisible by α
∨ in
the localization ((VP )χ)α∨ . Note that ((VP )
χ)α∨ = (VPα∨)
χ since V and (·)χ
commute with base change.
The module Pα∨ is projective inMα∨ , the corresponding version ofM over
Rα∨ (cf. [Fie1], Proposition 2.4). The category Mα∨ splits into generic and
subgeneric blocks. Since χ < χ′, the only contribution to (VPα∨)
χ comes from
the direct summands isomorphic to the antidominant projective object Pα∨(χ).
By [Fie1], Lemma 3.12, VPα∨(χ) is isomorphic to the local structure algebra
Zα∨(E). But Zα∨(E)χ = α
∨ · Zα∨(E)
χ, hence (VPα∨)χ = α
∨ · (VPα∨)
χ. 
7.3. The representation functor. Recall the tilting duality t : MR,Λ
∼
−→
MoppR,t(Λ) (cf. [Fie2], 2.6), where t(Λ) = −2ρ − Λ. By definition we have VΛ =
∗ ◦ Vt(Λ) ◦ t, where (·)
∗ = HomR(·, R). We can identify Gt(Λ) with the tilted
moment graph t(GΛ). Using the tilting duality VR,Λ
∼
−→ VoppR,t(Λ) (cf. 4.6) we see
that it is enough to consider the case that Λ contains an antidominant element
in order to prove Theorem 7.1.
Since every object in MR,Λ or in VR,Λ lies in some suitably truncated sub-
category, we only have to show that V : MR,Λ6ν → VR,Λ6ν is an equivalence.
For this we construct an inverse functor.
We have an equivalence OR,Λ6ν
∼
−→ R-mod(PR,Λ6ν )
opp
(cf. 6.3). For M ∈
VR,Λ6ν and P ∈ PR,Λ6ν we set (WM )(P ) := HomVR(VP,M ). This yields
an additive contravariant functor WM : PR,Λ6ν → R-mod, hence an object
WM ∈ OR,Λ6ν and we get a functor
W : VR,Λ6ν → OR,Λ6ν .
By Proposition 7.2, VP is projective in VR,Λ6ν for any P ∈ PR,Λ6ν , hence W
is an exact functor.
7.4. Natural transformations. Let P ∈ PR,Λ6ν and M ∈ MR,Λ6ν . The
functor V induces a map HomOR(P,M) → HomVR(VP,VM), hence a map
M(P )→ (W ◦ V)(M)(P ) that is both functorial in M and P , hence we get a
natural transformation idM
R,Λ6ν
→W ◦ V.
Proposition 7.5 ([Fie2], Theorem 3.15). For M,N ∈MR,Λ6ν the map
HomOR(M,N)→ HomVR(VM,VN)
is an isomorphism.
Proof of Theorem 7.1. The proposition above means that the natural trans-
formation idM
R,Λ6ν
∼
−→ W ◦ V is an isomorphism. Let µ ∈ Λ6ν. From
VMR(µ) ∼= VR(µ) (cf. 4.5) we get WVR(µ) ∼= MR(µ). Since W is exact, for
any M ∈ VR,Λ6ν the module WM has a Verma flag. Hence we get a functor
W : VR,Λ6ν →MR,Λ6ν .
For any projective P ∈ PR,Λ6ν , the module VP is projective in VR,Λ6ν . If
P is indecomposable, then so is VP . Since both V and W do not change the
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support, we get VP6νR (µ)
∼= B6νR (µ) and WB
6ν
R (µ)
∼= P6νR (µ), where B
6ν
R (µ)
is the Braden–MacPherson sheaf on G6νΛ .
All that remains to show is that V ◦W is isomorphic to the identity functor
on VR,Λ6ν . By Lemma 3.12 in [Fie2] we have a natural identification Z
6ν
R,Λ =
End(P6νR (λ)) = VP
6ν
R (λ). Moreover, for any M ∈ VR,Λ6ν , the object WM
is characterized by HomOR(P,WM ) = HomVR(VP,M ) for any P ∈ PR,Λ6ν .
Hence
(V ◦W)(M ) = HomOR(P
6ν
R (λ),WM )
= HomVR(VP
6ν
R (λ),M )
= HomZR(Z
6ν
R,Λ,M )
= M .
This finishes the proof of Theorem 7.1. 
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