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Abbreviations 
ACC  Anterior cingulate cortex 
AP  Action potential 
BOLD  Blood-oxygenation-level-dependent 
EEG  Electroencephalography 
FMRI  Functional magnetic resonance imaging 
GLM  General linear model 
HRF  Hemodynamic response function 
ISI  Inter-stimulus interval 
MEG  Magnetoencephalography 
MI  Primary motor cortex 
MNI  Montreal Neurological Institute (template space) 
MRI  Magnetic resonance imaging 
PPC  Posterior parietal cortex 
PET  Positron emission tomography 
PSP  Postsynaptic potential 
PSS  Parietal somatosensory strip 
RF  Radiofrequency 
SEF  Somatosensory evoked field 
SNR  Signal-to-noise ratio 
SPM  Statistical parametric mapping 
SSA  Supplementary sensory area 
SI  Primary somatosensory (cortex) 
SII  Secondary somatosensory (cortex) 
TE  Time to echo 
TR  Time to repeat 
VPL  Ventral posterior lateral nucleus (of the thalamus) 
VPM  Ventral posterior medial nucleus (of the thalamus) 
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Abstract 
Tactile sensation plays an important role in everyday life. While the somatosensory 
system has been studied extensively, the majority of information has come from studies 
using animal models. Recent development of high-resolution anatomical and functional 
imaging techniques has enabled the non-invasive study of human somatosensory cortex 
and thalamus. 
This thesis provides new insights into the functional organization of the human 
brain areas involved in tactile processing using magnetoencephalography (MEG) and 
functional magnetic resonance imaging (fMRI). The thesis also demonstrates certain 
optimizations of MEG and fMRI methods. 
Tactile digit stimulation elicited stimulus-specific responses in a number of brain 
areas. Contralateral activation was observed in somatosensory thalamus (Study II), 
primary somatosensory cortex (SI; I, III, IV), and post-auditory belt area (III). Bilateral 
activation was observed in secondary somatosensory cortex (SII; II, III, IV). Ipsilateral 
activation was found in the post-central gyrus (area 2 of SI cortex; IV). In addition, phasic 
deactivation was observed within ipsilateral SI cortex and bilateral primary motor cortex 
(IV). Detailed investigation of the tactile responses demonstrated that the arrangement of 
distal-proximal finger representations in area 3b of SI in humans is similar to that found in 
monkeys (I). An optimized MEG approach was sufficient to resolve such fine detail in 
functional organization. The SII region appeared to contain double representations for 
fingers and toes (II). The detection of activations in the SII region and thalamus improved 
at the individual and group levels when cardiac-gated fMRI was used (II). Better detection 
of body part representations at the individual level is an important improvement, because 
identification of individual representations is crucial for studying brain plasticity in 
somatosensory areas. 
The posterior auditory belt area demonstrated responses to both auditory and 
tactile stimuli (III), implicating this area as a physiological substrate for the auditory-
tactile interaction observed in earlier psychophysical studies. Comparison of different 
smoothing parameters (III) demonstrated that proper evaluation of co-activation should be 
based on individual subject analysis with minimal or no smoothing. 
Tactile input consistently influenced area 3b of the human ipsilateral SI cortex 
(IV). The observed phasic negative fMRI response is proposed to result from 
interhemispheric inhibition via trans-callosal connections. 
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This thesis contributes to a growing body of human data suggesting that processing 
of tactile stimuli involves multiple brain areas, with different spatial patterns of cortical 
activation for different stimuli. 
 7
1 Introduction 
In our everyday interaction with our nearby environment, tactile sensation is 
essential. Major tactile input comes in via our hands, which serve as primary tools for 
exploring and manipulating objects and tools. Touch can also be exploited in tasks, 
normally assigned to other senses, such as Braille tactile reading and facilitation of 
hearing. 
Invasive studies have shown a well-ordered somatotopic arrangement of different 
body parts in the primary somatosensory cortex (SI) of both monkeys (Woolsey et al., 
1942; Merzenich et al., 1978) and humans (Foerster, 1936; Penfield and Boldrey, 1937). 
Moreover, in monkeys several separate somatotopic maps of the hand have been identified 
in different cytoarchitectonic areas of SI cortex (Merzenich et al., 1978; Nelson et al., 
1980). Unraveling such finely detailed functional organization in somatosensory cortices 
of humans has been hampered by the paucity of opportunities to directly record responses 
from the depth of the central sulcus and the lateral sulcus, where considerable parts of the 
SI and SII cortices are located. 
The development of non-invasive brain imaging techniques such as whole-scalp 
magnetoencephalography (MEG) and functional magnetic resonance imaging (fMRI) has 
enabled detailed studies on functional organization of the human brain. For example, 
somatosensory evoked magnetic fields (SEFs), recorded with MEG, can be easily picked 
up from the human SI and SII cortices (for a review, see Hari and Forss, 1999). FMRI also 
allows accurate study of subcortical structures. 
This thesis focuses on tactile processing in different functional brain areas. Using 
MEG and fMRI as research tools, body part representations were studied within 
somatosensory areas, responses to ipsi- and contralateral stimuli were characterized, areas 
receiving auditory–tactile input were identified, and cardiac-triggered fMRI was used to 
investigate tactile processing in the SII cortex and thalamus. 
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2 Background 
2.1 Somatosensory system 
The somatosensory system has separate subsystems for detecting mechanical and 
thermal/painful stimuli. The mechanosensory subsystem can be further divided into 
proprioceptive (mechanical displacements in muscles and joints) and tactile (mechanical 
touch) components. The following subsections will examine the tactile system in greater 
detail. 
2.1.1 Tactile receptors 
The somatosensory system is unique in the sense that the receptors are spread all 
over the body, in the skin and beneath it. Among numerous types of different 
somatosensory receptors, high-sensitivity mechanoreceptors are specialized to provide 
tactile information (about touch, pressure, vibration, and cutaneous tension). These tactile 
mechanoreceptors can be subdivided into slowly adapting receptors (Merkel’s disks and 
Ruffini’s corpuscles), which respond to persistent stimuli, and rapidly adapting receptors 
(Meissner’s and Pacinian corpuscles), which respond to rapid changes such as offsets and 
onsets of stimuli. Furthermore, Meissner’s and Merkel’s receptors are located close to the 
skin surface, and their small receptive fields allow differentiating small spatial differences. 
On the other hand, Pacinian and Ruffini’s receptors are mainly subcutaneous, have large 
receptive fields and poor spatial resolution (Purves and Williams, 2001). 
According to Johnson and colleagues (2000), Merkel’s receptors are responsible 
for form and texture information, Meissner’s receptors provide feedback information, 
required for grip control (sensitive to low-frequency skin motion), Pacinian receptors 
detect distant events by vibration transmitted through objects and tools, and Ruffini’s 
receptors provide information used for the perception of hand conformation and of forces 
acting on it. 
2.1.2 Tactile afferent pathways 
The cell bodies of the first neurons in the afferent tactile pathway are situated in 
the spinal ganglia, close to the spinal cord. They deliver signals from peripheral 
mechanoreceptors via the cuneate or gracile fascicle of the dorsal horn to target neurons 
situated at the brainstem level in cuneate nucleus (upper part of the body) or gracile 
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nucleus (lower part of the body). The fibers, uncrossed up to this level, cross the body 
midline in the brainstem within medial lemniscus and reach the ventral posterior lateral 
(VPL) nucleus of the thalamus. They synapse onto thalamic relay neurons, which deliver 
information to the SI cortex (mainly to area 3b). 
Tactile information from the anterior two thirds of the head is carried through the 
trigeminal portion of the mechanosensory system. This pathway is also crossed only once, 
in the medial lemniscus, and its three relay stations reside (i) in the trigeminal ganglion, 
(ii) the principal nucleus of trigeminal complex, and (iii) in the ventral posterior medial 
(VPM) nucleus of the thalamus. 
It should be noted that a small subset of tactile signals is transmitted via the 
anterolateral system along with thermal and pain signals (afferent fibers decussate at the 
spinal level and ascend to VPL within the anterolateral tract on the contralateral side) 
(Kandel et al., 2000). 
2.1.3 Cortical somatosensory areas 
SI cortex 
The SI cortex receives primary afferent input from the thalamus and is located in 
the postcentral gyrus of the human brain. Based on cytoarchitectonic characteristics, the SI 
cortex has been subdivided into 4 areas (Geyer et al., 1999; Grefkes et al., 2001) as 
depicted in Figure 2.1: 
area 3a (occupies mainly the fundus of the central sulcus), 
area 3b (occupies the posterior bank of the central sulcus), 
area 1 (occupies mostly the crown of the postcentral gyrus), 




Main somatosensory cortex areas (SI, PPC and SII) and cytoarchitectonic subdivisions of 
the SI cortex, areas 3a, 3b, 2 and 1, are shown in the transverse to the postcentral gyrus cut. 
Area 3b mainly receives direct thalamic input, whereas areas 1 and 2 of SI receive 
main input from area 3b and only minor input from thalamus (Jones and Powell, 1970). 
Area 3b in monkeys and the SI area described for most mammals have similar 
cytoarchitectonic structure and orientation of the body maps, and receive major thalamic 
input from the ventroposterior nucleus. To acknowledge this homology, the term “proper 
SI” was suggested to distinguish area 3b amongst other areas (3a, 1 and 2) of the SI cortex 
in monkeys (Merzenich et al., 1978; Kaas et al., 1981).  
The areas of the SI cortex also differ by their function: Areas 3b and 1 respond 
primarily to cutaneous stimuli, whereas area 3a responds mainly to proprioceptive stimuli, 
and area 2 processes both tactile and proprioceptive stimuli (Powell and Mountcastle, 
1959; Hyvärinen and Poranen, 1978; Iwamura et al., 1983a; 1983b, 1993). Within the SI 
cortex, the complexity of the functional properties of neurons is increasing in the rostro-
caudal direction: Simple organization of receptive fields in area 3b, larger, often 
overlapping receptive fields in area 1, and even more complex receptive fields in area 2 
(Hyvärinen and Poranen, 1978; Iwamura et al., 1980; 1983a; 1983b; 1993). 
In humans, a similar organization of the SI cortex in the rostro-caudal direction has 
been confirmed in numerous fMRI studies (Francis et al., 2000; Krause et al., 2001; 
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Deuchert et al., 2002; Young et al., 2004; Ruben et al., 2006): These studies have 
demonstrated that in this direction convergence and integration of different tactile inputs 
lead to progressive blurring of the somatotopy (Young et al., 2004), increased overlap of 
finger representations (Francis et al., 2000; Kurth et al., 2000; Krause et al., 2001; 
Deuchert et al., 2002), and greater suppression of multidigit inputs (Ruben et al., 2006). 
 
SII cortex 
According to Eickhoff et al. (2006a) the nomenclature for secondary 
somatosensory cortex (SII) cortex was primarily introduced to describe a second 
somatotopic representation of cat’s feet, found next to the previously described SI cortex 
(Adrian, 1940). This historical order of discoveries has determined the numbering and 
naming of the somatosensory cortices: the primary (first) and the secondary (second) 
somatosensory cortex (Burton and Robinson, 1981). In humans, the SII cortex was 
detected in the parietal operculum with direct electrical stimulation during epilepsy 
surgery (Penfield and Jasper, 1954). The first non-invasive recordings of SII activity in 
humans were obtained with MEG (Hari et al., 1983b; 1984). 
The SII cortex responds bilaterally to electrical nerve stimulation (Hari et al., 
1983b; 1984; 1993), light touch (Disbrow et al., 2000) and painful stimuli (Hari et al., 
1983a; Huttunen et al., 1986; Hari et al., 1997; Ferretti et al., 2003; 2004) and its activity 
is strongly modulated by tactile attention (Mima et al., 1998). 
Recent histological studies on human post-mortem brains have revealed four 
distinct cytoarchitectonic areas within the SII region (Eickhoff et al., 2006a), whereas in 
monkeys only three distinct areas have been described (Krubitzer and Kaas, 1990). 
Comparison with previous functional studies demonstrates that these four 
cytoarchitectonically defined areas are likely anatomical correlates of the functionally 
defined SII region in the human parietal operculum (Eickhoff et al., 2006b). 
Posterior parietal cortex (PPC) 
Another important somatosensory area is the posterior parietal cortex (PPC) which 
occupies most of lateral parietal cortex not included in SI and SII. In monkeys, the PPC 
comprises cytoarchitectonic areas 5 and 7, whereas in humans the analogues of these 
cytoarchitectonic areas occupy only the superior part of the PPC, above the intraparietal 
sulcus, and human-specific areas 39 and 40 comprise the inferior part of the PPC (Zilles 
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and Palomero-Gallagher, 2001). Somatosensory evoked responses in the human superior 
PPC were first recorded with MEG in our laboratory (Forss et al., 1994b). 
The PPC is known as “parietal association area” and is considered to integrate 
tactile and motor processing and to combine these with other sensory information. Its role 
appears crucial in visual-motor integration and control of visually guided movements 
(Rizzolatti et al., 1997; Fogassi and Luppino, 2005; Culham and Valyear, 2006; Iacoboni, 
2006), perception of personal and peripersonal space, spatial attention (Prado et al., 2005; 
Culham and Valyear, 2006), and route navigation (Nitz, 2006). The importance of the PPC 
in space perception is emphasized by such lesion-induced phenomena as spatial neglect 
and visual, tactile, olfactory or auditory extinction (Vallar, 1998), and optic ataxia 
(Karnath and Perenin, 2005). 
The PPC also belongs to the cerebral network controlling both voluntary and non-
voluntary movements (Schnitzler et al., 2006) such as slow voluntary movements (Gross 
et al., 2002), voluntary (Pollok et al., 2004) and parkinsonian tremor (Timmermann et al., 
2003). 
Supplementary sensory area (SSA) 
Penfield and Jasper (1954) elicited contra- and sometimes bilateral sensations in 2 
patients by applying electrical stimulation to the posterior part of mesial parietal cortex 
which they named a supplementary sensory area (SSA). Recordings in this area in 
monkeys have revealed neurons with large receptive fields embodying the trunk, face and 
limbs, but no neurons with receptive fields on the distal proximities (Murray and Coulter, 
1981), suggesting that traditionally employed stimulation of distal limbs (such as 
stimulation of tibial or median nerves) is inadequate for electrophysiological studies of the 
SSA (Allison et al., 1991). Intraoperative and chronic implant subdural recordings in 47 
patients have still failed to reliably localize the SSA within the mesial parietal cortex 
(Allison et al., 1996). 
The function of the SSA still remains vague. Only large lesions of the mesial 
parietal cortex have caused somatosensory disruption, a pansubmodality somesthetic 
syndrome. The clinical picture then resembles lesions of the SI cortex (Caselli, 1991), but 
despite the severity of the disruption, a considerable recovery occurs (Caselli, 1993). The 
similarity in the clinical picture suggests active interaction between the SI cortex and the  
SSA, while good recovery suggests somewhat redundant and, hence, well-compensated by 
other regions role of the SSA in the sensory processing (Caselli, 1993). 
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2.1.4 Functional organization of tactile processing 
Serial vs. parallel processing in SI and SII cortices 
In addition to cortico-cortical connections between the SI and SII cortices (Jones 
and Powell, 1969), monkey studies have revealed that both SI and SII cortices receive 
direct thalamic input (Jones and Powell, 1970; Stevens et al., 1993), and thalamic neurons 
projecting to the SI and SII cortices have no “systematic differences in functional 
capacities” (Zhang et al., 2001b). These findings advocated parallel processing of thalamic 
input in the SI and SII cortices in primates, as occurs in lower mammals, e.g., cats 
(Turman et al., 1992). A strong evidence for serial processing in marmosets was obtained, 
when surgical ablation of the SI cortex resulted in unresponsiveness of SII neurons 
(Garraghty et al., 1990). These results were later on challenged by Zhang and colleagues 
(1996; 2001a), who applied reversible cooling ablation of the SI and SII cortices in 
marmoset monkeys to demonstrate equally independent processing of the sensory input in 
the SI and SII cortices and, hence, equal hierarchy of the human SI and SII cortices in a 
parallelly organized network of sensory processing. 
In humans, serial processing of tactile input in the SI and SII cortices has been 
favored by the MEG (Hari et al., 1984; Disbrow et al., 2001; Inui et al., 2004) and intra-
cortical potential findings (Frot and Mauguiere, 1999), which have shown later latency of 
SII responses as compared with early SI responses. Nevertheless, an MEG study on stroke 
patients has suggested functional independence of tactile processing in the ipsilateral SII 
cortex to take place under certain circumstances (Forss et al., 1999), despite the 
considerably later latency of the SII responses. Moreover, an MEG study, exploiting an 
omitting stimulus paradigm, has favored parallel processing by demonstrating 
simultaneous early responses in the SI and SII cortices (Karhu and Tesche, 1999). Thus, 
one might conclude that the position of the human SI and SII cortices in the hierarchy of 
tactile processing is still under debate. 
Body surface maps in SI, SII and thalamus 
The anatomical structure of the afferent pathways results in systematically 
arranged surface body maps in somatosensory cortex. One spinal ganglion receives 
peripheral input from one dermatome of the body surface (dermatomes can be defined on 
the basis of this innervation). Thus, axons from a given dermatome gather into a bundle in 
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a spinal ganglion. These bundles enter the spinal cord at the lateral border of the posterior 
column and ascend. Consequently, an incoming bundle always occupies the most lateral 
place in the posterior column, in the immediate vicinity of its entrance into the spinal cord. 
Such placement results in a strictly defined order of the axon bundles within the posterior 
column. Such systematic arrangement is preserved throughout the afferent pathway and 
thalamus, and is observed also at the cortical level. In the SI cortex sacral dermatomes are 
represented most medially, lumbar and thoracic centrally, cervical dermatomes laterally 
and trigeminal portion (face) most laterally (Kandel et al., 2000). 
Invasive studies have shown such well-ordered somatotopic arrangement of 
different body parts to exist in the SI cortex of both monkeys (Woolsey et al., 1942; 
Merzenich et al., 1978) and humans (Foerster, 1936; Penfield and Boldrey, 1937). In 
humans, this somatotopic arrangement in the medial-lateral direction has been confirmed 
with different non-invasive methods such as positron emission tomography (PET) (Fox et 
al., 1987), MEG (Hari et al., 1984; Okada et al., 1984; Baumgartner et al., 1991b; Hari et 
al., 1993), fMRI (Gelnar et al., 1998; Maldjian et al., 1999), and even scalp 
electroencephalography (EEG) (Buchner et al., 1995). 
Moreover, monkey studies have demonstrated that each of the four 
cytoarchitectonic areas of the SI cortex contains a separate complete somatotopic map of 
the body (Merzenich et al., 1978; Nelson et al., 1980; Kaas et al., 1981). Cortical potential 
recordings in humans are consistent with multiple body representations within the SI 
cortex. For example, models with multiple (two) sources in the SI cortex robustly explain 
most of the signal obtained with electrocorticography recordings (Allison et al., 1989b). 
More recent PET (Burton et al., 1997), MEG (Hashimoto et al., 2001) and fMRI findings 
(Lin et al., 1996; Gelnar et al., 1998; Kurth et al., 1998; Francis et al., 2000; Kurth et al., 
2000; Krause et al., 2001; Deuchert et al., 2002; Blankenburg et al., 2003; Ruben et al., 
2006) have unequivocally demonstrated multiple body representations within the human 
SI cortex. 
In addition to the medial-lateral arrangement, in monkeys the body maps in area 3b 
and 1 are mirror images of each other so that, for example, the proximal phalanges of the 
fingers are represented close to the common border of areas 3b and 1 and the fingertips are 
represented further away from the border (Merzenich et al., 1978; Nelson et al., 1980). 
To investigate such distal-proximal orientation within cytoarchitectonic areas of 
the human SI cortex, high resolution non-invasive methods are required. The few MEG 
studies addressing this issue failed to demonstrate distinct distal-proximal arrangement 
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within area 3b and thus argued that the representation was smeared or even non-existent in 
humans (Hashimoto et al., 1999a; 1999b; Druschky et al., 2002). To study whether distal-
proximal somatotopic arrangement does exist in human area 3b, in Study I we applied 
tactile stimuli to the distal and proximal phalanges of the index finger in 11 healthy adults. 
In comparison with the earlier MEG studies, we recorded cortical responses with a higher 
resolution whole-scalp neuromagnetometer (I). 
Within the human SII region, rough somatotopic arrangement has been observed in 
numerous MEG (Hari et al., 1993; Del Gratta et al., 2002) and fMRI studies (Del Gratta et 
al., 2000; Disbrow et al., 2000; Ruben et al., 2001; Ferretti et al., 2003; 2004). Detailed 
fMRI studies have successfully demonstrated at least 2 distinct somatotopic body maps in 
the human SII region (Disbrow et al., 2000; Ferretti et al., 2003; 2004). 
In the thalamus, crude somatosensory body maps have been identified in 
neurodegeneration (Jones and Powell, 1970) and neuroanatomical tracing (Krubitzer and 
Kaas, 1992) studies in monkeys. In the human thalamus, the finger representation has 
been previously identified with fMRI in the VPL nucleus during stimulation of the palm 
with a blunt wooden probe in 1-min blocks (Davis et al., 1998). In addition, noxious 
thermal stimuli elicited fMRI activations in dorsomedial nuclei, and in the VPL (thumb 
stimuli) or the VPM nucleus (face stimuli) (DaSilva et al., 2002). Thalamic fMRI 
activations were also observed during self-produced hand, foot and lip movements 
(Lehericy et al., 1998; Gerardin et al., 2003). 
Detection of sensory body maps in the human thalamus creates a real challenge for 
current non-invasive neuroimaging techniques. First, the investigated structures, thalamic 
nuclei, are much smaller than, for example, the SI cortex or even its cytoarchitectonic 
subdivisions, and, hence, particularly high spatial resolution is required. Second, these 
structures are buried deep within the brain, which makes it difficult to study them with 
EEG or MEG. FMRI seems a suitable method, as it has high spatial resolution, and the 
signal is not hampered by the deep position of the thalamus. The fMRI signal is, however, 
compromised by the presence of large vessels in the vicinity of the thalamus, which 
increase signal variance due to heart-function-related artifacts (Dagli et al., 1999) and 
cause movement of the thalamus with the velocity of up to 1.5 mm/s (Poncelet et al., 
1992). One possibility to deal with these artifacts is to use cardiac-gated fMRI as was 
done in the present Study II (see section “Cardiac-gated fMRI” for details). 
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Plasticity 
Sensory body maps are adaptively reorganized to reflect recent experience and 
learning (Buonomano and Merzenich, 1998; Feldman and Brecht, 2005). For example, in 
monkey SII cortex, extensive plastic changes take place after surgical elimination of the 
hand representation in SI: the hand area in SII is occupied by foot representation within 2 
months (Pons et al., 1988). Plastic reorganization takes place even within strictly arranged 
somatotopic maps in areas 3b and 1. For example, after transsection of the median nerve, 
the cortex previously devoted to the innervated surface has been occupied by neighboring 
body part representations, without changes in the general somatotopic order (Merzenich et 
al., 1983). 
Neuroimaging studies have successfully documented plastic changes within the 
human neocortex. For example, an MEG study demonstrated plastic changes within area 
3b of SI cortex after surgical separation of fingers in syndactyly patients (Mogilner et al., 
1993). An extensive training has also been shown to result in the reorganization of cortical 
representations (Kelly and Garavan, 2005), e.g., in Braille readers (Pascual-Leone and 
Torres, 1993) and in musicians (Elbert et al., 1995). 
Clearly, knowledge on body part representations is a prerequisite for studying 
plastic changes, i.e., reorganization of body maps, in somatosensory regions. To reveal 
body part representations within human somatosensory cortex researchers have 
successfully employed fMRI, MEG, and high-density EEG (for an extensive review, see 
Rossini and Pauri, 2000). 
Ipsilateral input to SI cortex 
In intracranial recordings, area 3b of the human SI cortex is activated only by 
contralateral tactile stimuli, whereas the more posterior parietal cortex (possibly areas 1, 2, 
and 5) may display long-latency responses also to ipsilateral activation of the 
somatosensory afferents (Allison et al., 1989a). Ipsilateral input to the human SI cortex 
has been suggested by EEG studies dating back to the 1970’s (Tamura, 1972), however, 
such scalp EEG findings disagreed with cortical surface recordings (Allison et al., 1989b) 
and have been interpreted as volume conductor artifacts (Allison et al., 1991). 
In MEG recordings on healthy adults, electric median nerve stimulation elicits 
long-latency (90–300 ms) responses in the ipsilateral SI region (Korvenoja et al., 1995; 
1999). However, such findings are rare: only 13 out of 401 neurological patients and only 
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1 out of 81 healthy subjects showed ipsilateral 52-ms responses to median nerve 
stimulation at area 3b (Kanno et al., 2003). Furthermore, not all ipsilateral SI responses do 
reflect ipsilateral projections: For example, a prominent ipsilateral 58-ms response 
followed unilateral finger tapping due to tactile contamination, transmitted to the other 
hand via the table surface (Hari and Imada, 1999). 
In fMRI studies, tactile stimuli elicit activations within ipsilateral postcentral 
sulcus, tentatively in area 2 and/or 5 (Lin et al., 1996; Nihashi et al., 2005). This location 
coincides with a posterior parietal source demonstrated for air-puff and electric median 
nerve stimuli in the MEG recordings (Forss et al., 1994b; 1994a; Inui et al., 2004). 
Activity changes in the ipsilateral hemisphere have also been reported during 
unilateral finger movements or low force grip tasks in fMRI recordings (Allison et al., 
2000; Nirkko et al., 2001; Hamzei et al., 2002; Stefanovic et al., 2004; Newton et al., 
2005). Although these studies typically emphasized deactivation of the ipsilateral primary 
motor (MI) cortex (Hamzei et al., 2002; Stefanovic et al., 2004; Newton et al., 2005), 
inspection of the published figures suggests that the deactivation clusters encompassed the 
ipsilateral SI cortex. 
The distinction between MI and SI responses with fMRI might be challenging. 
Primarily, the confusion between SI and MI cortices could derive from proprioceptive and 
tactile feedback associated with hand movements and from the anatomical closeness of the 
SI and MI cortices on the opposite banks of the rolandic sulcus. Moreover, typical spatial 
smoothing applied in fMRI studies can blur the activations beyond the fragile border. 
Applying pure tactile stimuli and avoiding spatial smoothing seem to be prerequisites for 
reliable dissection of SI responses in fMRI studies. Therefore, we applied pure tactile 
stimuli to fingers of subjects, who kept their hands immobile, to investigate fMRI changes 
within the contra- and ipsilateral SI cortex in Study IV; to reliably separate MI and SI 
responses we applied no spatial smoothing in Experiment 2 of Study IV. 
Auditory–tactile interaction 
The human brain combines all sense information to form percepts of the 
surrounding environment. Different senses then interact to form a common, more reliable 
interpretation of an event. An example of interaction between tactile and auditory 
processing is facilitation of hearing by simultaneous vibrotactile stimuli, both in hearing-
impaired and normally hearing subjects (Sherrick, 1984; Weisenberger and Miller, 1987; 
Levänen et al., 1998; Schürmann et al., 2004). An example of the reverse effect—sound 
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affecting touch—is the “parchment-skin illusion”, which occurs when accentuation of 
high frequencies of the sound produced during rubbing palms leads to modification of the 
tactile percept (Jousmäki and Hari, 1998; Guest et al., 2002). 
MEG studies have demonstrated that the auditory–tactile interaction depends on 
the salience of the stimuli: in the case of more salient tactile stimuli, auditory responses 
seem suppressed (Gobbele et al., 2003), whereas more salient auditory stimuli result in 
suppression of SII responses (Lütkenhöner et al., 2002). 
In monkeys, neurons responsive to somatosensory stimuli have been found in the 
postauditory cortex (Robinson and Burton, 1980), likely to correspond to recent findings 
in the posterior auditory belt area (Schroeder et al., 2001; Fu et al., 2003). In humans, 
neurophysiological studies have identified candidate anatomical correlates for auditory–
tactile interaction. MEG (Lütkenhöner et al., 2002; Gobbele et al., 2003) and fMRI (Foxe 
et al., 2002) and high-density electric potential recordings (Foxe et al., 2000; Murray et al., 
2005) have attributed auditory–tactile interaction to the parietal and temporal operculum, 
SI cortex, and PPC. 
In Study III we hypothesized that psychophysically observed vibrotactile 
facilitation of hearing (Sherrick, 1984; Weisenberger and Miller, 1987; Levänen et al., 
1998; Schürmann et al., 2004) would be reflected in the co-activation  of a certain area by 
vibrotactile and auditory stimuli, indicating parallel input to the area. Our aim was to 
identify such a region of co-activation and to study whether the co-activation would be 
different for vibrotactile stimuli vs. non-vibratory tactile pressure pulses. 
2.2 Brain imaging 
2.2.1 Magnetoencephalography (MEG) 
History of MEG 
The first recordings of human brain’s magnetic activity were done by David Cohen 
in 1968 (Cohen, 1968), who managed to record alpha-rhythm activity of the visual cortex 
with an induction coil magnetometer. Due to insufficient sensitivity of such a 
magnetometer, the signals were averaged time-locked to the simultaneously recorded 
EEG. Successful measurements of spontaneous brain rhythmic activity, that did not 
require any noise averaging (Cohen, 1972), were carried out with an ultrasensitive sensor 
called a SQUID (Superconducting Quantum Interference Device). This type of sensor was 
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invented by Zimmermann and Silver (1966). Its successful introduction into 
magnetocardiographic measurements (Zimmerman and Frederick, 1971) was a milestone 
in the technical development of biomagnetism, including those with neuroscience 
applications. 
The first magnetometers used in biological studies comprised only one SQUID 
(Cohen, 1972). Multi-channel SQUID magnetometers with the capacity to record 
magnetic activity at a number of sites could improve localization of the sources and 
facilitate acquisition by covering a much larger area at a time. In Finland, development of 
multi-channel SQUID devices for brain research was quite rapid in the 1980’s (Kajola et 
al., 1991) when 4-channel (Ilmoniemi et al., 1984), low-noise 7-channel (Knuutila et al., 
1987) and 24-channel SQUID magnetometers (Hämäläinen, 1989; Kajola et al., 1989) 
were developed. 
The development of multi-channel devices culminated in 1992 with the first 
whole-scalp neuromagnetometer, which was developed by Neuromag Ltd. in the Low 
Temperature Laboratory, Helsinki University of Technology and contained 122 channels. 
Accordingly, the first whole-scalp MEG recordings were carried out in Low Temperature 
Laboratory with that very device (Ahonen et al., 1992). With whole-scalp coverage, the 
activity in both hemispheres could be recorded simultaneously, and, hence, hemisphere 
differences could be studied reliably (Mäkelä et al., 1993). 
Genesis of brain currents 
MEG is based on recording of neuromagnetic signals, i.e., magnetic fields that 
accompany electrical activity of neurons. Both postsynaptic potentials (PSPs) and action 
potentials (APs) in neuronal cells are accompanied by magnetic fields. MEG is likely to be 
differentially sensitive to these fields: First, an AP moves along the cell membrane as a 
current quadrupole, which can only be distinguished at very close distances, while a PSP 
forms a current dipole, better detectable at a typical measurement distance. Second, the 1 
ms duration of the AP is much shorter than that of the PSP, which lasts for tens of 
milliseconds and despite its smaller amplitude is assumed to result into a measurable MEG 
signal, thanks to the effective temporal summation. In contrast, APs are likely to have 
negligible if any input onto recorded MEG signal. Based on these considerations, MEG 
has been assumed to reflect mainly the postsynaptic activity in brain tissue (Hari, 1990; 
Hämäläinen et al., 1993; Hari, 1998). 
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The magnetic field generated by one neuron is by far too weak to be detected with 
MEG. Theoretical calculations show that effective summation of 105–106 simultaneous 
PSPs is needed in order to produce a measurable MEG signal. Approximations based on 
either neuronal density of the cortex or intracortical current density agree that already 
100–250 mm2 area of cortex activation can be detected with MEG (Hari, 1990). 
Intracellular postsynaptic currents seem to be the primary source of external 
magnetic fields recorded with MEG, whereas extracellular volume currents generate 
potential distributions recorded with EEG. The external magnetic flux detected with MEG 
has been shown to follow the net intracellular postsynaptic currents in combined MEG and 
EEG recordings (Hari et al., 1980) and later in slice recordings in guinea pig (Okada et al., 
1997). Now, when anatomical data on 3-D structure of neuronal cells become available, 
mathematical models of neuronal cells can be used to gain new insights on the genesis of 
MEG and EEG signals (Murakami and Okada, 2006). 
MEG compared with EEG and fMRI 
Whole-scalp MEG is a popular method for imaging brain activity. The main 
advantage of MEG and EEG over fMRI is the high temporal resolution (under 1 ms). Both 
MEG and EEG signals are caused by the same primary currents in neurons and represent 
electrophysiological events at the neuronal population level, whereas fMRI detects local 
hemodynamic changes, on the basis of which inferences on the neuronal activity are made 
(see section “Functional magnetic resonance imaging” for details). 
A great advancement of MEG was to complement knowledge obtained during 
many years of EEG research: Temporal characteristics of brain activity were 
complemented with precise locations of neuronal generators of the observed activity. For 
instance, neuronal generators of auditory responses in the temporal operculum were first 
reliably localized with MEG (Hari et al., 1980). 
The advantage of MEG over EEG in source localization lies in the transparency of 
skull and surrounding tissues to the magnetic fields (Grynszpan and Geselowitz, 1973; 
Cuffin and Cohen, 1979). Because MEG signal is not distorted by inhomogenities of the 
skull and scalp, MEG resolution appears at least 1/3 better than that of EEG (Cuffin and 
Cohen, 1979; Cohen and Cuffin, 1983). Superior spatial accuracy of MEG over EEG has 
been demonstrated in a study on implanted dipoles (Cohen et al., 1990), even despite 
numerous methodological deficiencies of that experiment disadvantaging MEG (Hari et 
al., 1991; Williamson, 1991; Hämäläinen et al., 1993). 
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Before development of MEG, cortex buried in the fissures had been poorly 
explored, because EEG, while able to record all three orthogonal components of a current 
source, is dominated by radial sources (Cohen and Cuffin, 1983). On the other hand, radial 
sources, within an ideal sphere, produce no external magnetic field (Baule and McFee, 
1965; Grynszpan and Geselowitz, 1973), and tangential sources (parallel to the sphere 
surface) produce non-zero external magnetic field. Such orientation selectivity explains 
MEG’s sensitivity to the tangential sources, located mostly in the fissural cortex. A good 
example of the MEG’s sensitivity to neuronal sources in the fissural cortex is the non-
invasive recordings of SII responses, first obtained namely with MEG (Hari et al., 1983b). 
Surprisingly, a recent modeling study (Liu et al., 2002) has shown better spatial 
accuracy for EEG, although again under certain assumptions which favored EEG: same 
signal-to-noise ratio (SNR) for EEG and MEG, same number and positioning of sensors, 
and, most importantly, same forward problem solution (i.e., head model). In this 
comparison the last one is crucial as it assumes no errors introduced by the head model, 
which, at the moment, does not hold for EEG and is the main advantage of MEG: Since 
the skull and scalp are transparent to magnetic fields only the inner surface of the skull is 
needed for modeling of a source in MEG. On the other hand, the skull and scalp distort 
and smear electric potentials, recorded with scalp EEG. Hence, precise EEG modeling 
necessitates individual realistic multi-compartment head model with known conductivities 
of brain tissue, cerebrospinal fluid, skull and scalp. As a consequence, a lot of uncertainty 
is brought by the conductivity of the layers which are normally assumed or approximated. 
Another advantage of MEG is that no reference is needed and the interpretation of 
the data is straightforward, whereas for EEG recording the selection of reference point is 
crucial. Although certain methods allow presentation of EEG data without a reference, 
e.g., by calculating surface Laplacians (Nunez, 1989), interpretation of the data remains 
problematic for several simultaneous sources. 
Up-to-date modeling studies (Fuchs et al., 1998; Liu et al., 2002) have concluded 
that combination of MEG and EEG is better in source localization than any modality 
alone, stressing the complementary nature of MEG and EEG signals and the benefits of 
their combination, an idea that has been expressed and discussed in much earlier MEG-
related papers (Cohen and Cuffin, 1983, 1987; Baumgartner et al., 1991a; Lopes da Silva 
et al., 1991). 
MEG is used not only in basic brain research, but also in clinical neurophysiology. 
MEG’s accuracy in localizing superficial cortical sources has ensured its employment in 
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epilepsy diagnostics and presurgical mapping (Hari, 2004). At the same time EEG has an 
advantage of portability, which makes it more suitable than MEG for continuous patient 
monitoring (Barkley and Baumgartner, 2003). 
2.2.2 Functional magnetic resonance imaging (fMRI) 
Basics of MRI 
Magnetic resonance imaging (MRI) relies on the behavior of nuclear spins in a 
strong magnetic field. The main sources of the signal measured in MRI studies are 
hydrogen nuclei (protons). 
In a magnetic field, nuclei precess at characteristic resonance frequency that equals 
to the product of the gyromagnetic ratio and the magnetic field strength and is called 
Larmor frequency. Radiofrequency (RF) pulse at this frequency excites nuclei, which 
absorb the energy of the RF pulse and switch from low-energy state (nuclear spin aligned 
along the external magnetic field) to high-energy state (nuclear spin aligned against the 
magnetic field). In addition, the RF excitation pulse brings the nuclei spins to the same 
phase so that they start to precess about the main magnetic field vector with initial phase 
coherence. After the offset of the pulse, the coherence between nuclear spins is gradually 
lost (transverse or T2 relaxation). Nuclear spins also begin to realign with the external 
magnetic field (longitudinal or T1 recovery) and emit energy (at the same Larmor 
frequency). The emitted signal is picked up by a receiving RF coil of an MRI scanner, 
and, on the basis of this signal, an MRI image is reconstructed (Haacke et al., 1999; 
Huettel et al., 2004). 
T1 and T2 relaxation times are the main tissue parameters in MRI imaging. T1 is 
the parameter that describes recovery of longitudinal magnetization which involves 
exchange of energy between lattice and spins, whereas T2 describes decay of transverse 
magnetization caused by spin-spin interactions. T2* is another parameter that describes 
the decay of transverse magnetization due to spin-spin interactions and local field 
inhomogenities (T2* ≤ T2; T2* = T2 only in ideally homogenous tissues). These 
parameters are tissue characteristic, which enables achievement of high between-tissue 
contrast without any external contrast injections, just by manipulating pulse-sequence 
parameters (presuming tissues’ T1 and/or T2* relaxation times do differ). 
 23
BOLD fMRI 
The term fMRI refers to numerous MRI methods that have been developed to track 
brain activity. The most common method of fMRI is blood-oxygenation-level-dependent 
(BOLD) contrast imaging that measures hemodynamic correlates of neuronal responses. It 
exploits hemoglobin as an endogenous contrast agent, relying on the difference in 
magnetic properties of oxyhemoglobin (diamagnetic) and deoxyhemoglobin 
(paramagnetic) (Ogawa et al., 1990). The neuronal activity in a region leads, through 
different mechanisms, to a local decrease of the concentration of deoxyhemoglobin. Such 
decrease results in the lengthening of T2* decay time due to smaller local field 
inhomogenities introduced by paramagnetic deoxyhemoglobin, and, consequently, the 
signal intensity increases in a T2*-weighted image. Thulborn and colleagues (1982) noted 
that the magnitude of the described effect is proportional to the square of the static field 
strength, i.e., the BOLD signal is of larger amplitude and, thus, better detected at strong 
magnetic fields. 
The first BOLD fMRI measurements in humans were published in 1992 
(Bandettini et al., 1992; Kwong et al., 1992; Ogawa et al., 1992). Since then, several 
studies have demonstrated correlation of BOLD signal with neuronal activity. The BOLD 
signal has been demonstrated to correlate most consistently with the level of neuronal 
postsynaptic activity reflected in local field potentials (Logothetis et al., 2001; Mukamel et 
al., 2005; Niessing et al., 2005).  
The mentioned studies on correlation of BOLD signal with neuronal activity dealt 
only with positive BOLD responses (typical BOLD responses, described in the beginning 
of this section). The interpretation of negative BOLD responses in terms of neuronal 
activity has been far more challenging because inhibition, like excitation, is an active 
process with high metabolic costs (Nudo and Masterton, 1986)—and, hence, should also 
result in positive BOLD response (Jueptner and Weiller, 1995). More recent studies have 
suggested, however, that BOLD responses are driven not by metabolic costs of neuronal 
activity but rather by neurotransmitter-related signaling (Attwell and Iadecola, 2002), and 
their amplitudes depend on  calcium influx (Lauritzen, 2005): For example, through the 
inactivation of calcium channels in cortical pyramidal cells, synaptic inhibition would 
result in a negative BOLD response. 
FMRI studies of human visual cortex have suggested negative BOLD responses to 
reflect suppression of neuronal activity (Smith et al., 2000; Shmuel et al., 2002). The 
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negative and positive BOLD responses were, however, spatially adjacent (distances 
between peaks ranged from 2 to 25 mm; Shmuel et al., 2002). Because of the common 
blood supply of spatially close brain areas, it was not possible to rule out local 
hemodynamic mechanisms, uncorrelated with neuronal activity. A more recent study has 
demonstrated negative BOLD responses in the visual cortex of the hemisphere opposite to 
that displaying positive BOLD responses (Smith et al., 2004). Such spatial separation 
excludes local hemodynamic effects as a possible explanation, thereby implying neuronal 
mechanisms in the generation of negative BOLD responses. 
Moreover, recent simultaneous fMRI and intracortical recordings demonstrated tight 
coupling between negative BOLD response and the decrease of neuronal activity in 
monkey primary visual (VI) cortex (Shmuel et al., 2006). Exact neurovascular 
mechanisms underlying this coupling are still to be discovered. 
The spatial resolution of fMRI has been limited to millimeters, because  most of 
T2* BOLD signal, especially at fields below 4 tesla, comes not from parenchyma 
(extravascular component) but from drain veins (intravascular component) (Ogawa et al., 
1993; Bandettini and Wong, 1995). For high field strength, methods are now being 
developed to further improve fMRI resolution at sub-millimeter scale to allow laminar 
separation of activations within cortex (Duong et al., 2001; Goense and Logothetis, 2006). 
This should allow investigating functional organization of the cortex at far finer level. 
New horizons are opening for fMRI applications also in clinical practice (Harel et al., 
2006). For instance, tracking functional recovery of stroke patients appears feasible with 
fMRI, since amplitude of brain activations was shown to correlate with motor recovery 
(Ward et al., 2006). 
Cardiac-triggered fMRI 
FMRI can reveal human brain activations with high precision. The accuracy may, 
however, be impaired by movement and deformation of brain tissue associated with 
cardiac pulsations. Such artifacts might be particularly important in the studies of 
brainstem structures (thalamus is a good example), when the expected area of activation is 
small and voxel size is minimal in order to achieve reasonable spatial resolution. In such 
cases movements of 1.5 mm amplitude (Poncelet et al., 1992) might become an obstacle. 
One possibility to deal with such artifacts is to correct the data after the 
acquisition, using available records of heart function (Biswal et al., 1996; Glover et al., 
2000). Another possibility is to reduce such artifacts by implementing cardiac-triggered 
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fMRI, i.e., synchronization of the fMRI image acquisition to a certain phase of the cardiac 
cycle. The latter technique has been successfully applied to diminish the effects of heart-
function-related movements in the human cortical and subcortical auditory areas 
(Guimaraes et al., 1998; Griffiths et al., 2001; Behrens et al., 2003b; Schönwiesner et al., 
2003; Krumbholz et al., 2005), as well as in the superior colliculus (DuBois and Cohen, 
2000). 
In cardiac-gated fMRI, acquisition of each volume is time-locked to the cardiac 
trigger, which means that varying heart rate leads to varying time between acquisitions of 
consequent volumes (time-to-repetition; TR). Variation of TR results in varying residual 
longitudinal magnetization (T1) effects and, consequently, in signal intensity fluctuations 
that might easily exceed the amplitude of BOLD response. Thus, certain signal intensity 
variations due to unstable TR have to be corrected for (Guimaraes et al., 1998), and 
different methods have been applied successfully to this end (Guimaraes et al., 1998; 
DuBois and Cohen, 2000; Behrens et al., 2003b). 
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3 Aims of the Study 
The thesis aims to deepen our knowledge of tactile processing in the human brain 
by investigating: 
• Distal–proximal index finger representation in area 3b of the SI cortex 
(Study I) 
• Somatotopy in the SII cortex and thalamus using cardiac-triggered fMRI, 
expected to improve detection of tactile activations in the thalamus and 
SII region where BOLD signal is affected by cardiac-pulse-related 
movement (Study II) 
• Brain areas involved in auditory–tactile interaction (Study III) 
• SI and SII responses to tactile stimuli at different frequencies 
(Experiment 1 of Study IV) 
• SI responses to ipsi- and contralateral tactile stimuli (Experiment 2 of 
Study IV). 
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4 Materials and Methods 
4.1 Subjects 
All experiments were carried out on healthy subjects. The experimental protocols 
had received prior approval by the ethics committee of Helsinki and Uusimaa Hospital 
District, and informed consent was obtained from all subjects before the experiment. 
Altogether, 50 healthy subjects took part in the experiments. 
The following table gives an overview of the subjects in each study separately. 




I 11 4/7 30 23–43 
II 10 6/4 24 20–32 












In all studies, tactile stimuli were delivered by balloon diaphragms driven by 
compressed air (Mertens and Lütkenhöner, 2000). In Studies I, II and IV, the tactile 
stimuli were delivered to the volar surface of the right hand fingers, or to both left and 
right hand fingers (but never simultaneously; Experiment 2, Study IV). In Study II, tactile 
stimuli were delivered to lips, right-hand fingers and right toes. Although the stimulus 
intensity was kept equal for all stimulation sites in Study II, subjects perceived the touch 
best in the fingers and toes and often weaker in the lip. 
In Study III, auditory and vibratory stimuli were also used. Auditory stimuli were 
bursts of white noise delivered through stereo headphones. Sound intensity was adjusted 
so that subjects could clearly hear the sounds despite the fMRI scanner noise. 
Vibration stimuli were generated with a vibrotactile stimulator (Levänen et al., 
1998) via two silicon tubes (diameter 29 mm). The tubes were placed to the left and right 
from the subject while (s)he was lying in the magnet bore. Only the right tube was in 
contact with the subject’s body. The subject was touching the tube with the right hand so 
as to maximize finger-to-tube contact, yet with a comfortable relaxed position for the 
hand. 
In all experiments, the subjects were asked to remain vigilant throughout the 
measurement and attend to the stimuli. 
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4.3 MEG recordings and data analysis 
In Study I, somatosensory evoked fields (SEFs) were recorded with a 306-channel 
whole-scalp neuromagnetometer (Vectorview, Neuromag, Helsinki, Finland) that contains 
102 identical triple sensors, each housing two orthogonal planar gradiometers and one 
magnetometer. 
The exact position of the head with respect to the sensors is needed for source 
localization. For this purpose, 4 small coils were placed to different sites on the scalp and 
magnetic signals produced by currents led into those coils were measured. Prior to this 
measurement, the precise locations of the coils with respect to anatomical landmarks on 
the scalp were determined with a three-dimensional digitizer to allow alignment of the 
MEG and MRI coordinate systems. In our head-coordinate system, x-axis passed from the 
left to the right preauricular point, y-axis (orthogonal to x) went forward through the 
nasion, and z-axis went upwards orthogonal to the xy plane. Anatomical head images were 
obtained for most of the MEG subjects by GE Signa™ 3T device and for some by 
Siemens MAGNETOM™ 1.5T device. 
The signals were filtered with a passband of 0.03–200 Hz and digitized at 1 kHz. 
The analysis epoch of 400 ms included a prestimulus period of 70 ms. Epochs coinciding 
with signals exceeding 300 μV in the simultaneously recorded vertical and horizontal 
electro-oculograms were automatically rejected from the analysis. At least 400 single 
responses were averaged for each stimulus. 
For source identification, the signals recorded by the 204 gradiometers were 
analyzed. The head was assumed to be a sphere, the dimensions of which were found from 
individual MRI images. Equivalent current dipoles (ECDs) were used to model sources of 
local cerebral activations. Only dipoles with goodness-of-fit value ≥ 85%, confidence 
volume ≤ 1 cm3, and source strength ≥ 5 nAm were accepted for further analysis. An ECD 
that best explained the first major deflection of the response (judged from comparison 
between modeled and measured waveforms) was found by a least-squares search using a 
selection of 24–32 channels in the area of the maximum response. The procedure resulted 
in the location, orientation, and strength of the ECD in a spherical conductor model. The 
obtained ECDs were overlaid onto individual MRI images to verify source locations with 
respect to anatomical structures. 
Statistical significance was evaluated using paired, two-tailed t tests. 
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4.4 FMRI recordings and data analysis 
Functional MRI was performed on a Signa™ 3T MR scanner (GE Medical 
systems) using a gradient-echo planar imaging sequence (II, III, IV). In Studies II–IV, a 
standard head coil was used for imaging. In Experiment 2 of Study IV, the same MRI 
system, including an EXCITE™ upgrade, was used with an 8-channel head coil. The 
whole brain was covered with axial-oblique slices in the fMRI measurements except for 
Study II when the imaged area covered mainly thalamus and SII region. Structural T1 
images were obtained in the same recording session with fMRI images. 
The acquired fMRI data in Study IV were analyzed with BrainVoyager QX™ (BV 
QX) software (Brain Innovation B.V., Maastricht, Netherlands). In Studies III and II the 
analysis was performed with statistical parametric mapping (SPM), namely software 
packages SPM99 (III) and SPM2 (II) (Wellcome Department of Imaging Neuroscience, 
London, UK, http://www.fil.ion.ucl.ac.uk/spm). 
In all fMRI runs, the first four acquired volumes were omitted from the statistical 
analysis to include only volumes with full magnetic saturation. Preprocessing of the fMRI 
data included 3D motion correction, high-pass filtering and linear trend removal. Gaussian 
spatial smoothing (FWHM = 6 or 8 mm) was used in all studies but Expt. 2 of Study IV, 
when it could impair distinction between activations in the anterior and posterior bank of 
the central sulcus, i.e., between the MI and SI cortices. 
After preprocessing, the (f)MRI data were normalized to Talairach space 
(Talairach and Tournaux, 1988) in BVQX and to MNI (Montreal Neurological Institute) 
space (Evans et al., 1993) in SPM. Further statistical analysis of the normalized data 
included numerous steps, starting with general linear model (GLM) analysis of individual 
data. The predictors used in the GLM analysis were obtained by convolving a stimulation 
time course with the hemodynamic response function (HRF) (Friston et al., 1994; Boynton 
et al., 1996). First, individual data were analyzed and the resulting individual contrast 
images were then subjected to random-effects analysis at the group level. At the group 
level, the contrast images underwent 2-tailed t-tests in BVQX and 1-tailed in SPM (default 
features). The obtained statistical maps were then thresholded at an appropriate p- or t-
value and minimum cluster size (exact numbers are stated separately for each displayed 
map). Correction for multiple comparisons, if any, was done by applying false discovery 
rate (Genovese et al., 2002) in BV QX, and by applying cluster corrected thresholding in 
SPM (Study III). 
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5 Experiments 
5.1 Fingertip and the base of the index finger are only 3 mm apart 
in area 3b (Study I) 
5.1.1 Experimental setup 
Tactile stimuli were delivered to the volar skin of the index finger (distal and 
proximal phalanges) of the (dominant) right hand. Stimulus intensity was adjusted to 
produce clear tactile sensation and was kept identical for all subjects. The stimuli were 
presented in a pseudorandom order every 483 ms to one site at a time and no site was 
stimulated twice in succession. 
5.1.2 Results 
In all subjects distal and proximal stimuli elicited responses in the left rolandic 
area. Due to the relatively short inter-stimulus interval (ISI), no systematic activation was 
observed elsewhere. The responses were stronger to the distal than proximal stimuli in 7 
out of 11 subjects, and the main deflections were double-peaked in 9/11 subjects. The 
earlier deflection peaked at 55 ± 2 ms for distal and at 51 ± 2 ms for proximal stimuli 
(nonsignificant difference; p = 0.2). 
Figure 5.1 Study I 
Magnetic field patterns of responses to distal (A) and proximal (B) stimuli in Subject 7 
(upper part—view from the left side; lower part—view from the vertex) at 52 ms, the moment of 
dipole identification. Magnetic flux out of the head is indicated with solid lines and the flux into the 
head with dashed lines. The arrow denotes the ECD. (C) Sources superimposed on the subject’s 
MR image, with the source area enlarged on the right. The lines denote the dipole direction, 
approximately orthogonal to the cortical surface. (D) Relative source locations of responses to 
proximal stimuli shown in a coordinate system in which each individual's current dipole following 
distal stimuli was situated in the origin. The mean ± SEM source locations are shown in two 
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Forss N, Hari R (2004) Distal-to-proximal representation of volar index finger in human area 3b. 
Neuroimage 21: 696-700. 
Figures 5.1A and 5.1B show magnetic field patterns for Subject 5: The patterns are 
nicely dipolar to distal and proximal stimuli at 52 ms and can be adequately explained by 
single ECDs. Superposition of these sources on the subject’s MR image in Fig. 5.1C 
indicates activation in the posterior bank of the central sulcus, in area 3b of the SI cortex, 
for both stimulation sites. The sources are within 5 mm of each other, and the source to 
distal stimuli is deeper than that to proximal ones. 
Figure 5.1D compares the relative source locations of responses to proximal vs. 
distal stimuli in the sagittal (yz) and coronal (xz) planes at group level (n = 11). The 
sources were 3.1 ± 0.8 mm (p < 0.003) more superior to proximal than to distal stimuli, 
that is, in the direction of depth within the central sulcus. Such a superior–inferior 
difference was observed in 9 out of 11 subjects (p = 0.033; binomial test), whereas in 
other directions the source locations did not differ. 
5.1.3 Discussion 
These results demonstrate a distal-to-proximal arrangement of the index finger 
representation in area 3b of the human SI cortex with about 3 mm deeper sources for distal 
than proximal digit stimulation site. In owl monkeys, distance between distal and proximal 
finger representations is about 1 mm in area 3b, which extends 2.5 mm in the rostrocaudal 
direction (measured from Fig. 2 of Merzenich et al., 1978). Area 3b’s extent of 10–12 mm 
in humans (measured from Figs. 5, 9, and 11 of Geyer et al., 1999) would scale to a distal–
proximal difference of about 4 mm, which makes our estimate of 3 mm quite realistic. 
Interestingly, a recent fMRI study (Blankenburg et al., 2003), which appeared during the 
revision of our paper, reported a 4-mm distal–proximal difference in the depth direction, 
in full agreement with our results and the above considerations. 
The failure of previous MEG studies (Hashimoto et al., 1999a; 1999b; Druschky et 
al., 2002) to detect distal–proximal arrangement of finger representations in SI cortex can 
be explained by a lower SNR and, in part, by a failure to cover both extrema of a dipolar 
field pattern in the 37-channel recordings of Druchky et al. (2002). During long recording 
sessions head movements can also add noise to the data and therefore impair source 
localization. The short ISI and a reasonable number of stimuli allowed us to collect all the 
data in a much shorter time than in the previous MEG studies and with better SNR (as 
estimated from published figures). 
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5.2 Cardiac-triggered fMRI improves differentiation of tactile 
activations in human SII cortex and thalamus (Study II) 
5.2.1 Experimental setup 
For each subject, two different types of fMRI acquisition were used: conventional 
imaging, with a constant TR (3 s), and cardiac-triggered imaging, time-locked to the pulse 
of a subject and, hence, with a variable TR (2.500–3.160 s). The subjects received tactile 
stimuli to fingers, lips, and toes. The stimulus blocks lasted 9 volumes, i.e., 9 x 3 s = 27 s 
during conventional imaging and 26.1 ± 2.6 s during cardiac-triggered imaging 
(mean ± SD across 10 subjects), and alternated with 7-volume rest periods (21 s during 
conventional imaging and 20.4 ± 2.1 s during cardiac-triggered imaging). 
For each subject, two additional fMRI runs without stimulation were acquired with 
TR of 1.5 and 10 s. These runs were necessary for the correction of signal variations 
caused by the variable TR of the cardiac-triggered runs. 
5.2.2 Results 
Thalamus 
Group analysis revealed responses in the posterior part of the thalamus, in areas 
corresponding to the VPL nucleus, which were specific to finger stimuli and were visible 
only with cardiac-triggered imaging (left image in the top row of Fig. 5.2). With 
conventional imaging, statistically significant activations in the thalamus were not 
observed. 
Single-subject analysis revealed statistically significant thalamic activation to 
finger stimulation in five subjects during cardiac-triggered imaging and in two during 
conventional imaging. Responses to lip stimulation were seen in two subjects with both 
methods. Toe stimuli elicited no significant activations in the thalamus. 
SII region 
Figure 5.2 (top row) shows the group-level activation for finger stimuli during 
cardiac-triggered imaging. The finger stimuli elicited activation within parietal operculum: 
one cluster (with 3 local maxima) extending into the depth of the Sylvian fissure in the 
contralateral (left) hemisphere and 2 separate clusters in the ipsilateral hemisphere. During 
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conventional imaging (Fig. 5.2, bottom row) the activations were only seen in the 
contralateral hemisphere. 
 
Figure 5.2 Study II 
Group-level cortical responses to right finger and toe stimulations during cardiac-triggered (top) 
and conventional imaging (bottom), overlaid on average anatomical image of ten subjects. L/R, 
left/right. Adapted from Malinen S, Schürmann M, Hlushchuk Y, Forss N, Hari R (2006) Improved 
differentiation of tactile activations in human secondary somatosensory cortex and thalamus using 
cardiac-triggered fMRI. Exp Brain Res 174: 297-303 with kind permission of Springer Science and 
Business Media. 
Toe stimulation elicited prominent contralateral activations during conventional 
and cardiac-triggered imaging. With either imaging method group-level analysis failed to 
reveal activation clusters for lip stimulation. 
Single-subject analysis demonstrated responses to finger stimulation in all ten 
subjects with both imaging methods in the middle of the lateral sulcus contralateral to 
stimulation. Medial to these activations, in the fundus of the lateral sulcus, 6/10 subjects 
showed additional finger responses during cardiac triggering. With conventional imaging, 
the medial activations were seen only in three subjects. 
Contralateral SII responses to toe (lip) stimulation were seen in 8 (6) subjects 
during cardiac-triggered imaging and in 5 (4) subjects during conventional imaging. 
Efficiency of the correction 
The statistical significance of the fMRI activation is proportional to the signal 
change and inversely proportional to the variance of the fMRI signal, and thus both these 
factors can affect the results. To evaluate the effect of the cardiac-triggering (along with 
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the applied signal correction) we estimated the signal change (response amplitude) and the 
signal variance (residual variance after model fitting). 
Signals from the selected volumes of interest in cardiac-triggered and conventional 
imaging were compared in six subjects (total of 12 sessions) who showed both cortical 
and thalamic responses to finger stimuli. In 5/6 subjects the signal variance was smaller 
during cardiac-triggered than conventional imaging, and the situation was similar both in 
the thalamus and SII cortex. Variance decreased statistically significantly (p < 0.02) in all 
conditions, with an average decrease of 26% for thalamic signals, 38% for the medial and 
40% for the lateral SII responses. In contrast, signal change between the cardiac-triggered 
and the conventional fMRI series was statistically insignificant. 
5.2.3 Discussion 
Cardiac-triggered data acquisition with the applied signal correction improved the 
detection of touch-related activations both in the thalamus and in the SII region, 
particularly at the single-subject level. For example, the number of individual subjects, in 
whom statistically significant activations for finger stimuli were detected, was higher for 
cardiac-triggered than conventional imaging in the thalamus (5 vs. 2) and medial SII 
cortex (6 vs. 3). 
The improved detection of activations by cardiac-triggered imaging with post-
acquisition correction resulted from the decreased variance of the BOLD signal, without 
any statistically significant effect on the strength of the BOLD signal. Our results indicate 
that heart-cycle-related noise can affect the measured signals also at cortical level which is 
in line with the findings on signal changes during the cardiac cycle near the major blood 
vessels: In the internal carotid system, strong influences were found bilaterally along the 
middle cerebral artery, in the superior temporal gyrus and insula, i.e., in the vicinity of the 
SII region (Dagli et al., 1999). Cardiac-triggered fMRI, together with effective signal 
correction, can therefore be applied to improve the detection of tactile responses both in 
the SII cortex and thalamus. 
5.3 Touch activates the human auditory cortex (Study III) 
5.3.1 Experimental setup 
In this study, we used vibrotactile, pulsed-tactile and auditory stimuli in 4 fMRI 
runs. In 2 runs, vibrotactile stimuli were delivered to the subject's right hand, alternating in 
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blocks with control vibrations delivered to the tube that was not in contact with the 
subject. In two other runs pulsed-tactile or auditory stimuli blocks were alternating with 
stimulus-free rest blocks (only one type of stimulus per run). 
5.3.2 Results 
Areas activated by vibrotactile, pulsed-tactile and auditory stimuli were obtained 
through random-effects analysis across 13 subjects, for vibrotactile – control, pulsed-
tactile – rest, and auditory – rest contrasts (voxel p < 0.001, uncorrected; p < 0.05, cluster-
corrected). 
In group analysis with minimal smoothing (3.1 x 3.1 x 4 mm3 kernel), auditory 
stimuli activated the supratemporal auditory cortices bilaterally, up to the auditory belt 
areas (auditory cortex divisions according to Kaas et al., 1999). Vibrotactile stimuli 
activated most consistently the left (contralateral) SII cortex, with an extension to the 
superior temporal gyrus, posterior to the peak voxel of auditory activation. The pulsed-
tactile stimuli activated most consistently the left SI and SII cortices, also extending into 
the superior temporal gyrus, similar to the vibrotactile activation. 
Figure 5.3A demonstrates the effect of smoothing on the size of co-activation 
clusters: with liberal smoothing the total volume of vibrotactile–auditory co-activation 
was 6.4 times the volume obtained with minimal smoothing; for vibrotactile–auditory co-
activation only (without pulsed-tactile activation) the corresponding factor is 4.1. 
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Figure 5.3 Study III 
Panel A, upper row: vibrotactile–auditory co-activation (bright yellow) in the left superior 
temporal gyrus: a 19-voxel area of vibrotactile–auditory co-activation as obtained with minimal 
smoothing is shown. Enlarged views (lower row) show co-activated areas as obtained with liberal 
and minimal smoothing. Panel B, areas of vibrotactile–auditory co-activation are displayed as a 
population map across N = 13 subjects. Panel C, BOLD signal extracted from individual clusters of 
vibrotactile–auditory co-activation that did not show pulsed-tactile activation (shown here in the left 
row for the left hemisphere, mean ± SEM across N = 12 subjects, and in the middle row for the 
right hemisphere, N = 9 subjects) and for clusters of vibrotactile–pulsed-tactile co-activation that 
did not show auditory activation (right row). Adapted from Schürmann M, Caetano G, Hlushchuk Y, 
Jousmäki V, Hari R (2006) Touch activates human auditory cortex. Neuroimage 30: 1325-1331. 
Individual subject analysis 
Superimposing clusters obtained at individual level (with minimal smoothing) 
resulted in the population map, which showed vibrotactile–auditory co-activation in both 
hemispheres (Fig. 5.3B). Seven subjects contributed to the peak voxel (MNI −45 −36 12) 
in the left hemisphere, and five in the right hemisphere (MNI 66 −20 7). 
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An additional analysis step at the individual level served to identify clusters of 
voxels that were responsive to both vibrotactile and auditory stimuli but not to pulsed-
tactile stimuli. In 9 out of 13 subjects, such clusters were found in both hemispheres. Fig. 
5.3C (left and middle) shows average time courses of BOLD response for these clusters 
(N = 12 for the left hemisphere, and N = 9 for the right hemisphere). In both hemispheres, 
the activation is stronger to vibrotactile than auditory stimuli, and activation for pulsed-
tactile stimuli is absent. The absence of tactile activation is not due to the low sensitivity 
of the method. To demonstrate this, Fig. 5.3C (right) shows BOLD signal time course for 
vibrotactile and pulsed-tactile co-activation (without auditory activation); such clusters 
were identified in all 13 subjects in the left hemisphere. 
5.3.3 Discussion 
The observed auditory–tactile co-activation confirms access of tactile input to the 
posterior auditory belt area. These findings are consistent with the intracranial recordings 
that documented responses of monkey auditory cortex to electrical median nerve stimuli 
(Schroeder et al., 2001), as well as to touch and vibration (Fu et al., 2003). An earlier 
fMRI study (Foxe et al., 2002) demonstrated that the response of the left superior temporal 
gyrus to the auditory–tactile stimulus pairs was stronger than the sum of responses to the 
stimuli presented alone. Interaction of auditory and tactile stimuli in MEG studies seemed, 
however, to suppress SII (Gobbele et al., 2003) and auditory cortex responses 
(Lütkenhöner et al., 2002). 
Despite certain differences, the main results of Foxe et al. (2002) are consistent 
with our present findings, identifying the posterior auditory belt area of the left 
hemisphere as a region of tactile–auditory co-activation, consistent across subjects. 
Moreover, another study, which appeared when our paper was under revision, 
demonstrated with fMRI and electrophysiological recordings in anaesthetized monkeys 
auditory–tactile multisensory integration in the posterior auditory belt area (Kayser et al., 
2005), same area as in our study. 
As an extension to previous studies, we found that two types of tactile stimuli have 
access to the auditory belt area. Vibrotactile vs. pulsed-tactile differences in auditory 
cortex activation could be due to the temporal structure (frequency, similar to sounds) of 
the vibrotactile stimuli. Additionally, our results demonstrate that the apparent size of co-
activation depends upon the spatial smoothing applied in the analysis. 
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The observed multisensory convergence could reflect processing of composite 
audiotactile events that arise during manual exploration of a texture or, more generally, 
during dynamic contact between hands and the environment. 
5.4 Ipsilateral SI cortex is phasically suppressed during tactile 
finger stimulation (Study IV) 
5.4.1 Experimental setup 
This study comprised two experiments, with Experiment 2 designed on the basis of 
the results of Experiment 1. 
In Experiment 1, tactile stimuli were delivered in random order to the index, 
middle, and ring fingers of the right hand, either at 1, 4, or 10 Hz in 25-s blocks. In 
Experiment 2, tactile stimuli were delivered unilaterally either to the left or right hand in 
separate blocks at frequencies from 1.7 to 5 Hz. The pseudorandomly arranged unilateral 
stimulation blocks alternated with rest blocks of the same duration. 
To verify involvement of the SI cortex in the observed (in Experiment 1) 
deactivation, conjunction analysis of individual data was applied to detect regions in SI 
exhibiting tonic activation in response to contralateral tactile stimulation and phasic 
deactivation in response to ipsilateral stimulation. Furthermore, strict anatomical 
boundaries were imposed such that voxels were taken for SI (MI) activation only if they 
were active in an appropriate contrast and were located in the posterior (anterior) bank of 
the central sulcus. In the MI cortex we searched for regions exhibiting phasic deactivation 
to both left and right-sided unilateral stimulations. To avoid any smearing, which could 
impair exclusive localization of activations to the anterior or posterior bank of the central 
sulcus, no spatial smoothing was applied in the preprocessing of the fMRI data in 
Experiment 2. 
5.4.2 Results 
Areas responsive to tactile stimulation (Experiment 1) 
Figure 5.4 (left) shows group-level activations during tactile stimulation. Positive 
BOLD responses (activations) are seen in the contralateral (left) SI cortex and in the SII 
region bilaterally. Statistically significant negative BOLD response (deactivation) appears 
in the ipsilateral (right) primary sensorimotor cortex. Additionally, a small activation 
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cluster is seen in the ipsilateral (right) SI, in the posterior wall of the postcentral gyrus, 
most likely in cytoarchitectonic area 2 (Grefkes et al., 2001). 
Figure 5.4 Study IV 
Group-level analysis of activations to stimulation of right-hand fingertips in Experiment 1. 
Left: The statistical map overlaid onto the group average of Talairach-transformed anatomical 
images (N = 10). Contrast ([1Hz] + [4Hz] + [10Hz] – [baseline]) is shown at threshold of q(false 
discovery rate) < 0.05. In the color scale yellow and red refer to activations while blue and green 
refer to deactivations. Right: Mean ± SEM BOLD responses of 10 subjects in the contra- and 
ipsilateral rolandic cortex to right-hand stimulation. The different colors refer to different stimulation 
frequencies. Adapted from Hlushchuk Y, Hari R (2006) Transient suppression of ipsilateral primary 
somatosensory cortex during tactile finger stimulation. J Neurosci 26: 5819-5824. 
 
Figure 5.4 (right) shows mean ± SEM (across 10 subjects) time courses of the 
BOLD responses in both SI cortices. In the contralateral SI region, the activation (positive 
BOLD response) lasts on average 45 s, clearly longer than the 25-s stimulation block. In 
contrast, a phasic deactivation (negative BOLD response) occurs in the ipsilateral SI 
cortex with an average duration of 18 s. The peak strength of the positive BOLD response 
in the contralateral SI cortex was 0.77 ± 0.19% (mean ± SEM, averaged across all 3 
frequencies; p < 0.001 for deviation from zero level) and that of the ipsilateral negative 
BOLD response was –0.38 ± 0.17% (p < 0.05). Neither ipsilateral nor contralateral 
responses showed a clear difference between stimulation frequencies. 
SI areas exhibiting negative BOLD response to ipsilateral stimuli (Experiment 2) 
The BOLD responses observed in Experiment 1 had different time courses: the 
positive BOLD response outlasted the whole stimulation block whereas the negative 
BOLD response was phasic and returned to the baseline level already during the 
stimulation block. Therefore, for optimal detection of the BOLD responses, different 
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hemodynamic functions were used to model these two responses in Experiment 2 (see Fig. 
5.5). The default hemodynamic response function in BV QX (Boynton et al., 1996) was 
used to model tonic, long-lasting responses whereas a custom-built model, based on the 
mean time course of the deactivation cluster in the ipsilateral rolandic cortex, was used to 
model phasic responses. 
 
Figure 5.5 Study IV 
Models used in Experiment 2. A (left): The mean ± SEM time course (n = 10) of the 
deactivation cluster (red symbols) and the phasic response model fitted to the data (blue line). B 
(right): Time courses of the two models: the tonic response model (orange; default in BV QX) and 
the custom-built phasic response model (blue). Note that the curves are sampled according to TR 
used: at 2.5-s intervals on the left (TR = 2.5 s in Experiment 1) and at 2-s intervals on the right (TR 
= 2 s in Experiment 2). Adapted from Hlushchuk Y, Hari R (2006) Transient suppression of 
ipsilateral primary somatosensory cortex during tactile finger stimulation. J Neurosci 26: 5819-
5824. 
The conjunction analysis was performed on individual data to reveal areas 
exhibiting sustained (canonical) positive BOLD responses to contralateral stimulation and 
phasic negative BOLD responses to ipsilateral stimulation.  
Figure 5.6 (middle) shows, for one subject, brain regions that exhibit phasic 
negative BOLD response to ipsilateral stimulation and tonic positive BOLD response to 
contralateral stimulation. Areas fulfilling these criteria appear in both hemispheres in the 
SI cortex of the postcentral gyrus. We detected similar patterns in 7/10 subjects in the right 
SI cortex and in 7/10 in the left; while 5/10 subjects featured such patterns in both 
hemispheres. 
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Figure 5.6 Study IV 
Detected activation/deactivation regions in SI and MI cortices and time courses of those 
areas. Middle panel: The activation/deactivation clusters of Subject 10 are overlaid onto the white 
matter surface rendering. The yellow blobs show clusters in the MI and the green blobs in the SI 
cortices. Left and right panels: The traces show mean ± SEM BOLD response time courses of 
such clusters in the left and right hemispheres (N = 7 subjects for SI and N = 6 for MI). Adapted 
from Hlushchuk Y, Hari R (2006) Transient suppression of ipsilateral primary somatosensory 
cortex during tactile finger stimulation. J Neurosci 26: 5819-5824. 
Figure 5.6 (outmost panels) shows the mean ± SEM BOLD responses for those 
subjects who have statistically significant clusters in the respective areas. Statistically 
significant positive BOLD changes to contralateral stimulation are seen in both 
hemispheres (peak amplitudes 0.84 ± 0.13% in the right SI, and 1.21 ± 0.16% in the left 
SI; both signals differ from zero at p < 0.001). Correspondingly, negative BOLD changes 
to ipsilateral stimulation are seen in these clusters (peak amplitudes -0.49 ± 0.15% in the 
right SI and –0.52 ± 0.15% in the left SI; both signals statistically significantly different 
from zero at p < 0.01). 
Areas exhibiting negative BOLD response to both ipsilateral and contralateral 
stimulation (Experiment 2) 
The contrast ([left hand] – baseline) + ([right hand] – baseline) demonstrated areas 
deactivated by both contralateral and ipsilateral stimulation. The detected areas in the 
anterior bank of the central sulcus (MI cortex) are depicted with yellow clusters in Figure 
5.6 in both hemispheres of one subject. We detected similar patterns in the right 
hemisphere in 6/10 subjects and in 6/10 in the left, and 5 out of 10 subjects featured such 
pattern in both hemispheres. The mean ± SEM time courses of the negative BOLD 
responses in the MI cortices to both left and right unilateral stimulation are shown in the 
upper part of Figure 5.6. 
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Tactile stimuli to the right-hand fingers elicited negative BOLD response with a 
peak amplitude of –0.44 ± 0.15% (p < 0.05) in the left (contralateral) MI cortex and with a 
peak amplitude of –0.53 ± 0.20% (p < 0.05) in the right MI cortex. Correspondingly, 
stimulation of the left hand elicited negative BOLD responses in both left (-0.33 ± 0.03%; 
p < 0.0001) and right (-0.41 ± 0.03%; p < 0.0001) MI cortices. 
5.4.3 Discussion 
Our results demonstrate that unilateral tactile stimulation of fingers can be 
associated, in addition to the well-known activation of the contralateral SI cortex, with 
ipsilateral activation of postcentral sulcus (likely area 2) and deactivation of area 3b (in the 
ipsilateral SI cortex), as well as with deactivation of the MI cortex in both hemispheres. 
The elicited BOLD responses in the SI and MI cortices were tonic in case of activations 
and phasic in case of deactivations. 
In fMRI, the BOLD signal has been demonstrated to correlate with the level of 
neuronal postsynaptic activity reflected in local field potentials (Logothetis et al., 2001; 
Mukamel et al., 2005; Niessing et al., 2005), suggesting that it primarily reflects neuronal 
input to the relevant cortical area and local processing rather than output activity (for a 
review, see Logothetis and Wandell, 2004). Hence an overall decrease of input and, 
accordingly, of neuronal activity in the studied brain area would appear as fMRI 
deactivation; according to the recently proposed mechanisms of neurovascular coupling, 
synaptic inhibition of cortical pyramidal cells in the area would also result in negative 
BOLD response (Lauritzen, 2005). With either approach, the negative BOLD response 
observed in our study is likely to result from neuronal inhibition of the area. Indeed, a 
recent study, published during the revision phase of our manuscript, demonstrated tight 
coupling between negative BOLD response and decreased neuronal activity in monkey VI 
cortex (Shmuel et al., 2006). The phasic time course of the negative BOLD response 
observed in our study (evident also in the pictures of Shmuel et al. (2006)) complements 
this interpretation, as inhibitory postsynaptic potentials attenuate quickly (Deisz and 
Prince, 1989) and may even disappear at high stimulus repetition rates (Nacimiento et al., 
1964). Further supporting evidence comes from recent recordings of multiunit activity and 
local field potentials in alert macaque monkeys that demonstrated inhibition in area 3b in 
response to ipsilateral electrical median-nerve stimuli (Lipton et al., 2006). 
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The observed simultaneous activation of the contralateral SI and deactivation of 
the ipsilateral SI cortices could facilitate the left vs. right differentiation of touch during 
co-operative bilateral hand actions. 
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6 General Discussion 
6.1 Representations of body parts in human somatosensory areas. 
Mapping body part representations, particularly at the individual level, is crucial 
for evaluation of plastic changes; but prior to the investigation of such changes in 
individual body maps, general principles of body map organization in different human 
somatosensory areas need to be established. We attempted to characterize body part 
representations in somatosensory areas by means of MEG (I) and fMRI (II). Study I 
demonstrated distal-proximal arrangement to exist in human area 3b of the SI cortex. The 
obtained difference between representations of distal and proximal parts of the index 
finger was about 3 mm in the depth direction. Similar results (4 mm difference) were 
obtained in a concurrently published fMRI study (Blankenburg et al., 2003). Both studies 
could demonstrate the difference at group level, and even at the individual level such 
difference in the depth direction was observed in the majority of the subjects. 
Study II demonstrated double representation of the fingers in the human SII region 
(3 submaxima were obtained with cardiac gating), consistent with previous fMRI findings 
(Disbrow et al., 2000; Ferretti et al., 2003; 2004). A recent anatomical study showed 4 
cytoarchitectonic subdivisions of human SII region (Eickhoff et al., 2006a; 2006b). This 
finding suggested four different body maps within the SII region, a finding that 
neuroimaging studies have so far failed to support. Clarification of SII body maps is also 
obscured by strong heart-function-related movement in this region (Dagli et al., 1999). 
Cardiac-gated fMRI appeared useful for studying somatotopic representations in the SII 
cortex and thalamus—regions, compromised by the vicinity of comparatively large blood 
vessels: This technique has allowed us to detect body part representation more reliably at 
the individual level. A recent investigation regarding effectiveness of different cardiac-
gated pulse sequences (Zhang et al., 2006) came to the same conclusion as in Study II: 
Cardiac-gating approaches are beneficial for selective investigation of regions with high 
pulsatile movement, like, e.g., the thalamus and brainstem. 
6.2 How to overcome certain fMRI analysis pitfalls in tactile and 
cross-modality studies 
Despite the improved results obtained using cardiac-triggered fMRI, Study II 
failed to recover somatotopic arrangement within the thalamus. Possibly, this challenging 
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task could be solved with a considerable increase of acquired time points and, 
correspondingly, of measurement time. The cardiac-gated fMRI has known drawbacks in 
time efficiency (only about half of the session time is used for the actual image 
acquisition). More time-efficient ways have been recently introduced to cardiac-triggered 
diffusion-weighted MR imaging by ordering slices in a particular manner (Nunes et al., 
2005). Retrospective extraction of physiological noise from the acquired fMRI data 
(Biswal et al., 1996; Glover et al., 2000; Wang et al., 2005) would yield better time-
efficiency than cardiac-triggered fMRI and a better SNR than conventional uncorrected 
fMRI. In contrast to BOLD fMRI employed in our studies, combination of imaging 
methods such as MRI and diffusion tractography, are now being introduced to delineate 
certain subunits of the thalamus, based on the anatomical structure and connectivity 
patterns (Behrens et al., 2003a; Johansen-Berg et al., 2005; Devlin et al., 2006). These 
methods succeeded to delineate major subunits of the thalamus, but no successful attempt 
to reveal somatotopic maps within the thalamus was reported. 
Regarding issues of multisensory co-activation, the choice of smoothing 
parameters is crucial (White et al., 2001). Typical smoothing may over-estimate areas of 
co-activation but is essential in SPM analysis. On the other hand, minimal smoothing in 
our study has underestimated extent of vibrotactile–auditory co-activation due to subject-
to-subject variability in the location of the co-activation. Such variability could also 
explain the lack of right-hemispheric vibrotactile–auditory co-activation in group analysis, 
despite the robust bilateral vibrotactile–auditory co-activation. Thus, in studies addressing 
co-activation of closely adjacent areas responsive to more than one type of stimulus, 
individual subject analysis with minimal or no smoothing proves to be an adequate 
approach. In contrast, group analysis typically assumes considerable smoothing and 
appears inadequate for such tasks. 
We successfully applied a similar approach, individual subject analysis with no 
spatial smoothing, in Study IV. We exploited it to discriminate activations of closely 
adjacent areas such as SI and MI cortices on the opposing banks of the central sulcus (cf. 
auditory and SII cortex on the opposing banks of the lateral sulcus in Study III). The 
described individual level approach meets the demands of clinical applications: A 
conclusion should be made at individual level, since diagnosis involves single patients, not 
group averages. 
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6.3 Inhibition of ipsilateral SI cortex 
Our estimated model of phasic negative BOLD response shows close similarity to 
the negative BOLD responses in macaque monkey VI cortex, demonstrated by Schmuel et 
al. (2006) to be tightly coupled with decreased neuronal activity in VI cortex. Moreover, 
recent intracortical recordings of multiunit activity and local field potentials in alert 
monkeys demonstrated inhibition in area 3b in response to ipsilateral electrical median 
nerve stimuli (Lipton et al., 2006). These finding allowed us to conclude, that the observed 
negative BOLD in ipsilateral area 3b is likely a result of interhemispheric inhibition. 
One plausible explanation for the input to ipsilateral area 3b could be the following 
sequence (see Fig 6.1): Area 3b of the contralateral SI receives tactile input from fingers, 
and then—because of anteroposterior cortico-cortical projections—areas 1 and 2 of SI in 
the same hemisphere are activated as well. The ipsilateral SI could then obtain input 
through transcallosal connections, most likely via area 2 which has the densest 
transcallosal connections among all SI areas (Killackey et al., 1983) and was activated in 
our study. Instead, transcallosal connections in the hand representation of areas 3b are 
practically nonexistent in monkeys (Killackey et al., 1983), which precludes direct 
communication between 3b areas. 
Figure 6.1 Study IV 
A feasible model of how tactile input reaches ipsilateral area 3b (see detailed explanations 
in the text). 
In accordance with the importance of transcallosal connections from area 2, it is 
important to note that in macaque monkeys, area 2 contains neurons with bilateral hand 
representations which depend on the transcallosal input from the contralateral SI (Iwamura 
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et al., 1994). Furthermore, area 2 also has reciprocal connections to area 3b and dense 
connections to the motor cortex (Yumiya and Ghez, 1984). These connections could be 
responsible for the observed deactivations in the ipsilateral area 3b and MI cortex. 
Furthermore, according to the suggested scheme (see Fig 5.6), the lack of area 2 neurons 
with bilateral receptive fields confined to the proximal forelimb (Iwamura et al., 1994) 
would explain why fMRI deactivation of the sensorimotor cortex has been observed for 
movements of distal but not proximal limbs (Nirkko et al., 2001). Recent optical 
neuroimaging findings (Tommerdahl et al., 2006), published soon after our paper, are in 
line with our results on ipsilateral input to the SI cortex. The authors of that study 
suggested involvement of interhemispheric connections between the SII cortices, which is 
not consistent with previous electrophysiological findings (Sutherland, 2006). These 
findings demonstrate that interaction of bimanual tactile stimuli occurs at the level of the 
SI cortex. 
This thesis has demonstrated distal-proximal digit arrangement (I) and ipsilateral 
deactivation within area 3b (IV). Due to good reliability at the individual level, these 
features of area 3b are promising criteria for discriminating it from area 1. Reliable 
distinction between area 1 and area 3b would allow studies within individual functional 
areas of the SI cortex, in contrast to current labeling using vague anatomical landmarks. 
These findings provide powerful new tools for somatosensory research, analogous to 
methods using visual retinotopic maps to demarcate areas V1 and V2 in vision research. 
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