Abstract. We study the succinctness of monadic second-order logic and a variety of monadic fixed point logics on trees. All these languages are known to have the same expressive power on trees, but some can express the same queries much more succinctly than others. For example, we show that, under some complexity theoretic assumption, monadic second-order logic is non-elementarily more succinct than monadic least fixed point logic, which in turn is non-elementarily more succinct than monadic datalog. Succinctness of the languages is closely related to the combined and parameterized complexity of query evaluation for these languages.
Introduction
A central topic in finite model theory has always been a comparison of the expressive power of different logics on finite relational structures. In particular, the expressive power of fragments of monadic second-order logic and various fixed-point logics has already been investigated in some of the earliest papers in finite model theory [Fag75, CH82] . One of the main motivations for such studies was an interest in the expressive power of query languages for relational databases.
In recent years, the focus in database theory has shifted from relational to semi-structured data and in particular data stored as XML-documents. A lot of current research in the database community is concerned with the design and implementation of XML query languages (see, for example, [FSW00, HP00, GK02] or the monograph [ABS99] for a general introduction into semi-structured data and XML). The languages studied in the present paper may be viewed as node-selecting query languages for XML. They all contain the core of the language XPath, which is an important building block of several major XML-related technologies. Recently, monadic datalog has been proposed as a nodeselecting query language with a nice balance between expressive power and very good algorithmic properties [GK02, Koc03] .
XML-documents are best modelled by trees, or more precisely, finite labelled ordered unranked trees. It turns out that when studying node-selecting query languages for XML-documents, expressive power is not the central issue. Quite to the contrary: Neven and Schwentick [NS02] proposed to take the expressive power of monadic second-order logic (MSO) as a benchmark for node-selecting XML-query languages and, in some sense, suggested that such languages should at least have the expressive power of MSO. However, even languages with the same expressive power may have vastly different complexities. For example, monadic datalog and MSO have the same expressive power over trees [GK02] . However, monadic datalog queries can be evaluated in time linear both in the size of the datalog program and the size of the input tree [GK02] , and thus the combined complexity of monadic datalog is in polynomial time, whereas the evaluation of MSO queries is PSPACE complete. The difference becomes even more obvious if we look at parameterized complexity: Unless PTIME for any elementary function ¦ and polynomial [FG03] . Similar statements hold for the complexity of the satisfiability problem for monadic datalog and MSO over trees. The reason for this different behaviour is that even though the languages have the same expressive power on trees, in MSO we can express queries much more succinctly. Indeed, there is no elementary translation from a given MSOformula into an equivalent monadic datalog program. We also say that MSO is non-elementarily more succinct than monadic datalog. Just to illustrate the connection between succinctness and complexity, let us point out that if there was an elementary translation from MSO to monadic datalog, then there would be an algorithm evaluating a monadic second-order query in time ¦ § s ize of query© § s ize of tree© for an elementary function ¦ and a polynomial . In this paper, we study the succinctness (in the sense just described) of a variety of fixed point logics on finite trees. Our main results are the following:
( -variable fragment MLFP) (see Corollary 6.16).
MLFP) is exponentially more succinct than the full modal

-calculus, that is, the modal
-calculus with future and past modalities (see Theorem 4.5, Example 4.3, and Theorem 4.6).
The full modal
-calculus is at most exponentially more succinct than stratified monadic datalog, and conversely, stratified monadic datalog is at most exponentially more succinct than the full modal
-calculus (see Theorem 6.1and 6.11). Furthermore, stratified monadic datalog is at most exponentially more succinct than monadic datalog (see Theorem 6.9). The exact relationship between these three languages remains open.
Of course we are a not the first to study the succinctness of logics with the same expressive power. Most known results are about modal and temporal logics. The motivation for these results has not come from database theory, but from automated verification and model-checking. The setting, however, is very similar. For example, Kamp's well know theorem states that first-order logic and linear time temporal logic have the same expressive power on strings [Kam68] , but there is no elementary translation from first-order logic to linear time temporal logic on strings. Even closer to our results, monadic secondorder logic and the modal 0 -calculus have the same expressive power on (ordered) trees, but again is well-known that there is no elementary translation from the former to the latter. Both of these results can be proved by simple automata theoretic arguments. More refined results are known for various temporal logics [Wil99,AI00,AI01,EVW02]. By and large, however, succinctness has received surprisingly little attention in the finite model theory community. Apart from automata theoretic arguments, almost no good techniques for proving lower bounds on formula sizes are known. A notable exception are Adler and Immerman's [AI01] nice games for proving such lower bounds. Unfortunately, we found that these games (adapted to fixed point logic) were of little use in our context. So we mainly rely on automata theoretic arguments. An exception is the, complexity theoretically conditioned, result that MSO is nonelementarily more succinct than MLFP. To prove this result, we are building on a technique introduced in [FG03] .
The paper is organised as follows: In Section 2 we fix the basic notations used throughout the paper. Section 3 concentrates on the translation from MSO to MLFP. In Section 4 we present our results concerning the two-variable fragment of MLFP and the full modal 0 -calculus. Section 5 compares MLFP with its extension by simultaneous least fixed point operators. In Section 6 we concentrate on monadic datalog, stratified monadic datalog, and their relations to finite automata and to MLFP. Finally, Section 7 concludes the paper by pointing out several open questions.
Detailed proofs of our results are provided in an appendix. [GK02] ) and thus essentially represents ordered unranked trees as binary trees. Therefore, all our results also apply to ordered unranked trees.
Logics and Queries
We assume that the reader is familiar with first-order logic, for short: FO, and with monadic secondorder logic, for short: MSO (cf., e.g., the textbooks [EF99, Imm99] ). We use FO § a monotone operator
. Therefore, every MLFP-formula a can easily be transformed into an equivalent MLFP-formula a b W in negation normal form, where negation symbols "U " only occur directly in front of atomic subformulas.
Formula size and succinctness
In a natural way, we view formulas as finite trees, where leaves correspond to the atoms of the formulas and inner vertices correspond to Boolean connectives, quantifiers, and fixed-point operators. We define the size j w j j w j o f a formula to be the number of vertices of the tree that corresponds to . Note that this measure of formula size is a uniform cost measure in the sense that it accounts just 1 cost unit for each variable and relation symbol appearing in a formula, no matter what its index is. An alternative is to define the size of a formula as the length of a binary encoding of the formula. Such a logarithmic cost measure is, for example, used in [FG03] . Switching between a uniform and a logarithmic measure usually involves a logarithmic factor. -succinctness the way we did is that it makes the formal statements of our results much more convenient. We will continue to use statements such as "0
From MSO to MLFP
By the standard translation from MSO-logic to tree automata (cf., e.g., [Tho96] 
There is a 1-1-correspondence between assignments if so, then STOP with output " is satisfiable via assignment ". 6. STOP with output " is not satisfiable". 
-Calculus
Defining the 2-variable fragment of MLFP requires some care, as the following theorem illustrates.
To the best of our knowledge, this theorem has not appeared in the literature before, although other researchers have noticed that just restricting least fixed-point logic to formulas with at most two firstorder variables does not yield a logic that behaves as a "proper 2-variable logic" [GOR99, GO99, Dzi96] . Note that the following theorem holds for arbitrary finite structures and not just for trees. ¡ We first note that MLFP) , and actually FO) , the two variable fragment of first-order logic, is doubly exponentially more succinct than nondeterministic automata on the class of all finite strings: 
Simultaneous Least Fixed Point Logic
In this section we consider the simultaneous least fixed point operator which is defined as follows (cf., e.g., the textbook 
Monadic Datalog and Stratified Monadic Datalog
We assume that the reader is familiar with datalog, which may be viewed as logic programming without function symbols (cf., e.g., the textbook [AHV95]). A datalog program is monadic if all its IDBpredicates (i.e., its intensional predicates that appear in the head of some rule of the program) are unary. In this paper we restrict attention to monadic datalog programs that are interpreted over labelled trees. A monadic datalog program of schema may use as EDB-predicates (i.e., extensional predicates which are determined by the structure the program is interpreted over) the predicates in In [GK02] it was shown that MonDatalog can define the same unary queries on the class of labelled trees as monadic second-order logic. In the remainder of this section we will compare the succinctness of MonDatalog, S-MonDatalog, FLI , MLFP, and a particular kind of tree automaton.
From MonDatalog to Finite Automata
Several mechanisms have been proposed in the literature for specifying unary queries by finite automata operating on labelled trees (cf. [NS02] ). One such mechanism, introduced in [Nev99] and further investigated in [FGK03, Koc03] , is the selecting tree automaton: ¡ It was shown in [FGK03, Nev99] that STAs can define exactly those unary queries on the class of labelled trees that are definable in monadic-second order logic. . ¡ The next example shows that, asymptotically, the above construction is optimal: .
Theorem 6.5 ([FGK03,GK02]). MonDatalog is
The program
From S-MonDatalog to MonDatalog
In this section we show that S-MonDatalog-programs can be translated into 
Conclusion
We studied the succinctness of a number of fixed point logics on trees. We believe that the analysis of succinctness, which may be viewed as a refined, "quantitative" analysis of expressive power, is a very interesting topic that deserves much more attention. Even though we were able to get a good overall picture of the succinctness of monadic fixed point logics on trees, a number of questions remain open. Let us just mention a few of them: -The exact relationship between monadic datalog, stratified monadic datalog, and the full modal 0 -calculus remains unclear. In particular: Is the class of all queries whose complements can be defined by monadic datalog programs polynomially succinct in monadic datalog, or is there an exponential lower bound? (Recall that in Proposition 6.8 we prove an exponential upper bound.) -Our proof that MSO is not Tower § , then we let
, then we let
. Conjunctions are handled analogously.
-If starts with an existential quantifier, say,
(note that by renaming the variables and using equality we can always assume that formulas starting with a least fixed point operator have this form), then we let The case that starts with a greatest fixed point operator can be treated similarly.
To see that the resulting sentence W is indeed equivalent to , the crucial observation is the following: Step 1: For every MLFP) -formula we construct an equivalent MLFP) -formula Similarly, there are formulas ¥ , ¥ , and ¥ with the obvious meaning. It is an easy exercise to construct the formulas. Note, however, that we make crucial use of the fact that we are working on trees.
Step 3: For every MLFP) -formula in normal form we construct an FLI -formula such that for all labelled trees , contradicting Proposition 6.13 and completing the proof of Theorem 6.14. P
