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Abstract
Large-scale MIMO systems have been considered as one of the possible candidates for the next-generation
wireless communication technique, due to their potential to provide significant higher throughput than conventional
wireless systems. For such systems, Zero-Forcing (ZF) and Conjugate Beamforming (CB) precoding have been
considered as two possible practical spatial multiplexing techniques, and their average achievable sum rates have
been derived on the sum power constraint. However, in practice, the transmitting power at a base station is
constrained under each antenna. In this case, the optimal power allocation is a very difficult problem. In this
paper, the suboptimal power allocation methods for both ZF-based and CB-based precoding in large-scale MIMO
systems under per-antenna constraint are investigated, which could provide useful references for practice.
Index Terms
Large-scale MIMO, Per-antenna power constraint, Zero-forcing, Conjugate beamforming.
I. INTRODUCTION
Large-scale Multiple-Input Multiple-Output (MIMO) systems [1]–[6] have drawn substantial interests
by both academia and industry. In such systems, each Base Station (BS) is equipped with dozens to
several hundreds transmitting antennas. One main advantage of large-scale MIMO systems is the potential
capability to offer linear capacity growth without increasing power or bandwidth by employing Multi-
User MIMO (MU-MIMO) to achieve the significant higher spatial multiplexing gains than conventional
systems [1]–[6]. In such systems, a BS selects multiple User-Equipments (UEs) at each scheduling slot
and transmits data to them on the same time-frequency resource.
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2The downlink of a MU-MIMO system can be modeled as the MIMO broadcast channel [7]. With a
nonlinear precoding technique Dirty Paper Coding (DPC) [8], under the Sum Power Constraint (SPC),
the sum capacity of the MIMO broadcast channel can be achieved [9]–[11]. However, the nonlinear DPC
requires substantial complexity at both transmitter and receiver [12], which is difficult to implement in
practice. In addition, for a practical BS, each antenna has its own power amplifier, which means that the
power allocation is under the Per-Antenna Power Constraint (PAPC) instead of the SPC. In this case,
the optimal power allocation and precoding method to maximize the sum rate is an even more difficult
problem. Recently, in [13], a solution was provided for this issue with the complexity of O(M6) where
M is the number of BS antennas, which is obviously unrealistic for large-scale MIMO systems equipped
with many antennas, e.g., M = 128. As a result, the motivation of this paper is to seek suboptimal
solutions under the PAPC with both practical complexity and acceptable sum rates for large-scale MIMO
systems. Note that the solution provided in [7] minimizes the per-antenna power on each transmitting
antenna while enforces a set of Signal-to-Interference-plus-Noise Ratio (SINR) constraints on each UE,
which is a different optimization problem from this paper.
For large-scale MIMO systems, where M is much larger than the number of UEs K [2]–[5], it has
been shown that under the SPC, the Zero-Forcing (ZF) precoding [2]–[5], [14]–[16], which removes
the interference among the grouped UEs, can achieve the sum rate very close to the capacity-achieving
DPC, hence it is virtually optimal [4]. Note that as a linear precoding technique, ZF precoding requires
significantly less complexity than the nonlinear DPC. Therefore, it has been considered as one of the
potential practical precoding methods for large-scale MIMO systems [2]–[5], [15], [16]. As a result,
instead of seeking the optimal power allocation and precoding method to maximize the sum rate under
the PAPC for large-scale MIMO systems, an alternative strategy is to seek suboptimal power allocation
methods based on ZF precoding that can achieve sum rates close to ZF precoding under the SPC with
practical complexity. In [14], the throughput optimization problem of ZF precoding under the PAPC for
conventional MU-MIMO systems was modeled as a standard Determinant Maximization (MAXDET)
program subject to linear matrix inequalities [17], which has the complexity of O(M4.5K2 +M2.5K4).
Similarly to the solution provided in [13], the complexity is too high for large-scale MIMO systems where
M is very large in practice. In [18], [19], to optimize the throughput of ZF precoding under the PAPC
for conventional MU-MIMO systems, a water-filling based method was applied, whose complexity and
performance will be compared with our proposed methods for large-scale MIMO systems.
3Conjugate Beamforming (CB) precoding [1]–[5], [15], [16] is another potential practical precoding
method for large-scale MU-MIMO systems due to its simplicity for implementation. The average achiev-
able sum rate of CB under the SPC has been derived in [1]–[4], [16]. Similarly to ZF, however, CB also
faces the power allocation problem under the PAPC.
In this paper, we address the power allocation problem of ZF-based precoding under the PAPC according
to two criteria, i.e., maximum power utilization and minimum multi-user interference, in order to achieve
the performance close to ZF under the SPC with practical complexity in large-scale MIMO systems.
Specifically, based on the first criterion, an orthogonal projection method with the complexity of O(MK)
and a feasible Newton iterative method with the complexity of O(mFNIMK), where mFNI is the number
of iterations, are presented. For the second criterion, a linear scaling method with the complexity of
O(MK) and a Newton iterative method with the complexity of O[mNI(MK2 +K3)], where mNI is the
number of iterations, are presented. Simulation results show that with relatively accurate Channel State
Information (CSI), i.e., the correlation coefficient between ideal and measured CSI β is no less than
0.9, the first criterion performs better at the relatively low Signal-to-Noise Ratio (SNR) region, and the
feasible Newton iterative method achieves the performance close to ZF under the SPC, and significantly
better than the orthogonal projection method with an acceptable increase in complexity. On the contrary,
the second criterion is the better choice at the relatively high SNR region, and the linear scaling method
with very low complexity achieves the performance close to the high complexity Newton iterative method
and the water-filling based method employed in [18], [19], and with only a small loss compared to ZF
under the SPC. In the case of relatively inaccurate CSI, i.e., β < 0.9, the feasible Newton iterative method
provides the best performance, which is close to ZF under the SPC, with acceptable complexity regardless
of the SNR. In addition, an accurate performance approximation to the linear scaling method is provided.
Furthermore, we provide a simple power allocation method for CB-based precoding under the PAPC and
prove that this method suffers little throughput loss compared to CB under the SPC. The results of this
paper could provide useful references for practical large-scale MIMO systems.
The remainder of this paper is organized as follows. Section II briefly describes the system model.
In Section III and Section IV, the power allocation problem of ZF-based precoding under the PAPC
is addressed according to the maximum power utilization and minimum multi-user interference criteria
respectively. Then, Section V discusses the computation complexity of the proposed algorithms presented
in the previous two sections. In Section VI, a simple power allocation method for CB-based precoding
4under the PAPC is presented and proved with little throughput loss compared to CB under the SPC. In
Section VII, simulation results are provided. Finally, a conclusion is drawn in Section VIII.
II. SYSTEM MODEL
Consider a large-scale MU-MIMO wireless system, where the BS with M transmitting antennas serves
K UEs with single receiving antenna on each radio resource, e.g., a subcarrier or a OFDM symbol.
Let hk be the M × 1 channel vector of the kth UE, then the K ×M effective channel matrix is H =
[h1 h2 · · · hK ]T. The channel is assumed to be in uncorrelated Rayleigh fading, i.e., the elements of H are
independent and identically distributed (i.i.d.) zero-mean unit-variance complex Gaussian variables, which
is the same assumption as [1]–[5], [16] for analyzing large-scale MIMO systems. The M ×K precoding
matrix employed by the BS is represented by W = [w1 · · · wK ], where wk ∈ CM×1, k = 1, · · · , K.
The precoding matrix W can be rewritten as wk =
√
pk ◦ ejθk , where pk is the power allocation vector
with pmk being the power allocated for the kth UE on the mth antenna, θk is the phase vector for the
kth UE, and ◦ denotes the Hadamard product [20]. Considering the PAPC instead of the SPC because of
the independent power amplifier in practical systems, to seek the optimal precoding matrix W under the
PAPC is equivalent to the optimal problem below as
max
{wk}
K
k=1
K∑
k=1
log2 (1 + γk) ,
s.t : γk =
∣∣hTkwk∣∣2∑K
j=1,j 6=k |hTkwj|2 + σ2n,k
,
and
[
WWH
]
m.m
≤ PAnt,m, m = 1, · · · ,M,
(1)
where σ2n,k denotes the noise variance for the kth UE, [WWH]m.m denotes the mth diagonal element of
the M ×M matrix product WWH, and PAnt,m is the maximal power for the mth antenna. Unfortunately,
Problem (1) is not convex and only approximated solutions can be obtained through very complicated
iterative search, e.g., the complexity of the solution proposed in [13] is about O(M6), which is unrealistic
for practical systems, especially in large-scale MIMO systems where M is very large, e.g., more than
100. Hence, we provide suboptimal solutions with practical complexity to this problem by exploiting the
special properties of large-scale MIMO systems.
5A. ZF-Based Power Allocation
Note that the channel capacity under the SPC is no less than the PAPC as the feasible domain of the
latter problem is a subset of the former problem. Moreover, the simple linear ZF precoding method could
achieve the throughput very close to the multi-user channel capacity under the SPC considering that M/K
is very large for large-scale MIMO systems, e.g., more than 10 [4]. Its precoding matrix is given by
WZF−SPC = HH
(
HHH
)−1√
ΦZF−SPC = ΞZF−SPC ◦ ejΘZF−SPC, (2)
whereΦZF−SPC is a diagonal matrix with φZF−SPCk being the scaling factor of the kth UE to satisfy the SPC,
ΞZF−SPC = [
√
pZF−SPCmk ] is the square root matrix of the power allocation matrix PZF−SPC, and ΘZF−SPC
is the phase matrix. Note that for large-scale MIMO systems, ΦZF−SPC is given by [4] as ΦZF−SPC =
φZF−SPCIK , where φZF−SPC = 1/Tr[(HHH)−1] with the total maximal transmitting power being assumed
to be 1 in this paper, and IK denotes the K-dimensional identity matrix. Hence, if we could find a precoding
matrix under the PAPC which has the minimal Euclid distance from the ZF precoding matrix under the
SPC, then we obtain a suboptimal solution under the PAPC. Let WZF−PAPC = ΞZF−PAPC ◦ ejΘZF−PAPC
denote a feasible precoding matrix under the PAPC, then we have the following lemma.
Lemma 1: Given the Frobenius norm of WZF−PAPC, the Frobenius norm of ‖WZF−SPC−WZF−PAPC‖2F
reaches the minimum value when ΘZF−PAPC = ΘZF−SPC.
Proof: After expanding ‖WZF−SPC −WZF−PAPC‖2F, we have
∥∥WZF−SPC −WZF−PAPC∥∥2
F
=
∥∥WZF−SPC∥∥2
F
+
∥∥WZF−PAPC∥∥2
F
− 2ℜ [Tr (WZF−SPC,HWZF−PAPC)]
≥ ∥∥ΞZF−SPC − ΞZF−PAPC∥∥2
F
, (3)
where the equality holds only when ΘZF−PAPC = ΘZF−SPC based on the Cauchy-Schwarz inequality [20].
Based on Lemma 1, the suboptimal precoding matrix under the PAPC can be written as WZF−PAPC =
ΞZF−PAPC ◦ ejΘZF−SPC where ΞZF−PAPC is selected to minimize d = ‖ΞZF−PAPC − ΞZF−SPC‖2F. For the
virtually optimal power allocation vector PZF−SPC, it ensures full power utilization while guarantees
zero multi-user interference. For the PAPC, the minimum value of d can be achieved if PZF−PAPC =
ΞZF−PAPC ◦ ΞZF−PAPC satisfies the same conditions as PZF−SPC. Specifically, for full power utilization,
6PZF−PAPC is constrained by
K∑
k=1
pZF−PAPCmk =
1
M
, m = 1, · · · ,M (4)
where each antenna is assumed to have the same maximal power of 1/M . To achieve zero multi-user
interference by multi-user beamforming, the ratio of the allocated power for the K UEs on each antenna
needs to be the same as PZF−SPC to retain the orthogonality among UEs. Otherwise, the orthogonality
among UEs will be violated, resulting multi-user interference. Hence, PZF−PAPC is constrained by
pZF−PAPCmk
pZF−SPCmk
=
pZF−PAPClk
pZF−SPClk
=
∑M
i=1 p
ZF−PAPC
ik∑M
i=1 p
ZF−SPC
ik
, m, l = 1, · · · ,M, k = 1, · · · , K. (5)
Unfortunately, no explicit solution exists to satisfy (4) and (5) simultaneously as the number of equations
is more than the unknown parameters. Hence, we relax the two constraints by dividing them into two
classes, where one is the strong constraint that has to be satisfied while the other is the loose constraint
that allows distortion. In fact, PZF−PAPC approaches to PZF−SPC in two different directions based on the
two classifications, i.e., maximum power utilization and minimum multi-user interference. In sections III
and IV, we find PZF−PAPC based on these two different constraint classifications.
B. CB-Based Power Allocation
Even though CB is not a candidate solution to Problem (1), it is still considered as a potential precoding
method for large-scale MIMO systems due to its simplicity. Similarly to ZF, it also faces the problem on
how to choose the power allocation matrix WCB−PAPC under the PAPC so that the performance loss is
minimized compared to the SPC. This issue will be discussed in Section VI.
III. MAXIMUM POWER UTILIZATION
For the maximum power utilization criterion, (4) is selected as the strong constraint, i.e., seeking the
best power allocation to relieve multi-user interference due to full power usage of each antenna. Equation
(4) is rewritten in matrix form as
Ax = b (6)
where
A =
[
IM · · · IM
]
, (7)
b =
[
1
M
· · · 1
M
]T
, (8)
7and
x = vec
(
PZF−PAPC
)
=
[
pZF−PAPC11 · · · pZF−PAPCM1 · · · pZF−PAPC1K · · · pZF−PAPCMK
]T
. (9)
Note that A is a M ×MK matrix, b is a M × 1 vector, and vec(PZF−PAPC) means stacking the column
vectors of PZF−PAPC. Since x is the power allocation vector, it satisfies the condition x  0. Hence,
minimizing d = ‖ΞZF−PAPC − ΞZF−SPC‖2F equals to
min
∥∥√x−√r∥∥2
2
(10)
where
r = vec
(
PZF−SPC
)
=
[
pZF−SPC11 · · · pZF−SPCM1 · · · pZF−SPC1K · · · pZF−SPCMK
]T
. (11)
In fact, (10) is a loose condition of (5), which minimizes the multi-user interference. In summary, the
maximum power utilization method equals to the optimization problem
min
∥∥√x−√r∥∥2
2
,
s.t. Ax− b = 0,
− x  0.
(12)
Next, we provide two ways to solve this problem in the following subsections A and C respectively.
A. Orthogonal Projection Method
The first method is to obtain a suboptimal solution based on orthogonally projecting the vector r into
the real affine subspace of x, where ‖√x−√r‖22 is approximated by ‖x− r‖22 in (12). Note that A has
full row rank, hence the solution of (6) is in a subspace with the dimension of MK−M . As a result, the
subspace of solutions to the equation Ax− b = 0 is constructed by rewriting it in an augmented matrix
form as [
A b
] [ x
−1
]
= 0. (13)
Obviously, all vectors with the form of x˜ = ρ[x, −1]T, where ρ is a real-valued scaling factor, constitute
the null subspace of matrix A˜ = [A b]. Therefore, a vector r˜ = [rT, −a]T can be projected into this null
8subspace by
p˜Sub =
(
IMK+1 − A˜T
(
A˜A˜T
)−1
A˜
)
r˜. (14)
Then, the elements of p˜Sub are normalized by the negative of the last element and are denoted by a vector
pSub as
pSub (k) =
p˜Sub (k)
−p˜Sub (MK + 1) , k = 1, · · · , KM + 1. (15)
Hence, pSub (k) has a form of [x, −1]T and it is a solution of (13).
B. Analysis on the Value of a
The parameter a > 0 in the vector r˜ ensures that the final solution in (15) satisfies pSub  0. In this
subsection, we provide the analyses on how to choose a reasonable value of a. Let GA˜ = A˜A˜T, then GA˜
can be written into
GA˜ = AA
T + bbT = KIM +
1
M2
EM (16)
where EM denotes a M ×M matrix with all elements being 1. Since M is very large, e.g., more than
100, the inverse matrix of GA˜ can be estimated as
G−1
A˜
≈ 1
K
∞∑
n=0
(
IM − 1
K
GA˜
)n
=
1
K
∞∑
n=0
(
− 1
M2K
EM
)n
≈ 1
K
IM − 1
M2K2
EM (17)
with negligible error according to the Neumann series expansion of the inverse matrix [21], e.g., less
than 1/M2K2 per element. With (17), after block matrix multiplications, the projection matrix MProj =
IMK+1 − A˜T(A˜A˜T)−1A˜ becomes to
MProj =


D1 D2 · · · D2 v
D2 D1 · · · D2 v
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
D2 D2 · · · D1 v
vT vT · · · vT c


, (18)
where
D1 =
(
1− 1
K
)
IM +
1
M2K2
EM , (19)
D2 = − 1
K
IM +
1
M2K2
EM , (20)
9v =
[
1
M2K2
− 1
MK
· · · 1
M2K2
− 1
MK
]T
, (21)
and
c = 1 +
1
MK
− 1
M2K2
. (22)
Substituting (18)-(22) into (14), the kth element of p˜Sub is given by
p˜Sub (k) =
(
1− 1
K
)
pZF−SPCk −
1
K
∑
l∈Ωk,1
pZF−SPCl +
1
M2K2
MK∑
l=1
pZF−SPCl + a
(
1
MK
− 1
M2K2
)
, (23)
with k = 1, · · · , KM , where Ωk,1 = {k + M, · · · , k + (K − 1)M} modMK . Since the terms pZF−SPCl ,
l = 1, · · · , KM , are non-negative numbers and ∑l∈Ωk,1 pZF−SPCl ≤ 1, the relation p˜Sub  0 would
be guaranteed when a ≥ (M2K)/(MK − 1). Hence, a can be chosen as any number no less than
(M2K)/(MK − 1).
Note that on the one hand, ‖√x−√r‖22 is not necessarily equivalent to ‖x− r‖22. On the other hand,
p˜Sub is a solution to (13) but it does not necessarily have the form of [x, −1]T. Therefore, pSub is only
a suboptimal solution to the original problem (12).
C. Feasible Newton Iterative Method
In this subsection, we solve the optimization problem (12) by iterative search. Since the objective
function is convex and the constraint is an affine function, a globally optimal point exists. With the
interior-point method [22], (12) is transformed into the equivalent problem by introducing a parameter t
as
minf (t,x) = −t ∥∥√x−√r∥∥2
2
−
MK∑
i=1
log xi,
s.t. Ax = b.
(24)
Given the value of t, (24) could be solved by feasible Newton iteration [22]. The gradient vector and
Hessian matrix of f(t,x) are
∇fx = t− t
√
r√
x
− 1
x
(25)
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and
∇2fx =


t
√
r1x
− 3
2
1 + x
−2
1
.
.
.
t
√
rMKx
− 3
2
MK + x
−2
MK

 (26)
respectively. Then, the iteration process can be carried out as in [22] . Note that the initial value could
be chosen as (15) since it is already a suboptimal solution of the original problem. The initial value
of t should be chosen carefully to ensure the convergence. If the total maximal transmitting power is
normalized to 1, we could set it as MK log2(MK). Unfortunately, this value causes another problem,
i.e., the matrix
[
∇2fx AT
A 0
]
employed in the iteration process becomes close to singular if MK is large
because the elements of A are either 0 or 1, which is very small relative to the elements of ∇2fx. This
situation can be avoided by replacing the equation Ax = b with MK ×Ax = MK × b in the iteration
process. To reduce the iteration number, setting t = 1/(MKmaxx |∇f(xi)|) is a good choice because
it guarantees that the updated x would not distort the constraints while also ensures that the iteration
converges rapidly.
IV. MINIMUM MULTI-USER INTERFERENCE
In contrast to Section III, in this section, (5) is selected as the strong constraint, which means seeking
the maximum power usage satisfying the requirement of no mutual interference among the grouped UEs.
Let xMMI = [xMMI1 · · ·xMMIK ]T be the power allocation vector, where xMMIk is the total power allocated
to the kth UE from summing all antennas. Then, according to (5), the power allocated to the kth UE on
the mth antenna is
pZF−PAPCmk =
pZF−SPCmk
αZF−SPCk
xMMIk = a
MMI
mk x
MMI
k (27)
where αZF−SPCk =
∑M
m=1 p
ZF−SPC
mk and aMMImk = pZF−SPCmk /αZF−SPCk . With the strong constraint (27), the
power usage can be written in the matrix form as
AMMIxMMI − b  0 (28)
where the matrix AMMI is defined as
AMMI =


aMMI11 · · · aMMI1K
.
.
.
.
.
.
.
.
.
aMMIM1 · · · aMMIMK

 (29)
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and b is the same as (8). Therefore, minimizing the distance d = ‖ΞZF−PAPC −ΞZF−SPC‖2F equals to
min
∥∥∥√pMMI −√r∥∥∥2
2
,
s.t. pMMI = vec
[
AMMIdiag
(
xMMI
)]
,
AMMIxMMI − b  0,
− xMMI  0,
(30)
where diag(xMMI) represents a diagonal matrix with the diagonal elements from the vector xMMI and r
is the same as (11).
Similarly to Section III, we provide two solutions to (30) in the next two subsections respectively,
where the first one is simple but suboptimal while the second is globally optimal but iterative.
Note that (30) aims to minimize the distance between the two precoding matrices under the PAPC and
the SPC, where the distance is determined by the power difference allocated to each UE. This approach
is based on the fact that the ZF precoding under the SPC achieves the performance close to the channel
capacity for large-scale MIMO systems. Another approach is to directly try to optimize the achievable
sum-rate only with the constraint (5) as
max
K∑
k=1
log2 (1 + γk) ,
s.t : γk =
∣∣hTkwMMIk ∣∣2
σ2n,k
,
AMMIxMMI − b  0,
− xMMI  0.
(31)
The analytic solution to (31) is a water-filling based optimization problem, which has been derived in
[18], [19], and its performance and complexity will be compared to the approaches proposed in this paper.
A. Linear Scaling Method
In this subsection, we solve (30) by a simple linear scaling method. The power of each UE is initially
allocated to each antenna according to pZF−SPCmk . Then, the power of each antenna is scaled to ensure that
the sum power on each antenna dose not exceed the allowable value 1/M . The linear scaling method is
12
TABLE I: Linear Scaling Method of (30).
Step 1: p˜MMI−LSmk = p
ZF−SPC
mk , m = 1, · · · ,M, k = 1, · · · , K.
Step 2: Q˜m =
∑K
k=1 p˜
MMI−LS
mk , m = 1, · · · ,M.
Sept 3: let Q˜max = maxMm=1 Q˜m, then pMMI−LSmk =
p˜MMI−LS
mk
MQ˜max
.
summarized in Table I. As a result, the total power allocated to the kth UE from summing all antennas is
xMMI−LSk =
αZF−SPCk
M
1
maxMm=1
∑K
k=1 p
ZF−SPC
mk
. (32)
Since the elements of H are i.i.d. zero-mean unit-variance complex Gaussian variables and M is much
larger than K, the elements of its pseudo inverse H† still can be approximated as i.i.d. zero-mean random
variables. As mentioned in Section II, ΦZF−SPC = φZF−SPCIK in (2) where φZF−SPC = 1/Tr[(HHH)−1]
in large-scale MIMO systems. Hence, based on (2), the squared 2-norm of the {m, k}th element of H†
is pZF−SPCmk /φ for large-scale MIMO systems. Then, the power ratio of the kth UE under the PAPC to the
SPC is approximated as
xMMI−LSk
αZF−SPCk
=
1
M maxMm=1 p
ZF−SPC
mk
=
1
φZF−SPC
M maxMm=1
∑K
k=1
1
φZF−SPC
pZF−SPCmk
=
∥∥H†∥∥2
F
MQmax
, (33)
where Qmax denotes the maximum squared 2-norm of the row vectors of H† and ‖H†‖2F = Tr[(HHH)−1].
Relation (33) indicates that the power ratio of the PAPC to the SPC can be approximated to be directly
related to H†.
A simple example is provided to illustrate the linear scaling method in Fig. 1, where K = 2, M = 3,
α1 = α2 = 1/2, and the shadow region denotes possible points which satisfy (5). The linear scaling
solution (x1, x2)LS is the intersection point of line x1 = x2 and the right border of the shadow region.
Fig. 1 shows that linear scaling is not optimal because it does not necessarily minimize the distance in
(30). However, the border of the shadow region in the first quadrant is the Pareto border, which offers the
candidates of the optimal solution. Otherwise, the distance in (30) can be further minimized by increasing
the power of each UE simultaneously. In Fig. 1, (x1, x2)Opt denotes the optimal point, which is different
from the solution of linear scaling. In summary, the linear scaling method provides a Pareto solution but
not necessarily a globally optimal solution.
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1
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a x a x+ =
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1
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31 1 32 2
1
3
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1
1
2
x =
2
1
2
x =
( )
opt
1 2
,x x
Fig. 1: A simple example: K = 2, M = 3.
B. Post SINR of the Linear Scaling Method
Now we provide an approximation of the SINR reduction compared to ZF under the SPC due to the
linear scaling of the transmitting power in (33). For large-scale MIMO systems where M is very large,
based on [23], ‖H†‖2F can be approximated as
∥∥H†∥∥2
F
= Tr
[(
HHH
)−1] ≈ K
M −K . (34)
Since Qmax denotes the maximum squared 2-norm of the M row vectors of H†, it is very hard to
derive its expectation directly. Hence, a heuristic approximation is offered here, which is based on two
statistical properties of Qmax. Firstly, Qmax ≥ K/[(M −K)M ] statistically, where K/[(M −K)M ] is the
mean squared 2-norm of rows of H†, which can be derived by (34). Secondly, Qmax → K/[(M −K)M ]
statistically when K increases from 1 to M/2, which is based on the law of large numbers as the elements
of H† are approximated as i.i.d. zero-mean complex Gaussian random variables. In other words, Qmax
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becomes increasingly larger than K/[(M−K)M ] statistically as K decreases from M/2 to 1. The reason
is that as the dimension of the row vectors decrease, the variance of the squared 2-norm of row vectors
of H† increases. Note that for large-scale MIMO systems, M is much larger than K, so the case of
M/2 < K ≤ M is ignored. In summary, statistically, Qmax should be larger than K/[(M −K)M ] and
approaches to it gradually as K increases from 1 to M/2. Based on the above analysis, we approximate
Qmax by multiplying a modifying factor fLS(K,M) to K/[(M −K)M ] as
Qmax ≈ KfLS (K,M)
(M −K)M , 1 ≤ K ≤
M
2
(35)
where fLS(K,M) is empirically selected to be larger than 1 and approach to 1 as K increases from 1
to M/2, as fLS(K,M) = (M/2K)p + βLS(M/2K)q with positive real numbers of p, q, and βLS . Note
that βLS( M2K )
q ensures fLS(K,M) > 1. The values of p, q, βLS can be chosen by the curve fitting method
[24], which are empirically selected as 1/5, 1/4, and 1/8 respectively in this paper. Fig. 2 illustrates the
differences between the real values (Real in the figure) and the approximations (35) (Approx in the figure)
with different values of M , where K varies from 4 to M/2. It shows that the approximation (35) provides
a reasonable estimation of the real value for various K and M values in large-scale MIMO systems.
Based on (33)-(35), the total power allocated to the kth UE from summing all antennas can be
approximated as xMMIk ≈ αZF−SPCk /fLS(K,M), hence the ratio of SINR between the virtually optimal
and the linear scaling solutions is
GOpt−LSk =
SINROpt
SINRLS
≈
∣∣hTkwZF−SPCk ∣∣2∑K
l=1,l 6=k
∣∣hTkwZF−SPCl ∣∣2 + σ2n,k ×
∑K
l=1,l 6=k
1
fLS(K,M)
∣∣hTkwZF−SPCl ∣∣2 + σ2n,k
1
fLS(K,M)
∣∣hTkwZF−SPCk ∣∣2
=
∑K
l=1,l 6=k
∣∣hTkwZF−SPCl ∣∣2 + fLS (K,M)σ2n,k∑K
l=1,l 6=k
∣∣hTkwZF−SPCl ∣∣2 + σ2n,k . (36)
When the ideal CSI is available at the BS, the multi-user interference
∑K
l=1,l 6=k |hTkwZF−SPCl |2 in (36) is
zero, and the SINR ratio is GOpt−LSk ≈ fLS(K,M), e.g., about 2dB loss of linear scaling when K = 16
and M = 128. Since the SINR of the virtually optimal precoding can be estimated as in [25], the SINR
of linear scaling can be approximated by
SINRLS ≈ SINR
Opt
fLS (K,M)
. (37)
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Fig. 2: Comparison between the real value of Qmax and its approximation (35).
When the CSI is non-ideal, the multi-user interference is no longer zero, and (36) can be rewritten as
GOpt−LSk ≈ fLS (K,M)−
fLS (K,M)− 1
1 + γN2I,k
(38)
where γN2I,k = σ2n,k/
∑K
l=1,l 6=k |hTkwZF−SPCl |2. According to [25], γN2I can be estimated as
γN2I,k ≈
σ2n,kK (M −K + 1)
M (1− β2) (K − 2) (39)
where β is the normalized correlation coefficient between the ideal and measured channel vectors, i.e.
hk
‖hk‖ = β
hIdealk∥∥hIdealk ∥∥ +
√
1− β2 h
Ideal,⊥
k∥∥∥hIdeal,⊥k ∥∥∥ , (40)
where hIdealk denotes the ideal CSI and h
Ideal,⊥
k denotes the vector in the null space of hIdealk , and 0 ≤ β ≤ 1.
Then, GOpt−LSk could be estimated by a function of K, M , β, and σn,k as
GOpt−LSk ≈ fLS (K,M)−
M [fLS (K,M)− 1] (1− β2) (K − 2)
M (1− β2) (K − 2) +K (M −K + 1)σ2n,k
. (41)
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Given K and M , when β = 1, (41) achieves its maximum value fLS(K,M) regardless of the SNR, which
means that linear scaling suffers the largest sum rate loss with ideal CSI. When β < 1, as SNR increases,
i.e., σ2n,k approaches to 0, (41) approaches to 1, which means that the sum rate loss of linear scaling is
almost 0 in the relatively high SNR region with non-ideal CSI. As the SNR decreases, i.e., σ2n,k goes
to infinity, (41) approaches to the maximum value fLS(K,M), which means that the gap between the
virtually optimal and the linear scaling methods increases as SNR decreases with non-ideal CSI. Given
the SNR value, as β increases from 0 to 1, (41) keeps increasing from fLS(K,M) − [MfLS(K,M) −
1)(K − 2)]/[M(K − 2) + (KM −K + 1)σ2NI,k] to fLS(K,M). In summary, linear scaling works best in
the high SNR region with non-ideal CSI, and it is closer to the virtually optimal method as β decreases.
Fig. 3 provides comparisons between (41) and the real SINR gain with various values of β and SNR
where M = 256 and K = 24, which verifies the analysis above. Moreover, the difference between the real
and approximated values in (41) decreases as SNR increases with the maximum error less than 0.2dB.
Hence, (41) is a reasonable approximation of the SINR gain. Given the values of M , K, and σn,k, with
the estimated SINROpt in [25], the sum rate of linear scaling with various values of β can be estimated
using (36) and (41).
C. Newton Iterative Method
Similar to Subsection III-C, Problem (30) can be solved by iterative search with the interior-point
method [22], where the object function is written as
min fMMI
(
xMMI
)
= t
∥∥∥√pMMI −√r∥∥∥2
2
−
M+K∑
i=1
log fi
(
xMMI
)
,
s.t. pMMI = vec
[
AMMIdiag
(
xMMI
)]
,
(42)
where fi(xMMI) = a˜Ti xMMI − bi, i = 1, · · · ,M +K, and a˜Ti is the ith row vector of the matrix A˜MMI =
[AMMI,T, IK ]
T
. With the Newton iterative method [22], the gradient vector and Hessian matrix of (42) is
calculated as
∇fMMI = t
M∑
i=1
(
a˜Ti −
√
a˜Ti√
xMMI
◦
√
p
ZF−SPC,T
i
)
+
M+K∑
i=1
−a˜Ti
a˜Ti x
MMI − bi (43)
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Fig. 3: The approximation error of (41), with M = 256 and K = 24.
and
∇2fMMI =


−
M∑
m=1
(
aMMIm1 p
ZF−SPC
m1
) 1
2
(
xMMI1
)− 3
2
.
.
.
−
M∑
m=1
(
aMMImK p
ZF−SPC
mK
) 1
2
(
xMMIK
)− 3
2


+
M+K∑
i=1
−a˜Ti a˜i
(a˜Ti x
MMI − bi)2
(44)
respectively. Then, the Newton iteration method can be carried out as in [22].
V. COMPUTATION COMPLEXITY
In this section, we analyze the computation complexity of the four discussed ZF-based power allocation
algorithms for large-scale MIMO systems under the PAPC.
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A. Orthogonal Projection Method
As for the orthogonal projection algorithm proposed in Section III-A, most of the computation is
introduced by (14) and (15). Let r˜ = [r˜T1 , r˜T2 , · · · , r˜TK , r˜]T and p˜Sub = [p˜T1 , p˜T2 , · · · , p˜TK , p˜]T respectively,
where both r˜i and p˜i, i = 1, · · · , K, are M×1 vectors and r˜ and p˜ in (14) are scalars. Since the projection
matrix MProj has a specific form as in (18), p˜Sub is computed as
p˜i = D1r˜i +D2
K∑
k=1,k 6=i
r˜k +
(
1
M2K2
− 1
MK
)
r˜, i = 1, · · · , K (45)
and
p =
(
1
M2K2
− 1
MK
) K∑
k=1
M∑
m=1
r˜mk + cr˜. (46)
In (45), ∑Kk=1,k 6=i r˜k could be rewritten as ∑Kk=1 r˜k − r˜i, which needs 2MK −M real-valued additions
for all the K possible values of i, where MK −M of them are from ∑Kk=1 r˜k and the other MK of
them are from the K vector subtractions. With the special form of matrices D1 and D2, the 2K products
D1r˜i and D2
∑K
k=1,k 6=i r˜k require 4MK real-valued multiplications and 4MK−2K real-valued additions.
In addition, the rest computation of (45) includes 2MK real-valued additions. Hence, the computations
of (45) involves about 4MK real-valued multiplications and 8MK real-valued additions. As for (46),
it involves MK real-valued additions and 2 real-valued multiplications. Furthermore, (15) includes MK
real-valued divisions, hence its complexity is O(MK). In summary, the total computation complexity of
the orthogonal projection method includes O(MK) real-valued multiplications and additions respectively.
B. Feasible Newton Iterative Method
As for the feasible newton iterative method discussed in Section III-C, most of the computation is caused
by solving the Newton decrement equation, where the inverse matrix with the dimension of MK +M
has to be computed firstly. Let [
P Q
QT S
]
=
[
∇2fx AT
A 0M
]−1
, (47)
where the dimensions of matrices P, Q, and S are MK×MK, MK×M , and M ×M respectively and
0M denotes a M ×M all-zero matrix. Based on [22], only P needs to be obtained instead of the whole
inverse matrix in (47). According to the inverse of block matrix formula [20], P could be written as
P =
(∇2fx)−1 + (∇2fx)−1AT [A (∇2fx)−1AT]−1A (∇2fx)−1 . (48)
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As ∇2fx is a diagonal matrix, its inverse only involves O(MK) real-valued multiplications and additions
respectively. Moreover, as A = [IM , · · · , IM ], the computation of AT[A(∇2fx)−1AT]A only needs
O(MK) multiplications and additions respectively, where the result has a form of
MFNI = AT
[
A
(∇2fx)−1AT]A =


Dp · · · Dp
.
.
.
.
.
.
.
.
.
Dp · · · Dp

 (49)
and Dp is a M ×M diagonal matrix. Hence, the Newton increment ∆xnt can be written as
∆xnt = P∇fx = u∇fx +
(∇2fx)−1 (MFNIu∇fx) , (50)
where u∇fx = (∇2fx)−1∇fx is a MK × 1 vector. Due to the special structure of MFNI, MFNIu∇fx can
be calculated similarly to (45). Hence, O(MK) real-valued multiplications and additions respectively are
needed to update ∆xnt. In addition, updating x and the residual error involve about 2MK real-valued
multiplications and additions respectively. In summary, the computation complexity of feasible Newton
iterative method involves O(mFNIMK) real-valued multiplications and additions respectively, where mFNI
represents the number of iterations and it is not more than 10 according to our experiments.
C. Linear Scaling Method
As for the linear scaling method discussed in Section IV-A, since it only involves simple real-valued
multiplications and additions, its computation complexity includes O(MK) real-valued multiplications
and additions respectively.
D. Newton Iterative Method
As for the Newton iterative method discussed in Section IV-C, most of the computations are cause by
calculating the matrix AMMI in (29), the gradient vector ∇fMMI in (43), the Hessian matrix ∇2fMMI in
(44), and the Newton decrements. For the matrix AMMI, it needs about 3MK real-valued multiplications
and 2MK real-valued additions. For the gradient vectors,
∑M+K
i=1 −a˜Ti /(a˜Ti xMMI−bi) results in most of the
computations and it needs about O(MK) real-valued multiplications and O(MK) real-valued additions as
each of the last K vectors of a˜i, i = M +1, · · · ,M +K, has only one non-zero element. For the Hessian
matrix,
∑M+K
i=1 −aTi a˜/(a˜Ti xMMI−bi) causes most of the computations and it needs about MK2/2+MK/2
real-valued multiplications. For the Newton decrements, as ∇2fMMI is a K ×K matrix and ∇fMMI is a
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TABLE II. Comparison of Computation Complexity.
Number Multiplications Additions Iterations
Orthogonal projection O(MK) O(MK) 1
Feasible Newton iteration O(mFNIMK) O(mFNIMK) mFNI ≤ 10
Linear scaling O(MK) O(MK) 1
Newton iteration O[mNI(MK2 +K3)] O[mNI(MK2 +K3)] mNI ≤ 15
Water-filling O[mWF(MK2 +K3)] O[mWF(MK2 +K3)] mWF ≤ 15
K × 1 vector, the inverse of ∇2fMMI, (∇2fMMI)−1∇fMMI, and (∇fMMI)T(∇2fMMI)−1∇fMMI need about
O(K3), K2, and K real-valued multiplications and real-valued additions respectively [26]. In summary,
the total complexity of the Newton iterative Method includes about O[mNI(MK2 + K3)] real-valued
multiplications and real-valued additions respectively, where mNI represents the number of iterations and
it is not more than 15 based on our experiments.
E. Summary
The complexity of the four proposed algorithms are summarized in Table II, where multiplications and
additions are real-valued. Moreover, for comparison, the computation complexity of the water-filling based
solution to Problem (31) is also provided, which is computed based on [18], [19]. Note that the water-
filling based method employed in [18], [19] is the interior-point method, which has the the complexity
similar to our method discussed in Section IV-C, and mWF denotes its number of iterations. Table II
shows that the Newton iterative solution proposed in Section IV-C to Problem (30) and the water-filling
based solution employed in [18], [19] to Problem (31) have the most complexity, while the orthogonal
projection solution proposed in Section III-A to Problem (12) and the linear scaling solution proposed in
Section IV-A to Problem (30) has the least complexity. The feasible Newton iterative solution proposed in
Section III-C to Problem (12) has the medium complexity after the computation simplification discussed
in section V-B.
VI. CONJUGATE BEAMFORMING
For the CB precoding, we provide a simple power allocation method which satisfies the PAPC. Let
hk = |hk| ◦ eθk , k = 1, · · · , K, where θk is the phase vector of hk. Then, the proposed precoding vector
of the kth UE under the PAPC is
wCB−PAPCk =
√
αCB−SPCk
M
e−jθk (51)
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where αCB−SPCk is the total power allocated to the kth UE from summing all antennas for the CB precoding
under the SPC, which is uniformly distributed to each antenna for the PAPC. Note that the CB precoding
matrix is provided in [4] as wCB−SPCk =
√
φCB−SPChH where φCB−SPC = 1/Tr[(HHH)] with the total
maximal power being assumed to be 1 in this paper. With (51), the power of each antenna is fully used.
The post-receiving SINR of the kth UE is
SINRCB−PAPCk =
∣∣∣hIdeal,Tk wCB−PAPCk ∣∣∣2∑K
l=1,l 6=k
∣∣∣hIdeal,Tk wCB−PAPCl ∣∣∣2 + σ2n,k , (52)
With (40), substituting (51) into (52), it becomes
SINRCB−PAPCk =
αCB−SPCk β
2
(∑M
m=1
∣∣hIdealkm ∣∣)2
M
∥∥hIdealk ∥∥2∑Kl=1,l 6=k αCB−SPCl |vTk ul|2 +Mσ2n,k (53)
where vk = hIdealk /‖hIdealk ‖ and ul = e−jθl/
√
M . Note that vk and ul are elements of Grassmann manifold
G(1,M) [25]. As the elements of hIdealk , k = 1, · · · , K, are i.i.d. normalized complex Gaussian random
variables, their amplitudes obey Rayleigh distribution. Then,
∑M
m=1 |hIdealkm | → ME(|hIdealkm |) = M
√
pi/2
when M is large [27], [28]. For the SPC case, the post-receiving SINR could be written as
SINRCB−SPCk =
αCB−SPCk β
2
∥∥hIdealk ∥∥2∑K
l=1,l 6=k α
CB−SPC
l
∥∥∥hIdeal,Tk ul∥∥∥2 + σ2n,k
=
αCB−SPCk
∥∥hIdealk ∥∥4∥∥hIdealk ∥∥4∑Kl=1,l 6=k αCB−SPCl |vTk ul|2 + ∥∥hIdealk ∥∥2 σ2n,k
(54)
As M is large, ‖hIdealk ‖2 ≈M according to the law of large numbers. Since vk,ul ∈ G(1,M), the mutual
interference terms
∑K
l=1,l 6=k |vTk ul|2 in (53) and (54) approach to the same value (K−1)/M [25]. Hence,
the ratio between SINRCB−PAPCk and SINRCB−SPCk is
GSPC−PAPC =
SINRCB−SPCk
SINRCB−PAPCk
≈
∥∥hIdealk ∥∥4(∑M
m=1
∣∣hIdealkm ∣∣)2 ≈
4
pi
. (55)
The approximation (55) implies that the rate loss due to the PAPC of CB is log2(4/pi) = 0.3485bits/s/Hz
for each UE compared to the SPC and independent of CSI error, when SINRCB−SPCk and SINRCB−PAPCk
are much larger than 1, which is the preferable case for large-scale MIMO systems. Fig. 4 compares the
real SINR gain and the estimated gain computed from (55) with various values of SNR and β, which
verifies the rationality of (55), as the maximal estimation error dose not exceed 0.2dB. Hence, (55) is a
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Fig. 4: The approximation error of (55) with M = 256 and K = 24.
reasonable approximation of the SINR gain. With the estimated SINRCB−SPC in [25], the sum rate of CB
precoding under the PAPC could be estimated using (55).
VII. SIMULATION RESULTS
In this section, simulation results are presented to compare the four ZF-based and one CB-based power
allocation algorithms proposed in this paper, where MPU-Proj-ZF, MPU-Opt-ZF, MMI-LS-ZF, and MMI-
Opt-ZF denote the orthogonal project, feasible Newton iterative, linear scaling, and Newton iterative
methods for the ZF-based power allocation respectively, while PAPC-CB denotes the CB-based power
allocation. In addition, the approximation of linear scaling, denoted by Est-LS-ZF, introduced in Section
IV-B is also provided. For reference, the results of the virtually optimal ZF under the SPC and the simple
CB under the SPC, denoted by SPC-ZF and SPC-CB respectively, are provided. Note that for SPC-ZF and
SPC-CB, the corresponding precoding matrices employed in [4] are used to compute the power allocation
matrices PZF−SPC and PCB−SPC respectively, and the results are used for the power allocation methods
proposed in this paper. In addition, the water-filing based solution to Problem (31) employed in [18], [19],
23
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Fig. 5: Ideal CSI, sum rate vs. SNR, K = 16,M = 128.
denoted WF-ZF, is also shown in the figures for reference.
A. Ideal CSI
In order to investigate the performance with ideal CSI, the simulation results of K = 16,M = 128 and
K = 24,M = 256 are provided in Fig. 5 and Fig. 6 respectively, where the total maximal transmitting
power is assumed to be 1, with an equal transmitting power constraint 1/M of each antenna except for
SPC-ZF and SPC-CB.
In Fig. 5 and Fig. 6, the sum rate vs. SNR results are shown. Both figure shows that the two ZF-
based methods maximizing the power utilization proposed in Section III achieve better performance
compared to MMI-LS-ZF and MMI-Opt-ZF in the relatively low SNR region, i.e., less than around
2dB and 15dB for MPU-Proj-ZF and MPU-Opt-ZF respectively. In addition, MPU-Opt-ZF with the com-
plexity of O(mFNIMK) achieves significantly better performance than MPU-Proj-ZF with the complexity
of O(MK), which verifies the analysis in the subsection III-A. Moreover, MPU-Opt-ZF achieves the
performance similar to SPC-ZF when the SNR is no more than around 10dB. As for the two ZF-based
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Fig. 6: Ideal CSI, sum rate vs. SNR, K = 24,M = 256.
methods minimizing the multi-user interference proposed in Section IV, they achieve better performance
compared to MPU-Proj-ZF and MPU-Opt-ZF in the relatively high SNR region, i.e., more than around
5dB and 17dB compared to MPU-Proj-ZF and MPU-Opt-ZF respectively. In addition, MMI-LS-ZF with
the complexity of O(MK) achieves the performance, which suffers an acceptable loss compared to SPC-
ZF, similar to MMI-Opt-ZF with the complexity of O[mNI(MK2+K3)] and WF-ZF with the complexity
of O[mWF(MK2 + K3)]. The reason is that, on the one hand, as the number of constraint equations
is very large in (28), the optimal point of MMI-Opt-ZF is close to the point of MMI-LS-ZF. On the
other hand, since the channel gains of different UEs approach to the same because of the law of large
numbers in large-scale MIMO systems [1]–[6], WF-ZF offers almost the same solution as MMI-LS-ZF.
Moreover, the approximation Est-LS-ZF achieves the performance close to MMI-LS-ZF, which verifies
approximations (35) and (41). As for CB-PAPC proposed in Section VI, the performance loss compared
to SPC-CB is acceptable, which verifies the around 0.35bits/s/Hz loss per user as discussed in Section
VI.
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Fig. 7: Sum rate vs. α when SNR = −10dB.
B. Non-ideal CSI
In order to investigate the influence of non-ideal CSI, the sum rate vs. CSI error level results for
K = 16 and M = 128 with the SNRs of −10dB, 10dB, and 30dB are shown in Fig. 7, Fig. 8 and Fig.
9 respectively. In these figures, the parameter β is used to denote the normalized correlation coefficient
between ideal and measured CSI at a BS as in Fig. 3 and Fig. 4, where a larger value of β results in a
lower CSI error level.
Fig. 7 shows that when the is SNR −10dB, for the four proposed ZF-based algorithms, MPU-Proj-ZF
and MPU-Opt-ZF outperform MMI-LS-ZF and MMI-Opt-ZF, regardless of β. Especially, MPU-Opt-ZF
achieves the best performance, which is almost the same as SPC-ZF, compared to MPU-Proj-ZF, MMI-
LS-ZF, MMI-Opt-ZF, WF-ZF, and PAPC-CB. In addition, as the SNR is −10dB, SPC-CB achieves better
performance compared to SPC-ZF, which is consistent with the conventional understanding that CB offers
higher performance than ZF in the relatively low SNR region [4]. In the case of PAPC, PAPC-CB achieves
the performance better than MMI-LS-ZF, MMI-Opt-ZF, and WF-ZF, close to MPU-Proj-ZF, and only
worse than MPU-Opt-ZF. Note that although PAPC-CB is worse than MPU-Opt-ZF, the complexity of
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Fig. 8: Sum rate vs. α when SNR = 10dB.
CB is much smaller than ZF. Moreover, the approximation Est-LS-ZF is still very close to MMI-LS-ZF.
Similarly. Fig. 8 shows that when the SNR is 10dB, MPU-Opt-ZF still achieves the best performance,
which is almost the same as SPC-ZF, compared to MPU-Proj-ZF, MMI-LS-ZF, MMI-Opt-ZF, WF-ZF,
and PAPC-CB. In addition, MMI-LS-ZF achieves the performance similar to MMI-Opt-ZF and WF-ZF
regardless of β when SNR is 10dB, which suffers only a small loss compared to MPU-Opt-ZF and is
significantly better than MPU-Proj-ZF and PAPC-CB. Note that the approximation Est-LS-ZF is almost
the same as MMI-LS-ZF in this case. Moreover, PAPC-CB with an acceptable loss compared to SPC-CB
achieves the worst performance regardless of β. The reason is that the inter-user interference instead of the
power of the target signal becomes the dominate factor of the post-receiving SINR when SNR increases
to 10dB.
Finally, Fig. 9 shows that when the SNR is 30dB, MMI-LS-ZF still achieves the performance close
to MMI-Opt-ZF and WF-ZF and better than MPU-Proj-ZF and PAPC-CB. In addition, when β < 0.9,
MMI-LS-ZF achieves almost the same performance as SPC-ZF and MPU-Opt-ZF. When 0.9 ≤ β ≤ 1,
MMI-LS-ZF suffers only a very small loss compared to SPC-ZF and is significantly better than MPU-
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Opt-ZF, which indicates that MMI-LS-ZF is slightly worse than SPC-ZF and significantly better than
MPU-Opt-ZF only when the CSI is relatively accurate. Note that the approximation Est-LS-ZF is almost
the same as MMI-LS-ZF in this case. Moreover, PAPC-CB with an acceptable loss compared to SPC-CB
achieves the worst performance regardless of β.
In summary, when β < 0.9, under the PAPC, MPU-Opt-ZF always achieves the best performance
regardless of SNR. In the relatively high SNR region, MMI-LS-ZF, MMI-Opt-ZF, and WF-ZF achieve
the performance similar to MPU-Opt-ZF, but MPU-Opt-ZF outperforms them in the relatively low SNR
region. When 0.9 < β ≤ 1, the results are similar to the ideal CS case. Specifically, MPU-Opt-ZF achieves
the best performance when the SNR is relatively small. Otherwise, MMI-LS-ZF, MMI-Opt-ZF, and WF-
ZF achieve the best performance, where MMI-LS-ZF has the lowest complexity. Note that the best choices
for difference cases all achieve acceptable or negligible losses compared to SPC-ZF, which verifies the
effectiveness of MPU-Opt-ZF, MMI-LS-ZF, and MMI-Opt-ZF. Although MPU-Proj-ZF is not the best
choice in various values of SNR and β, its solution offers an initial value to MPU-Opt-ZF to ensure its
rapid convergence. In addition, the error of the approximation Est-LS-ZF to MMI-LS-ZF is negligible,
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which verifies approximations (35) and (41). Moreover, the performance loss of PAPC-CB compared to
SPC-CB is acceptable, which verifies the effectiveness of PAPC-CB.
C. Application in Practical Systems
In practical systems, unavoidable CSI errors exist, which is a more serious issue for large-scale MIMO
systems. On the one hand, highly accurate CSI measurement means huge pilot overhead. On the other
hand, the inevitable calibration error of the Time Domain Duplexing (TDD) mode, which is the mainly
considered operation mode for large-scale MIMO systems [1]–[6], worsens the CSI in the downlink
transmission. Therefore, an adaptive power allocation method is the best choice for practical large-scale
MIMO systems. When the CSI error is relatively large, i.e., the post-receiving SINR of uplink pilot signal
is relatively low such that β < 0.9, MPU-Opt-ZF is employed regardless of the downlink SNR. Otherwise,
MMI-LS-ZF is employed for its simplicity when the downlink SNR is relatively large, while MPU-Opt-ZF
is employed when the downlink SNR is relatively low. Note that ZF involves large amount of computation
complexity to obtain the inverse matrix, which could cause large processing delay at the BS. Hence, CB
could be a more reasonable choice for UEs that move fast for its simplicity. In this case, CB-PAPC is
applied.
VIII. CONCLUSIONS
In this paper, we provide four ZF-based power allocation methods according to two different criteria
and one CB-based method to solve the power allocation problem under the PAPC for large-scale MIMO
systems. In addition, the sum rate loss of ZF-based linear scaling relative to the virtually optimal case of
ZF under the SPC, as well as the sum rate loss of the CB-based method relative to CB under the SPC,
are derived. Simulation results show that with relatively accurate CSI, i.e., β ≥ 0.9, the feasible Newton
iterative method based on maximum power utilization leads to the largest average achievable sum rate in
the relatively low SNR region, which is almost the same as the virtually optimal case of ZF under the SPC.
In the relatively high SNR region with relatively accurate CSI, although the two proposed methods based
on minimum multi-user both achieves similar best achievable sum rates with only small losses compared
to ZF under the SPC, along with the water-filling based method employed in [18], [19], the linear scaling
method has the lowest complexity. If the CSI is relatively inaccurate, i.e., β < 0.9, the feasible Newton
iterative method is the best choice with almost the same performance as ZF under the SPC regardless of
the SNR. In addition, the maximum SINR gap between linear scaling and the optimal case of ZF under
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the SPC is about fLS(K,M) for ideal CSI, and it decreases to 0 as the CSI error increases. Furthermore,
the proposed CB-based power allocation suffers little throughput loss relative to the case of CB under the
SPC. The results could provide useful references for practice.
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