Relay nodes are used to improve the throughput, delay and reliability performance of energy harvesting networks by assisting both energy and information transfer between information nodes and access point. Previous studies on radio frequency energy harvesting networks are limited to single source single/multiple relay networks. In this paper, a novel joint relay selection, scheduling and power control problem for multiple source multiple relay network is formulated with the objective of minimizing the total duration of wireless power and information transfer. The formulated problem is non-convex mixed-integer non-linear programming problem, and proven to be NP-hard. We first formulate a subproblem on scheduling and power control for a given relay selection. We propose an efficient optimal algorithm based on a bi-level optimization over power transfer time allocation. Then, for optimal relay selection, we present optimal exponential-time Branch-and-Bound (BB) based algorithm where the nodes are pruned with problem specific lower and upper bounds. We also provide two BB-based heuristic approaches limiting the number of branches generated from a BB-node, and a relay criterion based lower complexity heuristic algorithm. The performance of the proposed algorithms are demonstrated to outperform conventional harvest-then-cooperate approaches with up to 88% lower schedule length for various network settings.
is performed as in the three node model. A straightforward approach to the relay selection problem is to choose the relay randomly inside a circular sector with a central angle in direction of the destination [16] . The relay selection schemes are also designed based on the remaining energies in relay batteries (for the cases where EH relays are equipped with batteries) [17] , [18] , or channel state information (CSI) either between source-and-relay, relay-and-destination or both [19] [20] [21] . Outage probability and average throughput of the networks are analyzed as performance indicator.
The relay selection problem for WPCCN is only addressed in [13] . In this work, the network consists of an AP, an EH source, and multiple EH relays. The first part of a time block is allocated for power transfer from the AP to the source and relays. The remaining is further divided into two equal length slots for IT in which the source first broadcasts the information towards the AP and relays, and then the selected relay amplifies and forwards the signal to the AP. The performance of the aforementioned CSI based relay selection criteria is evaluated in terms of outage probability and throughput for fixed transmission rate. Although the optimal fraction of the time block between EH and IT to maximize throughput is discussed through simulation results, durations of the IT slots were not optimized but assumed equal. However, this optimization can bring significant improvement, especially for time critical network applications, such as realtime surveillance and networked control systems [22] , [23] . Furthermore, optimization of power control and rate adaption were not studied.
RF-EH networks with multiple source-destination pairs require separate study for the relay selection problem since individually optimum relays do not guarantee the best relay selection for the entire network. To the best of our knowledge, the multiple source relay selection problem is considered only in [24] for SWIPT and has not been analyzed for WPCCN in the literature. In SWIPT, relay selection is performed by employing a game theoretic approach, where the sources are competing for the help of relays.
In this paper, we study multiple source multiple relay WPCCN where relays and sources harvest energy from the RF signals broadcast by an AP for information transmission. Our goal is to determine the optimal relay selection, power control, and scheduling for energy harvesting and information transmission. The major contributions of the paper are listed as follows. • We consider multiple source multiple relay WPCCN; whereas the earlier work in the literature is limited to the single source single/multiple relay WPCCN.
• A novel optimization problem is formulated for joint relay selection, scheduling and power control. Besides the usual energy and data causality constraints, we include maximum transmission power constraints. The objective is to minimize the duration of the schedule for wireless power transfer and data transmission. The formulated problem is a non-convex mixed integer non-linear problem (MINLP).
• The formulated problem is proved to be NP-hard, so, as a solution strategy, we propose a bottom-up approach starting from a simpler sub-problem of scheduling and power control, then, extending the problem with additional relay selection variables.
• A scheduling and power control problem is formulated where the objective is to minimize the schedule length for the energy and data transmission and the constraints concern energy, data, and maximum transmit power requirements. An efficient optimum and a faster suboptimal algorithm are proposed for the solution of the problem. The former is based on the bi-level transformation of the problem based on the convexity of the individual optimal IT lengths with respect to the EH length; whereas the latter computes the IT duration of the sources for a sub-optimal EH length.
• Extending scheduling and power control problem with relay selection variables requires the search over all possible source-relay combinations. We adapt Branch-and-Bound to the solution of our problem so that we propose an optimum and two heuristic algorithms.
The optimal algorithm systematically searches for relay-source combinations by following the nodes of a BB-tree. A node is pruned if it is not promising to provide better feasible solution than the one obtained at the previous nodes. For pruning decision, problem specific lower and upper bounds are developed. The heuristic approaches either limit the number of branches generated from each node or completely remove the branching to obtain solutions quickly. After any relay assignment is completed, there is no need to branch on other variables. The scheduling and power control problem is solved to obtain the schedule length.
• Although the BB-based heuristics shorten the time to reach a feasible solution, their runtime still rapidly increases with the number of the nodes of the WPCCN. For better time complexity, an improvement type heuristic approach is proposed. The heuristic starts with an initial solution determined by CSI-based relay selection criterion, and then, alters the selected relay for a source in each iteration until there is no improvement in schedule length.
• We illustrate the superiority of the proposed algorithms to previously proposed conventional harvest-then-cooperate protocol [13] in terms of schedule length and run-time for various network sizes and transmit power levels.
Submitted to IEEE Transactions on Wireless Communication 5 The rest of the paper is organized as follows. Section II describes the system model and assumptions used throughout the paper. In Section III, the joint relay selection, scheduling, and power control problem is formulated. Section IV introduces and solves the sub-problem on scheduling and power control. The BB based optimal and heuristic algorithms are proposed in Sections V and VI, respectively. Section VII provides a relay selection criterion based heuristic algorithm. Section VIII presents the simulation results. Finally, Section IX concludes the paper.
II. SYSTEM MODEL
• The WPCCN contains one AP, N information sources, denoted by S i , i = 1, 2, . . . , N , and K decode-and-forward (DF) relays, denoted by R j , j = 1, 2, . . . K. The AP, all the sources and relays are equipped with a single antenna and operate in the same frequency band.
• The AP is assumed to have an unlimited power source. The transmission power of the AP is assumed to be constant and denoted by P A . The sources and relays only have rechargeable batteries and no other embedded energy supplies. Therefore, they have to use the harvested energy from the RF signals broadcast by the AP for the information transmission.
• TDMA protocol is used as medium access control protocol. The time is divided into time blocks, which are further divided into 3 time slots for EH, IT of sources, and IT of relays, respectively. In the first time slot, relays and information sources harvest energy from the AP during τ 0 amount of time. With the harvested energy, each source communicates directly to the AP, or information is transferred from the source to the relay and then from the relay to the AP. Accordingly, IT time slots are further divided into sub-slots corresponding to each source and relay. Assume that the j th relay is selected by the i th source for cooperation.
Note that each source can cooperate with a single relay. Then, a sub-slot is allocated for the IT from source S i to relay R j with duration τ R j S i and another sub-slot is allocated for the IT from R j to AP with duration τ AP R j for i = 1, 2, . . . , N and j = 0, 1, 2, . . . K, where R 0 refers to AP . If the i th source prefers direct communication with the AP, information transfer is completed in the first IT block in τ R 0 S i amount of time and τ AP R 0 is obviously zero. Further, it is assumed that the harvested energy in each block is only used in that block and not stored for further use.
• The AP maintains the synchronization of the network and informs the information sources and relays about the current schedule at the beginning of each time block.
Submitted to IEEE Transactions on Wireless Communication 6 • Block fading channels are assumed, where the channel gains remain constant during each transmission block but change independently from one block to another. Let h Y X and g Y X be the channel gains between X and Y for DL and UL, respectively, where X, Y ∈ {AP, S i , R j }, i = 1, 2, . . . , N and j = 1, 2, . . . K (e.g. h S i AP is the DL channel gain between AP and S i ). All the channel gains are assumed to be known by the AP at the beginning of each time block, similar to the previous work, e.g., [4] , [19] , [25] . x • Each information source S i needs to send D S i amount of data to the AP, for i = 1, 2, . . . , N .
Moreover, the relays must convey all the information they receive from the sources.
• We assume that P A is large enough to ignore AWGN noise component during EH phase and all the sources and relays have constant harvesting efficiency. Thus, the energy harvested at the i th source and j th relay can be expressed as
respectively, where ζ i and ζ j are the energy harvesting efficiency of S i and R j , respectively, for i = 1, . . . , N and j = 1, . . . , K.
• In IT phase, we consider continuous power model, which is a commonly used model in the literature [22] , [26] , so the transmit power takes any value below a maximum level P max . The transmit power is further limited by the amount of the harvested energy given in Eq. (1). The required energy for decoding the received message at relays is negligible compared to the energy consumption for IT [11] . Thus,
where P R j S i and P AP R j are the average transmit power of S i and R j during IT, respectively. • We use continuous transmission rate model and Shannon's channel capacity formula for AWGN channels to determine maximum achievable rate. We ignore interference as all sources and relays use separate time slots for IT. Hence, the instantaneous UL transmission rates T R j S i from S i to R j and T AP R j from R j to AP are given by
III. PROBLEM FORMULATION
A joint relay selection, time allocation and power control problem with the objective of total time minimization subject to demand, energy and power constraints is formulated as follows.
The variables of the optimization problem are τ 0 , EH duration; τ R j S i , IT duration from the i th source to the j th relay; τ AP R j , IT duration from the j th relay to the AP; P R j S i , transmit power of the i th source when it transmits to the j th relay; P AP R j , transmit power of the j th relay when it transmits to the AP; and b j i , the relay selection parameter taking value 1 if the j th relay is selected for the i th source and 0 otherwise.
The objective of the optimization problem is to minimize the duration of the schedule for energy harvesting and data transmission. Eq. (5b) guarantees that one and only one relay is selected for each source. Note that a relay can be chosen for more than one source. Eqs. (5c) and (5d) determine the maximum allowable transmit power of the sources and relays, respectively. If R j is not selected for S i , P R j S i is forced to be zero in Eq. (5c). If R j is not selected for any source, then P AP R j is set to zero by Eq. (5d). Eqs. (5e) and (5f) represent the limit on the transmit power of sources and relays imposed by the harvested energy amount. Demand constraint Eq. (5g) requires that each source S i conveys a certain amount D S i of data to the AP with/without the help of a relay. Relays need to convey all data they gather from users. Accordingly, demand requirement of a relay is given in Eq. (5h). Lastly, Eq. (5i) and (5j) represent non-negativity and integrality constraints, respectively. Proof. We reduce the NP-hard minimum Makespan Scheduling Problem (MSP) on identical machines to an instance of Problem (5) . MSP aims to find an assignment of the N jobs with processing times t i , i = 1, . . . , N, to K identical machines such that the makespan, which is the time elapsed until all jobs completed, is minimized.
Let us define a problem instance where UL channels gains are equal to each other as DL gains, i.e., g Y X = g and h Y X = h, where X, Y ∈ {AP, S i , R j }, ∀i = 1, . . . , N, j = 0, . . . , K. In this condition, the relays become identical. Any relay brings same amount of improvement in IT duration of a source node, which removes the effect of the relay selection on IT durations.
As the channel gains are same, the required energy for D S i amount of data transmission from S i to R j is same for any j, i.e., not affected by the relay assignment. However, a relay assisting many sources necessitates more energy for IT which results in longer EH duration. For the minimum EH duration, the data amount forwarded by the relays should be balanced. Consider that D S i as processing time for S i , ∀i, j as IT lengths and required energy are directly related to the data amount. Hence, the problem instance turns into an MSP which asks for an assignment of N sources with different data demands D i to K identical relays such that the maximum of total data amount forwarded by a relay is minimized. Since MSP is NP-hard and reduced to an instance of the problem, Problem (5) is NP-hard.
B. Solution Strategy
For the solution of Problem (5), we first formulate a sub-problem on scheduling and power control for WPCN with multiple source-destination pairs and an AP as energy source, which is the reduced form of the original problem for a given relay selection. A preliminary version of this problem and the solution algorithms has previously appeared in [1] . Then, the best relay selection is searched either by BB based techniques or an improvement type heuristic approach.
IV. SCHEDULING AND POWER CONTROL PROBLEM
This section discusses the scheduling and power control problem for WPCN with multiple source-destination pairs. Each source has a destination, which is either the selected relay targeting the AP or the AP if no relay is chosen for that source. Since relays have to convey the information gathered from the sources to the AP, they act like sources. Therefore, in this section, the term source covers both the sources and the selected relays, the total number of which is denoted by N .
During τ 0 amount of time, sources harvest energy from the signals broadcast by the AP in DL. Then, the i-th source transmits D S i amount of data to the corresponding destination during τ S i amount of time in UL, for i = 1, 2, . . . , N . Accordingly, the scheduling and power control problem is given as follows:
where h S i is the DL channel gain between S i and AP, g S i is the UL channel gain between S i and its destination, P S i is the transmit power of S i , for i = 1, . . . , N .
Problem (6) is a non-convex non-linear optimization problem due to the non-convexity of Eqs. (6b) and (6c). We first give the optimal solution of the single source scenario. Then, we extend our solution strategy to the multiple source scenario by modeling the system as multiple single source networks and designing a bi-section search for a mutual EH duration of such networks. Moreover, single source solutions will be used in the sub-optimal algorithm, where optimum EH lengths of each individual source are computed and the maximum of them is set as mutual EH duration.
A. Single Source
In this subsection, we consider a single source WPCN, i.e., N = 1. We first analyze Problem (6) without constraint (6d), and then provide the optimal solution by additionally considering constraint (6d) in Theorem 2.
For Problem (6) without constraint (6d), when there is a single source in the network, EH duration τ 0 should be adjusted just to meet S 1 's power requirement, i.e., Eq. (6b) holds with equality. Therefore, we can combine Eqs. (6b) and (6c) as
which represents a convex set. Before Theorem 2, we present the following lemmas and definitions that are used in the proof of the theorem.
where
Proof. We show that the first order derivative of V (τ S 1 ) is negative to prove the strictly decreasing
The denominator of Eq. (9) is always positive. The numerator of Eq. (9) is always negative since it is a decreasing function of
, and it takes its maximum value 0 as
Hence,
Lemma 2. The solution to Problem (6) without constraint (6d) is given bẏ
+1, and L 0 (.) is the Lambert W-function in 0 branch.
Proof. Let us think of the objective function in the slope-intercept form, e.g.,
where C 1 is the total transmission time to be minimized. We illustrate the graphical relationship Fig. (1a) . The area above the curve V (τ S 1 ) represents the feasible region. The parallel lines represent the different values of C 1 . There are three possible cases: The line intersects with the curve at two points, at one unique point, i.e., tangent line, and does not intersect at all.
The intersection point with the tangent line is the optimal solution of the problem. τ S 1 and τ 0 values at this unique tangent point are given by Eqs. (10) and (11), respectively. For the details of this proof, please refer to [1] . Definition 1.τ S 1 andτ 0 are defined as the values of τ S 1 and τ 0 , respectively, in the solution of the system, when constraints (6b)-(6d) hold with equality, and expressed bÿ
Theorem 2. If the solution (τ S 1 ,τ 0 ) given in Eqs. (10) and (11) satisfies the constraint (6d)
with P S 1 ≤ P max , i.e., (τ S 1 ,τ 0 ) is feasible, it is optimal to Problem (6). Otherwise, the optimal solutions areτ S 1 andτ 0 given in Eqs. (12) and (13), respectively.
Proof. We prove the theorem by again using the graphical approach. Fig. (1b) extends the graphical representation in Fig.( 1a) by additionally including the maximum power constraint (6d). Two possible realizations of (6d) are depicted by orange lines. The feasible region is the intersection of the area above the blue curve and the area below the orange line.
Let us consider first that the constraint (6d) lies as in option 1, where the feasible region is the union of red and orange shaded areas. By Lemma 2,τ S 1 andτ 0 , indicated by point A, minimize the total EH and IT time. Since they also satisfy P S 1 ≤ P max , as seen in Fig. 1b , they are optimal.
Now, let us consider that the constraint (6d) lies as in option 2, where the feasible region is only the orange shaded area and Point A is not feasible. The optimal solution lies on the boundary of the feasible region [27] as the problem is convex and the objective is linear. Thus, the intersection of the blue curve and the orange line, point B, minimizes the total schedule length. At point B, the source adjusts its transmit power as P S 1 = P max , which gives the solutionτ S 1 andτ 0 provided in Definition 1.
B. Multiple Source
This subsection analyzes a multiple source WPCN, i.e., N > 1. To solve Problem (6) optimally for N > 1, we transform it into a bi-level optimization problem, in which for a fixed EH duration, the individual IT durations of the sources are solved first, and then, the optimal EH time that minimizes the total schedule length is searched. For the former, we derive the optimal solution for the given EH length; while for the latter, we develop a bi-section search benefiting from the convexity of the total IT times with respect to the EH time. This search obtains a near-optimal solution; and its complexity depends on the gap between the optimal and near-optimal solution.
In the following, we first give the mathematical foundations of this transformation into bilevel optimization in Section IV-B1, and then, present the resulting algorithm in Section IV-B2.
Further, a sub-optimal algorithm based on the solution of the single source case is proposed in Section IV-B3 to obtain solutions in a lower time-complexity.
1) Bi-level Transformation:
This subsection provides the mathematical background on the transformation of Problem (6) into bi-level optimization. The idea is to decompose the original problem into smaller sub-problems, which are then coordinated by a master problem. For a fixed τ 0 , Problem (6) is separable into N easy and convex sub-problems regarding each S i with the aim of minimizing corresponding τ S i . τ 0 is a variable of master problem and couples the subproblems. The objective of the master problem is to minimize the sum of τ 0 and the objectives of the sub-problems. The optimal solution to the master problem is optimal for the original Problem (6) [28] .
We first formulate the sub-problems and derive the solutions with Lemma 3. Theorem 3 proves that the objective of the master problem is a convex function of τ 0 , which allows us to apply bi-section search on τ 0 for the optimal solution. For this search, the lower and upper bounds on τ 0 are given by Lemmas 4 and 5.
Sub-problems: All of the sub-problems are in the same reduced form of Problem (6) for N = 1 and fixed τ 0 = τ 0 , which is given as
where τ S 1 (τ 0 ) represents the optimal solution. Problem (14) is non-convex due to the nonconvexity of Eqs. (14b) and (14c).
Lemma 3. The optimal solution to Problem (14) is obtained as follows. For τ 0 >τ 0 , whereτ 0 is obtained by Eq. (13), the optimal IT duration τ S 1 =τ S 1 , given by Eq. (12) . Otherwise, τ S 1 is derived as a solution of the nonlinear equation
Proof. To prove the lemma, we first derive an equivalent convex formulation of Problem (14), then, solve the resulting problem via a graphical approach.
For the convex reformulation, let us define η as the ratio of the consumed energy in UL to the harvested energy in DL. By using η, we can rewrite Eq. (14b) as P S 1 τ S 1 = ηζ 1 P A h S 1 τ 0 and combine it with Eq. (14c) as Master Problem: After finding an expression for the individual IT times of the sources for fixed EH length, we now prove that the objective of the master problem, i.e., the total EH and derived IT durations, is convex over EH time, which allows us to search the optimal EH time with bisection method.
Theorem 3. Let g(τ 0 ) be the objective function of the master problem, i.e., g(τ
Proof. We show that τ S 1 (τ 0 ) is convex. Then, g(τ 0 ) is also convex since τ S i (τ 0 )'s are all in the same form and the convexity is closed under sum. To prove the convexity of the τ S 1 (τ 0 ), we showed in [1] that (a) τ S 1 (τ 0 ) is proper, (b) the domain of the function denoted by domτ S 1 , i.e., the set of all possible τ 0 , is convex and (c)
Then, by Theorem 2.4.1(iii) in [29] , τ S 1 (τ 0 ) is convex. Proof. To prove the statement, we discuss that further decrease of τ 0 below max i=1,...,Nτ i 0 would increase the total schedule length. Without loss of generality, supposeτ 1 0 ≥τ i 0 , ∀i, i = 1. Let us set τ 0 toτ 1 0 . The pair of {τ 1 0 ,τ S 1 } minimizes τ 0 +τ S 1 by Theorem 2. For a fixed τ 0 =τ 1 0 , optimal transmission time of source i is denoted byτ S i (τ 1 0 ). By Lemma 1, τ 0 is a decreasing function of τ S i . Then, by inverse function theorem [30] , τ S i (τ 0 ) is a decreasing function of τ 0 . Intuitively, with more harvested energy, sources can complete transmission in shorter time.
The objective is minimizing the total schedule length τ 0 + N i=1 τ S i . If τ 0 <τ 1 0 is picked, the term τ 0 + τ S 1 and all τ S i s, so, the total schedule length increases. If τ 0 >τ 1 0 is picked, despite the increase in the term τ 0 + τ S 1 , τ S i s ∀i, i = 1 decrease, which may result in a decrease of the total schedule length. Hence, max i=1,...,Nτ i 0 gives a lower bound on optimal τ 0 . Proof. When τ 0 >τ i 0 , τ S i is constant for all i, i.e., τ S i =τ S i , by Lemma 3. Then, further increase of τ 0 greater thanτ max 0 does not improve τ S i for any i. Since the objective function is minimizing total EH and IT times τ 0 + i τ S i ,τ max 0 gives the upper bound on the optimal τ 0 .
Algorithm 1 Power Constrained Multiple User Time Minimization Algorithm (POWMU)
1: for all i = 1, . . . , N do 2:
Computeτ Si andτ i 0 by Eqs. (10) and (11) for source S i . 
13: end while 14: Evaluate and return g(τ 0 ) at τ 0 2) Optimal Algorithm: Based on the bi-level transformation, POWMU, given in Algorithm 1, obtains the optimal solution as follows. The for loop (Lines 1-6) computesτ i 0 andτ i 0 for all i = 1, . . . , N by following Theorem 2 and Definition 1, respectively. Then, the lower (lb) and upper (ub) bounds on τ 0 are set as maximum ofτ i 0 's andτ i 0 's based on Lemmas 4 and 5, respectively (Lines 7-8). The algorithm continues with the bi-section search on τ 0 . In each iteration, the current solution, τ 0 , is set to the mean of the lb and ub (Line 10). If the first derivative of g(τ 0 ) calculated at τ 0 is non-negative, meaning that the function increases at that point, then the ub is set to τ 0 (Line 11). If the derivative is non-positive, the function is decreasing at that point, the lb is set to τ 0 (Line 12). This procedure continues until the difference between ub and lb is lower than 2 (Line 9). The last computed τ 0 is set as the optimal EH time and the objective of the master problem, g(τ 0 ), is evaluated at τ 0 and returned (line 14).
Remark 1. Given the initial lb and ub, by bisection search method, to obtain an optimal solution in the error bound, , the number of iterations, k, should be at least as large as log 2 ( ub−lb ) [1] .
The overall complexity of POWMU is O(N log 2 ( ub−lb )), with the derivative calculations, O(N ), at each iteration and by Remark 1.
3) Sub-optimal Algorithm: In this subsection, we present a sub-optimal algorithm to obtain solutions in lower time-complexity. The sub-optimal algorithm MAX-EH, given in Algorithm 2, provides a solution to the multiple source problem by exploiting the optimality conditions of single source network. After individual optimum schedule lengths of the sources are obtained, the EH duration of the entire network is set to the maximum of the individual EH durations.
The algorithm is described as follows. Individual optimal EH length of each source S i , expressed asτ i 0 , is calculated by Theorem 2 (Lines 1-6). Maximum of these solutions, denoted byτ max The optimality gap of the algorithm, versus varying number of sources (N ) and AWGN spectral density (N 0 ), is depicted in Fig. 3 . In general, the gap is lower than 5%; whereas it is lower for the small number of sources and 0 for single source network as expected. For N 0 ≥ −90 dBm, moderate and high noise level, the optimality gap is lower than 0.2%. This is because the prolonged IT durations due to the higher noise level become dominant in the total schedule length. Computeτ Si andτ i 0 by Eqs. (10) and (11) 
V. BRANCH AND BOUND BASED ALGORITHM
In this section, we develop a Branch-and-Bound based Algorithm (BBA) for the optimal solution of Problem (5) . Branch-and-Bound (BB) is a tree based search algorithm and BB based techniques are commonly used for the solution of non-convex MINLPs [31] . They systematically explore the solution space by dividing it into smaller sub-spaces, i.e., branching. The entire solution space is represented by the root of the BB-tree and each resulting sub-space after partitioning is represented by a BB-tree node. Before creating new branches, the current BB-tree node is checked against lower and upper bounds on the optimal solution and is discarded if a better solution than the incumbent solution cannot be obtained, i.e, pruning. We adapt BB for our problem by developing problem specific lower and upper bound generation methods and integrating it with POWMU.
BBA starts with the MINLP formulation given in Problem (5) . The relaxation of the problem is obtained and solved. If b j i s in the solution of the relaxed problem are fractional, BBA continues with branching. A source is selected by i = arg max i,j,i∈{1,...,N },j∈{0,...,K} b j i . Then, branching is performed by assigning one of the relays R j , j = 0, . . . , K to the i th source at each new branch. As a result, K + 1 new nodes are created, where each new node corresponds to the j th , j = 0, . . . , K , relay selected for the i th source. This selection is forced by setting b j i to 1 if the j th relay is selected, and 0 otherwise. It is possible to continue branching on other variables, however, this is not necessary as after relays are selected, the problem can be solved by POWMU.
During the BB-search, the solution of the relaxed problem is used in the branching decision and the objective value of the relaxed problem is considered as a lower bound on the objective of the original problem. We derive the relaxed problem and the lower bound of Problem (5) in Section V-A. Moreover, an incumbent solution is stored. To update the incumbent solution, in each node to be branched, an upper bound is calculated. The upper bound can be any feasible solution in the sub-space. If the upper bound of a node is lower than the incumbent, then it is set as the incumbent. We present the upper bound generation for Problem (5) in Section V-B.
A BB-tree node is pruned, if the further search of the corresponding sub-space is not necessary.
We prune a node if a feasible solution cannot be found at that node; the lower bound of the node is greater than the incumbent solution, as the node cannot provide a better solution than the current one; or all b j i s of the solution are integers, as we call POWMU to obtain the minimum schedule length for the determined relay selection, and this is the optimum solution in the corresponding sub-space. The algorithm continues until all BB-nodes are pruned.
A. Lower Bound Generation
A convex relaxation of the sub-problem is solved to optimality to find a lower bound on the objective. The relaxation of Problem (5) is obtained as follows. S i and A AP R j , respectively, so that constraints (5e)-(5h) represent convex sets.
• After the replacement, Eqs. (5c) and (5d) include a product of two variables (e.g., b j i τ R j S i and b j i τ AP R j ), which causes the non-convexity. Instead of these products, we define their convex/concave envelopes, lower and upper bounding constraints, which is a common relaxation technique proposed in [31] . Now, the relaxed problem can be solved by a convex optimization tool to find the lower bound, e.g., CVX [32] .
B. Upper Bound Generation
For each node, any feasible solution to the problem in the corresponding sub-space can be an upper bound. The initial upper bound, also the initial incumbent solution, is obtained by assigning all sources directly to AP, which is the simplest feasible solution. In other BB-tree nodes, we obtain the upper bound as follows. The relaxed problem is already solved for lower bound generation and the resulting b j i s are known. For each source S i , the relay with the maximum b j i is selected, i.e., R j = arg max j∈{0,1,...,K} b j i , i = 1, . . . , N . Then, POWMU acquires a feasible solution resulting in the minimum schedule length for the determined relay selection.
VI. BRANCH-AND-BOUND BASED HEURISTICS
BBA searches for all possible relay selection options, K N nodes, in the worst case, which results in an exponential run-time. We now propose the BB-based heuristic algorithms for better time complexity.
1) One Branch Heuristic (OBH)
: OBH explores only one branch of the Branch-and-Bound tree. It starts by obtaining the relaxation of Problem (5), as described in Section V-A. The relaxed problem is solved to obtain initial fractional values of b j i s. Among the fractional b j i s, the maximum one is selected and it is forced to be 1 in the next iteration. OBH repeatedly solves the relaxed problem containing b j i values set to 1 in the previous iterations, finds the maximum of the fractional b j i in the optimal solution of the resulting problem and forces it to be 1. This continues until the relay selection of all the source nodes. Finally, POWMU provides the solution for the resulting relay selection.
In OBH, N −1 relaxed problems are solved and POWMU is called only once. The complexity of solving the relaxed problem depends on the solver and is ambiguous. It is highly dependent on the number of variables, so rapidly increases with increasing number of sources or relays. Let us denote this complexity with O(C). The complexity of POWMU is given in Section IV-B2.
Thus, the overall complexity is O((N + 1)C + N log 2 ( ub−lb )) 2) Relaxed Problem Based Heuristic (RPH): : RPH considers only the relaxed problem and does not perform branching. It obtains and solves the relaxation of Problem (5) as in Section V-A.
This solution gives fractional b j i values. Then, the relay R j with max j∈{0,...,K} b j i is assigned to each source S i , for i = 1, . . . , N . After relay selection, the total EH and IT times is obtained by POWMU. Note that this is the same approach that we use to determine upper bounds of each node in BBA.
RPH solves only one relaxed problem and calls POWMU once. The overall complexity is
O(C + N log 2 ( ub−lb ))
VII. RELAY CRITERION BASED HEURISTIC ALGORITHM
The ultimate aim of this section is to propose a heuristic algorithm of lower complexity for the solution of Problem (5) . Although the BB-based heuristic approaches have polynomial timecomplexity, their runtime rapidly increases with the number of variables as they must solve the relaxed problem. For large size networks, the need for another heuristic approach with lower time-complexity arises.
We first analyze the simpler problem instances to derive a CSI-based relay selection condition of three node WPCCN in Section VII-A. In Section VII-B, we extend the condition for a single source multiple relay network for relay selection, and then, present the heuristic algorithm, which initializes relay assignment based on this condition and iteratively updates the relay assignment as long as there is an improvement in the schedule length.
A. Optimality Conditions
In three node WPCCN, the condition on whether a relay assistance is beneficial or not is established by comparing the total schedule lengths of cases where IT is performed with and without a relay. Obviously, the network benefits from the relay if the total schedule length with relay assistance is lower than that of direct source-to-AP communication.
For the following Lemma 6 and Claim 1, we assume that P max is sufficiently high so that the power constraints Eqs. (5c) and (5d) are not effective to ease the mathematical comparisons.
Later, we will discuss the effect of P max over an example scenario. Lemma 6. Let {τ i 0 ,τ AP S i } be the solution pair of the single source problem corresponding to S i for direct transmission to AP by Theorem 2 for i = 1, . . . , N .τ i 0 andτ AP S i are decreasing functions of g AP S i h S i AP .
Proof. We prove the lemma by showing that the first derivatives ofτ i 0 andτ AP S i with respect to g AP S i h S i AP are negative. Due to the assumption on P max , Eqs. (10) and (11) 
. The first derivative of Eq. (10) is
L 0 (.) is the Lambert W-function in 0 branch. If γ S i > 1, , then (−1+γ S i ) > 0 and L 0
To ease the calculations, the first derivative of Eq. (8) is derived instead of Eq. (11) . 
Proof. We prove the lemma by comparing the total schedule length of the cases with and without relay assistance. To compute the schedule lengths, we benefit from the heuristic algorithm MAX-EH instead of optimal algorithm POWMU based on Remark 2.
By following MAX-EH solution strategy, the schedule lengths are calculated as follows. If there is no relay assistance, the solution for the direct transmission, {τ 0 ,τ AP S 1 } , is obtained by Eqs. (10) and (11) . We denote the solution of three node WPCCN by {τ 0 , τ R 1 
Next we analyze the case where the source needs less energy than the relay, i.e.,τ S 1 0 <τ R 1 0 . By Lemma 6, this refers to g R 1
Similar to the previous case, inequality g AP
AP is the necessary condition for relay selection. By considering both cases, the minimum of g R 1 S 1 h S 1 AP , g AP R 1 h R 1 AP must be greater than g AP S 1 h S 1 AP for a relay to bring improvement. Now, we exemplify the relay selection condition given in Eq. (19) . In this example, an AP and a source are located at (0,0) and (4,0) in a gridded area, respectively. The relay is moved on the horizontal axis from (-2,2) to (5, 2) . We assume that the channels gains are only dependent on the distance. The rest of the simulation parameters are given in Section VIII. Under moderate noise level, variation of the total transmission time as relay moves is depicted in Fig. (4a) . The dashed blue line is the total time when information is transferred without the relay; whereas the solid blue line is the total time when information is transferred via the relay. By comparing blue lines, it is observed that transmission with the relay's help results in lower total time when relay is in between x = 0.53592 and x = 3.46408. The shaded area is the relaying region determined by Eq. (19) . The distance between the intersection point of blue lines and the closest edge to that point of the shaded area is only 2 × 10 −5 m. This demonstrates that Eq. (19) gives the necessary condition for relay selection at moderate noise level.
In Fig. (4a) , the orange and red lines correspond to the results for different P max values. As P max decreases, the error in the shaded area increases, however, we observe that in realistic power levels such as 10 mW, the error is negligible, e.g., %0.4.
B. Heuristic Algorithm
The straightforward approach to determine source-relay pairs for the solution of Problem (5) is choosing the individual best relay for each source. Then, the total schedule length can be calculated by POWMU. However, this is not necessarily the best selection for the entire network.
If one specific relay is assigned to many sources, then the selected relay needs to forward many messages. This requires more EH time resulting in an increase in the schedule length of the network. Therefore, next, we develop a heuristic algorithm, called RSTMA, which starts with an initial solution obtained by individual relay selection and reassigns a source from a relay to another in each iteration as long as there is improvement in the total schedule length.
The individual relay selection is performed as follows. In Fig. (4b) , the blue line indicates the criterion g R 1 S 1 h S 1 AP ; whereas the red line represents the criterion g AP R 1 h R 1 AP . We observe that the higher min g
value, the lower the total EH and IT time. Accordingly, the individual relay selection criterion can be defined as
for source S i . Note that this criterion is same as the opportunistic relaying (OR) criterion proposed for outage performance in [13] .
The detailed procedure for RSTMA is given in Algorithm 3. Initially, we match each S i with R k i by using the criterion given in Eq. (20) (Line 1). POWMU finds the total schedule length τ for the given relay selection (Line 2). τ is used to store a new schedule length and initially is set to τ (Line 3). The following procedure continues while there is an improvement in schedule length (Line 4). The sources assigned to relay R j are grouped under G j for all j (Line 5). The relay with the greatest number of the sources is most probably the one requiring more EH time. Thus, starting with the ones belonging to the group of such relay, the sources are reassigned to the other relays one by one (Lines 6-9). As the aim is to lower the burden of the relay assisting multiple sources, the relays assisting single source is not in the interest G j = {S i : k i = j, i = 1 . . . , N }, j = 0, 1, . . . , K 6:
if J = ∅ then 8: for j ∈ J do 9: for S i ∈ G j do 10:
Rj AP , ∀j, j = k i , descend )
11:
for w ∈ W do 12: and relay-to-AP transmission. The unit time block is assumed as 1 ms, i.e., T = 1ms. ρ is set to 0.8, which is the best value for schedule length minimization according to our simulations.
We additionally include the enforcement for obeying P max limitation. For relay selection, OR criteria, corresponding to Eq. (20), is applied.
Simulations are conducted over 1000 independent random network realizations in MATLAB. improvement by RSTMA from its initial point determined by OR+POWMU, especially for higher number of users. This observation highlights the fact that the individual best relay selection is not necessarily the best for the entire network. The figures are further analyzed as follows.
Sources
In Fig. (5a) , the schedule length increases with the increasing number of users, as expected.
For N = 5, BBA provides 35% improvement in schedule length compared to HTC; whereas the gap between BBA and RSTMA is 1.86%, the gap between BBA and RPH is 1.18%, and the gap between BBA and OBH is only 0.85%. Note that for smaller number of users, RSTMA provides lower schedule length than RPH.
In Fig. (5b) , the schedule length decreases with the increasing number of relays, which indicates the benefit of the relays. Using 2 relays reduces the schedule length of the network by 97%; whereas using 10 relays decreases it up to 98.6%. This demonstrates diminishing returns as the number of relays increases.
In Fig. (5c) , the gap between the HTC and proposed algorithms is higher at lower P max levels as HTC does not consider transmit power limitation, e.g., 88% gap for P max = 10 −4 W .
The gap closes as P max increases, however, there is still 20% gap between HTC and OBH for P max = 1W . Fig. (5d) depicts the schedule length of the network for different relay positions, where the AP and sources stay at the same positions. The relays bring the highest improvement when they are located at 2.5 m, closer to the sources than the AP. Between 0.5 − 2.5 m, all the proposed heuristics performs very close to BBA. After 2 m, the performance of RSTMA degrades. Fig. (6) shows the run-time performance of the proposed algorithms. BBA has exponential complexity in practical simulations as well. The runtime of OBH rapidly increases with the increasing number of users as it has to solve the relaxed problem many times and the complexity of this solution depends on the number of users. The runtime of RPH linearly increases as it solves the relaxed problem just once. For N = 5, RSTMA performs 99% and 97% faster than OBH and RPH, respectively. RSTMA has higher runtime than OR+POWMU, as it improves the OR criteria with further iterations depending on the number of sources. 
IX. CONCLUSION
We formulate a novel joint relay selection, scheduling and power control problem for multiple source multiple relay WPCCN. The problem aims to minimize the total schedule duration of energy harvesting and information transmission, while satisfying data, energy causality, and maximum UL transmit power constraints. The problem is non-convex MINLP and proven to be NP-hard. Given the relay selection, we first formulate a scheduling and power control problem, and then propose an efficient optimal and a faster sub-optimal algorithm for the solution. To determine relay assignments, we first adapt an exponential-time branch-and-bound (BB) based algorithm for the optimal solution of the problem. Then, two BB-based heuristic approaches are proposed together with a lower complexity relay criterion based algorithm. We demonstrate via numerical simulations that our proposed approaches exhibit better performance than the conventional harvest-then-cooperate approaches with up to 88% lower schedule length at various network settings, especially at lower UL transmit power limits.
