The increase of recent non-recurrent engineering cost (design, mask and test cost) have made large System-on-Chip (SoC) difficult to develop especially with advanced technology. We radically explore an approach for cheap and flexible chip stacking by using Inductive coupling ThruChip Interface (TCI). In order to connect a large number of small chips for building a large scale system, novel chip stacking methods called the linear stacking and staggered stacking are proposed. They enable the system to be extended to x or/and y dimensions, not only to z dimension. Here, a novel chip staking layout, and its deadlock-free routing design for the case using single-core chips and multi-core chips are shown. The network with 256 nodes formed by the proposed stacking improves the latency of 2D mesh by 13.8% and the performance of NAS Parallel Benchmarks by 5.4% on average compared to that of 2D mesh. key words: inductive coupling interconnect, interconnection network, network on chip
Introduction
The increase of recent non-recurrent engineering cost have made large System-on-Chip (SoC) difficult to develop especially with advanced technology. Alternatively, various techniques on System-in-Package, which integrates a number of small chips, have been developed. 2.5D implementation with Through Silicon Via (TSV) [1] , micro bumps, and a silicon interposer has become a mature technique for building large-scale FPGAs.
We radically explore a different approach for cheap and flexible chip stacking. To connect a large number of small chips for building a large scale system, novel chip stacking methods called the linear stacking and staggered stacking are proposed that enable the system to be extended to x or/and y dimensions, not only to z dimension [2] , [3] . They interestingly allow to incrementally add chips to existing stacked chip systems and allows to optimize stacking to a target application on demand.
For such flexible inter-chip communication, we use inductive coupling ThruChip Interface (TCI) [4] . TCI is yet another technique to connect multiple chips with high-speed links. Since links between chips are built with a wireless interconnect, it is easy to insert or replace chips of the chip- stack after fabrication. Since coils for inductor can be built with metal wires, no special process technology is needed other than standard CMOS process. It has been used for memory stacking [5] , a dynamically reconfigurable processor [6] , and a heterogeneous multi-core system [7] . In all of them, straight-forward 3D stacking is used. However, the number of connected chips is limited to eight considering the total height of the chip stack. Our challenges in novel chip stacking methods are (1) chip staking layout for TCI using z, x or/and y dimensions, and (2) the routing algorithm for the case using multi-core chips.
Inductive Coupling Through Chip Interface
Inductive-coupling TCI uses square coils implemented with common layers of the chip. As shown in Fig. 1 , by stacking a transceiver coil on a receiver coil, an inductive coupling channel is formed between two chips. Two coils, one for the clock and the other is for data are usually provided for a channel. A high frequency clock (1GHz to 8GHz) is generated by a ring oscillator, and data are serially transferred synchronized with the clock directly through the driver. The driver and inductor pair for sending data is called the TX channel, while the receiver and inductor pair is called the RX channel. Data can be transferred at most 8Gbps with a low energy dissipation (0.14pJ per bit) and a low bit-error rate (BER< 10 −12 ) [8] . Data multicast can be used if a TX channel is placed at the same location of multiple RX channels in different chips. On the other hand, stacked multiple TX channels at the same location cannot send the data simultaneously to avoid interference. Since a coil can be used for both the transmitter and Copyright c 2016 The Institute of Electronics, Information and Communication Engineers receiver, the functionality of TX and RX channels can be quickly switched, that is, a half-duplex bi-directional channel can be formed using a single coil.
Although TCI requires a certain amount of logic to form a link between two chips, it has the following benefits. (1) A number of chips can be stacked if a physical environment is allowed. (2) Since chips can be tested before stacking, only known-good-dies can be connected. (3) Since TCI is electrically contact-less, no electro-static-discharge (ESD) protection device is needed. (4) Since the coil uses common wire layers of CMOS process, no extra process is needed. Although a coil has a large footprint, we can implement circuits inside the coil.
Here, we roughly compare TCI and TSV, one of the most common 3D stacking technologies. The paper [4] , [8] show the detail. TSV can transfer data at most 10Gbps with the 0.6pJ/bit [9] , while the TCI can do at most 8Gbps with the 0.14pJ/bit. The footprint of TCI coil is much larger than that of the TSV. However, while TSV occupies all layers, the TCI uses only two metal layers and the other metal layers and transistors are aveilable for random logic even if they are inside coils. Although TSV can be used to heat dissipation, the TCI, which is electrically contact-less, is not used for it. On the other hand, TCI does not required the ESD device.
Although a number of practical systems have been developed by using TCI, all use simple 3D chip stacking. Although a case has been reported in which more than 10 chips were stacked [10] , stacking chips with simple 3D stacking, that is, to z-dimension has certain physical limitations. First, the chip stacking is sometimes physically unstable when more than four chips are stacked, since ground chips are slightly bent because of the difference between the coefficient of thermal expansion of the silicons and that of the wires. Second, the package height is limited. From a practical viewpoint, it is difficult to stack more than eight chips to z-dimension.
Linear Stacking
In order to connect more chips with the limitations of zdimension, the straightforward idea is a linear stacking which extends to only x-dimension. Here, four full-duplex channels are assumed on each corner of a chip as shown in Fig. 2 . By using each stacked chip as a bridge between chips, the stacking can be extended to x-dimension as shown in Fig. 3 , resulting in more than 64 chips being connected within an eight-chip height. We assume only a single core in a chip first, after that we extend it to multiple cores in a chip. Let X be the number of chips on the consecutive two layers and Z be the number of layers, respectively. The position of chip is defined (x, z) where x means the x th chip from left to right, and z means a chip is located on z th layer starting from 0. For layer z, if z is an even number, place the chip on the grid x, where x is an even number. If z is an odd number, place the chip on the grid x, where x is an odd number. The chip on (x, z) is connected with at most four chips (x − 1, z − 1), (x − 1, z + 1), (x + 1, z − 1), and (x + 1, z + 1) when the following conditions are satisfied : (0 ≤ x < X) and (0 ≤ z < Z).
Routing algorithm 1 1. Apply XY routing on the equivalent 2D mesh.
2. If it reaches a boundary before arriving at the destination move the packet a hop to Y direction so that it goes apart from the wall. Then move X direction again so that it is close to that of the destination node.
3. When X of the packet is equal to that of the destination node, then go to Y direction so that it is close to the destination node. 4 . If it counters a boundary, go apart from it a hop to X direction and then go to Y direction again until it reaches to the destination node.
The network formed by linear stacking is represented as S[X, Z]. S[X, Z] is similar to 2D mesh with stairway boundary, so we call it Stairway Boundary Mesh (SBM). Here, let coordinate of 2D mesh be (i, j) where i is x-axis from left to right, j is y-axis from bottom to up. Note that the coordinate system of linear stacking and 2D mesh is different. S[X, Z] is equivalent to the grid in the mesh surrounded by ( Fig. 4 shows the S [11, 7] with solid lines and 9×9 mesh with broken lines. S [11, 7] is equivalent to the grid in the mesh surrounded by (3,0)-
Since SBM is regarded as a mesh partially, Dimension Ordering Routing (DOR) [11] can be applied except boundary. Modified DOR to apply SBM is represented as Routing algorithm 1.
In the Routing algorithm 1, the number of hops itself is the same as that of the XY routing in the mesh with the flat Fig. 3 Example of stacking seven chips in accordance with linear stacking In Routing algorithm 1, illegal turns from Y → X are only generated at a hop from the boundaries. Since there is no paths outside the boundaries, cycles never formed with such illegal turns. Therefore, it is deadlock free same as XY routing.
Multi-Core Chip Stacking
Recent chips have two or more cores even if the chip size is small. Here we extend the linear stacking for single-core chips to stack multi-core chips. Any topology can be applied for inner-chip network if there is deadlock free routing. Assuming that inner-chip topology is 2×2 Mesh as an example. Four routers at each corner of the chip are connected to a router on the other chip with TCI. A general router in 2D mesh has five ports: four for neighbors and one for the core. However, four routers at each corner of the chip use only three of them, thus, remaining one of two ports can be used for up-link or down-link of TCI without changing the router structure. We Routing for linear stacking with multi-core chips is a little complicated. Routing algorithm 1 can be applied for inter-chip routing, and DOR can be applied for inner-chip routing because inner-chip topology is general 2D mesh.
More precisely, routing for the linear stacking with multicore represented as Routing algorithm 2 is defined as follows.
Routing algorithm 2 1. Apply Routing algorithm 1 on the inter-chip. Here, let C next be the next chip.
2. If a router with a packet is connected to C next , a packet is sent to the next chip through the inter-chip link.
3. Otherwise, apply DOR on the inner-chip to a router connected to C next .
The problem is that turns are generated by inter→inner link and inner→inter link. As a result, deadlock occurs on the 8 routers as shown in Fig. 5 b) . Although the cycle can be resolved by prohibiting some turns in inter-chip routing or inner-chip routing, this approach will introduce a pair of nodes which is difficult to communicate each other. So we introduce two virtual channels (VC) and a simple rule to use them as follows.
VC transition for Routing algorithm 2 1. Only if a packet is sent from a chip on (x,z) to the other chip on (x+1,z+1) through inter-chip link, set next VC to be 1.
2. Otherwise, next VC is the same as current VC.
Theorem 3.2: Routing algorithm 2 using two VCs is deadlock free Proof 3.2:
The VC control is the same as well-known method of avoiding deadlock on a ring topology. For example, Fig. 5 b) shows the possible deadlock, and it can be regarded as ring topology with 8 routers. All of cyclic dependencies on the S m [X, Z, X c , Y c ] are generated on the ring topology, and all of them contain the inter-chip link from a chip (x,y) to the other chip (x+1,y+1). Therefore, deadlock never occurs.
Staggered Stacking
As an extension of the simple linear stacking, another stacking method, called staggered stacking is proposed. The aim of the stacking is to extend the system to x and y dimensions, not only z dimension.
Single Core Chip Stacking
In order to extend chip-stack both to x and y dimensions, we use four coils (two for TX and two for RX) to make a full duplex link between stacked chip. A couple of full duplex links are provided at four corners of a chip instead of the uni-direction links in Fig. 2 . Since a chip can be a bridge of four under-laying or overlaying chips with these coils, we can extend the chip stack to both x and y directions.
Definition 4.1: Staggered Stacking
Chip is placed on a grid turning by 45 degrees. The grid size is fixed so that four TCI links of a chip are just on the under-laying chips and the remaining four TCIs are on the over-laying chips. For layer k, if k is an even number starting from 0, place the chip on the grid (i, j), where (i + j) is an even number. If k is an odd number, place the chip on the grid (i, j), where (i + j) is an odd number.
For example, considering the case that stacks 32 chips with the staggered stacking, first we stack eight chips for layer 0 and eight chips for layer 1 in accordance with the definition shown in Fig. 6 a) . Then, in the same manner, we place layers 2 and 3 as shown in Fig. 6 b) . Note that layers 0 and 2 are the same layout, while layers 1 and 3 are also the same.
Note that chips are stacked so that every layer is shifted with the size of the coil to prevent vertical interference. Figure 7 is a cross-cutting view of the chip stack shown in Fig. 6 b) . By shifting chips, a coil can be placed just on coils in the next lower and upper layers. This is the reason why the grid tilts. Even if the number of layers is increased, the vertical interference can be avoided in this manner. We call this stacking method staggered stacking.
Staggered stacking generates more spaces between chips than linear stacking. To avoid being physically unstable, spacer chips are sometimes needed. On the other hand, space between chips can be advantageous for heat dissipation.
The Network Topology
The staggered stacking builds a network between all stacked chips by using a chip as a bridge of other chips. First, for simplicity, all TCI links are connected to a single router which also connects to a core on the chip. That is, a chip Fig. 6 a) . It is equivalent to the 4×4 mesh is treated as a node with eight links for connecting to other nodes. A connection topology between nodes composed by the staggered structure is defined as follows.
Definition 4.2: Topology formed by staggered stacking
Network topology formed by the staggered stacking is represented as T[M, N, H] where M and N represent the number of cores in two adjacent layers, and H is the number of layers stacked and must be an even number. A node is identified with (x, y, z), where (x, y) is a coordinate of the grid where the corresponding chip is placed, and z is the layer number placed. A node (x, y, z) is connected to (x + 1,
, and (x, y − 1, z − 1) when the following conditions are satisfied: 0 ≤ x < N, 0 ≤ y < M, and 0 ≤ z < H.
Note that staggered stacking connects chips through vertical TCI links, a chip and its neighbors have different z. For example, topology shown in Fig. 6 b) is represented as T [4, 4, 4] . The total number of chips becomes NMH/2.
The topology generated by the staggered stacking itself is the same as that of Topology B [12] and the offset cube [13] . We will extend it to stack multi-core chips which have multiple cores in a chip connected with each other.
The Network Topology for Multi-Core Chips
Like the case of linear stacking, we assume that cores in the chip are connected with a 2D mesh. With this method, we can extend the network for staggered stacking to multi-core chips. Note that the node with eight links in T[M, N, H] is distributed to corner nodes, in which each node has four links, same as a common 2D mesh and the SBM from the linear stacking.
Since the data transfer rate of a TCI link is 8Gbps [4] , and the bandwidth of a link can be enhanced by increasing the number of data coils, we assume that inter and inner chip links have the same bandwidth.
When such chips are stacked in the staggered stacking, the network topology Although the DOR [11] can be applied on a 2D mesh formed with T[M, N, H], xy-direction and z direction needs to be moved simultaneously to z direction. Thus, we must select two routing methods in accordance with the position of the source node to the destination node.
Let (x cur , y cur , z cur ) be the source node, and (x dst , y dst , z dst ) be the destination node. Here, we define the absolute distance between the current node and the destination node as dx = |x cur − x dst |, dy = |y cur − y dst |, and dz = |z cur − z dst |. The number of hops for routing in xy-axes is expressed as dx + dy, and that for z-axis is expressed as dz. The routing method is selected on the basis of the relationship between the dx + dy and dz as follows.
• dx + dy ≥ dz In this case, z coordinate reaches z dst before (x, y) becomes the destination (x dst , y dst ) with the DOR. For example, assume that the chip (0,0,0) sends a packet to (3,3,2) in T [4, 4, 4] topology. As the routing is basically done with the DOR, first, the packet goes in x direction to the x dst . Since a hop in x direction also moves in z direction, we select the direction in which z cur moves closer to z dst . That is, the packet is transferred in the order of (0,0,0)-(1,0,1)-(2,0,2). Now, z coordinate reaches z dst while (x, y) coordinates have not.
In this case, we send the packet to z coordinate so that it is not far from the destination while the DOR is applied to xy-direction. That is, if z cur equals z dst , z coordinate is just incremented except when z cur equals H − 1. In this case, since the upper neighbor does not exist, z coordinate is decremented. Otherwise, the packet is sent to z direction with the z dst . In accordance with the rules above, the packet is forwarded in the order of (2,0,2)-(3,0,3). Now, since x coordinate is the same as the destination, the packet is sent by the same rules to y direction. Thus, it reaches the destination on the remaining path (3,0,3)-(3,1,2)-(3,2,3)-(3,3,2).
In this case, (x, y) direction reaches (x dst , y dst ) before z coordinate reaches z dst . For example, assume the case of sending a packet from (0,6,0) to (1,6,7) in the T [8, 8, 8] . Similar to the case of dx+dy ≥ dz, routing for xy direction uses the DOR, and routing on z axis makes z cur move closer to the z dst . In the example, the packet goes on the path (0,6,0)-(1,6,1), and x coordinates is equal to x cur even though z coordinate has not arrived yet. Then, in accordance with the DOR the packet is sent to y direction on the basis of the relationship between the dy and dz. When dy > dz, the packet is sent to y direction to y cur + 1. When dy < dz, the packet is sent to y cur − 1. When dy = dz, the packet is sent to closer to y dst . In this example, the remaining routing path from (1,6,1) to (1,6,7) is shown in Fig. 10 .
The above routing algorithm is represented as Routing algorithm 3. Here, let (x next , y next , z next ) be the coordinates of the next chip determined by the algorithm. Proof of deadlock-freedom of Routing algorithm 3 is divided into two parts. First, it is shown that all (x, y, z) values must not change simultaneously. Second, the movement of packets is proved to be deadlock free on XY-plane, XZplane, and YZ-plane. 
Routing algorithm 3 if (dx
+ dy < dz) { (x next , y next ) = DOR to (x dst ,
XY-plane
Turns on the XY-plane are shown in Fig. 11 a) . As the routing on the xy-axis is the DOR, two turns ((x+1, y)− (x + 1, y+ 1) − (x, y+ 1) and (x, y+ 1) − (x, y) − (x + 1, y)) are prohibited. Cycles are, thus, never formed in this plane.
XZ-plane
Turns on the XZ-plane are shown in Fig. 11 b) . Once a packet goes to the x ± 1 direction, it never changes its direction, that is, a packet never goes to x ∓ 1 the direction. That is, turns ((x+1, z)−(x, z+1)−(x+1, z+2) and (x, z+2)−(x−1, z+1)−(x, z)) are prohibited. Cycles are, thus, never formed in this plane.
YZ-plane
Turns on the YZ-plane are shown in Figs. 11 c) and 11 d). According to algorithm 3, when (dx + dy) < dz, the next direction is determined by the relationship between dy and dz. Here a turn (y, z)−(y+1, z+1)−(y, z+ 2) in Fig. 11 c) and a turn (y, z + 2) − (y + 1, z + 1) − (y, z) in Fig. 11 d) are prohibited except if y equals 0. If y doesn't equal 0, since these prohibited turns are known to be negative-first routing [14] , cycles are never formed in this case. If y equals 0, there is no chip at the (y − 1, z + 1), thus no cycles are formed.
Theorem 4.3: Routing algorithm 3 is deadlock free.
Proof 4.3: From Lemma 3.1, Routing algorithm 3 is divided into three parts each of which is on three planes, and routing on each plane is never used twice. From Lemma 3.2, deadlock never occurs in each plane. Thus, the Routing algorithm 3 is deadlock free. Fig. 9 . In the same manner as linear stacking with multi-core chips, we introduce two virtual channels and a simple rule to use them. Since a cycle is only generated in the XY-plane including four sides of a rectangle consisting of inter-chip TCI links, we can resolve it by changing the virtual channel on either side. We selected a simple VC transition for Routing algorithm 4 which changes VC when x coordinate is changed first.
VC transition for Routing algorithm 4 1. Only if x cur is not x next , set next VC to be 1.
Theorem 4.4: Routing algorithm 4 with the VC transition is deadlock free Proof 4.4:
Inter-chip routing uses Routing algorithm 3, so it is deadlock free. Inner-chip routing uses the DOR, so it is also deadlock free. The cycle is only generated the combination of inner-chip routing and inter-chip routing, thus, it is only generated in XY-plane since inner-chip routing is only done in the XY-plane. A generated cycle includes at least a link for x direction, so by changing the VC at the link, the cycle is removed.
Evaluation

Evaluation of the Case of Single Core
We compare the network topology formed with the staggered stacking, linear stacking, and common 2D and 3D mesh. Booksim [15] is modified to treat the user defined topology, and used to evaluate the average latency and throughput. Parameters of the network simulation are shown in Table 1 . Here, the speed of inner-chip link is assumed to be the same as that of TCI, and the uniform traffic is used. DOR is used for 2D and 3D mesh, Routing algorithm 1 is for topology S, and Routing algorithm 3 is for topology T, respectively. Fig. 12 shows network simulation results with 64 cores. Although the linear stacking denoted as S [11, 11] has almost the same latency as the mesh, its bandwidth is worse because of the congestion on the stairway boundaries. On the other hand, the staggered stacking denoted as T [4, 4, 8] improves the latency by 28.8% compared to the mesh. In the staggered stacking, the packet can move both to x and y directions and z direction at the same time. As a result, the latency of T [4, 4, 8] is almost the same as that of the 4×4 mesh. The throughput of 3D mesh is greater than that of T [4, 4, 8] as the average degree of 3D mesh is greater than that of T [4, 4, 8] . Figure 13 shows network simulation results with 256 cores. The difference becomes larger as the size becomes large. T [8, 8, 8] improves the latency compared to the 2D mesh by 42.9%, and the throughput by 53.3% compared to the 2D mesh. In addition, T [8, 8, 8] improves the throughput of 3D mesh as the average degree of T [8, 8, 8] is greater than that of 3D mesh. These results are not surprising, since a node of T[M, N, H] has eight links, while 2D mesh and the linear stacking uses node with four links. By introducing multi-core chips connected with 2D mesh, we can reduce links of each node to four. Thus, the fair comparison will be done later. Next, we evaluate the execution time of NAS Parallel Benchmark (NPB) [16] using the GEM5 [17] , a full system CMP simulator. GEM5 can deal with both topology and routing defined by the user, but the routing is difficult to tailor. We modified GEM5 to deal with the routing of staggered stacking. Parameters for the full system simulation are shown in Table 2 . (3, 3, 6) on the T [4, 4, 8] to make the best use of the inter-chip network. L2 cache is allocated on the other nodes. We add the evaluation the 3D Mesh with four stacking of 4×4 mesh chips with TCI represented as 3D Mesh (4, 4, 4) in order to compare the staggered stacking and the stacking in only z direction. The application execution time is normalized to that of the mesh. The linear stacking denoted as S [11, 11] reduces execution time by 3.0% on average compared to 2D mesh. Also, the staggered stacking denoted as T [4, 4, 8] reduces execution time by 5.6% on average compared to the 2D mesh, and achieves almost the same execution time as the 3D mesh.
Effect of TCI Bandwidth
Although the frequency clock of TCI is from 1GHz to 8GHz as shown in Sect. 2, there is possibility that inner-chip links are faster than inter-chip links. So, we evaluated network performance with serious internal speedup parameters to estimate the effect of TCI bandwidth. Here the internal speedup parameter shows the ratio of the speed of the TCI. In this evaluation, we assumed that all of inner-chip links have enough bandwidth, thus, clock frequency of the router is limited by inter-chip links. Figure 15 shows the network simulation results with various internal speedup parameters in BOOKSIM. The broken line shows the performance of the 2D mesh and 3D mesh with internal speedup 1.0. Injection rate is fixed to be 0.05, and all of other parameters are the same as the Table 1 . When internal speedup is 0.5, that is, bandwidth of TCI is a half of inner-chip link, latency of Figure 16 shows network simulation result with 256 cores. Booksim is used again for simulation. Routing algorithm 2 is used for S m , and Routing algorithm 4 is for T m . Since Routing algorithm 2 needs to use two VCs to remove cycle, the number of VCs becomes two in this evaluation. Other parameters are the same as Table 1 . Unlike the case of a single core, the average degree of T m [4, 4, 8, 2, 2] is smaller than 16×16 mesh. The throughput of the T m [4, 4, 8, 2, 2] is, thus, lower than that of 16×16 mesh. However, T m [4, 4, 8, 2, 2] improves the latency by 13.8% compared to the mesh when traffic load is light. Also, the latency and throughput of 3D mesh are better than those of T m . On the other hand, as T m is consisting of many tiny chips, it is feasible to form a many core architecture with much lower cost as shown in Sect. 5.5.
Full System Simulation
The execution time of NPB with multi-core systems with S m [11, 11, 2, 2] and T m [4, 4, 8, 2, 2] is shown in Fig. 17 . CPU allocation of S m [11, 11, 2, 2] and T m [4, 4, 8, 2, 2] is the same as that of S [11, 11] and T [8, 8, 4] , respectively. Each chip has only a CPU attached to the most distant router from the router connected to TCI. Other routers are connected to L2 caches. Same as the simulation in the previous section, a GEM5 full-system simulator is used with the parameters shown in Table 2 . The execution results are normalized to the ones with the 16×16 mesh. The arrangement of CPU and L2 cache is same to the simulation with 64 routers in Sect. 5.1. In all application programs, the staggered stack- ing outperforms the 16×16 2D-mesh by 5.4%.
Chip Area and Cost
Considering the area used for TCI, the total semiconductor area for the staggered stacking is larger than that of the 2D mesh with the same number of cores. However, the cost of the chip is relational to more than the third power, and the system consisting of a small chip-stack can cost less than a large chip. Here, the area and cost of the staggered stacking are evaluated. First, the area of TCI is evaluated. The coil for the TCI uses only two metal layers, and digital circuits can be implemented in the area of the coil. Thus, the footprint of the coil is not directly a loss of the chip area. However, here, we conservatively assume that the total area of coil is only used for the circuits for the TCI. The size of the coil is determined with the vertical distance to the opposite coil. Here, we assume that the chip is 30µm thick and 7.5µm is needed for glue. In this case, 8Gbps throughput is achieved with a 225µm × 225µm coil. To achieve the same throughput as the inner chip network, four coils for receiving data and four coils for sending data and a coil for the data transfer clock are needed. In staggered stacking, eight TCI links are needed, and thus, the total area of inter-chip communication becomes 225µm × 225µm × 72=3.645mm
2 . We assume a system with 256 cores each of which is implemented in an a × b size tile. The total area is represented by 256ab. On the other hand, in the case of staggered stacking T m [4, 4, 8, 2, 2] , a chip requires 4ab+2.645mm 2 , so the total silicon area required becomes 256ab+233.28mm 2 . That is 233.28mm 2 larger than the case of a single chip. From the Ref. [18] , we assume the area of tile to be a=1.5mm and b=2.0mm. The estimated chip area with the above assumption is shown in Table 3 . The cost of a chip is relational to more than the third power [19] . Thus, if we directly apply this formula, the semiconductor cost of staggered stacking is less than 1/2000 that of a large single chip.
Considering the cost for stacking which is difficult to estimate now, this shows the possibility to build a large system economically by using staggered stacking method.
Conclusion
A novel chip stacking methods called linear stacking and staggered stacking are proposed to economically form a large multi-core system from a number of small chips. By using inductive coupling TCI, a large number of chips can be stacked in x, y, and z directions by keeping the height a certain number of chips. The network with 256 nodes formed by the proposed stacking improves the latency of 2D mesh by 13.8% and the performance of NAS Parallel Benchmarks by 5.4% on average compared to 2D mesh. The estimation revealed that the allocation of the chip greatly influences the performance. Investigating an allocation method for building large-scale CMPs by using the chip stacking is our future work.
