Abstract. In this short paper, we give two refinements of Jensen-Mercer's operator inequality. We then use these results to refine some inequalities related to quasi-arithmetic means of Mercer's type for operators.
Introduction and Preliminaries
To proceed in details we fix some notations and terminologies. We assume that H and K are If the function f : I ⊆ R → R is convex, then the so-called Jensen inequality
holds for some positive scalars w 1 , . . . , w n with n i=1 w i = 1 and x i ∈ I. Our motivation for this paper arose from a paper by Mercer [7] , which is connected with a remarkable variant of the inequality (1.1). His result says:
There are many versions, variants and generalizations for the inequality (1.2); see for example [1, 2, 9] . A similar arguing with application of functional calculus gives Jensen-Mercer's operator inequality without operator convexity assumptions. More precisely, the following theorem is proved 
Moreover, in the same paper the following series of inequalities was proved
Analogues of this result for other kinds of functions have been established; see [3, 4, 6 ].
An outline of the paper is as follows: In Theorem 2.1, inspired by the idea of Mićić et al. [8] , we shall generalize the Jensen-Mercer's operator inequality to the context of twice differentiable functions. Theorem 2.2 deals with the case, log-convex functions. In such a way, we obtain improvements of some recent results, known from the literature. Special cases of the main theorems are studied to recover other inequalities of Mercer's type. 
Proof. The idea of the proof is the following: It is well-known that for any convex function f and
According to the assumption, the function
Since m ≤ M + m − t ≤ M , we can replace t with M + m − t, which gives us
where
Using functional calculus for the operator
Two refinements for the operator Jensen-Mercer type inequality
On the other hand, by applying functional calculus for the operator m1
Applying positive linear maps Φ i and summing, we have
Combining the two inequalities (2.6) and (2.7), we get (2.2).
The inequality (2.1) follows similarly by taking into account that
The details are left to the reader. Hence, we have the conclusion.
This expression has the advantage of using twice differentiable functions instead of convex functions used in Theorem 1.2. Here we give an example to clarify the situation in Theorem 2.1. 
This example shows that (1.3) may fail without the convexity assumption. On the other hand,
i.e., our approach can fill this gap.
Importantly, under convexity assumption, a strong result related to Theorem 1.2 hold:
Remark 2.1. It is instructive to observe that
One the other hand, if f is convex then α ≥ 0. This shows that (2.2) can provide a much stronger bound than (1.3). (Of course, the inequality (2.6) is also sharper than (1.4).)
2.2. Log-convex Functions. In the sequel, we will briefly review some known properties related to log-convex functions. A positive function defined on an interval (or, more generally, on a convex subset of some vector space) is called log-convex if log f (x) is a convex function of x. We observe that such functions satisfy the elementary inequality
for any a, b ∈ I. f is called log-concave if the inequality above works in the reversed way (that is, when 1 f is log-convex). Because of the arithmetic-geometric mean inequality, we also have
which says that any log-convex function is a convex function. This is of interest to us because (2.8)
can be written as
where L (t) is as in (2.5).
With the inequality (2.9), we can present the following result, which can be regarded as an extension of Theorem 1.2 to log-convex functions. The proof is left to the reader as an exercise.
Theorem 2.2. Let all the assumptions of Theorem 2.1 hold except that
f : [m, M ] → (0, ∞) is log-convex. Then (2.10) f (M + m) 1 K − n i=1 Φ i (A i ) ≤ [f (m)] n i=1 Φ i (A i )−m1 K M −m [f (M )] M 1 K − n i=1 Φ i (A i ) M −m ≤ (f (M ) + f (m)) 1 K − n i=1 Φ i (f (A i )).
Applications
Throughout this section we will assume that In [5] the following expression is defined, which the authors calls the operator quasi-arithmetic mean of Mercer's type: (i) If either ψoϕ −1 is convex and ψ −1 is operator increasing, or ψoϕ −1 is concave and ψ −1 is operator decreasing, then
(ii) If either ψoϕ −1 is concave and ψ −1 is operator increasing, or ψoϕ −1 is convex and ψ −1 is operator decreasing, then the inequality in (3.1) is reversed.
These interesting inequalities were firstly discovered by Matković et al. [5, Theorem 4] .
By virtue of Theorem 2.1, we have the following result:
be two strictly monotonic functions and ψoϕ −1 is twice differentiable function.
with α ∈ R and ψ −1 is operator monotone, then
(ii) If ψoϕ −1 ′′ ≤ β with β ∈ R and ψ −1 is operator monotone, then the reverse inequality is valid in (3.2) with β instead of α. Since ψ −1 is operator monotone, we can get the conclusion. The other case follows in a similar manner from (2.1).
In the same spirit, we infer from Theorem 2.2 the following result: ≤ M ψ (A, Φ) .
Remark 3.1. By choosing adequate functions ϕ and ψ, and appropriate substitutions, we can obtain some improvement concerning operator power mean of Mercer's type. We leave the details of this idea to the interested reader, as it is just an application of our main results.
