Abstract
Introduction
Recurrent neural networks (RNN) are a kind of networks that include one or more feedback connections. These feedback mechanisms allow RNN to learn to recognize and generate not only temporal patters, but also spatial patterns [3] . As in the case of feedforward neural networks, the gradient methods are proposed for training RNN [2] due to its simplicity, either in an off-line(batch) or an online(incremental) manner. In batch training, weight changes are accumulates over an entire presentation of the training data before being applied, while online training updates weights after the presentation of each training example. There have many convergence results for the gradient methods for RNN. Ku and Lee [4] investigated the Lyapunov convergence of the training process for a diagonal RNN with infinitely many training samples by using an online gradient training algorithm. Kuan et al. [5] use stochastic process theory to establish some convergence results of probability nature for the online gradient training algorithm, based on the assumption that a very large number of(or infinitely many in theory) training samples. In particularly, the deterministic convergence of the off-line gradient descent algorithm for the RNN with only finite number of training samples have been analyzed in [6] and [8] , under the condition that all of the weights in the learning process are bounded. But generally, this condition is not easy to check in practice. During the training iteration process, the weights might, though not necessarily, become very large or even unbounded.
To overcome this difficulty, we introduce a penalty term into the error function, so as to prevent the norm of network weights unbounded. For simplicity, we concentrate our attention to a simple recurrent neuron. By the assumption that only the weights of the recurrent neuron, rather than all the weights of the whole network are bounded, we show that the weights of the network are actually bounded deterministically in the gradient descent learning process by International Journal of Multimedia and Ubiquitous Engineering Vol. 9, No.9 (2014) 
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Copyright ⓒ 2014 SERSC adding a usual penalty term, which is proportional to the norm of the weights. In addition, we give a convergence result of the gradient learning process, in which the above boundedness result is applicable. Some techniques in Refs [9, 10] for the gradient method for training feedforward neural networks have been exploited in the proof.
The remainder of this paper is organized as follows. The network architecture and the gradient descent algorithm with a penalty term are described in the next section. Section 3 presents some lemmas and a convergence theorem. The detail proof of the theorem is provided in section 4. Section 5 is devoted to a numerical example to support our theoretical findings.
Network Structure and Learning Method with Penalty
As shown in Figure 1 , we consider a recurrent neuron with P external input nodes and 1 output node. Denote the weight vector of the network by 
We now describe the gradient descent algorithm for training this network. Let j O denote the target output of the network at time j . Our error function with a penalty term has the form 
where ( 
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With initial conditions
Main results
To analysis the convergence of the method we shall need the following assumptions. 
Proofs
We first present three useful lemmas for the convergence analysis. It indicates some properties of the error function in the next lemma, which can be directly proved by induction arguments and thus is omitted. Others, for convenience, we use C for a generic constant, which may be different value even in the same equation. To simplify matters, we denote 
where 
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The following lemma is a crucial tool for proving the strong convergence, which is basically the same as Lemma 3.5.10 in [1] . Its proof is thus omitted. 
Then, a combination of (19)-(22) leads to
If the learning rate  is chosen to satisfy 
This implies the series of positive term 
Numerical Experiments
To illustrate the capacity of the learning algorithm used in this paper, a 2-dimensional linear classification problem is considered. The training examples are condition is when iteration steps are 5000, or the error is small than 0.001. Others, we use different value of  to training the network and compare them with. From Figure 2 , we can see that the square error decreases monotonically and the corresponding gradient tends to zero. The effectiveness of the algorithm in controlling the weights is shown in Fig 3. Without the penalty term, the weights become larger and larger during the iteration. After adding the penalty term, the magnitude of the weight become smaller obviously and finally tends to keep steady. 
