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Resumo
O formalismo proposto por Paul A. M. Dirac em meados da de´cada de 1920, embora
tenha representado um enorme avanc¸o para tratarmos problemas da Teoria Quaˆntica,
na˜o possuia uma base matema´tica so´lida. Aqui, usamos elementos da Teoria das Dis-
tribuic¸o˜es, Ana´lise Funcional, Teoria dos Operadores Lineares entre outros to´picos de
matema´tica, para construir os espac¸os de Hilbert equipados, que comportam todo o
formalismo de Dirac.
Palavras-chave: Espac¸os de Hilbert Equipados; Ana´lise Funcional; F´ısica-matema´tica;
Formalismo de Dirac;
Abstract
The formalism, presented by Paul A. M. Dirac in the 1920’s, although it represents a
great advance for dealing with problems of Quantum Theory, lacks a solid mathematical
foundation. Here we use elements of Distribution Theory, Functional Analysis, Linear
Operators Theory and other topics to build the rigged Hilbert spaces wich give a rigorous
mathematical description of the Dirac formalism.
keywords: Rigged Hilbert Spaces; Functional Analysis; Mathematical Physics; Dirac
Formalism;
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Introduc¸a˜o
Quando Paul A. M. Dirac apresentou sua notac¸a˜o e formalismo (cfe. [1, 2]) para a
Mecaˆnica Quaˆntica ela representou um enorme avanc¸o na Teoria Quaˆntica e sua nova
notac¸a˜o mostrou-se uma excelente ferramente para ca´lculos. Mas esta nova teoria e nova
notac¸a˜o foram desenvolvidas de forma intuitiva (embora numa intuic¸a˜o bastante precisa)
e careciam de rigor matema´tico. Contudo, diversos resultados experimentais previstos
com o uso do formalismo correspondiam com grande precisa˜o a`queles obtidos com a nova
teoria, levando assim a` crenc¸a de que tal descric¸a˜o da Mecaˆnica Quaˆntica estivesse de
fato correta.
Diversas tentativas de dar uma forma matema´tica consistente ao formalismo foram
feitas desde enta˜o. Mas somente com o advento da Teoria das Distribuic¸o˜es, desenvol-
vida por Laurent Schwartz, I. M. Gelfand, M. J. Lighthill entre outros, uma descric¸a˜o
matema´tica satisfato´ria tornou-se poss´ıvel.
A representac¸a˜o de estados dos sistemas f´ısicos que na maioria dos textos de Mecaˆnica
Quaˆntica sa˜o ditos serem representados por elementos de espac¸os de Hilbert mostrou-
se insuficiente pois na˜o comportava todos aspectos da teoria de Dirac. Portanto uma
extensa˜o do conceito de espac¸os cujos elementos representam todos estados poss´ıveis de
um dado sistema f´ısico geral foi desenvolvida. Especial destaque neste desenvolvimento
e´ atribuido a` teoria das Distribuic¸o˜es [35]. O novo formalismo usa o conceito de espac¸os
de Hilbert equipados [3, 4, 5, 22, 35], que sa˜o na verdade triplas de espac¸os:
H ⊂ H ⊂ H×, (1)
onde H e´ um espac¸o munido de uma topologia nuclear [4, 35], H e´ um espac¸o de Hilbert
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separa´vel e H× o espac¸o dos funcionais cont´ınuos na topologia nuclear, sobre H. Os
elementos que permitem uma representac¸a˜o rigorosa dos “objetos” usados na notac¸a˜o
de Dirac sa˜o elementos deste espac¸o e de um espac¸o “dual” a este, como veremos na
Sec¸a˜o 1.4. Isto e´, existe um tripleto que comporta todos os bras e outro que comporta
todos os kets. A existeˆncia da decomposic¸a˜o em autovetores (generalizados) de espectro
cont´ınuo dos operadores, associados a observa´veis e´ va´lida nestes espac¸os e formalizada
pelos Teoremas Espectrais Nucleares [35].
Com dois exemplos, mostramos a construc¸a˜o destes espac¸os para dois sistemas f´ısicos
simples. Estes exemplos mostram que mesmo nos casos mais simples a construc¸a˜o dos
tripletos na˜o e´ trivial. Por fim, no u´ltimo cap´ıtulo fazemos uma breve discussa˜o sobre a
existeˆncia de operador associado ao observa´vel tempo e discutimos tambe´m a importaˆncia
de uma definic¸a˜o precisa dos domı´nios dos operadores do sistema f´ısico estudado e a
soluc¸a˜o que o espac¸o de Hilbert equipado traz para este problema.
Cap´ıtulo 1
Fundamentos Matema´ticos
O background matema´tico da Mecaˆnica Quaˆntica apresentado na maioria dos livros
textos de F´ısica e´ o formalismo de Dirac, que e´ apresentado de forma incompleta e
sem sentido matema´tico rigoroso, algumas excec¸o˜es que fazem menc¸a˜o a` esta situac¸a˜o
desconforta´vel sa˜o os livros [3], [4] e [5]. Um dos objetivos desta monografia e´ apresentar
o formalismo de Dirac de forma matematicamente satisfato´ria e ilustra´-lo com alguns
exemplos (Cap´ıtulos 2 e 3). Para atingir nosso objetivo faz-se primeiramente necessa´rio
recordamos diversos conceitos de Ana´lise Funcional, o que constitui-se no conteu´do deste
Cap´ıtulo.
O principal aspecto sa˜o os espac¸os de Hilbert. Para entender o que e´ um espac¸o de
Hilbert precisaremos das seguintes definic¸o˜es.
Definic¸a˜o 1.0.1 (Espac¸o vetorial). Um espac¸o vetorial e´ um conjunto V e um corpo
K, em que esta˜o definidas duas operac¸o˜es:
1. Soma de vetores + : V × V −→ V, (v, w) 7→ v + w ∈ V ; que satisfaz
S1. ∀v, w ∈ V, v + w = w + v;
S2. ∀v, w, z ∈ V, ( v + w) + z = v + ( w + z);
S3. ∃0 ∈ V tal que v + 0 = 0 + v = v, ∀v ∈ V ;
S4. dado v ∈ V existe w ∈ V tal que v + w = 0, denotamos esse w por −v.
2. Multiplicac¸a˜o por escalar K× V −→ V, (k, v) 7→ k v ∈ V ; que satisfaz
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M1. k(pv) = (kp) v,∀k, p ∈ K, ∀v ∈ V ;
M2. (k + p) v = k v + pv,∀k, p ∈ K, ∀v ∈ V ;
M3. k( v + w) = k v + kw, ∀k ∈ K ∀v, w ∈ V.
Se K = C ou R enta˜o vale ainda
k v = vk, k ∈ K.
Assim, V munido dessas duas operac¸o˜es sobre corpo K e´ um espac¸o vetorial. Note
ainda que a definic¸a˜o acima vale pois estamos considerando o corpo como sendo R ou C
[44].
Dado um espac¸o vetorial sobre K podemos mun´ı-lo de um topologia.
Definic¸a˜o 1.0.2 (Topologia). Seja S um conjunto qualquer e τ uma colec¸a˜o de sub-
conjuntos de S tais que
1. ∅ ∈ τ e S ∈ τ;
2. a unia˜o de elementos de τ tambe´m esta´ em τ, isto e´, se Ui ∈ τ onde i ∈ I enta˜o
∪i∈IUi ∈ τ;
3. a intersec¸a˜o finita de elementos de τ esta´ em τ, isto e´, Ui ∈ τ com i = 1, . . . , n
enta˜o ∩ni=1Ui ∈ τ,
enta˜o chamamos τ de uma topologia sobre S.
Definic¸a˜o 1.0.3 (Espac¸o Topolo´gico). Um conjunto S munido de uma topologia τ e´
chamado de espac¸o topolo´gico.
Dado um espac¸o vetorial V podemos muni-lo de diversas topologias distintas. Uma
das mais importantes para o que se segue sera´ a topologia dada por uma norma.
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Definic¸a˜o 1.0.4 (Norma). Seja V um espac¸o vetorial sobre K, definimos uma norma
sobre V como sendo uma aplicac¸a˜o
‖ · ‖ : V −→ R, v 7→ ‖v ‖,
tal que ∀v, w ∈ V e ∀α ∈ K satisfaz
N1. ‖v ‖ ≥ 0;
N2. ‖αv ‖ = |α| ‖v ‖;
N3. ‖v + w ‖ ≤ ‖v ‖+ ‖w ‖ (desigualdade triangular);
N4. ‖v ‖ = 0⇐⇒ v = 0.
Definic¸a˜o 1.0.5 (Produto interno). Seja V um espac¸o vetorial sobre C, um produto
interno em V e´ uma aplicac¸a˜o
(·, ·) : V × V −→ C (1.1)
que ∀v, w, z ∈ V e ∀α, β ∈ C satisfaz
PI1. ( v + w, z) = ( v, z) + ( w, z);
PI2. ( v, αw) = α( v, w);
PI3. ( v, w) = ( w, v);
PI4. ( v, v) ≥ 0;
PI5 . ( v, v) = 0 =⇒ v = 0.
Definic¸a˜o 1.0.6 (Topologia Forte). Um produto interno (·, ·) definido sobre um espac¸o
vetorial V induz uma topologia o este espac¸o que e´ chamada de topologia forte.
Um produto interno em V sempre permite definir uma norma, que chamamos de
norma induzida do produto interno que e´ dada por
‖v ‖ =
√
( v, v). (1.2)
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Definic¸a˜o 1.0.7 (Base de abertos). Dado um espac¸o topolo´gico (V, τ), diremos que
uma colec¸a˜o B de subconjuntos abertos de V e´ uma base de abertos se qualquer aberto de
V pode ser expresso como unia˜o de elementos de B, isto e´, dado A ∈ τ existem Bi ∈ B
tais que
A =
⋃
i∈I
Bi. (1.3)
Sem entrar em maiores detalhes recordamos que dada a topologia da norma sobre um
espac¸o vetorial V podemos ver que uma base para a topologia e´ dada pelas bolas abertas,
isto e´
B( v0, ε) = {v ∈ V ; ‖v − v0 ‖ < ε} (1.4)
sa˜o conjuntos abertos e geram a topologia [7, 9].
Definic¸a˜o 1.0.8 (Sequeˆncia de Cauchy). Seja V um espac¸o vetorial dotado de uma
norma. Dada uma sequeˆncia ( vn)n∈N ⊂ V diremos que a sequeˆncia e´ de Cauchy se dado
ε > 0 existir N ∈ N tal que ∀n,m ≥ N vale
‖vn − vm ‖ ≤ ε. (1.5)
As sequeˆncias de Cauchy podem na˜o convergir para um ponto de V e sera´ oportuno
completar V de maneira que tenhamos um espac¸o topolo´gico onde sequeˆncias de Cauchy
sejam convergentes.
Definic¸a˜o 1.0.9 (Espac¸o de Banach). Diremos que um espac¸o vetorial V sobre o
corpo K e´ um espac¸o de Banach se for munido de uma norma e completo em relac¸a˜o a
norma, isto e´, se todas as sequeˆncias de Cauchy convergem.
Definic¸a˜o 1.0.10 (Espac¸o pre´-Hilbert). Dado um espac¸o vetorial V e um produto
interno definido sobre V , enta˜o V sera´ chamado de espac¸o pre´-Hilbert ou espac¸o com
produto interno.
Um espac¸o pre´-Hilbert na˜o precisa ser completo, isto e´, as sequeˆncias de Cauchy em
um espac¸o pre´-Hilbert podem na˜o convergir para um ponto do espac¸o, mas e´ esta noc¸a˜o
que nos leva a seguinte definic¸a˜o.
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Definic¸a˜o 1.0.11 (Espac¸o de Hilbert). Seja V um espac¸o vetorial munido de um
produto interno (·, ·), V sera´ dito espac¸o de Hilbert se toda sequeˆncia de Cauchy na
norma induzida for convergente.
Mais algumas definic¸o˜es importantes sa˜o
Definic¸a˜o 1.0.12 (Fecho de um conjunto). Seja A um subconjunto de um espac¸o to-
polo´gico, o fecho do conjunto A e´ definido como sendo a intersec¸a˜o de todos os conjuntos
fechados da topologia que conteˆm A, e denotaremos por
A. (1.6)
Definic¸a˜o 1.0.13 (Subconjunto Denso). Um subconjunto A ⊂ X e´ dito denso em X
se vale
A = X. (1.7)
Ou, equivalentemente, dado S um aberto na˜o vazio em X qualquer, temos
S ∩ A 6= ∅. (1.8)
Nos textos de Mecaˆnica Quaˆntica aprende-se que o espac¸o de estados de um dado
sistema quaˆntico e´ definido como um espac¸o de Hilbert. Essa afirmac¸a˜o faz parte de uma
axiomatizac¸a˜o proposta por von Neumann, mas como veremos nos Cap´ıtulos 2 e 3, ela
apresenta problemas. Contudo, os espac¸os de Hilbert sa˜o fundamentais para a Mecaˆnica
Quaˆntica.
Outra noc¸a˜o importante, na axiomatizac¸a˜o de von Neumann e´ a de observa´veis que
sa˜o definidos como sendo operadores auto-adjuntos sobre um espac¸o de Hilbert.
Antes de definirmos o que sa˜o espac¸os separa´veis precisamos do seguinte conceito:
Definic¸a˜o 1.0.14 (Conjunto Enumera´vel). Um conjunto A sera´ dito enumera´vel se
pode ser posto em bijec¸a˜o com o conjunto dos nu´meros naturais, isto e´, se existe
f : A −→ N; f e´ bijec¸a˜o. (1.9)
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Definic¸a˜o 1.0.15 (Espac¸os Separa´veis). Um espac¸o topolo´gico V qualquer sera´ dito
separa´vel se existir um subconjunto D ⊂ V enumera´vel que e´ denso em V .
Definic¸a˜o 1.0.16 (Base de Hilbert). Uma sequeˆncia (ei)i∈N de elementos de H e´ dita
base de Hilbert de H se
1. ‖ei‖ =
√
(ei, ei) = 1, ∀i;
2. (en, em) = 0, m 6= n;
3. o span{ei; i = 1, 2, 3, . . .} =
{
x ∈ H;
∑
finita
ciei, ci ∈ K
}
e´ denso em H com
relac¸a˜o a` topologia da norma.
Proposic¸a˜o 1.0.1. Seja H um espac¸o de Hilbert e (ei)i∈N uma base de Hilbert de H,
enta˜o, valem:
• x =
∞∑
i=1
(x, ei)ei ou seja, x = lim
n→∞
n∑
i=1
(x, ei)ei;
• ‖x ‖2 =
∞∑
i=1
|(x, ei)|2.
Para o que se segue e´ fundamental a proposic¸a˜o:
Proposic¸a˜o 1.0.2. Todos espac¸os de Hilbert separa´veis sa˜o isomorfos.
Demonstrac¸a˜o. Ver [13]. 
1.1 Operadores lineares
Consideraremos no que se segue H como sendo um espac¸o de Hilbert de dimensa˜o
infinita sobre um corpo K que sera´ sempre R ou C.
Definic¸a˜o 1.1.1 (Operador Linear). Um operador linear e´ uma aplicac¸a˜o T : E −→
F tal que
1. T(ax) = aT( x), ∀a ∈ K, ∀x ∈ DT;
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2. T( x + y) = T( x) + T(y), ∀x,y ∈ DT ,
onde E e F sa˜o espac¸os vetoriais normados.
Definic¸a˜o 1.1.2 (L(E,F)). Dados dois espac¸os vetoriais normados E e F, o conjunto
de todos os operadores lineares cont´ınuos T : E −→ F, formam um espac¸o vetorial com
as operac¸o˜es
i) T1 + T2 significa que ∀x ∈ E =⇒ ( T1 + T2)( x) = T1( x) + T2( x);
ii) αT, α ∈ K significa que ∀x ∈ E =⇒ (αT)( x) = αT( x),
que denotaremos por L(E,F ).
Definic¸a˜o 1.1.3 (Gra´fico de um operador). Seja T : DT ⊂ H −→ H um operador
linear, chamamos de gra´fico do operador o conjunto:
Γ( T) = {(x, y) ∈ H × H; y = Tx,∀x ∈ DT}. (1.10)
Ademais, definimos o produto interno em H× H como sendo
((x1, y1), (x2, y2)) = (x1, x2) + (y1, y2). (1.11)
Definic¸a˜o 1.1.4 (Operador fechado). Seja T : DT ⊂ H −→ H, T sera´ dito opera-
dor fechado se acontecer simultaneamente
lim
n→∞
xn = x, e lim
n→∞
T(xn) = η, (1.12)
e isto sempre implicar que x ∈ DT e T(x) = η.
Equivalentemente um operador sera´ dito fechado se seu gra´fico for fechado, isto e´
Γ( T) = Γ( T) ⊂ H× H.
Note que isto na˜o significa que limn→∞ xn = x,=⇒ limn→∞ T(xn) = η (i.e., que T e´
cont´ınuo). Pode ocorrer de limn→∞ xn = x mas que limn→∞ T(xn) seja divergente. As
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condic¸o˜es dadas na Eq. (1.12) devem ser simultaneamente satisfeitas e sempre que elas
forem simultaneamente satisfeitas isto implicar em x ∈ DT e T(x) = η, a´ı sim diremos
que T e´ fechado.(Ref. [15], pg. 40.)
Definic¸a˜o 1.1.5 (Operador Fecha´vel). Um operador linear T : DT ⊂ H −→ H e´
dito fecha´vel se T possui uma extensa˜o T que e´ fechada.
O operador T e´ chamado de extensa˜o linear fechada de T ou tambe´m, fecho de T.
Proposic¸a˜o 1.1.1. Se um operador T : DT ⊂ H −→ H for fecha´vel enta˜o Γ( T) =
Γ( T).
Demonstrac¸a˜o. Ver Ref. [16]. 
Definic¸a˜o 1.1.6 (Operador densamente definido). Um operador T : DT ⊂ H −→
H e´ dito densamente definido se DT e´ um subconjunto denso de H.
Definic¸a˜o 1.1.7 (Operador Adjunto). Seja T : DT ⊂ H −→ H um operador den-
samente definido, o operador adjunto de T sera´ o operador denotado T† cujo domı´nio
e´
DT† = {y ∈ H; ∃z ∈ H, onde ( Tx, y) = (x, z),∀x ∈ DT}, (1.13)
enta˜o fazemos T†y = z.
Lema 1.1.1. Seja V ⊂ H, um subespac¸o linear, enta˜o V ⊥ e´ um subespac¸o linear de H
e e´ fechado.
Demonstrac¸a˜o. Primeiro, sejam x, y ∈ V ⊥ e α ∈ C, assim
i) (v, x+ y) = (v, x) + (v, y) = 0 + 0 = 0, para todo v ∈ V , logo, x+ y ∈ V ⊥;
ii) (v, αx) = α(v, x) = α0 = 0, para todo v ∈ V .
Segue de i) e ii) que V ⊥ e´ subespac¸o linear.
Para ver que V ⊥ e´ fechado, tome (xi)i∈N ⊂ V ⊥ com xi → x ∈ H, n → ∞, enta˜o,
para todo v ∈ V vale
lim
i→∞
(v, xi) = lim
i→∞
0 = 0
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mas por outro lado, como o produto interno e´ cont´ınuo na topologia forte [14], enta˜o
lim
i→∞
(v, xi) = (v, x),
logo,
(v, x) = 0, ∀v ∈ V,
ou seja, x ∈ V ⊥. 
Teorema 1.1.1. Seja T : DT ⊂ H −→ H um operador linear densamente definido,
enta˜o vale:
a) T† e´ fechado;
b) T e´ fecha´vel se, e somente se DT† e´ denso e neste caso, T = T
††;
c) se T e´ fecha´vel, enta˜o ( T)† = T†.
Demonstrac¸a˜o. Primeiro, definamos uma aplicac¸a˜o I : H × H −→ H × H, I(x, y) =
(−y, x) esta aplicac¸a˜o tem a propriedade que se V for um subespac¸o, enta˜o I(V ⊥) =
(I(V ))⊥.
a) Para ver que Γ( T†) e´ fechado, vamos ver que Γ( T†) = I(Γ( T))⊥ que pelo lema
1.1.1 I(Γ( T))⊥ e´ fechado.
Vamos ver que I(Γ( T))⊥ ⊂ Γ( T†). Tome (φ, η) ∈ I(Γ( T))⊥, enta˜o
((φ, η), (−Tx, x)) = 0, ∀x ∈ DT;
(φ, Tx) = (η, x), ∀x ∈ DT;
logo, pela definic¸a˜o de T† segue que T†φ = η, assim
(φ, Tx) = ( T†φ, x), ∀x ∈ DT,
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logo
(φ, T†φ) = (φ, η) ∈ Γ( T†),
ou seja I(Γ( T))⊥ ⊂ Γ( T†).
Por outro lado, se (φ, η) ∈ Γ( T†) enta˜o (φ, η) = (φ, T†φ). Da definic¸a˜o do operador
adjunto temos que
( Tx, φ) = (x, T†φ), ∀x ∈ DT,
da´ı
(− Tx, φ) + (x, T†φ) = 0, ∀x ∈ DT;
((−Tx, x), (φ, T†φ)) = 0, ∀x ∈ DT
ou seja, (φ, T†φ) ∈ {(−Tx, x) ∈ H × H; x ∈ DT}⊥ = I(Γ( T))⊥. Com isto, con-
clu´ımos que Γ( T†) ⊂ I(Γ( T))⊥.
Portanto Γ( T†) = I(Γ( T))⊥ que como vimos, e´ fechado, logo Γ( T†) e´ fechado e
portanto T† e´ um operador fechado.
Para uma demonstrac¸a˜o de b) e c) ver a pa´gina 253 de [16]. 
Definic¸a˜o 1.1.8 (Operador compacto). Sejam E e F dois espac¸os de Banach. Um
operador T ∈ L(E,F ) e´ dito compacto se o fecho de T(BE) (i.e. T(BE)) e´ compacto
na topologia da norma de F .
Definic¸a˜o 1.1.9 (Operador sime´trico). Diremos que um operador T : DT ⊂ H −→
H e´ sime´trico se ∀ξ, η ∈ DT vale
( Tξ, η) = (ξ, Tη). (1.14)
Definic¸a˜o 1.1.10 (Operador Hermitiano). Diremos que um operador T : DT ⊂
H −→ H e´ hermitiano se ∀ξ, η ∈ DT vale
( Tξ, η) = (ξ, Tη) (1.15)
e DT = H, i.e. T e´ um operador sime´trico com domı´nio denso.
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Definic¸a˜o 1.1.11 (Operador Essencialmente auto-adjunto). Um operador hermi-
tiano T : H −→ H sera´ dito essencialmente auto-adjunto, abreviadamente EAA, se T
for auto-adjunto
As diferenc¸as entre operadores sime´trico, auto-adjunto e EAA podem ser vistas da
seguinte maneira: suponha que T seja um operador, enta˜o (pg. 63, [6])
1. T e´ sime´trico se e so´ se T ⊂ T = T†† ⊂ T†;
2. T e´ EAA se e so´ se T ⊂ T = T†† = T†;
3. T e´ auto-adjunto se e so´ se T = T = T†† = T†,
onde ⊂ denota a extensa˜o de operadores, isto e´, se A ⊂ T quer dizer que T e´ uma
extensa˜o de A.
A seguir daremos um resultado importante para estabelecermos se um operador e´
EAA.
Definic¸a˜o 1.1.12 (´Indices de deficieˆncia). Seja T : DT ⊂ E −→ E, onde E e´
um espac¸o vetorial complexo qualquer, definimos como ı´ndices de deficieˆncia de T os
seguintes valores
n+( T):=dimN( T
† + i I)=dim(Im( T− i I))⊥, (1.16)
n−( T):=dimN( T† − i I)=dim(Im( T + i I))⊥, (1.17)
onde N( T† ± i I) e´ o nu´cleo do operador e Im( T + i I) sua imagem.
Lema 1.1.2. Seja T : DT ⊂ H −→ H um operador hermitiano, enta˜o, T sera´ EAA
se, e somente se, n+ = n− = 0.
(Ver [15, 34]).
Definic¸a˜o 1.1.13 (Resolvente). Seja T : DT ⊂ H −→ H um operador linear, o
conjunto resolvente e´ o conjunto ρ( T) ⊂ C onde o operador Tλ := T−λ I tem imagem
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densa, isto e´ Im( Tλ) = H e ( Tλ)−1 e´ um operador linear cont´ınuo na topologia da
norma de H [45].
Definic¸a˜o 1.1.14 (Espectro de um operador). O espectro do operador T enta˜o e´ o
conjunto
σ( T) = C \ ρ( T). (1.18)
O espectro pode ser dividido em treˆs conjuntos (e pode ser demonstrado que sa˜o todos
disjuntos). Apresentamos a seguir esses conjuntos.
Definic¸a˜o 1.1.15 (Espectro pontual). O espectro pontual e´ o seguinte subconjunto
de σ( T):
σp( T) = {λ ∈ C; N( Tλ) 6= {0}}. (1.19)
Definic¸a˜o 1.1.16 (Espectro cont´ınuo). O espectro cont´ınuo e´ o seguinte subconjunto
de σ( T):
σc( T) = {λ ∈ C; N( Tλ) = {0} e Im( Tλ) = H e T−1λ na˜o e´ cont´ınua}. (1.20)
Definic¸a˜o 1.1.17 (Espectro residual). O espectro residual e´ o seguinte subconjunto
de σ( T):
σr( T) = {λ ∈ C; N( Tλ) = {0} e Im( Tλ) 6= H}. (1.21)
Definic¸a˜o 1.1.18 (Autovalor e autovetor). Seja T um operador linear, enta˜o
i) os elementos de σp( T) sa˜o chamados de autovalores de T;
ii) se λ e´ um autovalor de T, chamaremos de autovetores os elementos de N( T−λ I).
1.2 Espac¸os Vetoriais Topolo´gicos e Normados Enu-
mera´veis
Nesta sec¸a˜o recordaremos algumas propriedades sobre espac¸os vetoriais topolo´gicos,
que abreviaremos por EVT e de espac¸os normados enumera´veis que denotaremos por
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ENE que sa˜o importantes para nosso objetivo principal.
1.2.1 Espac¸os Vetoriais Topolo´gicos
Para construir os espac¸os que permitam uma representac¸a˜o rigorosa do formalismo
de Dirac precisaremos definir outras topologias ale´m da topologia da norma induzida.
Definic¸a˜o 1.2.1 (Espac¸o Vetorial Topolo´gico). Um espac¸o vetorial V sobre um corpo
K munido de uma topologia τ e´ chamado espac¸o vetorial topolo´gico (abreviadamente:
EVT) se aplicac¸o˜es
V × V −→ V, ( v, w) 7→ v + w ∈ V (1.22)
e
K× V −→ V, (λ, v) 7→ λv ∈ V (1.23)
sa˜o cont´ınuas na topologia τ. Tal topologia e´ chamada de topologia vetorial.
Definic¸a˜o 1.2.2. Seja V um espac¸o vetorial sobre K e A ⊂ V ,
(a) A e´ dito convexo se ∀x, y ∈ A temos αx+ βy ∈ A onde α, β ≥ 0 e α + β = 1;
(b) A e´ dito equilibrado se, λx ∈ A, para todo x ∈ A e ∀λ ∈ K com |λ| ≤ 1;
(c) A e´ dito absorvente se, para cada x ∈ A existir um δ > 0 tal que λx ∈ A para
todo λ ∈ K tal que |λ| ≤ δ.
Definic¸a˜o 1.2.3 (Base de vizinhanc¸as). Dado um ponto a ∈ V o conjunto Ua formado
por todas as vizinhanc¸as de a e´ chamado de base de vizinhanc¸as de a.
Definic¸a˜o 1.2.4 (Espac¸o Localmente Convexo). Um espac¸o vetorial topolo´gico V
sera´ dito um espac¸o localmente convexo, abreviadamente: ELC, se cada vizinhanc¸a de
zero conte´m uma vizinhanc¸a convexa de zero. Diremos que tal topologia e´ uma topologia
localmente convexa.
Definic¸a˜o 1.2.5 (Seminorma). Seja V um espac¸o vetorial, uma seminorma e´ uma
aplicac¸a˜o p : V −→ R que satisfaz
26
S1: p(x) ≥ 0, ∀x ∈ V ;
S2: p(λx) = |λ|p(x), ∀λ ∈ K;
S3: p(x+ y) ≤ p(x) + p(y), ∀x, y ∈ V.
Proposic¸a˜o 1.2.1. Seja V um espac¸o vetorial e p : V −→ R uma seminorma, enta˜o o
conjunto
Up,ε = {x ∈ V ; p(x) < ε} (1.24)
e´ convexo, equilibrado e absorvente.
Demonstrac¸a˜o. Vamos ver que Up,ε e´ convexo.
De fato, ∀x, y ∈ Up,ε e ∀α, β > 0 com α + β = 1 temos
p(αx+ βy) ≤ |α|p(x) + |β|p(y)
< |α|ε+ |β|ε
= (|α|+ |β|)ε
= ε,
portanto αx+ βy ∈ Up,ε, logo, Up,ε e´ convexo.
Agora, ∀|λ| ≤ 1 e ∀x ∈ Up,ε temos
p(λx) = |λ|p(x)
≤ p(x) < ε,
logo λx ∈ Up,ε para todo |λ| ≤ 1 e x ∈ Up,ε, ou seja, Up,ε e´ equilibrado.
Por fim, dado x ∈ V se p(x) = 0 enta˜o e´ imediato que p(x) < ε e para qualquer δ > 0
que definirmos teremos p(λx) = 0 < ε e portanto λx ∈ Up,ε.
Agora, seja x ∈ V tal que p(x) 6= 0, enta˜o, defina δ < ε/p(x), da´ı se |λ| < δ/p(x)
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temos
p(λx) = |λ|p(x)
≤ δp(x)
<
ε
p(x)
p(x) = ε,
portanto p(λx) < ε para todo |λ| ≤ δ. 
Proposic¸a˜o 1.2.2. Seja V um espac¸o vetorial e uma famı´lia P de seminormas p : V −→
R. Enta˜o existe uma u´nica topologia localmente convexa que denotaremos τP que admite
como base de vizinhanc¸as de 0 a famı´lia
B0 =
{⋂
p∈P0
Up,ε; P0 ⊂ P finito , ε > 0
}
, (1.25)
tal topologia e´ a mais fraca topologia que torna as seminormas de P cont´ınuas. Diremos
ainda que τP e´ a topologia localmente convexa definida por P .
Note ainda que como a topologia dada na Proposic¸a˜o 1.2.2 e´ a menor topologia que
torna as seminormas da famı´lia P cont´ınuas enta˜o τP e´ uma topologia fraca (ver Cap´ıtulo
3 de [13]).
Proposic¸a˜o 1.2.3. Seja (V, τϕ) um espac¸o topolo´gico munido da topologia fraca τϕ
dada por uma famı´lia de aplicac¸o˜es (ϕi)i∈I , onde I e´ um conjunto de ı´ndices qualquer
e ϕi : (V, τϕ) −→ (Yi, τYi) onde (Yi, τYi) sa˜o espac¸os topolo´gicos quaisquer. Enta˜o, uma
aplicac¸a˜o ψ : (X, τX) −→ (V, τϕ) onde (X, τX) e´ um espac¸o topolo´gico qualquer sera´
cont´ınua se, e somente se ϕi ◦ ψ : X −→ V, ∀ϕi i ∈ I.
Demonstrac¸a˜o. =⇒) Suponha que ψ seja cont´ınua, enta˜o dado U ⊂ Yi temos que
(ϕi ◦ ψ)−1(U) e´ aberto, pois (ϕi ◦ ψ)−1(U) = ψ−1(ϕ−1i (U)) e como cada uma das ϕi sa˜o
cont´ınuas segue que ϕ−1i (U) e´ aberto por hipo´tese ψ tambe´m e´ cont´ınua, logo (ϕi◦ψ)−1(U)
e´ aberto, ou seja ϕi ◦ ψ e´ cont´ınua para todo i ∈ I.
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⇐=) Agora suponha que ϕi ◦ ψ seja cont´ınua para todo i ∈ I. Enta˜o, tome U ⊂ X um
aberto qualquer.
Como U e´ aberto em X segue que
U =
⋃
arbitra´ria
(⋂
finita
ϕ−1i (ωi)
)
, ωi ⊂ Yi, ωi aberto, (1.26)
(isto e´ resultado geral da construc¸a˜o da topologia fraca). Portanto,
ψ−1(U) =
⋃
arbitra´ria
(⋂
finita
ψ−1(ϕ−1i (ωi))
)
(1.27)
e por hipo´tese, ψ−1(ϕ−1i (ωi)) e´ aberto para cada ωi pois ϕi ◦ ψ e´ cont´ınua para todos os
i ∈ I conclu´ımos enta˜o que ψ−1(U) e´ aberto, logo, ψ e´ cont´ınua. 
Definic¸a˜o 1.2.6 (Famı´lia Dirigida de Seminormas). Uma famı´lia P de seminormas
sobre V , sera´ dita famı´lia dirigida se dados p1, p2 ∈ P enta˜o existe p3 ∈ P tal que
p1(x) ≤ p3(x) e p2(x) ≤ p3(x), para todo x ∈ V .
Corola´rio 1.2.1. Seja V um espac¸o vetorial e P uma famı´lia dirigida de seminormas
em V , enta˜o os conjuntos Up,ε com p ∈ P e ε > 0 formam uma base de vizinhanc¸as de
zero para a topologia.
Corola´rio 1.2.2. Seja V um espac¸o vetorial e P uma famı´lia de seminormas em V .
Enta˜o (V, τP ) e´ uma topologia Hausdorff se, e somente se
⋂
p∈P
p−1{0} = {0}. (1.28)
Teorema 1.2.1. Seja V um ELC de Hausdorff. Enta˜o as seguintes condic¸o˜es sa˜o equi-
valentes:
i) V e´ metriza´vel
ii) existe uma base enumera´vel de vizinhanc¸as de zero em V ;
iii) existe uma sequeˆncia de seminormas que define a topologia de V .
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Proposic¸a˜o 1.2.4. Se as condic¸o˜es do Teorema 1.2.1 forem verificadas, enta˜o existe
uma me´trica invariante sob translac¸o˜es em V que define a topologia sobre V e e´ dada por
d(f, g) =
∞∑
n=1
1
2n
pn(f − g)
1 + pn(f − g) . (1.29)
Demonstrac¸a˜o. Ver [8] ou [21] 
1.2.2 Espac¸os normados enumera´veis
Definic¸a˜o 1.2.7 (Topologia gerada por uma famı´lia de topologias). Seja {τα}α∈I
uma colec¸a˜o de topologias sobre um espac¸o V . A topologia gerada pela famı´lia {τα}α∈I
denotada τ e´ definida como sendo a menor topologia que conte´m todos os conjuntos de
⋃
α∈I
τα.
Definic¸a˜o 1.2.8 (Espac¸o Normado Enumera´vel). Seja V um EVT sobre C e uma
famı´lia de normas { ‖· ‖p; p = 0, 1, 2, . . .} enta˜o V munido da topologia gerada por esta
famı´lia e´ chamado de espac¸o normado enumera´vel.
Definic¸a˜o 1.2.9 (Espac¸o de Hilbert Enumera´vel). Se cada uma das p-normas da
definic¸a˜o acima sa˜o normas induzidas por produtos internos, enta˜o V munido da topologia
gerada pela famı´lia dessas normas e´ um espac¸o de Hilbert enumera´vel.
Teorema 1.2.2. A topologia τ, gerada por uma famı´lia de topologias vetoriais e´ tambe´m
uma topologia vetorial. Se {Wα,i}i∈Iα for uma base local para τα enta˜o uma base local
para τ e´ dada por todas as intersec¸o˜es finitas da forma Wα1,i1 ∩ . . . ∩Wαn,in
Demonstrac¸a˜o. A demonstrac¸a˜o pode ser encontrada em [17] 
1.3 Espac¸o Nuclear
A expansa˜o em base de autovetores proposta por Dirac e´ justificada matematicamente
pelo Teorema Espectral Nuclear ou Teorema de Gel’fand-Maurin (que sera˜o apresentados
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ao fim da Sec¸a˜o 1.4). Nesta sec¸a˜o falaremos um pouco sobre tal teorema apresentando
seu enunciado. A demonstrac¸a˜o sera´ omitida pois usa te´cnicas avanc¸adas de Matema´tica
que fogem do escopo deste trabalho.
Primeiro precisamos do conceito de espac¸o nuclear.
Considere um espac¸o de Hilbert enumera´vel Φ, enta˜o, como vimos na Sec¸a˜o 1.2.2 o
espac¸o Φ e´ gerado por uma famı´lia enumera´vel de normas induzidas de produtos internos,
isto e´, existe uma sequeˆncia de produtos internos tais que
(φ, φ)1 ≤ (φ, φ)2 ≤ . . . ≤ (φ, φ)n ≤ . . . , (1.30)
e para cada n o espac¸o de Hilbert Φn e´ o espac¸o de Hilbert obtido completando Φ com
a norma ‖ · ‖n =
√
(·, ·), disto temos
Φ ⊂ . . . ⊂ Φn ⊂ . . . ⊂ Φ2 ⊂ Φ1. (1.31)
Agora, considere φ ∈ Φn ∩ Φm e vamos denotar φ por φ[n] e φ[m] como elemento de
Φn e Φm respectivamente. Podemos sem perda de generalidade supor m ≤ n, assim a
aplicac¸a˜o identidade
Φ ⊂ Φn −→ Φ ⊂ Φm, φ[n] 7→ φ[m] (1.32)
e´ cont´ınua. A aplicac¸a˜o acima e´ de Φ em Φ que e´ subconjunto denso tanto de Φn
quanto de Φm, mas podemos estender por continuidade a aplicac¸a˜o para uma aplicac¸a˜o
que denotaremos Tnm : Φn −→ Φm.
Definic¸a˜o 1.3.1 (Espac¸o Nuclear). Seja Φ um espac¸o de Hilbert enumera´vel, diremos
que Φ e´ nuclear se para qualquer m existe um n tal que a aplicac¸a˜o Tmn acima e´ nuclear,
isto e´, tem a seguinte forma:
Tmn : Φn −→ Φm, T nmφ =
∞∑
k=1
λk(ek, φ)nhk (1.33)
onde φ ∈ Φn e (ek) e (hk) sa˜o sistemas ortonomais de Φn e Φm respectivamente e
λk > 0 com
∑∞
k=1 λk <∞.
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Note que assim, o completamento de Φ com relac¸a˜o a qualquer produto escalar (·, ·)n
da famı´lia, gera um espac¸o de Hilbert Φn.
Definic¸a˜o 1.3.2 (Funcionais antilineares). Dado um espac¸o vetorial V sobre C uma
aplicac¸a˜o F : V −→ C sera´ dita funcional antilinear se satisfaz
i) ∀x1, x2 ∈ V, enta˜o F ( x1 + x2) = F ( x1) + F ( x2);
ii) ∀α ∈ C, enta˜o F (αx) = αF ( x), ∀x ∈ V.
Com as definic¸o˜es acima podemos definir o Espac¸o de Hilbert Equipado como descrito
a seguir.
Definic¸a˜o 1.3.3 (Espac¸o de Hilbert Equipado). Um espac¸o do Hilbert equipado,
abreviadamente: EHE, sa˜o os tripletos
Φ ⊂ H ⊂ Φ×, (1.34)
onde
• Φ e´ um espac¸o de Hilbert enumera´vel nuclear munido de uma topologia nuclear
τΦ induzida pela famı´lia de normas geradas pelos produtos internos como na Eq.
(1.30), isto e´
Φ =
∞⋂
n=0
Φn, (1.35)
onde Φn e´ o completamento de Φ em relac¸a˜o a topologia do produto escalar (·, ·)n.
• H e´ o completamento de Φ em uma topologia forte
• Φ× e´ o espac¸o dos funcionais antilineares τΦ-cont´ınuos, isto e´,
Φ× = {F : Φ −→ C; F e´ antilinear e τΦ-cont´ınuo}
.
Observac¸a˜o 1.3.1. O tripleto Φ ⊂ H ⊂ Φ′ e´ definido em [25] como sendo Φ ⊂ H ⊂
Φ′ onde Φ′ = ∪∞n=0 Φ′n e cada um dos Φ′n e´ o espac¸o dual de Φn.
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Pelas definic¸o˜es de Φ, H e Φ× dadas acima (por meio de intersec¸o˜es e unio˜es) e
como Φn ' Φ×n para todo n temos
(a) Φ =
⋂
n Φn;
(b) H = Φp para algum p fixo;
(c) Φn ' Φ×n , para todo n, pois Φn e´ sempre Hilbert (e como veremos na sec¸a˜o
seguinte, pelo Teorema de Riesz-Fre´chet 1.4.2 , sempre temos a identificac¸a˜o do
espac¸o com seu dual);
(d) Φ× =
⋃
n Φ
×
n ' Φn.
De (a)− (d) fica fa´cil ver as incluso˜es do tripleto.
O espac¸o de Schwartz S(Rn) e´ nuclear (ver Apeˆndice A) e definido o produto escalar
(φ, ψ) =
∫
Ω
φ(x)ψ(x) dx, ∀φ, ψ ∈ S(Rn), Ω ⊂ Rn (1.36)
o completamento de S(Rn) em relac¸a˜o a este produto escalar e´ o L2(Rn, dx), com isto
temos o tripleto de Gelfand
S(Rn) ⊂ L2(Rn, dx) ⊂ S(Rn)×, (1.37)
que desempenhara´ um papel importante neste trabalho.
1.4 Os Bras e Kets
Dirac propoˆs que escrevessemos os estados usualmente denotados por ψ em um espac¸o
linear abstrato, por |ψ〉 e os funcionais lineares agindo sobre os estados por 〈F|, motivado
pelo teorema da representac¸a˜o de Riesz-Fre´chet (ver [3, 6, 13]) que diz que para todo
funcional linear cont´ınuo (ou limitado, conforme Def. (1.4.2)) sobre um espac¸o de Hilbert,
corresponde um vetor |F〉 ∈ H tal que F( |ψ〉) = (|F〉, |ψ〉), ∀ |ψ〉 ∈ H. Assim, dado
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H ′
H∗
H∗
H† = H ′ \ H∗
H×
H
H
H× = H× \ H
La
Figura 1.1: Os espac¸os dos bras e kets.
um funcional linear F escrevemos
F( |ψ〉) = 〈F|ψ〉 = (|F〉, |ψ〉). (1.38)
Ele ainda propoˆs que dado um operador A, sempre existe |λ〉 pertencente a um dado
espac¸o linear a ser descrito abaixo, tal que
A|λ〉 = λ|λ〉, λ ∈ σ( A). (1.39)
Mas havia um problema, os observa´veis cujos operadores correspondentes apresentam
espectro cont´ınuo na˜o comportam em geral uma representac¸a˜o em auto-vetores em H,
isto e´, se λ for tal que λ ∈ σc( A) enta˜o |λ〉 /∈ H.
No que segue procuraremos apresentar uma formulac¸a˜o matema´tica adequada do
formalismo de Dirac para a Mecaˆnica Quaˆntica.
Definic¸a˜o 1.4.1 (Espac¸o H′). Denotaremos por H ′ o espac¸o de todos os bras, e seus
elementos sera˜o denotados por 〈F|, 〈x|, . . . .
Definic¸a˜o 1.4.2 (Bra limitado). Seja 〈F| ∈ H ′. Ele sera´ dito bra limitado se DF = H
e ∀|ϕ〉 ∈ H existir um nu´mero real m ≤ ∞ tal que
|〈F|ϕ〉| ≤ m ‖|ϕ〉 ‖. (1.40)
Definic¸a˜o 1.4.3 (Espac¸o Conjugado Dual). O espac¸o de todos bras limitados sera´
chamado espac¸o dual conjugado e denotado por H∗
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Definic¸a˜o 1.4.4 (Norma de H∗). A norma de um elemento de H∗ e´ definida como
sendo a maior cota inferior de todos os m que satisfazem a Eq. (1.40). Equivalentemente:
‖〈ψ| ‖H∗ = sup
‖|ϕ〉 ‖≤1
|ϕ〉6=0
|〈ψ|ϕ〉|
‖|ϕ〉 ‖ . (1.41)
Definic¸a˜o 1.4.5 (Produto escalar em H∗). Introduzimos em H∗ o seguinte produto
escalar
(·, ·) : H∗ × H∗ −→ C;
(〈ψ|, 〈ϕ|) := (|ψ〉, |ϕ〉) = 〈ψ|ϕ〉. (1.42)
Quando H e´ realizado por L2 pode-se mostrar que as normas induzidas, das duas
definic¸o˜es acima sa˜o equivalentes.
Teorema 1.4.1. Sejam X um espac¸o normado e Y um espac¸o de Banach, enta˜o o espac¸o
de todos os operadores lineares limitados de X em Y e´ um espac¸o de Banach.
Demonstrac¸a˜o. Ver pa´gina 118, Teorema 2.10-1 de [14]. 
Uma consequeˆncia do resultado acima e´
Corola´rio 1.4.1. O espac¸o de todos os funcionais lineares cont´ınuos de X em Y = C e´
um espac¸o de Banach com a norma dada pela Eq. (1.41).
Demonstrac¸a˜o. Ver pa´gina 120, Corola´rio 2.10-4 de [14]. 
Proposic¸a˜o 1.4.1 (Espac¸o Conjugado Dual). O fecho de H∗ na norma induzida
do produto interno definido pela Eq. (1.42) e´ um espac¸o de Hilbert com este produto
interno. Mas, pelo Corola´rio anterior H∗ e´ completo e portanto e´ igual a seu fecho, logo
H∗ e´ de fato o conjugado dual de H.
Este espac¸o H∗ munido da topologia da norma induzida pelo produto interno dado
pela Eq. (1.42) tambe´m e´ isomorfo a H e portanto H ' H∗ ⊂ H ′. De fato, temos o,
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Teorema 1.4.2 (Teorema da representac¸a˜o de Riesz-Fre´chet). Seja 〈ψ| ∈ H∗,
enta˜o, ∀|ϕ〉 ∈ H existe um u´nico |ψ〉 ∈ H tal que
〈ψ|ϕ〉 = (|ψ〉, |ϕ〉); (1.43)
e ainda ‖〈ψ| ‖H∗ = ‖|ψ〉 ‖H. Ou seja
H ' H∗.
Demonstrac¸a˜o. Para ver que tal representac¸a˜o existe, iremos exibir um isomorfismo
isome´trico T : H −→ H∗. Tal isomorfismo e´ dado por
T : H −→ H∗, |f〉 7→ Tf : H −→ C, v 7→ Tf (|v〉) = (|f〉, |v〉). (1.44)
Primeiro, vamos ver que T esta´ bem definida e e´ antilinear. De fato, dados |v1〉 = |v2〉
temos
(|v1〉, |ψ〉) = (|v2〉, |ψ〉), ∀ |ψ〉 ∈ H
logo, T(|v1〉) = T(|v2〉).
Para ver que T e´ antilinear, dados |v1〉, |v2〉 ∈ V e α ∈ C temos
T(α|v1〉+ |v2〉) = Tα|v1〉+|v2〉 : H ←− C
|ψ〉 7→ (α|v1〉+ |v2〉, |ψ〉)
mas, note que ∀ |ψ〉 ∈ H vale
(α|v1〉+ |v2〉, |ψ〉) = α(|v1〉, |ψ〉) + (|v2〉, |ψ〉)
= αT(|v1〉) + T(|v2〉).
com isto conclu´ımos que T esta´ bem definida e e´ antilinear.
Vejamos que T e´ isometria:
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i) Tf e´ limitada, pois ∀|v〉 ∈ H
|Tf (|v〉)| = |(|f〉, |v〉)|
∗︷︸︸︷
≤ ‖|f〉‖‖|v〉‖ =⇒ ‖Tf‖ ≤ ‖|f〉‖. (1.45)
(∗) Desigualdade de Cauchy-Schwartz.
ii) Note que
‖Tf‖ = sup
|v〉∈H
|v〉6=0
|Tf (|v〉)|
‖|v〉‖ ,
mas como vale ∀|v〉 ∈ H tomemos em particular |v〉 = |f〉 assim
‖Tf‖ ≥ |Tf (|f〉)|‖|f〉‖ =
|(|f〉, |f〉)|
‖|f〉‖ = ‖|f〉‖, (1.46)
e das equac¸o˜es (1.45) e (1.46) conclu´ımos que
‖Tf‖ = ‖|f〉‖, (1.47)
e portanto T e´ isometria, logo T tambe´m e´ injetiva.
Agora vamos mostrar que T(H) = H∗. Primeiro, note que como T e´ limitada
(cont´ınua) e injetiva, enta˜o T(H) = T(H).
Lembrando que todo espac¸o de Hilbert e´ reflexivo e portanto e´ isomorfo a ξ ∈ H∗∗
tome ξ ∈ H∗∗ tal que ξ(〈w|) = 0 para todo 〈w| ∈ T(H). Pela identificac¸a˜o H ' H∗∗
temos que existe |ξ〉 ∈ H que pode ser identificado com o ξ ∈ H∗∗ e ainda ∀〈w| ∈ T(H)
existe |u〉 ∈ H tal que 〈w| = Tw, portanto
0 = ξ(〈w|) =︸︷︷︸
∗
Tw(|ξ〉) = (|w〉, |ξ〉), ∀|w〉 ∈ H,
em (∗) usamos a identificac¸a˜o de ξ ∈ H∗∗ com o ket |ξ〉 ∈ H. Disto, segue que 0 =
(|w〉, |ξ〉), ∀|w〉 ∈ H, em particular para |w〉 = |ξ〉 ∈ H temos
(|ξ〉, |ξ〉) = 0,
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logo |ξ〉 = 0.
O corola´rio 1.8 da pa´gina 8 de [13] nos diz que se F for um subespac¸o vetorial de um
outro espac¸o vetorial E com F 6= E enta˜o vai existir um funcional f 6= 0 ∈ E∗ tal que
f(v) = 0, ∀v ∈ F.
Mas acabamos de ver que na˜o existe tal funcional para T(H) ⊂ H∗, logo T(H) =
H∗.
Com isso provamos que existe uma identificac¸a˜o entre os funcionais lineares limitados
e o produto escalar. 
Temos, portanto a inclusa˜o H∗ ⊂ H ′. Pore´m, existem elementos em H ′ que na˜o esta˜o
em H∗, ou seja, a inclusa˜o e´ estrita. Esses elementos sa˜o de grande interesse e tentaremos
agora entender o que sa˜o esses objetos e qual a importaˆncia deles para uma formulac¸a˜o
rigorosa do formalismo de Dirac.
Definic¸a˜o 1.4.6 (Bras generalizados). Os elementos de H† = H ′ \ H∗ sa˜o chamados
de bras generalizados.
Os elementos de H† na˜o esta˜o todos bem definidos para todo o H. Pore´m, se consi-
derarmos H ⊂ H (lembrando que todos os espac¸os de Hilbert separa´veis sa˜o isomorfos)
como sendo o espac¸o de todos os kets que pode ser representados por elementos em
S(Rn) ' H ⊂ H (i.e., considerar um subconjunto H de H que e´ isomorfo ao S(Rn)),
onde S(Rn) e´ o espac¸o de Schwartz definido em (A.1.6) enta˜o 〈ψ| pode ser visto como
uma aplicac¸a˜o 〈ψ| : S(Rn) −→ C e portanto estara´ bem definida. Isto implica que
〈ψ| possui um representante em S ′(Rn) ou seja, e´ representado por uma distribuic¸a˜o
temperada.
Em outras palavras, se
〈ψ| ∈ H† =⇒ @|ψ〉 ∈ H
tal que
〈ψ|φ〉 = (|ψ〉, |φ〉), ∀|φ〉 ∈ H,
isto e´, 〈ψ| na˜o e´ um bra limitado de H. Mas estes bras tem ac¸a˜o definida em um sub-
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domı´nio H ⊂ H onde H ' S(Rn), enta˜o podemos ver 〈ψ| como uma aplicac¸a˜o
〈ψ| : H ' S(Rn) −→ C,
ou seja, faz sentido dizer que 〈ψ| pode ser representado por uma distribuic¸a˜o temperada.
Com isso demos uma definic¸a˜o adequada para todos os bras e agora veremos como
definir os kets.
Os kets formara˜o um conjunto H× que conte´m H, isto e´, H ⊂ H× mas veremos que
H× = H× \ H 6= ∅ enta˜o precisamos dar uma definic¸a˜o para esses elementos.
Definic¸a˜o 1.4.7 (Kets). O espac¸o H× de todos os kets e´ construido como sendo o
espac¸o tal que existe uma aplicac¸a˜o La : H
′ −→ H× satisfazendo:
i) La e´ antilinear, isto e´, ∀〈ψ|, 〈φ| ∈ H ′ e ∀a, b ∈ C vale
La(a〈φ|+ b〈ψ|) = aLa(〈φ|) + bLa(〈ψ|); (1.48)
ii) se 〈ψ| ∈ H∗, enta˜o, La(〈ψ|) = |ψ〉 ∈ H;
iii) se 〈F| ∈ H† = H ′ \ H∗ enta˜o o ket generalizado |F〉 e´ tal que
〈φ|F〉 := 〈F|φ〉, ∀|φ〉 ∈ H. (1.49)
Portanto, podemos descrever os bras e kets da maniera seguinte.
Definic¸a˜o 1.4.8 (Bras). Os elementos de H ′ sa˜o os bras e temos ainda que
H ′ = H† ∪ H∗
onde
i) H∗ e´ o espac¸o dos bras limitados e H∗ ' H, isto e´, 〈F| ∈ H∗ enta˜o existe um
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u´nico |F〉 ∈ H tal que
〈F|φ〉 = (|F〉, |φ〉), ∀|φ〉 ∈ H.
ii) H† e´ o conjunto dos bras generalizados, seus elementos sa˜o definidos apenas em
um subespac¸o H onde H ' S(Rn), isto e´, se 〈F| ∈ H† enta˜o ele e´ da forma
〈F| : H ' S(Rn) −→ C
e 〈F| possui um representante em S ′(Rn).
Assim, temos H ⊂ H ' H∗ ⊂ H ′ que e´ definido na literatura como sendo um dos
tripletos de Gelfand (vide [3]).
Definic¸a˜o 1.4.9 (Kets). Os kets sa˜o elementos de H× onde H× = La(H ′) e sa˜o ditos,
i) ket limitado se 〈F| ∈ H∗ enta˜o La(〈F|) = |F〉 ∈ H onde tal |F〉 e´ definido de
forma u´nica pelo teorema da representac¸a˜o de Riesz.
ii) ket generalizado se 〈F| /∈ H∗ enta˜o La(〈F|) = |F〉 sera´ tal que
〈φ|F〉 := 〈F|φ〉, ∀|φ〉 ∈ H ⊂ H.
Note ainda que se |φ〉 ∈ H enta˜o ele corresponde a um u´nico 〈φ| ∈ H ′, desta forma
|F〉 : L−1a (H) −→ C, 〈φ| 7→ 〈φ|F〉
e denotaremos
L−1a (H) = H
∗
e ainda H∗ ' H.
Com isso formamos o tripleto de Gelfand para os kets que e´ H ⊂ H ⊂ H×
Os bras na˜o-limitados como dito sa˜o definidos sobre um subespac¸o H ⊂ H, pore´m
alguns desses bras podem agir fora desse subconjunto tambe´m. Mostraremos por exemplo
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a ac¸a˜o do bra 〈δx| ≡ 〈x| onde 〈x| e´ um autobra do operador de posic¸a˜o X, que definiremos
no Cap´ıtulo 2, i.e., 〈x|X = x〈x|, x ∈ R.
Para ver que 〈x| age em elementos de H \ H devemos definir uma variedade dife-
rencia´vel M e tomarmos um espac¸o de medida (M,M, µ) e um espac¸o de Hilbert H
abstrato que pode ser realizado pelo L2(M,M, µ).1 Os elementos desse espac¸o H sa˜o
aplicac¸o˜es ψ : M −→ C, e denotamos por |ψ〉 ∈ H ' L2 o ket correspondente, isto e´, ψ
e´ tal que ψ : M −→ C, x 7→ ψ(x) = 〈x|ψ〉. Ainda em L2 ' H definimos um produto
interno (·, ·) dado por
(ψ, φ) = 〈ψ|φ〉 =
∫
ψ(x)φ(x) dµ (1.50)
e consequentemente, a norma induzida e´
‖|ψ〉 ‖2 = 〈ψ|ψ〉. (1.51)
Agora, quando H e´ o L2(M,M, µ) enta˜o H ' S(M), onde S(M) e´ o espac¸o das
func¸o˜es de crescimento lento sobre M da teoria das distribuic¸o˜es temperadas e H ′ e´
realizado como S ′(M). Assim, o funcional linear 〈x| ∈ H ′ e´ tal que
〈x|ψ〉 = ψ(x), ∀|ψ〉 ∈ S(M) ' H (1.52)
i.e. 〈x| : H ' S(M) −→ C enta˜o 〈x| e´ representado pela distribuic¸a˜o delta de Dirac.
Devido a` equac¸a˜o 1.52 chamamos 〈x| de medida de Dirac. Esse nome e´ dado por que,
se |x〉 ∈ H×, enta˜o,
〈ψ|x〉 = 〈x|ψ〉.
Considerando o produto tensorial generalizado
|x′〉 ⊗ 〈x′| ∈ H× ⊗H ′. (1.53)
que denotaremos por simplicidade |x′〉〈x′|, temos o “ca´lculo formal de Dirac” onde e´
1Esse e´ o espac¸o das func¸o˜es quadrado integra´veis sobre M em relac¸a˜o a` medida µ, onde M e´ um
conjunto de elementos quaisquer, M e´ um σ-anel de subconjuntos de M e µ e´ uma medida.
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postulado uma “relac¸a˜o de completude”
∫
|x′〉〈x′| dx′ = I, I ∈ H× ⊗H ′. (1.54)
Nestas condic¸o˜es podemos escrever formalmente,
|ψ〉 :=
∫
|x′〉〈x′|ψ〉 dx′ (1.55)
e temos,
〈x|ψ〉 =
∫
〈x|x′〉〈x′|ψ〉 dx′. (1.56)
Pela teoria das distribuic¸o˜es a` la Lighthill [19] (isto e´, uma distribuic¸a˜o pode ser vista
como o limite de uma sequeˆncia de func¸o˜es ditas boas, ver Apeˆndice A) a Eq. (1.56)
pode ser interpretada dizendo que o par 〈x|x′〉 que na˜o pode ser interpretado como um
produto interno, define a func¸a˜o delta de Dirac δ(x− x′) e portanto a Eq. (1.56) fica
〈x|ψ〉 = ψ(x) =
∫
ψ(x′)δ(x− x′) dx′ (1.57)
o que justifica a nomenclatura medida de Dirac.
Por fim, veremos os teoremas que justificam a expansa˜o em base de autovetores de
Dirac.
Definic¸a˜o 1.4.10 (Operador A×). A extensa˜o dual em H× de A e´ o operador A×,
tal que:
〈φ|A|F 〉 = 〈φ|A×|F 〉, ∀|F 〉 ∈ H×, ∀ |φ〉 ∈ H. (1.58)
(Ver [3, 6]).
Definic¸a˜o 1.4.11 (“Autovetor generalizado”). Seja A : H ⊂ H −→ H e A×
sua extensa˜o dual a H× um operador linear, chamaremos o funcional antilinear |Fλ〉 =
La(〈Fλ|) tal que
〈φ|A×|F 〉 = λ〈φ|F 〉, ∀ |φ〉 ∈ H (1.59)
de “autovetor generalizado” do operador A associado ao autovalor λ.
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Note que na˜o dissemos nada sobre a existeˆncia de tal autovetor.
Observac¸a˜o 1.4.1. Nos textos de F´ısica a extensa˜o A× de A continua sendo denotada
por A.
Antes de enunciarmos os Teoremas de Gelfand-Maurin precisamos da seguinte noc¸a˜o.
Definic¸a˜o 1.4.12 (Operador C´ıclico). Seja A : DA ⊂ H −→ H um operador den-
samente definido em H, A sera´ dito operador c´ıclico se existir |φ〉 ∈ DA tal que
span{Ak |φ〉; k = 0, 1, 2, . . .} = H (1.60)
isto e´, o span da sequeˆncia ( Ak |φ〉)k∈N∪{0} gera todo o espac¸o de Hilbert H.
A versa˜o do Teorema de Gelfand-Maurin que enunciaremos na˜o e´ a mais geral mas e´
a versa˜o que comporta o formalismo dos bras e kets de Dirac, como veremos na Sec¸a˜o
1.4.
Teorema 1.4.3 (de Gelfand-Maurin). Seja H ⊂ H ⊂ H× um tripleto de Gelfand,
A um operador c´ıclico τH-cont´ınuo. Enta˜o, para cada λ ∈ σ( A) existe um “autovetor
generalizado” tal que
A×|λ〉 = λ|λ〉, λ ∈ σ( A), (1.61)
isto e´, vale
〈φ|A†|λ〉 = 〈φ|A×|λ〉 = λ〈φ|λ〉, ∀ |φ〉 ∈ H. (1.62)
Ainda, existe uma u´nica medida dµ(λ) em σ( A) tal que
( |φ〉, |ψ〉) =
∫
σ( A)
dµ(λ)〈φ|λ〉〈λ|ψ〉, ∀ |φ〉, |ψ〉 ∈ H. (1.63)
E vale, se f(λ) for uma func¸a˜o bem comportada em σ( A) temos
( |φ〉, f(A) |ψ〉) =
∫
σ( A)
dµ(λ)〈φ|λ〉〈λ|ψ〉f(λ). (1.64)
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Teorema 1.4.4 (Teorema de Gelfand-Maurin para operadores Auto-adjuntos).
Se A for um operador auto-adjunto em um espac¸o de Hilbert equipado, enta˜o A possui
um sistema completo de autovetores generalizados correspondente aos autovalores reais.
As demonstrac¸o˜es dos teoremas acima envolvem ferramentas que fogem ao escopo
deste trabalho e podem ser encontradas em [35, 46]
A maioria dos operadores de interesse f´ısico apresentam espectro discreto e cont´ınuo
simultaneamente. Como vimos na Sec¸a˜o 1.1 o espectro de um operador A e´ σ( A) =
σp( A) ∪ σc( A) ∪ σr( A), para os operadores que estudaremos sera´ sempre o caso que
σr( A) = ∅, logo σ( A) = σp( A)∪ σc( A) e assim, a medida dµ(λ) pode ser reescrita na
forma
dµ(λ) =
∑
λi∈σp( A)
µ(λi)δ(λ− λi) + ρ(λ) dλ. (1.65)
Apo´s uma normalizac¸a˜o substituindo a Eq. 1.65 na Eq. 1.63 vem
( |φ〉, |ψ〉) =
∑
λi∈σp( A)
(φ|λi)(λi|ψ) +
∫
σc( A)
dλ〈φ|λ〉〈λ|ψ〉, |φ〉, |ψ〉 ∈ Φ. (1.66)
Esta e´ precisamente a expansa˜o em autovalores de Dirac. Ainda, da equac¸a˜o acima,
omitindo φ conclu´ımos que valem
|ψ〉 =
∑
λi∈σp( A)
|λi〉〈λi|ψ〉+
∫
σc( A)
dλ|λ〉〈λ|ψ〉; (1.67)
I =
∑
λi∈σp( A)
|λi〉〈λi|+
∫
σc( A)
dλ|λ〉〈λ|; (1.68)
A =
∑
λi∈σp( A)
λi|λi〉〈λi|+
∫
σc( A)
dλλ|λ〉〈λ|. (1.69)
Com isto colocamos o formalismo de Dirac em forma rigorosa e matematicamente
justificado.
Cap´ıtulo 2
A Part´ıcula Livre
Vamos estudar o caso de um sistema dito part´ıcula livre, isto e´, um “objeto” da ac¸a˜o
de potenciais e que se move em uma variedade espac¸o-tempo R3 × R, isto e´
V ( x, t) = 0, ∀( x, t) ∈ R3 × R. (2.1)
Neste caso, a hamiltoniana do sistema e´ dada por
H =
~2
2m
P2, (2.2)
onde P2 = P2x + P
2
y + P
2
z.
A a´lgebra de Operadores A do sistema analisado e´ gerada pelos operadores: I, o ope-
rador identidade, Px, Py, Pz operadores de momento que formam o operador 3-vetorial
P = ( Px, Py, Pz) e Xx, Xy, Xz que sa˜o os operadores de posic¸a˜o e formam o operador
3-vetorial X = ( Xx, Xy, Xz). O conjunto
{ I, Px, Py, Pz, Xx, Xy, Xz} (2.3)
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e´ chamado gerador da a´lgebra A. E ainda, obedecem as seguintes relac¸o˜es de comutac¸a˜o:
[ Pi, Pj] = 0; (2.4)
[ Xi, Xj] = 0; (2.5)
[ Pi, Xj] = −i~δij I, (2.6)
onde i, j = x, y, z. Estes operadores sa˜o definidos em subespac¸os densos de um espac¸o de
Hilbert H. Vamos introduzir um subespac¸o H ⊂ H que e´ comum a todos os operadores
da a´lgebra e e´ invariante sob a ac¸a˜o dos operadores em 2.3.
Se A for um operador da a´lgebra A enta˜o ele e´ uma aplicac¸a˜o
A : DA ⊂ H −→ H, (2.7)
e note que devemos ter H ⊂ DA.
Introduziremos agora os operadores vetoriais P e X.
Definic¸a˜o 2.0.1 (Operador vetorial). Chamaremos de operador vetorial uma aplicac¸a˜o
da forma
T : DT ⊂ H −→ H⊗ R3. (2.8)
Assim podemos escrever
T = ( Tx, Ty, Tz) =~iTx +~jTy + ~kTz, Ti ∈ A, (2.9)
e naturalmente P = ( Px, Py, Pz) e X = ( Xx, Xy, Xz).
Dado a ∈ R3, a = (ax, ay, az) definimos
a • |ψ〉 = ax~i|ψ〉+ ay~j|ψ〉+ az~k|ψ〉, (2.10)
a • T := (ax Tx, ay Ty, az Tz) = ax~iTx + ay~jTy + az~kTz. (2.11)
Note bem que a operac¸a˜o definida por • na˜o e´ um produto escalar.
46
Para uma descric¸a˜o completa dos estados de um sistema f´ısico precisamos adotar
alguma “base” para H.
Com isto em mente, iremos apresentar duas “bases” de bastante interesse. Estas
“bases” sa˜o os conjuntos formados pelos autovetores (generalizados) dos operadores de
posic¸a˜o Xi e de momento Pi, i = x, y, z. Isto e´, sa˜o os sistemas formados pelos seguintes
conjuntos de kets:
{ |p, t〉; Pi |p, t〉 = pi |p, t〉, i = x, y, z}; (2.12)
{ |x, t〉; Xj |x, t〉 = j |x, t〉, j = x, y, z} (2.13)
t fixo.
Tais elementos pertencem a` H×. E ainda, numa representac¸a˜o de H por espac¸o de
func¸o˜es, define-se
〈x, t|ψ, t〉 = ψ( x, t). (2.14)
Observac¸a˜o 2.0.1. Note que |ψ, t〉 e´ na verdade um elemento de C(R)⊗ L2(R3) con-
forme descrito no Apeˆndice D.0.1. Desta forma, com t fixo |ψ, t〉 e´ um elemento de
L2(R3) e com isto todo o desenvolvimento deste Sec¸a˜o e´ va´lido.
Se soubermos o estado do sistema, em algum tempo t0, enta˜o, o estado do sistema
em um tempo t ≥ t0 subsequente e´ dado por um operador unita´rio que definimos como
sendo
U = U(t, t0) :=
∫
d3 x |x, t〉〈x, t0|, (2.15)
[40], e como U e´ unita´rio, deve ser tal que
U †U = I = UU †,
47
de fato,
U †U =
∫ ∫
d3 x d3 x′ |x, t0〉〈x, t|x′, t〉〈x′, t0|
=
∫ ∫
d3 x d3 x′ |x, t0〉δ( x− x′)〈x′, t0|
=
∫
d3 x |x, t0〉〈x, t0|
= I,
analogamente mostra-se que UU † = I.
Este operador tem a propriedade de que se A e´ um operador associado a um ob-
serva´vel e |a〉 for um autovetor de A associado a um autovalor a, enta˜o U |a〉 tambe´m e´
autovetor de A associado ao mesmo autovalor a.
Da mesma forma, devemos ter
U =
∫
d3 p |p, t〉〈p, t0|. (2.16)
Para que isto valha, note que
UU † =
∫
d3 x |x, t〉〈x, t0|
∫
d3 p |p, t0〉〈p, t|
=
∫ ∫
d3 x d3 p |x, t〉〈x, t0|p, t0〉 〈p, t|
=
∫
d3 x |x, t〉
∫
d3 p 〈x, t0|p, t0〉 〈p, t|
= I
=
∫
d3 x |x, t〉 〈x, t|,
ou seja, precisamos ter
∫
d3 p 〈x, t0|p, t0〉 〈p, t| = 〈x, t|. (2.17)
Enta˜o, recordando a teoria das transformadas de Fourier e o fato de que P gera translac¸o˜es
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(ver Apeˆndice C) levando em conta a Eq. (2.14) conclu´ımos que
〈x, t0|p, t0〉 = (2pi~)−3/2e i~ p·x, (2.18)
e
〈x, t| = (2pi~)−3/2
∫
d3 p e
i
~ p·x 〈p, t|. (2.19)
De fato, dado um estado |ψ, t〉, da equac¸a˜o acima tiramos que
〈x, t|ψ, t〉 = (2pi~)−3/2
∫
d3 p e
i
~ p·x 〈p, t|ψ, t〉 = ψ( x, t). (2.20)
Portanto, dados dois estados |ϕ, t〉 e |ψ, t〉 temos
〈ϕ, t|ψ, t〉 =
∫
d3 x 〈ϕ, t|x, t〉〈x, t|ψ, t〉
=
∫
d3 x ϕ( x, t)ψ( x, t). (2.21)
Como 〈x, t|ψ, t〉 tem que ser o mesmo para qualquer que seja a base escolhida para
H×, da u´ltima equac¸a˜o acima tiramos que deve valer
〈x, t|ψ, t〉 =
∫
d3 x′ 〈x, t|x′, t〉〈x′, t|ψ, t〉 = ψ( x, t) (2.22)
logo, devemos identificar 〈x′, t|x, t〉 = δ( x′ − x) e portanto, a “base” de H× por auto-
vetores generalizados de posic¸a˜o e´ dado pelo conjunto
{ |x, t〉; 〈x, t|x′, t〉 = δ( x− x′); x ∈ R3} . (2.23)
Note bem que 〈x, t|x′, t〉 = δ( x−x′) na˜o denota nenhum produto interno, pois ( |x, t〉, |x′, t〉)
atinge valores infinitos e portanto tal produto interno na˜o poderia ser definido, i.e.
〈x, t|x′, t〉 6= ( |x, t〉, |x′, t〉).
49
Disto, tiramos tambe´m a ac¸a˜o dos operadores de posic¸a˜o Xi:
〈x, t|Xx|ψ, t〉 =
∫
d3 x′ 〈x, t|Xx|x′, t〉〈x′, t|ψ, t〉
=
∫
d3 x′ x′〈x, t|x′, t〉〈x′, t|ψ, t〉
=
∫
d3 x′ x′δ( x− x′)〈x′, t|ψ, t〉
= x〈x, t|ψ, t〉
= xψ( x, t), (2.24)
e analogamente para Xy e Xz.
Agora, vamos ver como se representam os operadores de momento no sistema de
coordenadas de posic¸a˜o e vice-versa.
Considere o operador de momento Px. Temos,
〈x, t|Px|x′, t〉 =
∫
d3 p 〈x, t|Px|p, t〉〈p, t|x′, t〉
=
∫
d3 p px〈x, t|p, t〉〈p, t|x′, t〉
= (2pi~)−3
∫
d3 ppxe
i
~ p·( x−x′)
∗︷︸︸︷
= −i~ ∂
∂x
∫
d3 p (2pi~)−3e
i
~ p·( x−x′)
= −i~ ∂
∂x
(δ( x− x′)) , (2.25)
note que ∂
∂x
e
i
~ p·( x−x′) = pxe
i
~ p·( x−x′) logo, o passo (∗) fica justificado. Portanto o opera-
dor de momento Px na representac¸a˜o de posic¸a˜o e´ descrito pelo operador diferencial
Px = −i~ ∂
∂x
. (2.26)
Analogamente obtemos Py e Pz e portanto o operador vetorial de momento e´ descrito
por
P = −i~
(
∂
∂x
,
∂
∂y
,
∂
∂z
)
= −i~∇. (2.27)
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Logo,
〈x, t|P|ψ, t〉 = −i~∇〈x, t|ψ, t〉 = −i~∇ψ( x, t). (2.28)
Agora vamos procurar uma “base” de H× dita sistema de coordenadas de autovetores
dos operadores de momento, { |p, t〉}.
Se |ψ, t〉 e´ o estado do sistema no instante t, enta˜o temos
〈p, t|ψ, t〉 = φ( p, t), (2.29)
se |ϕ, t〉 for outro estado, enta˜o
〈ϕ, t|ψ, t〉 =
∫
d3 p 〈ϕ, t|p, t〉〈p, t|ψ, t〉 =
∫
d3 p f( p, t)φ( p, t), (2.30)
onde 〈ϕ, t|p, t〉 = 〈p, t|ϕ, t〉 = f( p, t).
O produto escalar dos estados deve ser igual para qualquer sistema de coordenadas,
da´ı, tiramos que
〈ϕ, t|ψ, t〉 =
∫
d3 p 〈ϕ, t|p, t〉〈p, t|ψ, t〉 =
∫
d3 x 〈ϕ, t|x, t〉〈x, t|ψ, t〉.
Se na Eq. (2.30) substituirmos |ϕ, t〉 por |x, t〉 vem
〈x, t|ψ, t〉 =
∫
d3 p 〈x, t|p, t〉〈p, t|ψ, t〉
=
∫
d3 p (2pi~)−3/2e
i
~ p·xφ( p, t) (2.31)
ou seja, as representac¸o˜es do estado |ψ, t〉 nos sistemas de posic¸a˜o e momento esta˜o
relacionadas, como ja´ observado, pela transformada de Fourier.
Da Eq. (2.31) ainda tiramos que {(2pi~)−3/2e i~ p·x; p ∈ R3} forma um conjunto
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completo para a expansa˜o de ψ( x, t), ou seja,
{
(2pi~)−3/2e
i
~ p·x; p ∈ R3
}
(2.32)
e´ o sistema de coordenadas da representac¸a˜o de momento.
Falta vermos a ac¸a˜o dos operadores de posic¸a˜o nesta representac¸a˜o. Seja Xx um
operador de posic¸a˜o, enta˜o
〈p, t|Xx|p′, t〉 =
∫
d3 x 〈p, t|Xx|x, t〉〈x, t|p′, t〉
=
∫
d3 x x〈p, t|x, t〉〈x, t|p′, t〉
=
∫
d3 x x(2pi~)−3e
i
~ ( p
′−p)·x
= i~
∂
∂px
∫
d3 x (2pi~)−3e
i
~ ( p−p′)·x
= i~
∂
∂px
[δ( p′ − p)] , (2.33)
logo,
Xx = i~
∂
∂px
.
De maneira ana´loga obtemos a ac¸a˜o de Xy e Xz e portanto o operador vetorial de
posic¸a˜o na representac¸a˜o de momento e´ descrito por
X = i~
(
∂
∂px
,
∂
∂py
,
∂
∂pz
)
. (2.34)
Portanto, temos
Xa |p, t〉 = i~ ∂
∂pa
|p, t〉, (2.35)
Pa |x, t〉 = −i~ ∂
∂xa
|x, t〉, (2.36)
onde a = x, y, z.
O que vimos ate´ agora e´ para um tempo t fixo, vamos agora ver como um estado
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|ψ, t0〉 num tempo t0 evolui temporalmente, para t > t0.
Suponha que no instante t0 o estado do sistema e´ conhecido e e´ descrito pelo ket
|ψ, t0〉, enta˜o, como dissemos no comec¸o desta sec¸a˜o, o estado evolui no tempo conforme
a ac¸a˜o do operador unita´rio descrito pela Eq. (2.15) e o estado do sistema num tempo
t > t0 sera´
|ψ, t〉 = U(t, t0)|ψ, t0〉 =
∫
d3 x |x, t〉〈x, t0|ψ, t0〉. (2.37)
Como U e´ unita´rio segue que os autovetores de posic¸a˜o e U satisfazem
i
∂
∂t
U =
1
~
HU, (2.38)
i
∂
∂t
|x, t〉 = 1
~
H |x, t〉 (2.39)
(ver [40]). Enta˜o, derivando em relac¸a˜o ao tempo a Eq. (2.37) e da primeira das equac¸o˜es
acima vem
ı~
∂
∂t
|ψ, t〉 = H|ψ, t〉, (2.40)
que, aplicando 〈x, t0| vale
i~
∂
∂t
ψ( x, t) = Hψ( x, t). (2.41)
Para mais detalhes ver os cap´ıtulos I e V de [40].
A Eq. (2.41) e´ a equac¸a˜o de Schro¨dinger que descreve a evoluc¸a˜o temporal do sistema.
Na realizac¸a˜o de H por L2(R3) o subdomı´nio H que procuramos deve ser tal que
(|ψ, t〉, Xni Pmj |ψ, t〉) =
∫
d3 x 〈ψ, t|x, t〉x, t|Xni Pmj |ψ, t〉
= (−i~)m
∫
d3 x 〈ψ, t|x, t〉xni
∂m
∂xmj
〈x, t|ψ, t〉
= (−i~)m
∫
d3 x ψ( x, t)xni
∂m
∂xmj
ψ( x, t)
= <∞, ∀n,m ∈ N, xi, xj = x, y, z. (2.42)
Esta e´ a condic¸a˜o para que uma func¸a˜o pertenc¸a ao S(R3). Do que acabamos de ver
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conclu´ımos que H ⊂ S(R3), por outro lado, como vimos na Sec¸a˜o 1.4 buscamos H '
S(R3) podemos enta˜o concluir que H e´ realizado por S(R3).
Sabemos tambe´m que {|x, t〉} ⊂ S ′a(R3) e {|p, t〉} ⊂ S ′a(R3), onde S ′a(R3) e´ o
espac¸o das antidistribuic¸o˜es temperadas, o que sugere que nosso H× e´ de fato realizado
por um espac¸o isomorfo a` S ′a(R3). Para concluirmos a validade disto precisamos ainda
mostrar que Xi e Pj com i, j = x, y, z sa˜o auto-adjuntos em H.
De fato, o operador Pi e´ Hermitiano, pois dados |ϕ〉, |ψ〉 no domı´nio de Pi temos
〈ϕ, t|Pi|ψ, t〉=
∫
d3p 〈ϕ, t|p, t〉〈p, t|Pi|ψ, t〉
=
∫
d3p 〈p, t|ϕ, t〉∗pi〈p, t|ψ, t〉
=
(∫
d3p 〈p, t|ψ, t〉∗pi〈p, t|ϕ, t〉
)∗
=
∫
d3p 〈ψ, t|p, t〉〈p, t|Pi|ϕ, t〉
=〈ψ, t|Pi|ϕ, t〉∗. (2.43)
Os ı´ndices de deficieˆncia (ver Def. (1.1.12)) para Pi sa˜o nulos e portanto Pi e´ EAA,
onde i = x, y, z (ver [15]).
De fato, como Px e´ hermitiano, enta˜o P
†
x = −i~ ∂∂x , pelo exemplo 2.3.11 de [34]
temos domP†x = H1(R3), onde H1(R3) e´ um espac¸o de Sobolev. Para encontrarmos os
ı´ndices de deficieˆncia, devemos solucionar
( P†x ± i I)ψ( x, t) = 0. (2.44)
As soluc¸o˜es sa˜o do tipo
ψ( x, t) = ce±
i
~ ( a·x−βt), (2.45)
onde c, β ∈ R e a ∈ R3 sa˜o fixos e determinadas pelo problema. Estas func¸o˜es na˜o
esta˜o em H1(R3)⊗C(R), logo n+ = 0 = n−, enta˜o, pelo lema 1.1.2 Px e´ essencialmente
auto-adjunto e portanto possui uma u´nica extensa˜o auto-adjunta. E aplica-se o teorema
de Gelfand-Maurin para operadores auto-adjuntos.
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Analogamente mostra-se que Xi tambe´m e´ EAA para i = z, y, z.
Portanto, pelo Teorema 1.4.4 as expanso˜es de Xi e Pj, i, j = x, y, z nas bases {|x, t〉}
e {|p, t〉} ficam justificadas e o tripleto de Gelfand para os kets, para t fixo e´ de fato
S(R3) ⊂ L2(R3) ⊂ S ′a(R3). (2.46)
Na Sec¸a˜o 1.4 definimos uma aplicac¸a˜o linear isomorfica La, como ela e´ um isomorfismo
podemos falar em L−1a enta˜o, o espac¸os dos bras e´ definido a partir de L
−1
a ana´logo ao
feito na Sec¸a˜o 1.4.
Com isto, conclu´ımos que o espac¸o de Hilbert equipado para a part´ıcula livre e´
S(R3) ⊂ L2(R3) ⊂ S ′(R3) (2.47)
S(R3) ⊂ L2(R3) ⊂ S ′a(R3). (2.48)
Cap´ıtulo 3
O Oscilador Harmoˆnico
3.1 Construc¸a˜o do Tripleto
Neste cap´ıtulo analisaremos o caso do oscilador harmoˆnico, vamos construir seu espac¸o
de Hilbert equipado e aplicar o Teorema de Gelfand-Maurin. Trataremos o caso unidi-
mensional.
Usaremos no que segue a notac¸a˜o introduzida na Sec¸a˜o 1.4.
Queremos encontrar um tripleto de Gelfand para o oscilador harmoˆnico e aplicar o
Teorema de Gelfand-Maurin. Para isto, precisamos encontrar um subespac¸o com uma
topologia nuclear H que sera´ invariante sob a ac¸a˜o de P, Q e H.
Como estamos analisando o caso unidimensional temos P = Px e Q = Xx (podendo
ser y ou z tambe´m).
Para tanto, comec¸aremos encontrando um subespac¸o Ψ ⊂ H tal que os treˆs operado-
res estejam bem definidos nesse subespac¸o. Em seguida mostraremos que uma topologia
nuclear sobre Ψ aparece naturalmente do problema. Vamos completar Ψ em relac¸a˜o a
esta topologia, obtendo assim o subespac¸o nuclear completo H. Neste espac¸o, munido
da topologia nuclear, que chamaremos τH os treˆs operadores sera˜o cont´ınuos e H sera´
invariante sob a ac¸a˜o deles e veremos que a representac¸a˜o natural de H e´ S(Rn) e por-
tanto H× = S ′a(Rn), onde S ′a(Rn) e´ o espac¸os das antidistribuic¸o˜es temperadas, ou
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simplesmente, o complexo conjugado de S ′(Rn) (ver pg. 679 [22]). Por fim aplicaremos
o Teorema de Gelfand-Maurin.
A a´lgebra de operadores do Oscilador Harmoˆnico que denotaremos por A e´ a a´lgebra
gerada pelos operadores P, Q e I onde P e´ o operador associado ao observa´vel momento
e Q e´ associado a` posic¸a˜o e I e´ o operador identidade. Ainda esses operadores satisfazem
[ P, Q] = −i~ I (3.1)
e definimos o operador Hamiltoniano, associado ao observa´vel energia por
H =
1
2m
P2 +
mω2
2
Q2. (3.2)
O domı´nio dos observa´veis e´ um subespac¸o de um espac¸o de Hilbert H ' L2(R) e
como pelo menos um dos operadores e´ na˜o-limitado segue que o domı´nio de tal operador
e´ no ma´ximo um subespac¸o denso de H. Ainda, um dos principais valores que interessa
na Mecaˆnica Quaˆntica e´ o valor esperado de uma medic¸a˜o de um observa´vel A no estado
φ e de sua variaˆncia que sa˜o definidos respectivamente como sendo
( |φ〉, A |ψ〉), (3.3)
∆ |φ〉A =
√
( |φ〉, A2 |φ〉) + ( |φ〉, A |φ〉)2 (3.4)
assim, para que esses valores sempre existam, isto e´, sa˜o finitos, precisamos que DA
seja tal que A(DA) ⊂ DA ou seja, o domı´nio seja invariante sobre a ac¸a˜o do operador.
Isto nos leva a buscar um domı´nio comum a todos os operadores da a´lgebra e que seja
invariante sob ac¸a˜o dos operadores.
Primeiro supomos que Ψ seja um domı´nio comum aos operadores da a´lgebra A, com
um produto escalar (·, ·). Os operadores H, P e Q sa˜o sime´tricos, isto e´, se A e´ um
desses treˆs operadores, enta˜o vale ( |φ〉, A |ψ〉) = ( A |φ〉, | |ψ〉), ∀ |φ〉, |ψ〉 ∈ Ψ.
Segundo, precisamos de mais uma hipo´tese, supomos que o operador H possua pelo
menos um autovetor na˜o degenerado.
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Agora, introduzimos dois operadores
a=
1√
2
√
mω
~
Q +
1√
2
i√
mω~
P; (3.5)
a†=
1√
2
√
mω
~
Q− 1√
2
i√
mω~
P, (3.6)
como P e Q sa˜o sime´tricos, enta˜o a e a† sa˜o conjugados entre si.
Assim definimos mais um operador:
N= a† a=
mω
2~
Q2 +
i√
2~
Q P− i√
2~
P Q +
1
2mω~
P2
=
mω
2~
Q2 +
i√
2~
( Q P− P Q) + 1
2mω~
P2
=
1
~ω
(
1
2m
P2 +
mω2
2
Q2
)
− 1
2
I
=
1
ω~
H− 1
2
I. (3.7)
Disto vemos que procurar os autovalores e autovetores de H se resume a encontrar
os autovalores e autovetores de N.
Ca´lculos semelhantes mostram que
a a+ =
1
~ω
(
1
2m
P2 +
mω2
2
Q2
)
+
1
2
I, (3.8)
portanto, das Eqs. 3.7 e 3.8 vem,
[ a, a†] = a a+ − a† a = I. (3.9)
Os operadores N, a e a† sa˜o sime´tricos e ainda a e a† sa˜o conjugados.
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De fato, para todo |φ〉, |ψ〉 ∈ Ψ temos
( N |φ〉, |ψ〉) =
([
1
ω~
H− I
2
]
|φ〉, |ψ〉
)
=
(
1
ω~
H |φ〉 − I
2
|φ〉, |ψ〉
)
=︸︷︷︸
∗
1
ω~
( |φ〉, H |ψ〉)− 1
2
( |φ〉, |ψ〉)
=︸︷︷︸
∗∗
(
|φ〉, 1
ω~
H |ψ〉
)
+
(
|φ〉,−1
2
I |ψ〉
)
=
(
|φ〉,
[
1
ω~
H− I
2
]
|ψ〉
)
= ( |φ〉, N |ψ〉),
em ∗ usamos que H e´ sime´trico, em ∗∗ usamos que as constantes sa˜o todas reais e
portanto o conjugado e´ a pro´pria constante.
Para a e a† temos
( |φ〉, a |ψ〉) =
(
|φ〉,
[
1√
2
√
mω
~
Q +
1√
2
i√
mω~
P
]
|ψ〉
)
=
(
|φ〉, 1√
2
√
mω
~
Q |ψ〉+ 1√
2
i√
mω~
P |ψ〉
)
=
(
|φ〉, 1√
2
√
mω
~
Q |ψ〉
)
+
(
|φ〉, 1√
2
i√
mω~
P |ψ〉
)
=
1√
2
√
mω
~
( |φ〉, Q |ψ〉) + i√
mω~
( |φ〉, P |ψ〉)
=︸︷︷︸
∗
1√
2
√
mω
~
( Q |φ〉, |ψ〉)− i√
mω~
( P |φ〉, |ψ〉)
=
([
1√
2
√
mω
~
Q− i√
mω~
P
]
|φ〉, |ψ〉
)
= ( a† |φ〉, |ψ〉), (3.10)
em ∗ usamos que todas as constantes, com excec¸a˜o de i sa˜o reais e que i = −i e que os
operadores P e Q sa˜o sime´tricos.
Vamos usar a hipo´tese de existeˆncia de pelo menos um autovetor na˜o degenerado
de H, associado a um autovalor κ para encontrar o espectro de H e uma sequeˆncia de
autovetores. Suponha que tal autovetor seja |λ〉, enta˜o,
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N |λ〉=
(
1
ω~
H− I
2
)
|λ〉
=
1
ω~
H |λ〉 − I
2
|λ〉
=
κ
ω~
|λ〉 − 1
2
|λ〉
=
(
κ
ω~
− 1
2
)
|λ〉
=λ |λ〉
se κ 6= ω~/2 enta˜o λ = κ
ω~ − 12 6= 0 e portanto λ e´ autovalor de N e φλ.
Agora, tomemos aφλ, enta˜o
N( a |λ〉) = a† a |λ〉
=︸︷︷︸
∗
( a† − I) a |λ〉
=︸︷︷︸
∗∗
a( a† a− I) |λ〉
= a( N− I) |λ〉
= a(λ− 1) |λ〉
= (λ− 1) a |λ〉, (3.11)
em ∗ usamos que a† a = a a† − I, por 3.9, e para ∗∗ tambe´m por 3.9 fizemos
a† a a=( a a† − I) a
= a a a† − a
= a( a a† − I).
E da´ı, tiramos que λ − 1 e´ autovalor com a |λ〉 autovetor ou a |λ〉 = |0〉, onde |0〉 e´ o
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elemento neutro da soma de H. Mas, lembrando as propriedades de Norma:
‖ a† |λ〉 ‖2 = ( a† |λ〉, a† |λ〉)
=︸︷︷︸
∗
( |λ〉, a a† |λ〉)
= ( |λ〉, ( a† a + I) |λ〉)
= (φ, a† a |λ〉) + ( |λ〉, I |λ〉)
= ( a |λ〉, a |λ〉) + ( |λ〉, |λ〉)
= ‖ a |λ〉 ‖2 + ‖ |λ〉 ‖2,
em ∗ usamos a propriedade 3.10 e como |λ〉 6= |0〉 enta˜o || |λ〉||2 6= 0 e portanto
|| a† |λ〉||2 6= 0 enta˜o a |λ〉 6= |0〉 e analogamente a† |λ〉 6= |0〉, logo, a |λ〉 e´ autovetor com
autovalor λ− 1.
Analogamente mostra-se que
N( a† |λ〉) = (λ+ 1)( a† |λ〉). (3.12)
A partir de |λ〉 e chamando |λ−m〉 = am |λ〉, obtemos (demonstrac¸a˜o no Apeˆndice
B)
N |λ−m〉 = (λ−m) |λ−m〉, m = 0, 1, 2, . . . . (3.13)
Apo´s um nu´mero finito de passos, necessariamente temos am |λ〉 = |0〉.
61
De fato, vale:
( |λ−m〉, N |λ−m〉) = ( |λ−m〉, (λ−m) |λ−m〉))
= (λ−m)( |λ−m〉, |λ−m〉)
= (λ−m) ‖ |λ−m〉 ‖2 (3.14)
e
( |λ−m〉, N |λ−m〉) = ( |λ−m〉, a† a |λ−m〉)
=︸︷︷︸
∗
( a |λ−m〉, a |λ−m〉)
= ‖ a |λ−m〉 ‖2, (3.15)
em (*) usamos novamente 3.10, da´ı
(λ−m) = ‖ a |λ−m〉 ‖
2
‖ |λ−m〉 ‖2 ≥ 0, (3.16)
com |λ−m〉 6= |0〉.
Como m = 0, 1, 2, . . . e λ ∈ R e´ fixo, isto implica na existeˆncia de um m0 ∈ R tal
que (λ−m0) ≤ 0, e |λ−m〉 6= |0〉, o que seria absurdo com 3.16, consequentemente tem
que existir um m0 ∈ R tal que
|λ−m〉 6= |0〉, ∀m < m0
e
|m0〉 = a|λ− (m0 − 1)〉 = |0〉.
Seja |λ0〉 o u´ltimo vetor na˜o nulo, normalizado, isto e´,
|λ0〉 = |λ− (m0 − 1)〉‖|λ− (m0 − 1)〉 ‖ (3.17)
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|λ0〉
|λ1〉 = 1√1! a†|λ0〉;
|λ2〉 = 1√2!( a†)2|λ0〉;
...
|λn〉 = 1√n!( a†)n|λ0〉.
...
(3.18)
Esses vetores tem as seguintes propriedades
‖ |λn〉 ‖ = 1; (3.19)
N |λn〉 = n |λn〉; (3.20)
( |λn〉, |λ−m〉) = δnm; (3.21)
∃ |λn〉 tal que |λn+1〉 6= |0〉, ∀ |λn〉; (3.22)
a† |λn〉 =
√
n+ 1|λn+1〉, a |λn〉 =
√
n|λn−1〉. (3.23)
Da propriedade 3.7 conclu´ımos que
H |λn〉 = ~ω
(
n+
1
2
)
|λn〉.
Construida enta˜o a sequeˆncia de autovetores ( |λn〉)∞n=0 estamos aptos a dar uma
descric¸a˜o do que sera´ nosso espac¸o Ψ. Primeiro definimos:
Definic¸a˜o 3.1.1 (Espac¸o linear Ψ). Definimos Ψ como o espac¸o linear gerado pelo
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sequeˆncia de autovetores ( |λn〉)∞n=0, isto e´, definimos Ψ como sendo:
Ψ = span{ |λn〉; n = 0, 1, 2, . . .} =
{
|ψ〉; |ψ〉 =
∑
finita
βn |λn〉, βn ∈ C
}
. (3.24)
Vamos chamar
Ri = span{|λi〉}
= {α|λi〉; α ∈ C},
com essa notac¸a˜o podemos dizer que Ψ e´ a soma direta dos espac¸os unidimensionais Ri,
isto e´,
Ψ =
∑
alge´brica
⊕Ri (3.25)
Ψ e´ o conjunto de todas as sequeˆncias |φ〉 = (|φ0〉, |φ1〉, . . . , |φm〉, |0〉, |0〉, |0〉, . . .) e
|φi〉 ∈ Ri onde as operac¸o˜es alge´bricas sa˜o definidas como
|φ〉+ |ψ〉 = (|φ0〉+ |ψ0〉, |φ1〉+ |ψ1〉, . . .);
α |φ〉 = (α|φ0〉, α|φ1〉, . . .),
com produto escalar e norma
( |φ〉, |ψ〉) =
m∑
i=0
(|φi〉, |ψi〉), (3.26)
‖ |φ〉 ‖2 =
m∑
i=0
(|φi〉, |φi〉), (3.27)
note que como a soma e´ finita na˜o temos problema quanto a convergeˆncia da mesma.
Note que como Ψ e´ defnido a partir dos autovetores de H, segue da definic¸a˜o de
H que para todo |ψ〉 ∈ Ψ esta˜o bem definidos P2 |ψ〉 e Q2 |ψ〉, ou seja P |ψ〉 ∈ DP e
Q |ψ〉 ∈ DQ ou seja, Ψ e´ invariante sob a ac¸a˜o desses operadores. Note ainda que por
enquanto Ψ e´ apenas um espac¸o linear sem qualquer estrutura topolo´gica.
Ainda, queremos que H seja um espac¸o tal que todo operador da a´lgebra A que
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represente algum observa´vel esteja definido em todo o espac¸o, isto nos leva as condic¸o˜es
de que A ∈ A deve ser tal que Aϕ esteja bem definido para todo |φ〉 ∈ H, esta
condic¸a˜o pode ser descrita como ( A |φ〉, A |φ〉) <∞, ∀ |φ〉 ∈ H. E para que seja definido
em todos operadores da a´lgebra, precisamos que ( Ap |φ〉, Ap |φ〉) < ∞, ∀ |φ〉 ∈ H e
∀p = 0, 1, 2, . . . . Devemos ainda ser capazes de calcular o valor esperado para qualquer
um desses operadores, isto e´, devemos ter ( |φ〉, Ap |φ〉) <∞, ∀ |φ〉 ∈ H, ∀p = 0, 1, 2, . . . .
O para´grafo anterior sugere que a topologia que devemos completar Ψ para termos
H deve ser tal que
( |ψ〉, Ap |ψ〉) <∞, A ∈ A. (3.28)
Equivalentemente
( |ψ〉, ( N + I)p |ψ〉) <∞. (3.29)
Como H e´ subespac¸o de H e |ψ〉 ∈ H implica que |ψ〉 = ∑∞n=0 αn |λn〉 segue que
( |ψ〉, ( N + I)p |ψ〉) =
∞∑
n=0
|αn|2(n+ 1)p <∞, ∀p = 0, 1, 2, . . . . (3.30)
Assim, Ψ e´ o espac¸o de todos os |ψ〉 ∈ H tais que ∑∞n=0 |αn|2(n+ 1)p <∞, ∀p =
0, 1, 2, . . . . Note que, fixado p podemos definir o seguinte produto escalar
(·, ( N + I)p · ) (3.31)
A equac¸a˜o acima sugere uma segunda topologia que introduziremos em Ψ sera´ de-
notada por τH , e o subespac¸o H sera´ o completamento de Ψ com respeito a topologia
que aqui definiremos. Tal topologia e´ definida da seguinte maneira: considere o produto
escalar (·, ·) e defina
i) ( |φ〉, |ψ〉)p=( |φ〉, ( N + I)p |ψ〉), p = 0, 1, 2, 3, . . . ; (3.32)
ii) ‖ |φ〉 ‖p =
√
( |φ〉, |φ〉)p. (3.33)
O operador N definido na Eq. 3.7 e´ um operador EAA, isto pode ser provado usando
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os ı´ndices de deficieˆncia, dados pela Definic¸a˜o 1.1.12 e o Lema 1.1.2 ([15, 34]).
De fato, como ja´ vimos, o espectro de N e´
{
1
n+1
; n = 0, 1, 2, . . .
}
ou seja, o espectro
e´ real, portanto os ı´ndices de deficieˆncia
m(z) = dim(Im( N− z I))⊥, z = a+ ib, b 6= 0,
sa˜o nulos, pois qualquer z com parte imagina´ria na˜o nula na˜o pertence a espectro de N
ou seja ( N−z I) sera´ sempre bijetivo1. Ainda, N e´ fecha´vel, pois e´ sime´trico e pelo Lema
2.54 da Ref. [15] N e´ fecha´vel e como N e´ densamente definido segue que H = Im( N)
e os ı´ndices de deficieˆncia de N e N coincidem, portanto dim(RN) = dim(RN−z I) = 0
e portanto m(z) = 0 para qualquer z com parte imagina´ria na˜o nula, conclu´ımos pelo
Lema 2.75 tambe´m da Ref. [15] que N e´ EAA.
Com aux´ılio da Eq. (3.16) e do Apeˆndice B vemos que n = 1, 2, 3, . . . sa˜o os autovalo-
res de N e com isso conclu´ımos que (n+1) sa˜o os autovalores de ( N+ I) e como sabemos,
se λ e´ autovalor de um operador T enta˜o λ−1 e´ autovalor de T−1, logo, conclu´ımos que
(n + 1)−1 sa˜o os autovalores de ( N + I)−1 com n = 1, 2, 3, . . . portanto ( N + I)−1 e´
cont´ınuo, note que seu domı´nio e´ todo o Ψ logo, tem domı´nio denso. Da´ı N e´ EAA.
implicando em ( N + I) tambe´m EAA e ainda ( N + I)p ser EAA.
Do espectro de ( N + I)p vemos que ( N + I)p e´ positivo definido, com isso segue que
o produto escalar esta´ bem definido
As p-normas definidas acima satisfazem:
0 ≤ ‖ |φ〉‖0 ≤ ‖ |φ〉‖1 ≤ ‖ |φ〉‖2 ≤ . . . .
A seguir daremos algumas definic¸o˜es que sera˜o importantes no desenvolvimento dos
espac¸os de Hilber r´ıgidos.
Definic¸a˜o 3.1.2 (Normas compat´ıveis). dizemos que duas normas sa˜o compat´ıveis
se acontecer de uma sequeˆncia convergente em uma norma implicar em a sequeˆncia ser
1Na verdade, {n/(n+1); n ∈ N} e´ o espectro pontual, na˜o sabemos nada sobre o espectro cont´ınuo.
Se conseguirmos ver que o espectro cont´ınuo e´ vazio, enta˜o a ana´lise feita e´ va´lida.
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convergente para a outra norma.
Definic¸a˜o 3.1.3 (Enumeravelmente normado). um espac¸o onde uma quantidade
enumera´vel de normas sa˜o definidas e´ chamado de Enumeravelmente normado (o mesmo
vale para produto escalar).
Agora podemos munir Φ de uma topologia adequada.
Definic¸a˜o 3.1.4 (Topologia τH). a nossa segunda topologia, que denotaremos por τH
e´ a topologia induzida pela famı´lia enumera´vel das p-normas dadas pela Eq. (3.33).
Isto torna (H, τH) num espac¸o de Hilbert enumera´vel. Falta vermos que H e´ um
espac¸o nuclear.
Para mostrar que H e´ nuclear usaremos o seguinte Teorema, devido a Roberts (ver
[29]):
Teorema 3.1.1. Para que um espac¸o topologico linear H seja nuclear e´ necessa´rio e
suficiente que exista um opeardor A ∈ A essencialmente auto-adjunto e que seu inverso
seja um operador de Hilbert-Schmidt.
Definic¸a˜o 3.1.5 (Operador de Hilbert-Schmidt). Um operador A : H −→ H sera´
chamado de Hilbert-Schmidt se puder ser escrito como
A =
∞∑
n=1
λnPn (3.34)
onde Pn e´ um operador projec¸a˜o sobre um espac¸o de dimensa˜o finita Hn e
∑∞
n=1(|λn| dim Hk)2 <
∞.
Assim, o operador ( N+ I) e´ essencialmente auto-adjunto e como seu espectro e´ (n+1),
n = 0, 1, 2, . . . consequentemente ( N + I)−1 tem espectro (n+ 1)−1, n = 0, 1, 2, . . ., como
cada um dos Rn e´ de dimensa˜o 1, segue que
∑∞
n=0(n+1)
−2 dimRn =
∑∞
n=0(n+1)
−2 <∞,
portanto ( N+ I)−1 e´ um operador de Hilbert-Schmidt e portanto ( N+ I) e´ um operador
que satisfaz as hipo´teses do Teorema 3.1.1, logo, H e´ um espac¸o de Hilbert enumera´vel
nuclear.
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Por fim, o espac¸o H× e´ definido como
H× =
∞⋃
n=0
H×n , (3.35)
onde H×n e´ o espac¸o de todos os funcionais antilineares cont´ınuos na topologia da n-norma
correspondente.
Os elementos de H× sa˜o |F〉 tais que, ∀ |ψ〉, |φ〉 ∈ H e α, β ∈ K
F(α |ψ〉+ β |φ〉) = 〈αψ + βφ|F〉 = α〈ψ|F〉+ β〈φ|F〉. (3.36)
Vamos munir H× da topologia fraca, isto e´, a topologia gerada pela base de vizi-
nhanc¸as
U(|φ1〉, |φ2〉, . . . , |φn〉; ε) = {|F〉 ∈ H×; |〈φk|F〉| ≤ ε, 1 ≤ k ≤ n}. (3.37)
O seguinte Teorema mostra como e´ a convergeˆncia de sequeˆncias de func¸o˜es na topologia
fraca.
Teorema 3.1.2. Dada uma sequeˆncia de funcionais antilineares (|Fn〉)n∈N ⊂ H×, di-
remos que a sequeˆncia converge para algum |F〉 ∈ H× se acontecer
〈φ|Fn〉 → 〈φ|F〉, ∀ |φ〉 ∈ H. (3.38)
Note que como H× = H×0 e H× ' H = H0 vem H ⊂ H ' H× ⊂ H×, ou seja
H ⊂ H ⊂ H×. (3.39)
Vamos, por fim, ver que os operadores P, Q e H sa˜o τH-cont´ınuos em Ψ e enta˜o
vamos extende-los para H.
Lema 3.1.1. Para todo |φ〉 ∈ Ψ vale
( |φ〉, a( N + I)p a† |φ〉) ≤ k( |φ〉, ( N + I)p+1 |φ〉), (3.40)
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onde k e´ uma constante.
(A demonstrac¸a˜o do Lema 3.1.1 pode ser encontrada no Apeˆndice de [6].)
Teorema 3.1.3. Os operadores a e a† sa˜o cont´ınuos em Ψ na topologia τH .
Demonstrac¸a˜o. Apresentaremos a prova para a†, o caso para a e´ ana´logo.
Seja (|ϕ〉n)n∈N ⊂ Ψ com |ϕn〉 = (|ϕn0〉, |ϕn1〉, . . . , |φnn〉, |0〉, |0〉, . . .) uma sequeˆncia
que |ϕn〉 → |0〉, quando n → ∞ na topologia τH . Como ja´ argumentamos precisamos
apenas mostrar que a†|ϕn〉 → |0〉, quando n→∞ na topologia τH
Primeiro note que, como por hipo´tese |ϕn〉 → |0〉, quando n → ∞ na topologia τH
isto quer dizer que para cada p = 0, 1, 2, . . . temos
‖|ϕn〉 − |0〉 ‖p = ‖|ϕn〉 ‖p → |0〉, n→∞.
Para ver que a†|ϕn〉 → |0〉 quando n→∞ note que
( a†|ϕn〉, ( N + I)p a†|ϕn〉) = (|ϕn〉, a( N + I)p+1 a†|ϕn〉)
≤ k( |ϕn〉, ( N + I)p+1 |ϕn〉)
→ 0,
para cada p = 0, 1, 2, . . ., e n→∞. 
Como a multiplicac¸a˜o, soma e composic¸a˜o de operadores cont´ınuos e´ ainda cont´ınuo,
segue que P, Q e H sa˜o operadores τΦ-cont´ınuos.
E a extensa˜o dos operadores de Ψ para H e´ feita por continuidade, isto e´, como
Ψ e´ τH-denso em H, enta˜o dado |ϕ〉 ∈ H existe sequeˆncia (|ϕn〉)n∈N ⊂ Ψ tal que
|ϕn〉 → |ϕ〉, quando n→∞, assim, definimos
A |ϕ〉 = τH − lim
n→∞
A |ϕn〉, (3.41)
onde τH − lim denota a noc¸a˜o de convergeˆncia na topologia τH e A e´ P, Q ou H.
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3.2 Realizac¸a˜o do Tripleto como S(R) ⊂ L2 ⊂ S ′a(R).
Na Sec¸a˜o anterior demos uma formulac¸a˜o gene´rica para o tripleto de Gelfand, nesta
sec¸a˜o vamos mostrar que no caso do Oscilador Harmoˆnico o tripleto pode ser realizado
por S(R) ⊂ L2(R) ⊂ S ′a(R).
As soluc¸o˜es da equac¸a˜o diferencial de Schro¨dinger e a interpretac¸a˜o probabil´ıstica
de Born, da func¸a˜o de onda (considerando por enquanto a func¸a˜o de onda como sendo
apenas uma soluc¸a˜o da Eq. de Schro¨dinger) sugere que devamos adotar
H = L2(R, dx) (3.42)
onde L2(R, dx) e´ o espac¸o das func¸o˜es de uma varia´vel real que sa˜o quadrado integra´veis
a` Lebesgue.
Na sec¸a˜o anterior mostramos a existeˆncia de uma base enumera´vel ( |φn〉)∞n=0 de au-
tovetores para o operador Hamiltoniano, pore´m na˜o caracterizamos tais elementos.
Na representac¸a˜o como elementos de L2(R, dx) e´ bem conhecido na literatura (ver
[23], [24]) que as autovetores do operador Hamiltoniano sa˜o mu´ltiplos dos polinoˆmios de
Hermite (para uma descric¸a˜o destes polinoˆmios, ver [3]), uma sequeˆncia de autovetores
normalizados, para o operador H e´
〈x |φn〉 = φn(x) =
√
α√
pi2nn!
Hn(αx)e
− 1
2
(αx)2 , (3.43)
onde Hn e´ o polinoˆmio de Hermite de grau n e α =
√
mω/~.
Construimos Ψ como sendo
Ψ = span{ |φn〉; n = 0, 1, 2, . . .} =
{
|ψ〉 =
∑
finita
βn |φn〉; βn ∈ C
}
. (3.44)
Munimos Ψ da topologia induzida de L2, isto e´, a topologia induzida do produto
escalar
( |ϕ〉, |ψ〉) =
∫
Lebesgue
ϕ(x)ψ(x) dx, ∀ |ψ〉, |ϕ〉 ∈ Ψ. (3.45)
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Os operadores P e Q sa˜o representados por
〈x|P |ψ〉=−i~ d
dx
ψ(x)=−i~ d
dx
|ψ〉; (3.46)
〈x|Q |ψ〉= xψ(x) = x |ψ〉, (3.47)
e disso conseguiremos nossa representac¸a˜o para H.
Como dissemos, H tem que ser tal que quaisquer operadores da a´lgebra estejam
definido, o que leva, em particular a condic¸a˜o de que
( |ϕ〉, Pm Qn |ϕ〉) =
∫
Lebesgue
φ(x)xn(−i~)m d
m
dxm
ϕ(x) dx
= (−i~)m
∫
Lebesgue
ϕ(x)xn
dm
dxm
ϕ(x) dx
< ∞, ∀ |ϕ〉 ∈ Φ, ∀m,m = 0, 1, 2, . . . .
Isto implica que |ϕ〉 deve ser tal que, e´ infinitamente diferencia´vel e suas derivadas devem
ir a zero mais rapidamente que qualquer poteˆncia de x para que xn d
m
dxm
|ϕ〉 tenha sempre
integral finita em R, ou seja |ϕ〉 ∈ S(R). Para concluirmos que H = S(R) devemos
mostrar que as topologias de H e S(R) sa˜o equivalentes. Mas H tem a topologia fraca
da famı´lia de normas da Eq. 1.30, isto e´, a topologia e´ definida pela noc¸a˜o de convergeˆncia
de sequeˆncias e uma sequeˆncia ( |ϕ〉k)k∈N ⊂ H converge para |ϕ〉 ∈ H na topologia τH
se
‖ |ϕ〉k − |ϕ〉 ‖p → 0, ∀p = 0, 1, 2, . . . . (3.48)
Mas esta convergeˆncia implica que
sup
x∈R
∣∣∣∣xn dmdxm (ϕn(x)− ϕ(x))
∣∣∣∣ ≤ ‖ |ϕ〉k − |ϕ〉 ‖p → 0, ∀m,n, p = 0, 1, 2, . . . (3.49)
portanto convergeˆncia em τH implica em convergeˆncia em τP , onde τP e´ a topologia do
espac¸o de Schwartz descrita no Apeˆndice A.1.6 e descrita em A.1.8.
Por outro lado, se |ϕ〉k → |ϕ〉 em τP enta˜o
sup
x∈R
∣∣∣∣xn dmdxm (ϕn(x)− ϕ(x))
∣∣∣∣→ 0, k →∞∀m,n = 0, 1, 2, . . . , (3.50)
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isto e´, xn d
m
dxm
(ϕn(x) − ϕ(x)) vai para zero, uniformemente, para todo m,n = 0, 1, 2, . . .
logo, sua integral vai a zero, ou seja
∫
xn d
m
dxm
(ϕn(x) − ϕ(x)) dx → 0, quando k → ∞,
portanto |ϕ〉k → |ϕ〉 na topologia τP implica em |ϕ〉k → |ϕ〉 na topologia τH , ou seja,
as topologias sa˜o equivalentes.
Com isto conclu´ımos que H e´ realizado por S(R). Consequentemente H ′ e´ realizado
pelo dual de S(R) que e´ S ′(R), mas o nosso interesse e´ no antidual, isto e´ S ′a(R), mas
como podemos ver em [22] S ′(R) ' S ′a(R). Finalmente temos a realizac¸a˜o dos tripletos
de Gelfand para o oscilador harmoˆnico dado por
S(R) ⊂ L2(R, dx) ⊂ S ′a(R) (3.51)
S(R) ⊂ L2(R, dx) ⊂ S ′(R). (3.52)
Os tripletos acima comportam todo o formalismo de Dirac e a interpretac¸a˜o de seus
elementos e´ feita como discutido na Sec¸a˜o 1.4 relacionando as notac¸o˜es da presente Sec¸a˜o
com a da citada temos H = S(R), H = L2(R, dx), H× = S ′a(R) e H ′ = S ′(R).
Para concluirmos a sec¸a˜o, vamos aplicar o Teorema de Gelfand-Maurin para os ope-
radores P, Q e H.
Comec¸ando por H, vimos que o espectro de H e´ discreto e que possui uma base de
autovetores que denotamos por ( |φn〉)∞n=0. Vimos ainda que esses autovetores podem ser
realizados pelos polinoˆmios de hermite dado na Eq. 3.43, da´ı tiramos que |φn+1〉 e´ uma
normalizac¸a˜o de H |φn〉, portanto
H = span
{
|ψ〉 =
∞∑
n=0
βn H
n|φ0〉, βn ∈ C, ∀n = 0, 1, 2, . . . . . .
}
, (3.53)
portanto H e´ c´ıclico e τH-cont´ınuo, logo, vale o Teorema (1.3).
Pore´m, como σc( H) = ∅ a decomposic¸a˜o em autovetores de H e´ apenas
H =
∞∑
n=0
~ω
(
n+
1
2
)
|n〉〈n|. (3.54)
Pode-se checar que P e Q tambe´m sa˜o c´ıclicos e portanto o Teorema de Gelfand-
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Maurin para operadores c´ıclicos pode ser aplicado a` eles.
Os espectros de P e Q sa˜o bem conhecidos (ver [23]) e sa˜o σ( P) = R = σ( Q) e
portanto aplicando o Teorema de Gelfand-Maurin temos
P =
∫
R
dp p|p〉〈p|, (3.55)
e
Q =
∫
R
dx x|x〉〈x|. (3.56)
Cap´ıtulo 4
Outras Discuc¸o˜es
4.1 Da na˜o existeˆncia de Operador de Tempo
O formalismo da Mecaˆnica Quaˆntica associa a cada observa´vel na Mecaˆnica Quaˆntica
um operador auto-adjunto. O tempo e´ um paraˆmetro observa´vel, medido por exemplo, por
um relo´gio, enta˜o seria natural tentarmos associar ao tempo um operador auto-adjunto.
Ainda mais, em todos os textos de Mecaˆnica Quaˆntica encontramos a “relac¸a˜o de
incerteza”
∆E∆t ≥ ~/2, (4.1)
ou seja, tal relac¸a˜o faz supor a existeˆncia de um operdor T que seria operador conjugado
ao operador de energia. Nestas condic¸o˜es se T existe devemos ter:
[ T, H] = −i~. (4.2)
Pore´m, desta relac¸a˜o, usando-se ca´lculos ana´logos a`queles do Apeˆndice C mostra-
se que se |a〉 for um autovetor de H associado ao autovalor a enta˜o, eiλT|a〉 sera´ um
autovetor de H (operador de energia) com autovalor (a − λ) e portanto o operador
Hamiltoniano teria espectro R e existiria energia negativa, o que na˜o acontece para
nenhum sistema f´ısico completo.
Pore´m, existem alguns casos especiais em que um operador de tempo auto-adjunto e´
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poss´ıvel, como por exemplo para uma part´ıcula carregada em um campo ele´trico uniforme
infinito. Neste caso o espectro da energia e´ todo o eixo real e o operador de tempo e´
auto-adjunto com espectro discreto [38].
O pro´prio von Neumann percebeu que restringir a operadores auto-adjuntos e´ bastante
restritivo e embora na˜o proponha nenhuma “atualizac¸a˜o” para a definic¸a˜o de observa´vel,
ele mostra um exemplo em que o observa´vel na˜o pode ser auto-adjunto. Tal exemplo
(ver [39]) e´ o que descreve uma part´ıcula confinada no semi-eixo [0,+∞) . O operador
momento para o eixo x, e´ dado por
Px = −i~ ∂
∂x
. (4.3)
Ele e´ um operador hermitiano maximal e portanto, na˜o admite extensa˜o auto-adjunta,
embora Px seja claramente um observa´vel.
Definic¸a˜o 4.1.1 (Operador Hermitiano Maximal). Um operador hermitiano A :
DA ⊂ H −→ H e´ dito maximal se ele na˜o admite extensa˜o pro´pria hermitiana.
Um operador hermitiano maximal pode na˜o ser auto-adjunto [15].
Como em quase todos os casos, um operador de tempo vai ser hermitiano maximal
e portanto na˜o admitira´ extensa˜o auto-adjunta se “afrouxarmos” o axioma de que todo
observa´vel corresponde a um operador auto-adjunto o formalismo da Mecaˆnica Quaˆntica
admitira´ operadores de tempo [37, 38].
4.2 Equ´ıvocos Sobre a Relac¸a˜o entre Bras e Kets
Em alguns textos de Mecaˆnica Quaˆntica encontra-se a afirmac¸a˜o que existem mais
bras do que kets, veja, e.g.,[32] e [36]. Pore´m, como vimos, o espac¸o dos bras e kets sa˜o
isomorfos.
Em ambos livros supracitados a confusa˜o acontece porque os kets sa˜o definidos ape-
nas como os elementos do espac¸o de Hilbert H e como vimos kets (generalizados) sa˜o
necessa´rios para descrever todo o formalismo de Dirac. Os kets generalizados sa˜o enta˜o
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tratados como elementos a` parte, mas como vimos, o espac¸o de Hilbert equipado tem os
kets generalizados como parte constituinte e necessa´ria ao formalismo. Este tratamento
e´ mais natural e consideramos, portanto, que deve ser preferido ao primeiro.
4.3 Sobre Operadores e Domı´nios
O foco do nosso trabalho foi dar uma descric¸a˜o matematicamente consistente para
os domı´nios dos operadores que representam observa´veis. Um conceito importante foi
o do operador adjunto ou dual. Na Definic¸a˜o 1.1.7 descrevemos o que e´ o operador
adjunto. Outros conceitos importantes foram os conceitos de operadores hermitianos e
auto-adjuntos. Estes conceitos dependem da caracteriazac¸a˜o do domı´nio do operador
adjunto. Nesta sec¸a˜o iremos estudar um pouco mais a importaˆncia dos domı´nios de ac¸a˜o
dos operadores para caracterizarmos os seus adjuntos e decidir se eles sa˜o operadores
sime´tricos, hermitianos ou auto-adjuntos.
Vamos ver aqui como que a definic¸a˜o do domı´nio de ac¸a˜o de um operador linear e´
importante e influeˆncia no adjunto. Veremos que diferentes domı´nios levam a diferen-
tes adjuntos e que portanto pode haver domı´nios cujo operador na˜o sera´ auto-adjunto
enquanto para outros domı´nios isto e´ poss´ıvel. Em outras palavras, domı´nios diferentes
levam a operadores diferentes, mesmo que a regra de ac¸a˜o seja a mesma.
Exemplo 1. O operador momento X : DX ⊂ L2(a, b) −→ L2(a, b), ϕ(x) 7→ Xϕ(x) =
xϕ(x) e´ um operador limitado se a, b <∞, pois,
‖Xϕ(x)‖ ≤ c‖ϕ‖, ∀ϕ ∈ DX, (4.4)
onde c = max{|a|, |b|}.
Por outro lado, vimos que se a ou b forem infinitos o operador X na˜o sera´ mais
limitado
Exemplo 2. O operador diferencial P = i d
dt
definido em um subdomı´nio de L2(a, b) e´
tal que
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1. Se a e b sa˜o ambos finitos, enta˜o P e´ hermitiano (sime´trico) e possui infinitas
extenso˜es auto-adjuntas;
2. Se a ou b e´ infinito (semi-eixo), enta˜o P e´ hermitiano maximal, isto e´, na˜o possui
extenso˜es auto-adjuntas;
3. Se e´ sobre todo o eixo real, P e´ definido sobre DP das func¸o˜es de L
2(R) tais que
lim
t→±∞
ϕ(t) = 0 (4.5)
e e´ auto-adjunto, pore´m na˜o possui autovalores e autovetores em L2(R).
Cap´ıtulo 5
Conclusa˜o
A forma como a Matema´tica e´ empregada em boa parte dos textos e artigos de
F´ısica, deixa muito a desejar no que se refere ao rigor matema´tico. Muitas vezes no
desenvolvimento de novas teorias f´ısicas sa˜o introduzidos conceitos de forma intuitiva e
me´todos de ca´lculo ad hoc. Tal e´ o caso, e.g., do formalismo bra-ket introduzido por P.
A. M. Dirac [1, 2] no desenvolvimento da Mecaˆnica Quaˆntica.
Neste trabalho apresentamos uma formalizac¸a˜o dos principais aspectos matema´ticos
do formalismo bra-ket que acreditmos poder ser de utilidade para quem deseja conhecer
mais do que se encontra em geral na maioria dos livros textos adotados nos cursos su-
periores de F´ısica, tanto no Brasil como no exterior. Tivemos o cuidado de apresentar a
teoria de maneira pedago´gica e ilustramos como utilizar o formalismo bra-ket com dois
exemplos, a part´ıcula livre e o oscilador harmoˆnico simples. Estes exemplos deixam claro
que tornar rigoroso do ponto de vista matema´tico conceitos intutivos implica em grande
trabalho e o uso de noc¸o˜es sofisticadas de Matema´tica moderna.
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Apeˆndice A
Teoria das Distribuic¸o˜es
Nesta primeira parte deste Apeˆndice daremos alguma definic¸o˜es que sa˜o importantes
para podermos mostrar que os bras generalizados podem ser representados como distri-
buic¸o˜es temperadas. Na segunda parte daremos uma descric¸a˜o da func¸a˜o delta de Dirac
e mostraremos como ela pode ser definida por meio de sequeˆncias de uma classe especial
de func¸o˜es ditas boas (temperadas).
Definic¸a˜o A.0.1 (Espac¸o das func¸o˜es com decre´scimo ra´pido). O espac¸o das
func¸o˜es teste denotado por S(Rn) e´ o espac¸o das func¸o˜es de decre´scimo ra´pido. Seus
elementos sa˜o func¸o˜es u ∈ C∞(Rn) que satisfazem: para quaisquer multi´ındices α =
(α1, . . . , αn) e β = (β1, . . . , βn), existe um nu´mero real Cα,β <∞ tal que ∀x = (x1, . . . , xn) ∈
Rn temos
|xα D|β|u(x)| ≤ Cαβ. (A.1)
Onde as notac¸o˜es usadas significam
xα = xα11 x
α2
2 . . . x
αn
n
e
D|β| =
∂|β|
∂β1x1 . . . ∂
βn
xn
,
com |β| = β1 + β2 + . . .+ βn.
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Seguindo [18], introduzimos a seguinte notac¸a˜o, se ϕ ∈ S(Rn)
〈f, ϕ〉 =
∫
Ω
f(x)ϕ(x) dx, (A.2)
onde a integral e´ a` Lebesgue e f : Ω ⊂ Rn −→ C e´ uma func¸a˜o qualquer. Os funcionais
em Ω ⊂ Rn sa˜o aplicac¸o˜es
〈f, ·〉 : S(Rn) −→ C, ϕ 7→ 〈f, ϕ〉 =
∫
Ω
dx f(x)ϕ(x) ∈ C.
Definic¸a˜o A.0.2 (Espac¸o das distribuic¸o˜es temperadas). O espac¸o denotado por
S ′(Rn) e´ o espac¸o das distribuic¸o˜es temperadas, isto e´, e´ o espac¸o dos funcionais
cont´ınuos f : S(Rn) −→ C equipado com a operac¸a˜o de diferenciac¸a˜o
〈∂αf, ϕ〉 = (−1)|α|〈f, ∂αϕ〉, α ∈ Zn+ (A.3)
e a operac¸a˜o de multiplicac¸a˜o
〈af, ϕ〉 = 〈f, aϕ〉, (A.4)
onde a e´ uma func¸a˜o temperada.
Definic¸a˜o A.0.3 (Func¸a˜o temperada). Chamamos de func¸a˜o temperada uma func¸a˜o
a ∈ C∞(Rn) que ∀α existe Cα <∞ e existe um Nα <∞ tais que
|∂αa(x)| ≤ Cα(1 + |x|)Nα (A.5)
Uma discussa˜o mais aprofundada disto pode ser encontrada em [18].
Podemos interpretar o que esta´ sendo dito, como uma determinac¸a˜o de um dado
paraˆmetro associado a algum observa´vel f´ısico definido em ξ ∈ Rn sendo medido por
um “dispositivo”1 que fornece precisa˜o apenas sobre um domı´nio que conte´m o ponto
de interesse ξ. Com um “dispositivo” mais preciso, isto e´, que fornece precisa˜o sobre
domı´nios “menores” (mas que ainda conte´m o ponto de interesse ξ) podemos realizar
1O uso da palavra “dispositivo” e todo a discussa˜o usada neste e em algum dos pro´ximos para´grafos
e´ apenas um recurso dida´tico, usado em [18] que achei bastante interessante e resolvi incluir.
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outras medic¸o˜es.
Apo´s M medic¸o˜es sobre domı´nios diferentes Ω1, . . . ,ΩM que conte´m ξ obtemos os
valores {a1, . . . , aM}. Enta˜o, supo˜e-se que an → a sera´ o valor do paraˆmetro f´ısico que
desejamos conhecer. Ainda mais, supomos que a convergeˆncia da sequeˆncia (an)n∈N, e´
independente das formas dos domı´nios Ωn.
Enta˜o, o conceito de um meio cont´ınuo ocupando um domı´nio Ω, assume que a ca-
racter´ıstica nume´rica f de um paraˆmetro f´ısico sobre o domı´nio Ω (por exemplo, tempe-
ratura) e´ uma “func¸a˜o” f : Ω −→ C (ou R) que tem as propriedades que
〈f, ϕξm〉 = am, m = 1, . . . ,M (A.6)
onde ϕξm = ϕ
ξ|Ωm , e
〈f, ϕξ〉 =
∫
f(x)ϕξ(x) dx, (A.7)
onde a integral e´ integral a` Lebesgue e representa o “valor me´dio” da func¸a˜o f , medida
em uma vizinhanc¸a de ξ ∈ Ω usando um “dispositivo” que denotaremos por 〈·, ϕξ〉.
O “dispositivo” tem poder de resoluc¸a˜o, que e´ determinado pela “func¸a˜o do disposi-
tivo” ϕξ : Ω −→ R e ∫ ϕξ(x) dx = 1, tais func¸o˜es sa˜o chamadas func¸o˜es teste.
Denotando ϕξ(x) = ϕ(x− ξ), ∀x ∈ Ω, onde ϕ e´ uma func¸a˜o teste, as func¸o˜es teste de
maior interesse sa˜o as que tem forma de “chape´u”, isto e´, sa˜o tais que ϕ ≥ 0, ∫ ϕ = 1 e
ϕ = 0 fora de uma bola {x ∈ Rn; ‖x ‖ ≤ ρ} onde ρ ≤ 1 e {x ∈ Ω; ‖x−ξ ‖ < ρ} ⊂ Ω.
Quando podemos supor que o “dispositivo” mede a quantidade f uniformemente em
um domı´nio ω ⊂ Ω, uma func¸a˜o teste conveniente e´ da forma
ϕ =
1ω
|ω| , 1ω =
 1, x ∈ ω;0, 1 (A.8)
e |ω| e´ o volume do domı´nio ω.
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Se Ω = Rn e ω = {x ∈ Rn; ‖x ‖ < α} enta˜o temos
ϕ(x) = δα(x) =
 α−n/|Bn|, ‖x ‖ ≤ α;0, caso contra´rio (A.9)
onde |Bn| e´ o volume da bola unita´ria do Rn.
Precisamos definir a func¸a˜o δε : R
n −→ R, onde ε ∈]0, 1], como sendo a func¸a˜o dada
por
δε(x) =
ϕ(x/ε)
εn
, ϕ ≥ 0,
∫
ϕ = 1 (A.10)
e ϕ = 0 fora de Bn.
Assim, dizer que determinar f : Ω −→ C (ou R) e´ equivalente a determinar seus
“valores me´dios”
〈f, ϕ〉 =
∫
Ω
f(x)ϕ(x) dx, ϕ ∈ Φ, (A.11)
onde Φ e´ um conjunto suficientemente “rico” de func¸o˜es sobre Ω.
A definic¸a˜o e o teorema a seguir formalizam isto.
Definic¸a˜o A.0.4. Dado p ∈ [1,∞], o conjunto de todas as func¸o˜es localmente integra´veis
a p-e´sima poteˆncia e´ denotado por Lploc(Ω).
Dito isto, podemos enta˜o ver a func¸a˜o f como um funcional sobre C∞(Ω) da maneira
dada pelo seguinte teorema:
Teorema A.0.1. Seja f ∈ L1loc(Ω), enta˜o, f pode ser unicamente determinada pelo
funcional linear
〈f, ·〉 : C∞(Ω) −→ C, ϕ 7→
∫
Ω
dx f(x)ϕ(x) ∈ C. (A.12)
E ainda, a correspondeˆncia f ←→ 〈f, ·〉, com f ∈ L1loc(Ω) e´ um isomorfismo.
Demonstrac¸a˜o. Uma prova detalhada pode ser encontrada em [18]. 
Note, entretanto, que nem todos os elementos de S ′(Rn) podem ser representados
como na Eq. (A.12), por exemplo, a delta de Dirac na˜o pode ser representada pelo
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produto da Eq. (A.12), pois na˜o existe nenhuma func¸a˜o no sentido usual de func¸a˜o que
tenha a mesma propriedade que ela. Pore´m, a delta de Dirac pode ser vista como um
funcional linear sobre C(Ω ⊂ Rn) tal que dado f ∈ C(Ω) tem-se
f 7→ 〈δ( x− x0), f〉 =
∫
Ω
δ( x− x0)f( x) = f( x0).
Mas continuaremos usando o simbolismo de integrais, mesmo quando f (ou g) na˜o forem
func¸o˜es no sentido usual.
De fato, as func¸o˜es definidas pela Eq. A.10 sa˜o tais que, se ε << 1 enta˜o
∫
Rn
dx δε(x) =
∫
Ω
dx δε(x− ξ) = 1, ξ ∈ Ω (A.13)
e assim, temos o seguinte resultado
Lema A.0.1. Se f ∈ C(Ω) enta˜o,
f(ξ) = lim
ε→0
〈f, δε〉 =
∫
Ω
dx f(x)δε(x− ξ), ξ ∈ Ω. (A.14)
Ou seja, a famı´lia {∫
f(x) dx δε(x− ξ); ξ ∈ Ω, ε > 0
}
(A.15)
recupera a func¸a˜o f .
Demonstrac¸a˜o. De fato, seja η > 0, enta˜o, da continuidade de f, existe ε > 0 tal que
|x− ξ| ≤ ε =⇒ |f(x)− f(ξ)| ≤ ε.
Logo, ∣∣∣∣[∫
Ω
dx f(x)δε(x− ξ)
]
− f(ξ)
∣∣∣∣ = ∣∣∣∣∫
Ω
dx (f(x)− f(ξ))δε(x− ξ)
∣∣∣∣
≤
∫
|x−ξ|≤ε
dx |f(x)− f(ξ)| δε(x− ξ)
≤ η
∫
|x−ξ|≤ε
dx δε(x− ξ)
= η
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
Com isto, vimos que uma func¸a˜o f : Ω ⊂ Rn −→ C pode ser vista como um funcional
linear sobre um espac¸o de func¸o˜es, vimos ainda como recuperar os valores de f atrave´s
deste funcional, fazendo uso de uma famı´lia de func¸o˜es convenientes.
Na Sec¸a˜o seguinte daremos uma descric¸a˜o mais detalhada das famı´lias que tem ca-
racter´ısticas como a da famı´lia dada pela Eq. A.15
A.1 A func¸a˜o delta de Dirac
A “func¸a˜o” delta de Dirac foi introduzida e ja´ bem estabelecida em verdade por
Cauchy como atestado em [12] embora Dirac a tenha popularizado quando tentou dar
uma noc¸a˜o de completude de uma base para um operador de espectro cont´ınuo.
Aqui utilizaremos uma abordagem por meio de convergeˆncia de sequeˆncias a` la
Lighthill.
Em muitos livros textos de f´ısica a func¸a˜o f delta de Dirac e´ definida por
∫ +∞
−∞
f(x)δ(x) dx = f(0), (A.16)
para qualquer func¸a˜o f adequada e
∫
δ(x) dx = 1 (A.17)
Nenhuma func¸a˜o no sentido usual tem a caracter´ıstica de δ acima, pore´m ela pode
ser vista como o limite de uma sequeˆncia de func¸o˜es que va˜o se concentrando perto da
origem tal que sua a´rea e´ sempre igual a 1.
Para uma definic¸a˜o precisa em termos de sequeˆncia de func¸o˜es, devemos ser capazes
de saber quando duas sequeˆncias definem a mesma distribuic¸a˜o. Para tanto usamos
as func¸o˜es teste, isto e´, aplicamos algumas func¸o˜es adequadas F (x) nos elementos das
sequeˆncias e integramos para descobrir como se comporta cada sequeˆncia. Se para todas
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as func¸o˜es teste obtivermos sempre o mesmo resultado enta˜o diremos que as sequeˆncias
definem a mesma distribuic¸a˜o.
Definic¸a˜o A.1.1 (Func¸a˜o boa). Sa˜o func¸o˜es C∞(Ω) e todas suas derivadas sa˜o
O(|x|−N), |x| → ∞, ∀N (A.18)
Exemplo 3. A func¸a˜o e−x
2
e´ uma func¸a˜o boa.
Definic¸a˜o A.1.2 (Func¸a˜o razoavelmente boa). Sa˜o func¸o˜es C∞(Ω) e todas suas
derivadas sa˜o
O(|x|N), |x| → ∞, para algum N. (A.19)
Exemplo 4. Qualquer polinoˆmio e´ uma func¸a˜o razoavelmente boa.
Teorema A.1.1. Valem:
i) a derivada de uma func¸a˜o boa e´ tambe´m uma func¸a˜o boa;
ii) a soma de duas func¸o˜es boas tambe´m e´ uma func¸a˜o boa;
iii) a multiplicac¸a˜o de uma func¸a˜o razoavelmente boa e uma func¸a˜o boa e´ uma funac¸a˜o
boa.
Definic¸a˜o A.1.3 (Sequeˆncia Regular). Uma sequeˆncia fn(x) de func¸o˜es boas sera´
dita regular se, para toda func¸a˜o boa F (x) sempre existe o limite
lim
n→∞
∫ +∞
−∞
fn(x)F (x) dx. (A.20)
Exemplo 5. A sequeˆncia fn(x) = e
− x2
n2 e´ regular.
Definic¸a˜o A.1.4 (Sequeˆncias Equivalentes). Duas sequeˆncias regulares sa˜o ditas
equivalentes se, para qualquer func¸a˜o boa F (x) o limite dado pela Eq. (A.20) e´ o mesmo
para as duas sequeˆncias de func¸o˜es.
Definic¸a˜o A.1.5 (Func¸a˜o Generalizada). Uma func¸a˜o generalizada e´ uma func¸a˜o
f(x) definida como uma sequeˆncia regular (fn(x))n∈N de func¸o˜es boas. Duas func¸o˜es
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generalizadas sa˜o ditas iguais se as respectivas sequeˆncias sa˜o equivalentes. Assim, cada
func¸a˜o generalizada e´ na verdade uma classe de equivaleˆncia de sequeˆncias regulares
equivalentes a uma dada sequeˆncia regular.
Ainda, a integral do produto da func¸a˜o generalizada f(x) e uma func¸a˜o boa F (x) e´
definida como ∫ +∞
−∞
f(x)F (x) dx = lim
n→∞
∫ +∞
−∞
fn(x)F (x) dx (A.21)
note que tal definic¸a˜o e´ poss´ıvel pois o limite de fn(x) e´ o mesmo para qualquer sequeˆncia
equivalente
Exemplo 6 (Func¸a˜o delta de Dirac). As sequeˆncias equivalentes a
√
n
pi
e−nx
2
definem
a func¸a˜o generalizada δ(x) tal que
∫ +∞
−∞
δ(x)F (x) dx = F (0). (A.22)
Demonstrac¸a˜o. Para ver isto, primeiro note que ∀n ∈ N vale
∫ +∞
−∞
√
n
pi
e−nx
2
dx = 1. (A.23)
Enta˜o, seja F (x) qualquer func¸a˜o boa, enta˜o
∣∣∣∣∫ +∞−∞
√
n
pi
e−nx
2
F (x) dx− F (0)
∣∣∣∣ ∗︷︸︸︷= ∣∣∣∣∫ +∞−∞
√
n
pi
e−nx
2
[F (x) = F (0)] dx
∣∣∣∣
≤ max |F ′(x)|
∫ +∞
−∞
√
n
pi
e−nx
2 |x| dx
=
1√
npi
max |F ′(x)| → 0, n→∞.
(∗) notando que F (0) = F (0) · 1 enta˜o segue pela Eq. (A.23). 
A.1.1 O Espac¸o de Schwartz
Na Sec¸a˜o 1.4 afirmamos que os bras podem ser vistos como distribuic¸o˜es e que os
bras generalizados so´ podem ser definidos sobre um subespac¸o H que e´ isomorfo a` um
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espac¸o que denotamos S(Rn) para algum n ∈ N. Vamos agora analizar esse importante
espac¸o.
Definic¸a˜o A.1.6 (Espac¸o de Schwartz). Chamamos de espac¸o de Schwartz o espac¸o
das func¸o˜es de ra´pido decrescimento, denotado por S(Rn) ⊂ C∞(Rn). Os elementos
desse espac¸o sa˜o func¸o˜es f : Rn −→ C tais que ∀a, b ∈ Nn, i.e. a = (a1, . . . , an) e
b = (b1, . . . , bn) vale
‖f ‖a,b := sup
x∈Rn
∣∣xa Dbf(x)∣∣ <∞, (A.24)
onde
xa = (xa11 , . . . , x
an
n ),
Db =
∂|b|
∂b1x1. . . . .∂bnxn
, |b| = b1 + . . .+ bn.
Estas func¸o˜es tem como propriedade o fato de que tendem ao infinito mais rapida-
mente que o inverso de qualquer polinoˆmio.
Proposic¸a˜o A.1.1. Pela propriedade do supremo, temos
1. ‖λf ‖a,b = |λ| ‖f ‖a,b, ∀λ ∈ C;
2. ‖f1 + f2 ‖a,b ≤ ‖f1 ‖a,b + ‖f2 ‖a,b, ∀f1, f2 ∈ S(Rn);
3. ‖ · ‖a,b sa˜o seminormas e formam uma famı´lia de seminormas para o espac¸o que
define a topologia do espac¸o. Chamaremos esta famı´lia de seminormas de P .
Definic¸a˜o A.1.7 (Convergeˆncia). Dizemos que uma sequeˆncia (fr)r∈N ⊂ S(Rn) con-
verge para algum f se
‖fr − f ‖a,b → 0, ∀a, b ∈ Nn. (A.25)
Observac¸a˜o A.1.1 (Sequeˆncia de Cauchy). Uma sequeˆncia e´ dita de Cauchy na
topologia das seminormas se ∀ε > 0, ∃N = N(ε, a, b) tal que ∀r, s > N tem-se
‖fr − fs ‖a,b < ε. (A.26)
Definic¸a˜o A.1.8 (Topologia do espac¸o de Schwartz). Considere a famı´lia enu-
mera´vel de seminormas P dadas pela Eq. (A.24). Enta˜o, a topologia com que se equipa
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o espac¸o de Schwartz acima e´ a topologia gerada por essa famı´lia de seminormas, dada
pela Proposic¸a˜o 1.2.2. Denotaremos tal topologia por τP .
Esta topologia transforma o espac¸o de Schwartz como um espac¸o vetorial topolo´gico
localmente convexo.
Proposic¸a˜o A.1.2. Munido da topologia τP o espac¸o de Schwartz e´ Hausdorff.
Demonstrac¸a˜o. Para ver que e´ Hausdorff usaremos o Corola´rio 1.2.2. Note que se a =
0 = b enta˜o a seminorma ‖ · ‖00 e´ na verdade uma norma, pois
‖f ‖00 = sup
x∈Rn
|x0 D0f(x)|
= sup
x∈Rn
|f(x)|,
assim, teremos ‖f ‖00 = 0 se, e somente se f ≡ 0. Logo,
⋂
p∈P
p−1{0} = {0},
pois se p = ‖ · ‖00 enta˜o p−1{0} = {0}. Portanto, conclu´ımos, pelo Corola´rio 1.2.2 que o
espac¸o S(Rn) e´ Hausdorff. 
Assim, (S(Rn), τP ) e´ localmente convexo, Hausdorff e gerado por uma famı´lia de
seminormas. Portanto, pelo Teorema 1.2.1 o espac¸o e´ metriza´vel e a me´trica e´ dada por:
d(f, g) =
∞∑
a,b=0
2−|a|−|b|
‖f − g ‖a,b
1 + ‖f − g ‖a,b (A.27)
e a topologia gerada pela me´trica e´ a mesma gerada pelas seminormas. Em uma famı´lia de
seminormas enumera´veis e compara´veis sempre podemos definir a me´trica acima e ainda
a topologia gerada pela famı´lia de seminormas coincide com a topologia da me´trica.
Teorema A.1.2. O espac¸o S(Rn) e´ completo com a me´trica acima.
Demonstrac¸a˜o. O espac¸o C∞(Rn) munido da topologia da me´trica A.27 e´ completo como
podemos ver em [27]. Enta˜o, dada uma sequeˆncia de Cauchy (fr)r∈N ⊂ S(Rn) ⊂
C∞(Rn) converge para algum f ∈ C∞(Rn) devemos ver que f ∈ S(Rn).
88
Como fr → f ∈ C∞(Rn) quer dizer que
d(fr, f) =
∞∑
a,b=0
2−|a|−|b|
‖fr − f ‖a,b
1 + ‖fr − f ‖a,b → 0, r →∞,
conclu´ımos que para d(fr, f)→ 0, precisamos que ‖fr − f ‖ab → 0, ∀a, b ∈ Nn, ou seja
‖fr − f ‖ab = ‖xa Dbfr(x)− xa Dbf(x) ‖ → 0, r →∞
ou seja xa Dbfr → xa Dbf uniformemente, logo f ∈ S(Rn). 
A topologia desta me´trica e´ equivalente a topologia dada pelas seminormas
pn(f) = sup
|a|≤n,|b|≤n
sup
x∈Rn
|xa Dbf(x)|, (A.28)
onde |a| = a1 + . . .+ an e |b| = b1 + . . .+ bn.
Uma importante propriedade de (S(Rn), τP ) e´ que os operadores diferenciais sa˜o
cont´ınuos. Para vermos isto, primeiro precisamos ver quando um operador T : (S(Rn), τP ) −→
(X, τX) e´ cont´ınuo.
Proposic¸a˜o A.1.3. Seja (S(Rn), τP ) o espac¸o de Schwartz, enta˜o vale
i) se (X, τX) for um espac¸o de Banach e T : S(Rn) −→ X um operador linear,
enta˜o T e´ cont´ınuo se, e somente se ∃N ≥ 0 e C > 0 tais que
‖Tf ‖X ≤ CpN(f), ∀f ∈ S(Rn). (A.29)
ii) Seja T : S(Rn)) −→ S(Rn)) um operador linear, enta˜o T e´ cont´ınuo se, e
somente se dado N > 0 existem N ′ > 0 e C > 0 tais que
pN(f) ≤ CpN ′(f), ∀f ∈ S(Rn). (A.30)
Demonstrac¸a˜o. i) =⇒) Suponha que T : S(Rn)) −→ (X, ‖ · ‖X) seja uma aplicac¸a que
vale a equac¸a˜o A.29, como X e´ Banach e T e´ linear, basta mostrar que T−1(BX(0, 1))
e´ aberto.
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Lembrando que uma base de vizinhanc¸as de zero e´ dada por conjuntos
Upn,ε = {f ∈ S(Rn); pn(f) < ε}, (A.31)
note que T−1(BX(0, 1)) ⊃ UpN ,1/C , logo,
T−1(BX(0, 1))
e´ aberto e portanto T e´ cont´ınuo.
⇐=) Agora suponha que T seja cont´ınua, como vimos, T−1(BX(0, 1)) e´ uma vizinhanc¸a
de zero e conte´m algum UpN ,ε, enta˜o, se pN(f) < ε segue que ‖Tf ‖X < 1.
Definindo C = 1/ε vale
‖Tf ‖ ≤ CpN(f), ∀f ∈ S(Rn).
De fato, suponha por absurdo que exista f tal que ‖TF ‖ > 1
ε
pN(f), enta˜o ε >
pN
(
f
‖Tf ‖
)
. Chamando φ = f/ ‖Tf ‖ temos pN(φ) < ε mas com ‖Tφ ‖ = 1, contradi-
zendo a hipo´tese de continuidade, isto e´, que pN(φ) < ε implica em ‖Tφ ‖ < 1.
ii) Para o item ii) a demonstrac¸a˜o e´ ana´loga. 
Proposic¸a˜o A.1.4. Seja Dk : (S(Rn)), τP ) −→ (Ck(Rn), ‖ · ‖C(Rn)) o operador dife-
rencia que leva f em Dkf . O operador Dk e´ cont´ınuo.
Demonstrac¸a˜o. Seja (fp)p∈N ⊂ S(Rn)) sequeˆncia convergente, isto e´, dado ε > 0, existe
N ∈ N tal que ∀p > N temos
‖fp − f ‖ab = sup
x∈Rn
∣∣xa Dbfp − xa Dbf ∣∣ < ε, ∀a, b ∈ Nn. (A.32)
Por outro lado, fixado a = 0 e b = k temos
‖fp − f ‖0k = sup
x∈Rn
∣∣Dkfp − Dkf ∣∣ = ‖Dkfp − Dkf ‖C(Rn) < ε, ∀p > N.
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Ou seja, fp → f implica em Dkfp − Dkf, logo Dk e´ cont´ınuo.

A.2 Distribuic¸o˜es Temperadas S ′(Rn)
Agora estudaremos o espac¸o dual ao S(Rn).
Definic¸a˜o A.2.1 (Distribuic¸o˜es Temperadas). Os elementos de S ′(Rn) sa˜o da forma
u : S(Rn) −→ C, φ 7→ u(φ) ∈ C (A.33)
e sa˜o cont´ınuos. Tais elementos sa˜o chamados de distribuic¸o˜es temperadas e S ′(Rn) e´
o espac¸o das distribuic¸o˜es temperadas.
Vamos munir S ′(Rn) da topologia fraca-∗.
Definic¸a˜o A.2.2 (Topologia Fraca-∗). Chamamos de topologia fraca-∗ a menor to-
pologia em S ′(Rn) associada a` famı´lia (ϕf )f∈S(Rn) onde
ϕf : S ′(Rn) −→ C, u 7→ ϕf (u) = u(f). (A.34)
Teorema A.2.1. A topologia fraca-∗ na˜o e´ primeiro-conta´vel.
Teorema A.2.2. A aplicac¸a˜o da equac¸a˜o A.33 sera´ cont´ınua se, e somente se existem
C ≥ 0 e N ∈ N tais que
|u(φ)| ≤ C
∑
|a|,|b|≤N
sup
x∈Rn
|xa Dbφ|, φ ∈ S(Rn) (A.35)
A.3 A Transformada de Fourier Generalizada
Definic¸a˜o A.3.1 (Transformada de Fourier). A transformada de Fourier e´ uma
aplicac¸a˜o F : L2(Rn) ∩ L1(Rn) −→ L2(Rn) que e´ unita´ria. A transformada e´ tal que
Fψ = ψF ( p) =
∫
Rn
dn x e−ix·pψ( x), p ∈ Rn (A.36)
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(ver [18, 20, 47]).
Observac¸a˜o A.3.1. Em cada lugar a definic¸a˜o aparece um pouco diferente, em algumas
refereˆncias, como por exemplo
1. Em [20, 47] temos Ff( p) = ∫ dn x e−ix·pf( x).
2. Em [19, 18] temos Ff( p) = ∫ dn x e−2piix·pf( x).
3. Em [4, 48] temos Ff( p) = (2pi)−n/2 ∫ dn x eix·pf( x), e ainda, em [4] o produto
interno p · x = x1p1 + . . . xjpj − xj+1pj+1 − . . .− xnpn.
Os resultados para cada uma destas definic¸o˜es seguem da mesma forma, a u´nica excessa˜o
e´ quando aparece (2pi)−n/2 na transformada de Fourier inversa vai aparecer este prefixo
tambe´m.
Adotamos a definic¸a˜o dada por [20, 47], mas no Cap´ıtulo 2 usou-se a definic¸a˜o dada
por [4, 48].
Observac¸a˜o A.3.2. As demonstrac¸o˜es dos resultados desta Sec¸a˜o usam diversos outros
resultados que na˜o cabem aqui e fogem do escopo do trabalho, mas podem ser facilmente
encontradas em [18, 20, 47, 48].
Lema A.3.1 (de Parseval). Se f, g ∈ S(Rn) enta˜o
(Ff, Fg)L2 = (f, g)L2 (A.37)
e tambe´m
(Ff, g)L2 = (f, Fg)L2 (A.38)
Note que S(Rn) ⊂ L1(Rn) ∩ L2(Rn), portanto, a Eq. (A.36) e´ tambe´m a transfor-
mada de Fourier dos elementos de S(Rn).
Ainda, a transformada inversa e´ dada por
ϕ( x) =
∫
dn p eix·pϕF ( p). (A.39)
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Proposic¸a˜o A.3.1. Para as transformadas de Fourier sobre S(Rn) vale:
1. F(S(Rn)) ⊂ S(Rn), isto e´, F aplica S(Rn) nele mesmo, portanto, escrevemos
F : S(Rn) −→ S(Rn).
2. F : S(Rn) −→ S(Rn) e F−1 : S(Rn) −→ S(Rn) sa˜o isomorfismo.
3. (Ff, Fg)L2 = (f, g)L2 , ∀f, g ∈ S(Rn).
4. 〈 Ff, g〉 = 〈f, Fg〉, isto e´,
∫
dn p fF ( p)g( p) =
∫
dn x f( x)gF ( x).
Lema A.3.2. Se f ∈ S(Rn), enta˜o vale:
1. F((−i)|α|Dαf( p)) = pαFf( p);
2. F( xαf)( p) = (−1)|α|(−i)|α|Dα(Ff)( p)
Definic¸a˜o A.3.2 (Transformada de Fourier para Distribuic¸o˜es Temperadas).
Seja f uma distribuic¸a˜o temperada, isto e´, f e´ uma aplicac¸a˜o de S(Rn) em C, definimos
a transformada de Fourier Ff e´ definida como
Ff(ϕ) = f(Fϕ), ∀ϕ ∈ S(Rn) (A.40)
ou na notac¸a˜o da primeira parte deste Apeˆndice
〈 Ff, ϕ〉 = 〈f, Fϕ〉, ∀ϕ ∈ S(Rn). (A.41)
A transformada inversa e´ dada por
〈 F−1f, ϕ〉 = 〈f, F−1ϕ〉, ∀ϕ ∈ S(Rn). (A.42)
Exemplo 7. As transformadas de Fourier de 1, δ ∈ S ′(Rn) sa˜o
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1. Fδ = 1.
2. F−1δ = 1.
3. F 1 = δ.
4. F−1 1 = δ.
Demonstrac¸a˜o. 1. De fato, pela definic¸a˜o A.41 temos
〈 Fδ, ϕ〉 = 〈δ, Fϕ〉
= Fϕ(0)
= lim
|p|→0
∫
dn x eip·xϕ( x)
=
∫
dn x ϕ( x)
= 〈 1, ϕ〉, ∀ϕ ∈ S(Rn),
logo, 1 = Fδ.
2. Analogamente
〈 F−1δ, ϕ〉 = 〈δ, F−1ϕ〉
= F−1ϕ(0)
= lim
|x|→0
∫
dn x e−ip·xϕF ( p)
=
∫
dn p ϕF ( p)
= 〈 1, ϕ〉, ∀ϕ ∈ S(Rn),
logo, 1 = F−1δ.
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3. Para vermos que F 1 = δ note que
〈 F 1, ϕ〉 = 〈 1, Fϕ〉
= 〈 F−1δ, Fϕ〉
= 〈δ, F−1Fϕ〉
= 〈δ, ϕ〉, ∀ϕ ∈ S(Rn)
da´ı tiramos quem F 1 = δ.
4. Por fim, da mesma forma vemos que F 1 = δ, de fato
〈 F−1 1, ϕ〉 = 〈 1, F−1ϕ〉
= 〈 Fδ, F−1ϕ〉
= 〈δ, F F−1ϕ〉
= 〈δ, ϕ〉, ∀ϕ ∈ S(Rn)
da´ı tiramos quem F−1 1 = δ.

Vamos definir mais um conceito, que usamos no Cap´ıtulo 2, que e´ o de Espac¸o de
Sobolev.
Definic¸a˜o A.3.3 (Espac¸o de Sobolev). Dados Ω ⊂ Rn e 0 ≤ p ≤ ∞ definimos o
espac¸o de Sobolev Wm,p(Ω) como sendo o espac¸o
Wm,p = {f ∈ Lp(Ω); ∀|α| ≤ m, Dαf ∈ Lp(Ω)} , (A.43)
onde Dα e´ a derivada distribucional, isto e´
〈Dαf, ϕ〉 = (−1)|α|〈f, Dαϕ〉, ∀ϕ ∈ C∞0 (Ω), (A.44)
O espac¸o C∞0 (Ω) e´ o espac¸o das func¸o˜es infinitamente diferencia´veis em Ω que tem
suporte compacto, isto e´, existe K ⊂ Ω compacto na topologia da norma de Rn tal que
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o suporte de uma func¸a˜o ϕ com domı´niop Ω e´ o conjunto
suppϕ = {x ∈ Ω; ϕ( x) 6= 0}. (A.45)
O espac¸o de Sobolev H1(Rn) usado no Cap´ıtulo 2 e´ enta˜o
W 1,2(Rn) = H1(Rn). (A.46)
Apeˆndice B
Prova que N am |λ〉 = (λ−m) am |λ〉.
Demonstrac¸a˜o. Usando induc¸a˜o fazemos
i) Para m=1, sabemos, por 3.11 que (λ− 1) e´ autovalor com a |λ〉 autovetor.
ii) (Hipo´tese de Induc¸a˜o) supomos que vale N( am |λ〉) = (λ−m) am |λ〉.
iii) Para m+ 1, tomemos am+1 |λ〉 enta˜o,
N( am+1φλ) = N( a a
m |λ〉) (B.1)
=︸︷︷︸
∗
( a† a)( a am |λ〉) (B.2)
=︸︷︷︸
∗∗
a( a† a− 1) am |λ〉 (B.3)
= a( N amφλ − am |λ〉) (B.4)
=︸︷︷︸
∗∗∗
a((λ−m)− 1) am |λ〉 (B.5)
= (λ− (m+ 1)) am+1 |λ〉, (B.6)
em (*) usamos a definic¸a˜o de N, i.e., N = a† a, em (**) usamos uma relac¸a˜o
derivada da identidade a a† − a† a = I e em (***) usamos a hipo´tese de induc¸a˜o.

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Apeˆndice C
P gera deslocamento
Vamos considerar ~ = 1, logo,
[ X, P] = i I. (C.1)
Queremos mostrar que o operador unita´rio e−ia•P gera deslocamento, isto e´, que dado
a = (ax, ay, az) ∈ R3 com | a| << 1 enta˜o, teremos
e±ia•P|x〉 = |x∓ a〉, (C.2)
da´ı, segue que
X|x± a〉 = ( x± a)|x± a〉, (C.3)
onde X e´ o operador vetorial de posic¸a˜o.
Para ver isto, note que se | a| << 1 podemos escrever
e±ia•P =
∞∑
n=0
(±i a)n • P
n
n!
= 1± i a • P +O(| a|2)
' 1± i a • P (C.4)
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Definamos
X′ = eia•P Xe−ia•P (C.5)
Fazemos
〈x′|X′|x〉 = 〈x′|eia•P Xe−ia•P|x〉
= 〈x′|(1 + i a • P) X(1− i a • P)|x〉
= 〈x′| (X− i a • ( X P− P X) + | a|2 P X P) |x〉
=︸︷︷︸
∗
〈x′| ( X + a I) |x〉
= 〈x′| ( x + a) |x〉
= ( x + a)〈x′|x〉
= ( x + a)δ( x′ − x). (C.6)
em ∗ usamos que: X P− P X = [ X, P] = i I e | a|2 << 1.
Por outro lado, dados |x′ + a〉 e |x + a〉 vem,
〈x′ + a|X|x + a〉 = ( x + a)δ( x′ + a− x− a)
= ( x + a)δ( x′ − x), (C.7)
que comparando com a Eq. (C.6) conclu´ımos que e−ia•P|x〉 e´ de fato |x + a〉 e conse-
quentemente e±ia•P gera deslocamento.
Apeˆndice D
Algumas questo˜es
1. Um observa´vel deve ser um operador auto-adjunto, pore´m os operadores, como por
exemplo o N do cap´ıtulo 3 e´ apenas EAA, portanto e´ apenas hermitiano, embora,
pelo fato de ser EAA aceite extensa˜o auto-adjunta. Isto classifica um operador como
observa´vel? i.e. se um operador for essencialmente auto-adjunto ele e´ observa´vel.
Se sim, o observa´vel e´ o operador em si, ou a sua extensa˜o?
Ainda, por exemplo, os operadores que vimos na˜o sa˜o auto-adjuntos, pois cons-
tru´ımos um subdomı´nio para eles, que e´ isomorfo a` S(Rn) pore´m seu operador
dual tem como domı´nio S ′(Rn) e temos apenas S(Rn) ⊂ S ′(Rn) e portanto
DA ⊂ DA† .
RESPOSTA: O observa´vel vai ser o operador auto-adjunto. O que fazemos e´
comec¸ar com um operador sobre um domı´nio adequado, enta˜o descrevemos seu
adjunto e enta˜o extendemos esse operador para um operador auto-adjunto e essa
extensa˜o auto-adjunto que caracterizara´ o observa´vel. Note pore´m, que o operador
A† na˜o e´ o operador conjugado de A.
2. Se A na˜o e´ auto-adjunto pore´m admite extensa˜o auto-adjunta, sua extensa˜o na˜o
sera´ o operador A†?
Primeiro, precisamos definir o que e´ o operador A†. Se A† for a extensa˜o, enta˜o
o domı´nio de ac¸a˜o do observa´vel sera´ S ′(Rn) ao inve´s de S(Rn) (na verdade,
domı´nios isomorfos a estes espac¸os)?
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Em caso afirmativo, os kets generalizados ainda na˜o seriam estados f´ısicos rea-
liza´veis, pois na˜o sa˜o elementos do L2, isto na˜o tra´s nenhuma incoereˆncia? Para
responder isto, precisamos ver melhor quais sa˜o os axiomas de observa´veis e estados
realiza´veis.
D.0.1 Onde moram Ψ( x, t).
Postulado 1 (Estado). Em um tempo t0 fixo, o estado do sistema f´ısico e´ definido por
um elemento do espac¸o de estados que e´ um subconjunto de L2(Rn, dn x) (cfe. pg. 215
de [32]).
Da´ı, o estado e´ uma func¸a˜o Ψ( x, t0) ∈ L2(Rn), mas t pode variar, enta˜o devemos
considerar Ψ( x, t). Queremos enta˜o ver onde mora este elemento.
Esta func¸a˜o e´ um elemento de C (R)⊗ L2(Rn, dn x), isto e´,
ψ(·, ·) ∈ C, t 7→ eiHtψ(·, t0) ∈ L2(Rn)
onde ψ(·, t0) ∈ L2(Rn) e´ o estado (conhecido) do sistema no tempo fixo t0 enta˜o, por
fim, temos
eiHtψ(·, t0) : Rn −→ C, x 7→ eiHtψ( x, t0).
D.0.2 A extensa˜o A×
Queremos estender a ac¸a˜o de A : H −→ H para H×. Isto e´, queremos dar uma ac¸a˜o
para A sobre os kets generalizados, i.e. em H× \H.
A descric¸a˜o dada na Sec¸a˜o 1.4 faz sentido, mas apenas para A hermitiano. Uma
definic¸a˜o mais geral seria:
〈φ|A†|F 〉 = 〈φ|A×|F 〉, ∀|F 〉 ∈ H×, ∀ |φ〉 ∈ H, (D.1)
conforme [26].
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A ac¸a˜o do ket A×|F 〉 e´ definida pela aplicac¸a˜o
A×|F 〉 : H −→ C, |φ〉 7→ 〈φ|A†|F 〉, (D.2)
com isto temos a ac¸a˜o do ket A×|F 〉 e a descric¸a˜o do operador A× fica completa.
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