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Abstract 
 
Mesencephalic dopamine pathways have been shown to play an important role in 
procedural learning and motivation.  Individuals with disrupted dopamine transmission 
due to Parkinson’s disease show selective deficits in non-motor habit learning, which 
may be the results of impaired motivational processes.  The stimulus-preceding negativity 
(SPN), an electrophysiological correlate of motivational anticipation, was recorded to test 
whether Parkinson’s disease patients show reduced responsiveness to feedback and 
reward stimuli during a probabilistic classification task.  Patients exhibited a reduced 
SPN compared to controls when relatively large monetary incentives were expected.  
Results suggest that impaired processing within the reward system may contribute to 
implicit learning deficits in Parkinson’s disease and that the SPN reflects the activity 
downstream from dopaminergic pathways. 
 
 
 
 
 
 
 
 
 
 
 
1 
Introduction 
Parkinson’s disease (PD) is a progressive neurodegenerative disorder that 
destroys midbrain dopamine (DA) neurons and thereby disrupts neurotransmission within 
critical brain pathways.  Whereas the movement-related consequences of this DA cell 
loss are well known, affective and cognitive sequelae have received much less attention.  
Substantial overlap between the neurological bases of motivation and the 
pathophysiology of PD raises the important question of whether patients exhibit impaired 
processing of motivationally-relevant information.  In the current study we examine 
electrophysiological correlates of motivational processing during a cognitive task in 
which PD patients have known deficits. 
Degeneration of midbrain dopamine-producing neurons is extensive in PD.  
Approximately 80% of the cell bodies have been destroyed in the substantia nigra by the 
time the patients first present motor symptoms (Agid, Javoy-Agid, & Ruberg, 1987; 
Damier, Hirsch, Agid, & Graybiel, 1999; Pakkenburg, Moller, Gunderson, Mouritzen, & 
Pakkenburg, 1991).  More variable estimates of 40-100% degeneration have been 
reported for the ventral tegmental area (Bogerts, Hantsch, & Herzer, 1983; German et al., 
1988).  Research with laboratory animals and neuroimaging studies in humans have 
indicated that these nuclei and their projection zones, namely the mesostriatal and 
mesocorticolimbic DA pathways, are vital for processing motivationally relevant 
information.  For example, in vivo single unit studies in primates have indicated that 
neurons widely distributed throughout the midbrain, striatum, and orbitofrontal cortex are 
active when rewards are presented as well as when rewards were expected (Apicella, 
Scarnati, Ljungberg, & Schultz, 1992; Apicella, Scarnati, & Ljungberg, 1992; Hikosaka, 
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et al., 1989; Hollerman, Tremblay, & Schultz, 1998; Schultz; Schultz, Tremblay, & 
Hollerman, 2000).  Neuroimaging experiments with humans have yielded consistent 
findings.  PET and fMRI studies revealed increases in regional cerebral blood flow 
(rCBF) within these same brain regions in response to various types of reward, including 
money (Delgado, Nystrom, Fissell, Noll, & Fiez, 2000; Elliott, Newman, Longe, & 
Deakin, 2003; Knutson, Westdorp, Kaiser, & Hommer, 2000; Knutson, Adams, Fong, & 
Hommer, 2001; Kunig, et al., 2000; Thut, et al., 1997), cocaine (Breiter, et al. 1997), 
generic pleasant photographs (Lane et al., 1997), and photographs of beautiful faces 
(Aharon et al, 2001). 
Although a strong correspondence exists between the dopaminergic neural bases 
of PD and reward processing only one study of which we are aware has directly 
examined this relationship.  Kunig et al. (2001) showed that monetary rewards were 
processed differently in the brains of PD patients relative to healthy controls; rCBF 
increases were seen bilaterally in the caudate in healthy brains, whereas increases were 
only seen in the left caudate in patients.  Abnormal motivation may contribute to 
prominent clinicial manifestations in PD, such as flattened facial and vocal 
expressiveness and the high incidence of depression, which is estimated to be between 
40% and 60% (Aarsland et al., 1999; Rojo, Aguilar, Garolera, Cubo, & Quintana, 2001). 
Further investigation of reward processing in PD is clearly needed.  In the current 
experiment, reward-related brain and facial muscle activity was recorded during non-
motor, feedback-based habit learning, which PD patients are known to show performance 
deficits in.  Feedback may be considered an important component of intrinsic motivation 
in human learning because it updates the individual on his or her progress during goal-
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directed behavior.  As such, we examined the hypothesis that impaired motivational 
circuitry in PD disrupts feedback processing, which contributes to their habit learning 
deficit.  
The habit learning paradigm we employed was a modified version of the “weather 
prediction” task first introduced by Knowlton, Squire, and Gluck (1994).  This task 
involves feedback-based learning of stimulus-response associations.  Single and double 
dissociation studies have demonstrated that PD patients are selectively impaired on this 
type of learning (Knowlton, Mangels, and Squire, 1996; Witt, Nuhsman, & Deuschl, 
2002).  Similarly neuroimaging studies have confirmed that mesencephalic dopamine 
substrates are engaged during probabilistic classification (Aron et al., 2004, Poldrack et 
al. 2001).  The involvement of these neural structures in habit learning is well-
documented, but the specific processes that underlie this cognitive deficit in PD have not 
been isolated.  Recent studies suggest that PD patients use strategies that are suboptimal 
and are different than those employed by controls (Shohamy, Myers, Onalor, & Gluck, 
2004).  Another hypothesis, one which we investigate in the current study, is that patients 
are impaired at processing performance feedback.  Evidence for this view comes from 
several sources.  First, Poldrack et al (2001) demonstrated that the striatum was activated 
significantly more when probabilisitic classification learning was feedback based than 
when the same information was acquired without feedback.  Secondly, Shohamy and 
colleagues (2004b) observed that PD patients are impaired on a feedback version of a 
classification learning, but not on a nonfeedback version.   Imaging of neurologically 
normal individuals during probabilistic classification suggested that disruption of the 
mesencephalic dopamine system may underpin these findings.  Specifically, an fMRI 
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study revealed that midbrain activity was sensitive to the valence (positive or negative) of 
the performance feedback and this activity was reliably correlated with activity in the 
ventral striatum and medial frontal cortex (Aron et al. 2004).  Collectively, these findings 
encourage a closer examination of motivation in PD.   
The central goal of the present study was to investigate whether processing of 
feedback and rewards is impaired in PD by measuring a putative electrophysiological 
index of motivational anticipation, an event-related potential (ERP) known as the 
stimulus preceding negativity (SPN).  Habit learning provides a suitable context for 
investigating electrophysiological correlates of motivational processing in PD because 
performance feedback occurs on every trial.  As such, covert electrophysiological indices 
of motivation can be measured online in a paradigm in which PD patients present overt, 
feedback-dependent behavioral deficits.  
 Currently, there is no well-established ERP index of emotion and motivation.  
However, the SPN has received increased attention as a strong candidate because 
numerous studies have indicated that this waveform reflects motivational anticipation 
(review in Van Boxtel & Bocker, 2004).  The SPN belongs to a class of slow cortical 
potentials recorded during the anticipation of a task stimulus.  Manipulations of the 
content of the expected stimulus specifically indicate that the SPN reflects anticipation of 
motivationally-relevant stimuli, such as feedback, rewards, and penalties.  For instance, 
Damen and Brunia (1994) evaluated the SPN when the anticipated stimulus consisted of 
task instructions, probe stimuli, or performance feedback.  In this study, the only clear 
SPN occurred in the prefeedback condition.  Additional support for the motivational 
anticipation hypothesis derives from studies that have documented the SPN prior to 
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emotion-inducing slides (Klorman & Ryan, 1980, Simons, Ohman, & Lang, 1979), 
electric shocks (Böcker, Baas, Kenemans, & Verbaten, 2001), and monetary rewards 
(Kotani, Hiraku, Suda, & Aihara, 2001). 
In the present study, Knowlton and colleagues’ (1994) weather task was modified 
so that the SPN could be measured while participants anticipated feedback.  The 
motivational property of feedback was strengthened with monetary incentives.  
Manipulating the levels of monetary incentive across conditions was expected to reveal 
abnormalities of reward processing in Parkinson’s disease patients.  In healthy control 
subjects, the prefeedback SPN was expected to be greater when large monetary rewards 
and punishments were expected relative to conditions with smaller incentives.  A group-
by-incentive interaction would support the hypothesis that reward processing is impaired 
in PD.  Further, abnormal SPN profiles in PD patients would suggest that this ERP 
component is sensitive to brain dopamine levels.  Spontaneous facial EMG correlates of 
emotion were recorded to further evaluate emotional/motivational processing and to 
verify the differential hedonic impact of positive and negative monetary feedback.  
Overall, we expected these covert measures to show that PD patients are relatively 
insensitive to manipulations of monetary incentive. 
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Method 
Participants 
Twenty patients with clinically diagnosed idiopathic Parkinson’s disease (13 
male, 7 female) were assessed.  Patients withdrew from all antiparkinsonian medications 
during the night preceding the experimental session (an approximately 15 hour 
withdrawal period).  The mean age of the patients was 69.0 years (SD = 8.91, range 51-
84).  Mean duration of the illness was 5.0 years (SD = 5.47, range 1-23).  Patients were 
mildly impaired, as indicated by the Hoehn and Yahr and the Unified Parkinson’s 
Disease Rating Scales (Hoehn & Yahr, 1967; UPDRS; Fahn & Elton, 1987).  See Table 1 
for details.  
The control group included 32 healthy individuals (24 male, 8 female).  The mean 
age of the healthy controls was 69.2 years (SD = 5.87, range 50-80).  A larger sample of 
control subjects was recruited because subsets of the control group were to be selected to 
match the PD group with respect to age, years of education, Geriatric Depression Scale 
score (GDS; Sheikh & Yesavage, 1986), Snaith-Hamilton Pleasure Scale score (SHAPS; 
Snaith, et al., 1995), the Total Memory Composite Score of the Weschler Memory Scale 
– Third Edition Abbreviated (WMS-III Abbreviated; 1997), and task performance.  
However, as shown in Table 1, patients and controls did not significantly differ on any of 
the psychometric or demographic measures.   
All participants were nondemented, had no other neurological disorder, and were 
not taking antidepressant, anxiolytic, or antipsychotic medication.  Participants gave their 
written, informed consent prior to the session and were paid $40.00 plus any net winnings 
earned during the probabilistic classification tasks.   
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Apparatus and Stimuli 
Probabilistic classification task.   Two modified versions of the weather prediction 
task (Knowlton et al., 1994) were employed, which we refer to as the “weather task” and 
“stock market task.”  All stimuli were displayed on a 23 X 32 cm color monitor at a 
distance of 50 cm.  On every trial, a display of one, two, or three cards from a set of four 
possible cards was presented in a horizontal array at the center of the screen.  On each 
card was a unique geometric design (i.e. four different arrangements of polygons or 
circles for the weather task and a different set of designs for the stock market task).  
Participants indicated their response with a left-hand finger positioned above a response 
button on the left side of an inverted keyboard or with their right-hand finger positioned 
on the opposite side. In the weather task, left- and right-hand response buttons were 
pressed to predict the outcomes “sunny” and “cloudy,” respectively.  In the stock market 
task, the same responses predicted the outcomes “up” and “down.”  The cards were 
independently and probabilistically related to each outcome, such that the overall 
probability of the cards was 75%, 57%, 43%, and 25% for one outcome (e.g. sunny).  
Complementary probabilities associated the cards with the other outcome (cloudy).  For 
displays with more than one card, outcomes were determined by the average probability. 
We used the same probability structure as Witt, Nuhsman, and Deuschl (2002). 
Recording apparatus.  Participants were seated in a dark, sound attenuated room.  
Their head was positioned on a chin rest in front of the computer monitor to minimize 
head and jaw movements.  All electrophysiological recordings were obtained with 9mm 
tin electrodes.   Monopolar EEG recordings were obtained at F3, F4, C3, C4, FPz, Fz, Pz, 
and Oz, with digitally-linked mastoids used as the reference (bandpass, 0.01 to 30 Hz).  
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FPz was affixed with an adhesive collar and all other scalp sites were recorded with an 
electrode cap (Electro-Cap International, Inc).  Bipolar vertical and horizontal 
electrooculograms (EOG) were obtained using the same bandpass.   
Spontaneous facial EMG was recorded bipolarly over the zygomaticus major and 
corrugator supercilii muscles (bandpass, 0.3 to 300 Hz).  Electrode impedences were 
below 10kΩ.  Digitization of all electrophysiological signals was carried out continuously 
at 250 Hz. EMG was full-wave rectified prior to signal averaging. 
The recording epochs that were later used for signal averaging can be considered both 
response- and stimulus-locked, as stimulus presentation was linked to the participant’s 
keypress. The delay between the participant’s response until feedback stimulus onset was 
constant at 2,000ms.  The epoch computed was 8,000ms in length, which included 
2,000ms preceding and 6,000ms after onset of the keypress response.  Prior to signal 
averaging, eye movement artifacts were removed using the method of Gratton, Coles, and 
Donchin (1983).  Small feedback displays were used during the learning task to minimize 
preparation for eye movements during the SPN interval.  EEG, EOG, and EMG were 
baseline corrected with respect to the mean amplitude during the interval 1,500ms to 
1,000 prior to the keypress.  Epochs were rejected if EEG at any channel exceeded +/-70 
µV.  Additional trials were rejected if facial EMG exceeded 150 µV.  These criteria 
resulted in at least 80% retention of all experimental trials for signal averaging. 
Procedure 
At 9:00am the experimental session began with the administration of the Hoehn 
and Yahr and UPDRS assessments.  Subsequently participants were given a practice 
block to familiarize them with the timing of the habit learning tasks.  The practice trials 
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were similar to task trials with the exceptions that the four predictor cards were 
distinguished simply by colors, and the relationship between the cards and the outcomes 
was random.  As with experimental trials, each practice trial began with the presentation 
of the predictor cards.  Participants were then instructed to make a one-finger keypress 
with the response button that corresponded to their prediction of the weather or stock 
market outcome.  They were told that “speed is not important, but [to] try not to take 
more than a few seconds on each trial.”  
After a response, the cards disappeared and a fixation cross appeared at the center 
of the screen for 2 seconds.  After this delay (the “prefeedback interval”), the feedback 
display appeared.  If the response for the trial was correct, then the feedback display 
consisted of a green rectangle with the amount of money won indicated in text (e.g. “+ 
$0.75”).  If the response was incorrect then the rectangle was red in color with the 
amount of money that was lost shown.  The feedback display remained on the screen, and 
then after 1.5 seconds a redisplay of the predictor cards for that trial were partially 
overlaid over the feedback.  This feedback + redisplay screen remained on for 2.5 
seconds, and then the monitor darkened for the intertrial interval of 2 seconds.  
 Following the practice block, the weather task and the stock market task were 
administered. The trial structure of each task was the same as in the practice block.  One 
of the two tasks was designated as the low incentive condition, in which participants won 
or lost $0.05 per trial for correct or incorrect answers, respectively (range of possible net 
winnings/losings: -$4.90 to +$4.90).  The other task was designated as the high incentive 
condition (+/- $0.75 per trial, range $-73.50 to +$73.50).  The order of task type (weather 
or stock market) and incentive condition was balanced within each subject group.  For 
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example, the stock market task was first and was the low incentive condition for one 
fourth of the participants.  In the second half of their morning session, these subjects 
performed the weather task during which $0.75 was won or lost on each trial. 
 Each task consisted of 98 trials.  During a 25-second break between the first and 
second half of each task and then at the end of the tasks, the amount of net winnings or 
losings appeared on the screen.  After completing the second task, patients resumed their 
medication and began psychometric assessment.  The MMSE, WMS-III Abbreviated, 
GDS and SHAPS were administered at this time.   
Data analysis 
Behavior.  As in previous probabilistic classification experiments, “percent 
correct” was the primary dependent measure of performance.  A correct response was 
defined as a prediction that corresponded to the most probable outcome for that trial.  For 
example, in weather task, if a single card was presented and this card was associated with 
the answer sunny 75% of the time, then the correct response would have been sunny, 
regardless of the actual outcome for that particular trial.  The mean number of correct 
responses was computed for the 7 blocks of 14 trials in each task.  The factors Group (PD 
or control), Incentive (low or high), Task Order (whether the high incentive condition 
was performed first or second), and Trial Block were included in a 2x2x2x7 mixed 
ANOVA. 
Electrophysiology.  The amplitude of the stimulus preceding negativity (SPN) 
was defined as mean voltage within the 200ms interval immediately preceding feedback. 
Two ERPs related to response preparation and execution were analyzed, the “movement-
related potential” (MRP) and its subcomponent, the lateralized readiness potential (LRP), 
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were computed to assess whether the SPN was contaminated by motor artifacts.  MRP 
amplitude was defined as the mean voltage within the interval -100ms to -1100ms prior 
to the keypress.  The LRP, an index of hand-specific motor cortex activity, was computed 
using the double-subtraction method described in De Jong, Wierda, Mulder, and Mulder 
(1988).  The mean amplitude of the LRP was computed during two intervals, the 300ms 
prior to keypress and the 200ms interval immediately preceding feedback (the SPN 
interval).  The former was intended to assess group differences in motor activity, the 
latter, to evaluate contamination of the SPN by volume conducted movement potentials.  
Zygomaticus and corrugator EMG amplitudes were computed as the mean voltage within 
the interval 900ms to 3900ms following feedback onset.   
All amplitude measures were subjected to a mixed ANOVA that included the 
variables Group (PD or control), Incentive (high or low), Valence (monetary gains or 
losses), Task Order (whether high incentive task was performed first or second), 
Lateralization (left or right hemisphere), and Anteriority (frontal or central).  An 
additional ANOVA was computed to clarify scalp distribution in some cases, which 
included the variables Group, Incentive, Valence, and Sagittal Location (midline 
electrodes Fpz, Fz, Cz, and Pz; Oz was excluded because of high noise levels).  Both 
ANOVAs were repeated for a subset of the participants that were matched for task 
performance.  Twenty of the thirty-two control participants were selected to match the 
patient group for overall performance, thereby equating the number of reward and 
punishment trials across groups. 
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Results 
Behavior 
Figure 1 presents overall performance for PD patients and controls collapsed 
across the two tasks.  The main effect of group was significant (F[1, 48] = 9.90, p = 
0.05).  PD patients performed worse than controls across the seven trial blocks (Figure 1).  
Group x incentive effects were not obtained, which indicated that the level of 
performance for control and patients did not differ between high and low incentive 
conditions.  An interaction of incentive and task order, which reflects differences between 
the first task and the second, was highly significant (F[1, 48] = 12.31, p < 0.01).  This 
indicates that practice resulted in improved performance during the second task.  A 
significant main effect of block (F[6, 288] = 5.83, p < 0.01) was also obtained.  AS 
shown in Figure 1, performance improved sharply between the first two blocks and then 
improved gradually over the last five blocks.  Group differences varied as a function of 
task order (F[1, 48) = 3.97, p = 0.05).  Simple effect analyses of this interaction indicated 
that patients’ performance was better when the low incentive task was performed first 
and the high incentive second than vice versa (F[1, 18] = 5.23, p < 0.05), but that there 
were no differences as a function of order in controls.   
Electrophysiology 
Stimulus-preceding negativity.  The predicted interaction of group and incentive 
was significant (F[1,48] = 7.22, p = 0.01).  Simple analyses of this interaction indicated 
that the SPN was significantly smaller for PD patients prior to high incentives than low 
incentives (F[1,18] = 7.81, p = 0.01), whereas no significant difference between 
conditions was observed for controls.  These findings are shown in Figure 3.  Main 
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effects were also obtained for the electrode position (F3, F4, C3, C4) variables 
lateralization (F[1, 48] = 29.56, p < 0.01) and anteriority (F[1, 48] = 4.22, p < 0.05).  
Specifically, the SPN had a right hemisphere preponderance and a frontal maximum.  A 
separate ANOVA that included the midline electrode variables Fpz, Fz, Cz, and Pz, 
yielded a highly significant effect of electrode position (F[1, 48] = 16.00, p < 0.01) with a 
maximum for the SPN at Fpz.  An incentive-by-task order interaction indicated SPN 
amplitude differences between the first and second task (F[1, 48] = 5.91, p = 0.02), such 
that greater negativity was observed for the second task.  For the analyses in which 
control and patient groups were matched for performance (N = 20 per group), all 
previous main effects and interactions were confirmed, and an additional main effect for 
valence was found (F[1, 36] = 4.27, p = 0.02).  For both groups, SPN was significantly 
larger prior to rewards than punishments (see Figure 2).   
Movement-related potentials.  The pre-response MRP (i.e. the 
Bereitschaftspotential), measured across the pre-keypress interval of -100ms to -1100ms, 
was subjected to the same ANOVA as the SPN.  A main effect of electrode position (F[1, 
48] = 8.19, p < 0.01) indicated that the MRP was more negative at central scalp sites 
overlying motor cortex than at frontal sites.  An additional ANOVA that included the 
midline sites as levels of the electrode position factor also revealed a significant effect of 
electrode site (F[3, 144] = 21.17, p < 0.01).  Among these sites negativity was greatest at 
Cz.  A main effect of task order also was significant (F[1, 48] = 6.16, p = 0.016).  
Subjects exposed to the high incentive condition first and the low incentive second 
exhibited a larger pre-response MRP than subjects performing the tasks in the opposite 
order.  Although a main effect for lateralization was not significant, mean amplitudes 
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reveal slightly more negativity over left hemisphere than the right, opposite to the pattern 
observed for the SPN. 
For the lateralized readiness potential (LRP), no significant group differences 
were found for the preresponse or prefeedback intervals.  The LRP waveform, presented 
in Figure 5, revealed motor activation immediately prior to, during, and after the 
keypress.  By the SPN measurement interval (200ms before feedback), motor activity had 
substantially declined toward the baseline for both groups. 
Zygomaticus and Corrugator EMG.  Electromyographic data were available for 
only 10 patients and 18 controls due to experimenter error.  Zygomaticus activity was 
expected to be larger for win trials than lose trials and the opposite pattern was predicted 
for the corrugator.  Further, controls were predicted to exhibit greater activity in both 
muscles for higher incentives compared to low incentives.  No effects of group or 
incentive emerged, but a significant effect of valence was obtained (zygomaticus, F[1, 
26] = 10.81, p < 0.01; corrugator, F[1, 26] = 5.72, p = 0.02).  For both muscle recordings 
greater activity occurred after monetary losses than gains.  Signal averaged EMG 
waveforms for rewards and penalties were essentially superimposed until 800ms after 
feedback.  At that point, larger amplitudes were seen for penalties than rewards.  Thus, 
the EMG measures were sensitive to the motivational valence, but zygomaticus activity 
responded in the opposite direction than was predicted, perhaps due to smirks and 
grimaces following negative feedback.  
Positive Slow Wave.  The post-feedback/pre-redisplay interval (2800ms to 
3500ms) contained an ERP identified as the positive slow wave (PSW).  Main effects for 
group (F[1, 48] = 4.40, p < 0.05), valence (F[1, 48] = 13.17, p < 0.01), lateralization (F[1, 
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48] = 53.07, p < 0.01), and sagittal location (F[1, 48] = 5.66, p < 0.01) were obtained.  It 
is unclear whether group differences should be described as a positive-going shift for one 
group or negative-going shift for the other.  Stated simply, the PSW was more positive 
for patients than controls, more positive during lose trials than win trials, more positive 
over the left hemiphere, and showed the least positivity at Fpz.   
It is quite possible that the PSW was superimposed upon a pre-redisplay SPN.  
Congruent with the results for the prefeedback SPN, a significant main effect of valence 
indicated that the PSW for reward trials was more negative (less positive) for reward 
trials than for penalty trials.  Additionally, the highly significant effect lateralization and 
sagittal location indicated that the PSW had a right, prefrontal preponderance like the 
SPN.  Alternatively, the emotional response to rewards and penalties might have directly 
affected the PSW (see Cacioppo, Crites, Berntson, & Coles, 1993; Schupp et al., 2000).  
Conclusions regarding the functional significance of PSW effects in this experiment can 
only be speculative because multiple cognitive and affective processes are likely to have 
been engaged during this time interval.   
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Discussion 
We recorded electrophysiological activity associated with the anticipation and 
receipt of feedback, rewards, and punishments to examine whether Parkinson’s disease 
patients show reduced responsiveness to the motivational components of habit learning.  
Our findings provide evidence that aspects of normal motivational processing are 
compromised in PD.  Specifically, comparison of  SPN amplitude across patients and 
controls suggested that anticipation of motivationally relevant stimuli is abnormal in PD.      
Behavior 
The behavioral results confirm the common finding that PD patients show deficits 
in non-motor habit learning and, to our knowledge, this study was the first to demonstrate 
this deficit when PD patients are off their dopamine replacement medication.  
Performance improved from the first task to the second for both groups, but patients still 
performed worse than controls across all trial blocks.  However, groups did not differ 
significantly between incentive conditions.  That is, manipulating the amount of 
monetary gains and losses did not appear to affect learning in either group, perhaps due to 
the relatively small amount of money involved or because the level of intrinsic 
motivation was high.  Although we did not obtain overt evidence for incentive effects, 
covert measures (specifically, the SPN, PSW, and spontaneous facial EMG, did confirm 
the effectiveness of our rewards and punishments.  
Movement-related potentials.   
Before interpreting results regarding the SPN, it is important to consider the 
possible consequences of contamination by movement-related artifact.  The presence of 
movement-related artifacts was assessed using the lateralized readiness potential, which 
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is an established index motor activity (e.g. Miller and Hackley, 1993).  As shown in 
Figure 4, the minimal motor activation and the direction of (nonsignficant) group 
differences during the 200ms prior to feedback argue that volume-conducted motor 
potentials did not contribute to the SPN effect.  Another relevant finding was that the 
MRP was slightly, albeit insignificantly, larger over the left hemisphere.  By contrast, for 
the SPN, a significant effect of laterality confirmed the typical pattern of a preponderance 
over the opposite, right hemisphere.  The lack of any significant MRP or LRP differences 
between PD patients and controls for this simple unspeeded movement indicates that 
group differences in the SPN are non-motoric. 
The SPN and motivation.   
Under the prevalent view that the SPN reflects anticipation of motivationally or 
emotionally salient stimuli, our main hypothesis was that the SPN would be sensitive to 
manipulations of monetary incentive in control subjects but not in patients.  Specifically, 
an enhanced SPN prior to high incentives compared to the low incentives was expected 
for the control but not the patient group.  Indeed, the group-by-incentive interaction was 
significant; group differences in SPN amplitude were only detected in the high incentive 
condition.  However, simple effect analyses of this interaction revealed an unexpected 
pattern.  Despite greater rewards and penalties, only a slight, insignificant increase in 
amplitude was found between low and high incentive levels for the control group.  For 
patients, a significant decrease in SPN amplitude was observed in the high incentive 
condition.  Thus, the interaction between group and incentive does not reflect an 
enhanced SPN for controls prior to high incentives, but rather a diminished SPN for 
patients in this condition. 
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A plausible interpretation of this interaction is that it reflects differential 
processing of feedback versus money.  Specifically, PD patients may be exhibiting intact 
intrinsic motivation (processing of cognitive feedback) but impaired extrinsic motivation 
(processing monetary reinforcement).  Decreased DA transmission in PD may disrupt 
processing of only certain types of motivational input, which is a conclusion consistent 
with animal studies that show that, during reward expectation, unit activity of dopamine-
recipient cortical regions varies for different types of rewards and depends on reward 
preferences (Tremblay & Schultz, 1999).  Another important consideration is whether a 
stronger manipulation of reward/punishment magnitude would yield a clearer pattern of 
incentive effects.  Not only were net monetary gains relatively small (mean net winnings 
= +$17.25), but subjects also knew that losses would not be subtracted from their base 
payment for participation ($40.00).  In a series of neuroimaging studies, Knutson and 
colleagues (2001, 2003) strengthened their manipulation of monetary incentive (from +/- 
$1.00 to +/- $5.00 per trial) and observed differential processing of rewards and 
punishment in the medial prefrontal cortex that were not obtained with the weaker 
manipulation.    
 Other results suggest that the SPN is modulated by the valence of anticipated 
feedback (i.e. positive or negative/reward or penalty).  For the analysis in which subjects 
were matched according their learning performance (i.e. when the number of reward and 
punishment trials was balanced across groups), a significant effect of valence emerged.  
SPN amplitude was larger for reward trials than penalty trials.  This finding suggests that 
the SPN more strongly reflects anticipation of motivational stimuli that are positive rather 
than negative.  This pattern resembles findings from recent study (Masaki, Takeuchi, 
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Gehring, Takasawa, & Yamazaki, 2004) in which a larger SPN was recorded when 
subjects were anticipating monetary gains compared to losses.  These findings are 
congruent with a human fMRI study that demonstrated increased activation of the mesial 
prefrontal cortex (a region densely innervated by DA afferents) for monetarily rewarding 
rather than non-rewarding monetary outcomes (Knutson et al, 2003).  Valence effects in 
the present study were the same for patients and controls, thus depleted dopamine may 
not alter the differential hedonic effects of positive or negative stimuli.    
The SPN, learning, and dopamine   
Consistent with the assumed sensitivity of the SPN to motivationally-relevant 
stimuli, we found highly significant effects of practice on both habit learning and SPN 
amplitude.  Specifically, improvements in performance from the first task to the second 
were associated with a highly significant increase in the SPN.  This finding may bare an 
important relationship to the extensive neurophysiological research showing that 
mesencephalic dopamine is critical for reward-related learning.  Numerous studies show 
that reward-related neurons within midbrain dopamine neurons and their targets adjust 
their rate of firing as rewards become more predictable (e.g. Schultz, 1998).  In the 
present study, rewards inevitably became more predictable as subjects learned the 
stimulus-outcome relationships.  Improved performance necessarily entails receiving 
more rewards, so the increased SPN in the second task was associated with increased 
certainty of reward delivery.  Practice effects on learning and the SPN were obtained for 
PD patients as well as for controls, which suggest that certain aspects of reward 
prediction may be spared in PD. 
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 Different SPN profiles between patients and controls in response to high 
monetary incentives provide some support for the hypothesis that the SPN is sensitive to 
brain dopamine levels.  This finding, in conjunction with the modulation of the SPN by 
task attributes such as incentive magnitude, motivational valence, and practice, suggest 
that the SPN is associated with the activity of the brain’s reward processing substrates.  
The contribution of midbrain and striatum activity to scalp potentials is likely to be 
modest, but there are neocortical structures within the reward system.  A significant 
effect of electrode position in the present study revealed a frontal pole maximum for the 
SPN (shown in Figure 3), which may reflect the reward-related activity of frontal regions.  
Oghami, Kotani, Ishii, and Aihra (2002), who showed that the SPN was largest over right 
frontal regions prior to reward, also emphasized the contribution of prefrontal cortex of 
motivation.  Anterior generators of the SPN have not been fully explored, as most 
previous studies have not included prefrontal electrode sites.  Other studies have reported 
central and parietal maxima (e.g. Damen & Brunia, 1994; Kotani et al., 2003).  A 
spatiotemporal dipole modeling study suggested that the right insular cortex is the 
primary SPN generator (Brunia, De Jong, Van den Berg-Lensen, & Paans, 2000; Bocker, 
Brunia, & Van den Berg-Lenssen, 1994), which is consistent with hemodynamic imaging 
data that revealed right insular cortex activations during monetary reward outcomes 
(Knutson et al, 2003).  
Conclusions   
The current study indicated that motivationally-relevant variables such as 
incentive magnitude and valence modulate the SPN.  Manipulations of incentive 
magnitude revealed an abnormal SPN in PD patients, which provides support for the 
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hypothesis that motivational processing is disrupted in PD.  The SPN was similar for 
patients and controls when motivation was presumably intrinsic in nature, whereas the 
waveform was nearly absent in patients prior to substantial monetary incentives.  
Impaired affective anticipation in PD is consistent with the established view that 
midbrain dopaminergic neurons and their projection zones are engaged during reward 
expectation.   
The exact relationship between motivational processing and habit learning 
impairment in PD remains unclear.  Based on our interpretation of the SPN results, 
anticipation of performance feedback was largely intact in PD, which might seem to be 
incongruent with a recent study showing that PD patients are impaired on a similar 
feedback-based version of a probabilistic classification task relative to a non-feedback 
version (Shohamy et al., 2004b).  However, performance feedback in that study was 
confounded with monetary rewards, which might have been critical to the abnormal 
performance by the PD patients.  Furthermore, that experiment and all other previous 
habit learning studies tested PD patients who were not withdrawn from dopamine 
replacement medications, which would logically obscure the specific cognitive and 
affective consequences of compromised dopamine pathways.  Studies employing 
repeated measures tests of patients on and off medication would help clarify learning- 
and motivation-related deficits in PD. 
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Table 1 
Demographic, Clinical, and Psychometric Data for Parkinson’s Disease Patients and 
Controls 
 
 
 
                                      Control (n = 32)          Parkinson’s disease (n = 20)  
Age                                   69.19 (5.87)                    69.00 (8.91) 
Education                         16.44 (2.55)                   15.70 (2.41) 
MMSE                              29.44 (0.80)                   29.30 (1.03) 
GDS                                    1.28 (1.88)                     1.90 (1.65) 
SHAPS                               0.40 (0.98)                      0.65 (0.99) 
WMS-III Abbreviated    109.531 (15.82)              102.30 (15.28) 
Parkinson’s disease                  –                             4.97 (5.47) 
      duration (years) 
Hoehn-Yahr                              –                            1.70 (0.66) 
UPDRS                                     –                           28.60 (11.43) 
________________________________________________________________________ 
 
Note.  Means did not differ at p < .05 in any of the categories.  Standard deviations are in 
parentheses.  Abbreviations: MMSE (Mini-Mental State Examination), GDS (Geriatric 
Depression Scale), WMS (Weschler Memory Scale), UPDRS (Unified Parkinson’s 
Disease Rating Scale). 
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Figure Captions 
Figure 1.  Habit learning performance for Parkinson’s disease patients and control 
participants, collapsed across both incentive conditions as a function of blocks of 14 
trials. 
 
Figure 2.  Grand average event-related potentials for control participants during reward 
and penalty trials.  Prior to the keypress (KP), the movement-related potential (MRP) 
reflects response preparation.  The stimulus-preceding negativity (SPN) then develops 
prior to performance feedback (FB).  In the interval between feedback and the redisplay 
(RD) of the stimulus cards the positive slow wave (PSW) is recorded.  The redisplay is 
then followed by a visual evoked potential (VEP). 
 
Figure 3.  Grand average event-related potentials illustrating the interaction of group and 
incentive.  The movement preceding negativity (MRP) and stimulus preceding negativity 
(SPN) over prefrontal and central midline sites are plotted for Parkinson’s disease 
patients and control participants in the low (+/- $0.05) and high incentive (+/- $0.75) 
conditions. 
 
Figure 4.  Grand average lateralized readiness potential (LRP) for control participants and 
Parkinson’s disease patients.  Voltages above or below baseline reflect hand-specific, 
movement-related activity, which was observed prior to, during, and immediately after 
the keypress.  The LRP had diminished by the prefeedback interval in which the SPN was 
recorded (1800-2000ms). 
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Expanded Literature Review 
The present study examined a motivational hypothesis concerning a learning 
deficit in individuals with Parkinson’s disease (PD).  Knowlton, Mangels, and Squire 
(1996) reported that PD patients are impaired on a nondeclarative habit learning task but 
are intact on tasks of declarative memory.  Amnesics, on the other hand, showed the 
opposite pattern of learning abilities.  The conventional interpretation of this finding is 
that habit learning depends on the integrity of the dorsal striatum, a brain region that 
receives reduced dopaminergic (DA) neurotransmission from midbrain neurons when 
these cells degenerate in PD (Brown, Schneider, & Lidsky, 1997; Witt, Nuhsman & 
Deuschl, 2002).  This interpretation does not consider the possible influence of other 
brain regions that are commonly affected in PD, namely the ventral striatum, which also 
receives reduced DA transmission.  As such, the mechanisms underlying the habit 
learning deficit are unclear.  However, the dopaminergic pathways that are dysfunctional 
in PD are also critically involved in reward processing (review in Robbins & Everitt, 
1996); therefore, impaired motivational processes may help explain poor habit learning 
performance.  To examine this possibility, we had PD patients and controls perform a 
modified version of Knowlton et al.’s habit learning task in conditions of low and high 
monetary incentive.  Electroencephalograms were simultaneously recorded to assess a 
putative measure of reward anticipation – an event related potential called the stimulus-
preceding negativity (SPN) (reviewed in Van Boxtel, 1994).  With increased reward and 
punishment levels, we expected greater increases in performance due to learning and 
larger SPN amplitude in the control group relative to PD patients.  Further, learning and 
SPN profiles were expected be correlate with scores on physical and social anhedonia 
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scales (Chapman & Chapman, 1976) and with spontaneous facial electromyograms, 
which are measures that index either positive or negative affect (Fridlund & Cacioppo, 
1986).  These methods were expected to provide a range of converging operations to 
assess the relationship between motivational processing and learning abilities in PD.     
Pathophysiology of Parkinson’s disease 
Parkinson’s disease is a progressive neurologic disorder that primarily affects the 
DA-producing cells in the midbrain.  Substantial degeneration occurs in the cell bodies of 
the substantia nigra (about 70%), ventral tegmental area (40% to 100%), and, to a much 
lesser extent, in the locus coeruleus (Bogerts, Hantsch, & Herzer, 1983; German et al., 
1988).  These midbrain nuclei are the origins of the brain’s major DA pathways, the 
mesostriatal and mesolimbic tracts.  The mesostriatal tract refers to substantia nigra and 
its projections to the dorsal striatum (caudate nucleus and putamen).  This pathway 
regulates movement via its projections to the motor cortex; dysfunction here is largely 
responsible for the cardinal motor symptoms of PD: bradykinesia (slowness of 
movement), tremor, rigidity, and postural instability (Hauser & Zesiewicz, 2000).   
The other major DA pathway, the mesolimbic tract, originates in the ventral 
tegmental area (VTA) and projects chiefly to the ventral striatum (also referred to as the 
nucleus accumbens); efferents also innervate the amygdala, septum, hippocampus, and 
neocortical regions.  The mesolimbic pathway’s role in motivation has been thoroughly 
documented, but the behavioral consequences of VTA degeneration in PD have been 
virtually ignored in the neuropsychological literature.  The proposed study will consider 
the possibility that mesolimbic dysfunction disrupts normal reward processing in PD, 
which may interfere with normal habit learning.     
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Learning in Parkinson’s disease  
As noted earlier, the projection zones of the midbrain DA nuclei are extensive, 
but despite the diversity of regions receiving DA afferents, neuropsychological 
investigations routinely attribute cognitive deficits of PD patients solely to dorsal 
striatum dysfunction (e.g. Brown, Schneider, & Lidsky, 1997).  That is, the brain of a PD 
patient is often construed as a dorsal striatum lesion modelconsidered to be a state of 
dopamine depletion exclusively in the dorsal striatum.  On the basis of this region’s role 
in movement, investigations of PD and learning have mainly focused on motor skill 
learning.  Most notably, PD patients have shown impairment on tasks that require the 
implicit acquisition of motor sequences, such as the pursuit rotor and serial reaction time 
tasks (Ferraro, Balota, & Connor, 1993; Heindel, Salmon, Shults et al. 1989).  Amnesics, 
on the other hand, perform normally on nondeclarative motoric tasks such as these 
(Eslinger, 1986; Nissen & Bullemer, 1987). This dissociation suggests that motor skill 
learning may indeed be dependent on the structures that degenerate in PD.   
Whereas dorsal striatum dysfunction may best explain motor-related learning 
deficits, the attribution of non-motor deficits to inoperative mesostriatal structures is less 
clear questionable.  Nevertheless, Knowlton et al. (1996) demonstrated non-motor, habit 
learning difficulties in PD patients and attributed this finding to dorsal striatal 
impairment.  This interpretation is consistent with habit learning studies with laboratory 
animals (Malamut, Saunders, Mishkin, 1984; McDonald & White, 1993; Packard, Hirsh, 
& White, 1989; Packard & McGaugh, 1992) and probably also extends from the 
conventional notion that PD is a disease that mainly affects the mesostriatal tract.  A 
primary goal of the current study was to elucidate the mechanism of this habit learning 
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deficit, which may involve deficient reward processing functions of the mesostriatal and 
mesolimbic pathways.  Brief reviews of the habit learning and reward processing 
literature are provided below.  
Habit learning  
Through dissociating the behavioral effects of PD and amnesia, Knowlton and 
colleagues (1996) contributed important human data to a classic debate in cognitive 
science that concerns whether learning is mediated by one unitary system or multiple 
systems.  Dissociation methodologies in studies with experimental animals and humans 
have provided support for the perspective that the mammalian brain contains multiple 
learning systems that differ in their neural substrates and the type of learning they 
mediate (reviewed in Schacter & Tulving, 1994).  This view is partly based on single 
dissociations in which damage to the hippocampus and related structures (e.g. fornix, 
fimbria, entorhinal cortex) disrupt the acquisition of some learning tasks but not others.  
For instance, primates with lesions to the hippocampus fail at tasks that require object 
discriminations but are intact on skill learning tasks (Zola-Morgan & Squire, 1984).  
Similarly, individuals with severe amnesia perform poorly tasks of recognition and recall, 
but normally on tasks of repetition priming (Gabrieli, Milberg, Keane, & Corkin, 1990) 
and perceptual-motor skills (Eslinger, 1986; Nissen & Bullemer, 1987).  Many similar 
examples abound in the literature to support the multiple systems view; however, these 
single dissociations do not rule out an alternative interpretation that there is one unitary 
learning system and that tasks such as object discrimination are just more sensitive at 
tapping those abilities that hippocampal damage impairs.   
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On the other hand, double dissociation studies (in which a group with lesion X is 
impaired on task A but not B; and group with lesion Y is impaired on task B and not A) 
provide stronger evidence in favor of multiple learning systems.  An example relevant to 
the proposed study was the demonstration that rats with hippocampal lesions show 
patterns of learning opposite of rats with dorsal striatum lesions on two types of radial 
maze tasks (Packard et al., 1989).  Rats with hippocampal damage were able to normally 
acquire an approach response to a food reward when a single stimulus was consistently 
paired with one correct response.  This task exemplifies a standard habit learning 
paradigm – the gradual acquisition of a stimulus-response association through repeated 
reinforcement.  The same hippocampal animals then failed to learn the spatial locations 
of baited maze arms that they had previously visited.  Rats with dorsal striatum lesions 
showed the opposite pattern of results – intact spatial learning and impaired habit 
learning.  The latter finding was consistent with a single dissociation in which caudate-
lesioned monkeys failed to learn a concurrent discrimination task (another habit learning 
paradigm) while hippocampal monkeys performed normally (Malamut, Saunders, 
Mishkin, 1984).  Mishkin, Malamut, and Bachlevier (1984) proposed that such 
dissociations suggest that the brain has an anatomically and functionally distinct learning 
system for the gradual acquisition of habits.  Moreover, they proposed that this habit 
learning system depends on the dorsal striatum and is independent of the hippocampal 
system involved in the formation of memories.   
This habit/memory dichotomy is one of many classification schemes (e.g. 
locale/taxon, declarative/procedural, declarative/nondeclarative, explicit/implicit) that 
have been proposed to capture the essential difference between the types of learning that 
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are disrupted and spared following hippocampal damage (Eichenbaum, Fagan, & Cohen, 
1986; O’Keefe & Nadel, 1978; Packard et al., 1989; Zola-Morgan & Squire, 1984).  The 
various taxonomies for the multiple learning systems have numerous differences, yet 
virtually every proposal posits a dichotomy with the following distinctions.  One system 
is viewed as being hippocampus-dependent, flexible (a stimulus can lead to a variety of 
responses), and available to conscious knowledge (in humans); whereas the other system 
(e.g. the habit learning system) is viewed as hippocampus-independent, inflexible, and 
unconscious (McPhail, 1993).  Moreover, regarding the habit/memory dichotomy, 
Malamut et al. (1984) points out that an important difference between habit learning and 
memory tasks are the number of trials involved.  Specifically, habit acquisition involves 
incremental learning that occurs over many repeatedly reinforced trials, whereas a more 
cognitive system mediates association formation that requires only one or a few trials.   
Evaluating whether this habit/memory dichotomy generalizes to human learning 
was the purpose of a series of studies conducted by Knowlton and colleagues (1994, 
1996).  First, Knowlton, Squire, and Gluck (1994) developed a non-motor probabilistic 
classification task that presumably measured habit learning (refer to Methods section of 
thesis for specific details about the task).  The characteristics of this task corresponded to 
the features of habit learning mentioned above.  That is, learning presumably occurs 
implicitly because the probabilistic structure of the task is difficult to memorize in a 
declarative manner.  Secondly, the probabilistic structure dictates that learning can only 
occur after many trials; just a few trials provide insufficient information.  To reveal 
whether the task met the criteria of hippocampus-independence, Knowlton et al. (1994) 
assessed the performance of amnesics with medial temporal lobe damage.  Amnesics 
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learned the classification task normally, but they could not demonstrate declarative 
knowledge about the procedure.  Thus, this single dissociation suggested that the 
habit/memory systems perspective may be relevant to studies of human learning. 
Again, double dissociations provide stronger evidence of multiple learning 
systems.  As such, Knowlton et al. (1996) compared the performance of amnesics with 
that of PD patients, as they have lesions that are roughly homologous to the dorsal 
striatum-lesioned animals.  The results from their previous study with amnesics were 
replicated, but more important, PD patients were impaired on the habit learning task but 
intact on the test of declarative memory.  As previously mentioned, the investigators 
concluded that habit learning appears to depend on the dorsal striatum in humans, which 
is a conclusion that overlooks the possible contribution of other brain regions that are 
affected in PD.  The proposed study was intended to go further to examine a possible 
mechanism for this learning deficit. 
Although this mechanism is unknown, the non-motor nature of the classification 
task rules out motor-related explanations.  This fact creates problems for the assumption 
that animal and human habit learning tasks are analogous, because animal paradigms 
involved the repeated reinforcement of a specific motor response (e.g. Packard et al., 
1989).  However, in this case, a non-motoric explanation of impaired PD performance is 
required.  Given the central role of motivationally-relevant feedback in habit learning 
paradigms, a possible interpretation is that PD patients do not process reinforcement 
normally.  A deficient reinforcement processing mechanism seems plausible in the case 
of PD patients because the dopaminergic mesostriatal and mesolimbic tracts that are 
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dysfunctional in their brains are also implicated in reward processing.  The relevant 
reward processing literature is reviewed below. 
Neural basis of reward processing 
Research on the reward processing substrates in the brain surged after the 
discovery that intracranial self-stimulation could reinforce behavior.  In 1954, Olds and 
Milner attempted to study the effects of arousal on learning via stimulation of the 
reticular formation in the rat brain.  However, they missed their target and stimulated a 
region (the exact location was unknown due to experimental errors) that had a substantial 
reinforcing effect on the rat’s behavior.  When given access to a lever that delivered the 
stimulation the rat pressed the lever about 700 times per hour.  This serendipitous finding 
encouraged further research of the neurobiology of reward processing.  Olds and Fobes 
(1981) then demonstrated that reinforcing effects could be achieved through self-
stimulation of many different brain areas, such as the prefrontal cortex, olfactory bulb, 
striatum, ventral tegmental area, substantia nigra, reticular formation, amygdala, and 
locus coeruleus.  Despite this diverse distribution of possible reward processing 
mechanisms research has given the most attention by far to the substrates associated with 
the mesolimbic dopamine (DA) pathway.   
There are several important reasons why the mesolimbic pathway has been 
spotlighted.  Foremost, self-stimulation studies have shown that the most reliable site to 
produce reinforcement is the medial forebrain bundle, which is an axon bundle that 
appears to exert its effects via mesolimbic dopamine terminals, particularly the nucleus 
accumbens, or ventral striatum (Olds and Fobes, 1981).  Among mesolimbic DA 
projection zones, the nucleus accumbens has received the most attention for its reward-
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related activity.  For instance, intra-accumbens treatments of DA agonists (Robbins, 
1978, Taylor & Robbins, 1984) have been shown to produce reinforcing effects while 
DA antagonists decrease the reinforcing effects of self-stimulation (Beninger & Phillips, 
1980; Stellar, Kelley, & Corbett, 1983; Taylor & Robbins, 1986).  In vivo microdialysis 
techniques, which can monitor DA levels in a specific brain region, have also highlighted 
the role of the nucleus accumbens.  This method has shown that increases in DA release 
in the nucleus accumbens occurs following stimulation of ventral tegmental area, medial 
forebrain bundle, and the nucleus accumbens itself.  Additionally administration of drugs 
of abuse (e.g. cocaine and amphetamine) and presentation of natural reinforcers like food, 
water, and sex partner result in accumbens DA release (Everitt, 1990; Mitchell & 
Gratton, 1994; Moghaddam & Bunney, 1989; Nakahara, Ozaki, Miura, Miura, & 
Nagatsu, 1989).   
 Such evidence suggests that the dopaminergic innervation of the nucleus 
accumbens may be the “heart” of the reward system.  However, recall that self-
stimulation studies implicated many more substrates that mediated the behavioral effects 
of reinforcement.  The involvement of these other structures is an important and 
understudied research area, but because this study focuses on Parkinson’s disease, only 
the roles of the mesolimbic and mesostriatal DA projection zones will be emphasized 
here.  Further, the involvement of these pathways in learning-related processes will be 
highlighted.   
In vivo single unit studies in primates have indicated that neurons widely 
distributed throughout the dorsal and ventral striatum are active when rewards were 
presented (Apicella, Ljungberg, Scarnati, & Schultz, 1991; Appicella, Legallet, & 
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Trouche, 1997; Aosaki, et al., 1994; Bowman, Aigner, & Richmond, 1996; Hikosaka, 
Sakamoto, & Usui  1989; Shidara, Aigner, & Richmond, 1998) as well as when rewards 
were expected (Apicella, Scarnati , Ljungberg, & Schultz, 1992; Hikosaka, et al., 1989; 
Hollerman, Tremblay, and Schultz, 1998; Schultz, Apicella, Scarnati, & Ljungberg, 
1992).  Investigators have also shown that the activity of neurons in the primate 
substantia nigra and ventral tegmental area decreases as rewards become more 
predictable during a learning task (Fibiger & Phillips, 1986; Robbins & Everitt, 1996; 
Wise, 1982).  In other words, midbrain DA neurons adjust their responding as reward 
outcomes are learned.  In addition to these single unit recordings, direct lesion techniques 
have demonstrated that the nucleus accumbens mediates various types of learning that 
involve reinforcement.  Electrolytic and excitotoxic lesions to the nucleus accumbens 
have impaired performance in the Morris water maze (Sutherland & Rodriguez, 1989), a 
visual S-R task (Reading, Dunnings, & Robbins, 1989), and spatial discrimination in a T-
maze (Annett, McGregor, & Robbins, 1991).  Thus, both the mesostriatal and mesolimbic 
DA circuits appear to be particularly important for reward-based learning 
Whereas much progress has been made in identifying reward processing 
substrates in experimental animals, these studies only provide approximations of 
homologous reinforcement mechanisms in humans.  However, neuroimaging experiments 
with humans have offered converging evidence that mesolimbic and mesostriatal 
pathways play a prominent role.  PET studies have shown increased regional cerebral 
flood flow (rCBF) to midbrain and striatal neurons in response to monetary reward 
(Kunig, et al., 2000; Thut, et al., 1997).  Using a PET technique that monitors 
endogenous levels of specific neurotransmitters Koepp (1998) found that monetary 
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rewards during a video game are accompanied by increases in DA release in the dorsal 
and ventral striatum.  These results are consistent with functional magnetic imaging 
(fMRI) findings that rCBF to the midbrain and ventral striatum increases in response to 
performance feedback and monetary incentive (Elliott, Friston, & Dolan, 2000; Knutson, 
Westdorp, Kaiser, & Hommer, 2000).  An event-related fMRI study has also shown that 
increases in ventral striatum activity accompany increases in the magnitude of expected 
monetary reward (Knutson, Adams, Fong, & Hommer, 2001).  Thus, neuroimaging 
studies corroborate the extensive evidence from animal studies that both mesostriatal and 
mesolimbic structures are principal reward processing substrates.    
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Table 1 
ANOVA Summary.  Performance on Probabilistic Classification Task. (Group x Task 
Order x Incentive x Trial Block) 
________________________________________________________________________ 
 
 SS DF MS F p 
      
Group 0.38 1 0.38 3.90 *0.05 
Task Order 0.14 1 0.14 1.47 0.23 
Group x Task Order 0.38 1 0.38 3.97 *0.05 
Error 4.65 48 0.10   
Incentive 0.05 1 0.05 1.70 0.20 
Incentive x Group 0.06 1 0.06 2.10 0.15 
Incentive x Task Order 0.37 1 0.37 12.31 *0.00 
Incentive x Group x Task 
Order 
0.00 1 0.00 0.17 0.69 
Error 1.43 48 0.03   
Trial Block 0.64 6 0.11 5.83 *0.00 
Trial Block x Group 0.10 6 0.02 0.89 0.50 
Trial Block x Task Order 0.03 6 0.00 0.26 0.95 
Trial Block x Group x Task 
Order 
0.08 6 0.01 0.69 0.66 
Error 5.27 288 0.02   
Incentive x Trial Block 0.03 6 0.00 0.20 0.98 
Incentive x Trial Block x 
Group 
0.10 6 0.02 0.79 0.58 
Incentive x Trial Block x Task 
Order 
0.10 6 0.02 0.78 0.58 
Incentive x Trial Block x 
Group x Task Order 
0.11 6 0.02 0.83 0.55 
Error 6.34 288 0.02   
 
________________________________________________________________________ 
 
Note. *p < 0.05 
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Table 2  
ANOVA Summary.  Stimulus Preceding Negativity (Group x Task Order x Valence x 
Incentive x Anteriority x Lateralization) 
________________________________________________________________________ 
 
 SS DF MS F p 
      
{1}Group 322.38 1 322.38 3.01 0.09 
{2}Task Order 82.60 1 82.60 0.77 0.38 
Group x Task Order 266.38 1 266.38 2.49 0.12 
Error 5134.86 48 106.98   
{3) Valence 43.17 1 43.17 3.21 0.08 
Valence x Group 0.37 1 0.37 0.03 0.87 
Valence x Task Order 11.72 1 11.72 0.87 0.36 
Valence x Group x Task Order 4.01 1 4.01 0.30 0.59 
Error 645.34 48 13.44   
{4}Incentive 38.65 1 38.65 1.85 0.18 
Incentive x Group 150.80 1 150.80 7.22 *0.01 
Incentive x Task Order 123.29 1 123.29 5.91 *0.02 
Incentive x Group x Task 
Order 33.89 1 33.89 1.62 0.21 
Error 1001.88 48 20.87   
{5}Anteriority 46.44 1 46.44 4.22 *0.05 
Anteriority x Group 1.78 1 1.78 0.16 0.69 
Anteriority x Task Order 0.94 1 0.94 0.09 0.77 
Anteriority x Group x Task 
Order 0.00 1 0.00 0.00 1.00 
Error 528.46 48 11.01   
{6}Lateralization 160.36 1 160.36 29.56 *0.00 
Lateralization x Group 3.96 1 3.96 0.73 0.40 
Lateralization x Task Order 1.12 1 1.12 0.21 0.65 
Lateralization x Group x Task 
Order 0.37 1 0.37 0.07 0.80 
Error 260.36 48 5.42   
Valence x Incentive 1.44 1 1.44 0.11 0.74 
Valence x Incentive x Group 13.95 1 13.95 1.08 0.30 
Valence x Incentive x Task 
Order 1.88 1 1.88 0.15 0.70 
3 x 4 x 1 x 2 3.94 1 3.94 0.31 0.58 
Error 620.29 48 12.92   
Valence x Anteriority 5.39 1 5.39 2.97 0.09 
Valence x Anteriority x Group 0.03 1 0.03 0.02 0.90 
Valence x Anteriority x Task 
Order 
 
3.24 1 3.24 1.79 0.19 
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Table 2 continued 
 
Valence x Anteriority x Group 
x Task Order 
 
 
      
      0.10 
 
 
 
1 
 
 
 
0.10 
 
 
 
0.05 
 
 
 
0.82 
Error 87.08 48 1.81   
Incentive x Anteriority 2.25 1 2.25 0.57 0.46 
Incentive x Anteriority x 
Group 4.39 1 4.39 1.10 0.30 
Incentive x Anteriority x Task 
Order 7.45 1 7.45 1.87 0.18 
Incentive x Anteriority x 
Group x Task Order 7.02 1 7.02 1.76 0.19 
Error 190.88 48 3.98   
Valence x Lateralization 0.01 1 0.01 0.01 0.94 
Valence x Lateralization x 
Group 1.76 1 1.76 1.38 0.25 
Valence x Lateralization x 
Task Order 0.23 1 0.23 0.18 0.67 
Valence x Lateralization x 
Group x Task Order 0.33 1 0.33 0.26 0.61 
Error 61.05 48 1.27   
Incentive x Lateralization 0.02 1 0.02 0.02 0.89 
Incentive x Lateralization x 
Group 0.29 1 0.29 0.28 0.60 
Incentive x Lateralization x 
Task Order 4.65 1 4.65 4.52 *0.04 
Incentive x Lateralization x 
Group x Task Order 1.68 1 1.68 1.63 0.21 
Error 49.38 48 1.03   
Anteriority x Lateralization 1.17 1 1.17 0.71 0.40 
Anteriority x Lateralization x 
Group 0.12 1 0.12 0.07 0.79 
Anteriority x Lateralization x 
Task Order 2.00 1 2.00 1.22 0.27 
Anteriority x Lateralization x 
Group x Task Order 1.31 1 1.31 0.80 0.38 
Error 78.59 48 1.64   
Valence x Incentive x 
Anteriority 0.24 1 0.24 0.17 0.68 
3 x 4 x 5 x 1 0.06 1 0.06 0.04 0.83 
3 x 4 x 5 x 2 3.61 1 3.61 2.52 0.12 
3 x 4 x 5 x 1 x 2 0.34 1 0.34 0.23 0.63 
Error 68.90 48 1.44   
Valence x Incentive x 
Lateralization 0.26 1 0.26 0.19 0.66 
3 x 4 x 6 x 1 0.00 1 0.00 0.00 0.98 
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3 x 4 x 6 x 2 0.12 1 0.12 0.09 0.76 
3 x 4 x 6 x 1 x 2 0.37 1 0.37 0.28 0.60 
Error 65.00 48 1.35   
 
Valence x Anteriority x 
Lateralization 1.46 1 1.46 1.25 0.27 
Valence x Anteriority x 
Lateralization x Group 1.03 1 1.03 0.89 0.35 
Valence x Anteriority x 
Lateralization x Task Order 2.92 1 2.92 2.51 0.12 
3 x 5 x 6 x 1 x 2 1.77 1 1.77 1.52 0.22 
Error 55.92 48 1.16   
Incentive x Anteriority x 
Lateralization 0.11 1 0.11 0.12 0.74 
Incentive x Anteriority x 
Lateralization x Group 0.44 1 0.44 0.44 0.51 
Incentive x Anteriority x 
Lateralization x Task Order 0.00 1 0.00 0.00 0.98 
4 x 5 x 6 x 1 x 2 0.00 1 0.00 0.00 0.99 
Error 47.89 48 1.00   
Valence x Incentive x 
Anteriority x Lateralization 0.32 1 0.32 0.16 0.69 
3 x 4 x 5 x 6 x 1 0.36 1 0.36 0.18 0.68 
3 x 4 x 5 x 6 x 2 0.03 1 0.03 0.01 0.90 
3 x 4 x 5 x 6 x 1 x 2 1.24 1 1.24 0.62 0.44 
Error 96.91 48 2.02   
 
________________________________________________________________________ 
 
Note. *p < 0.05 
 
 
 
 
 
 
 
 
72 
Table 3 
ANOVA summary.  Stimulus Preceding Negativity (Group x Task Order x Valence x 
Incentive x Sagittal Location) 
________________________________________________________________________ 
 
 SS DF MS F p 
      
{1}Group 342.51 1 342.51 2.80 0.10 
{2}Task Order 21.85 1 21.85 0.18 0.67 
Group x Task Order 144.23 1 144.23 1.18 0.28 
Error 5875.91 48 122.41   
{3}Valence 55.61 1 55.61 2.23 0.14 
Valence x Group 3.99 1 3.99 0.16 0.69 
Valence x Task Order 51.29 1 51.29 2.06 0.16 
Valence x Group x Task Order 0.15 1 0.15 0.01 0.94 
Error 1196.23 48 24.92   
{4}Incentive 55.53 1 55.53 1.49 0.23 
Incentive x Group 243.04 1 243.04 6.53 *0.01 
Incentive x Task Order 165.74 1 165.74 4.45 *0.04 
Incentive x Group x Task 
Order 62.59 1 62.59 1.68 0.20 
Error 1786.35 48 37.22   
{5}Sagittal Location 1314.20 3 438.07 16.00 *0.00 
Sagittal Location x Group 60.67 3 20.22 0.74 0.53 
Sagittal Location x Task Order 72.71 3 24.24 0.89 0.45 
Sagittal Location x Group x 
Task Order 18.41 3 6.14 0.22 0.88 
Error 3942.12 144 27.38   
Valence x Incentive 2.01 1 2.01 0.11 0.74 
Valence x Incentive x Group 17.26 1 17.26 0.93 0.34 
Valence x Incentive x Task 
Order 0.15 1 0.15 0.01 0.93 
3 x 4 x 1 x 2 7.87 1 7.87 0.42 0.52 
Error 893.48 48 18.61   
Valence x Sagittal Location 14.53 3 4.84 2.25 0.09 
Valence x Sagittal Location x 
Group 3.91 3 1.30 0.61 0.61 
Valence x Sagittal Location x 
Task Order 13.80 3 4.60 2.14 0.10 
3 x 5 x 1 x 2 9.54 3 3.18 1.48 0.22 
Error 310.10 144 2.15   
Incentive x Sagittal Location 1.63 3 0.54 0.07 0.98 
Incentive x Sagittal Location x 
Group 42.10 3 14.03 1.68 0.17 
Incentive x Sagittal Location x 
Task Order 15.96 3 5.32 0.64 0.59 
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Table 3 continued 
 
4 x 5 x 1 x 2 
 
 
 
5.44 
 
 
 
          3 
 
 
 
1.81 
 
 
 
0.22 
 
 
 
0.88 
Error 1199.69 144 8.33   
Valence x Incentive x Sagittal 
Location 19.49 3 6.50 2.66 0.06 
3 x 4 x 5 x 1 1.78 3 0.59 0.24 0.87 
3 x 4 x 5 x 2 9.58 3 3.19 1.31 0.27 
3 x 4 x 5 x 1 x 2 1.09 3 0.36 0.15 0.93 
Error 351.40 144 2.44   
 
________________________________________________________________________ 
 
Note. *p < 0.05 
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Table 4 
ANOVA summary.  Stimulus Preceding Negativity for Subjects Matched on Performance 
(Group x Task Order x Valence x Incentive x Anteriority x Lateralization) 
________________________________________________________________________ 
 
 SS DF MS F p 
      
{1}Group 169.60 1 169.60 1.35 0.25 
{2}Task Order 5.15 1 5.15 0.04 0.84 
Group x Task Order 425.78 1 425.78 3.39 0.07 
Error 4518.28 36 125.51   
{3}Valence 60.87 1 60.87 4.27 *0.05 
Valence x Group 1.77 1 1.77 0.12 0.73 
Valence x Task Order 6.67 1 6.67 0.47 0.50 
Valence x Group x Task 
Order 5.32 1 5.32 0.37 0.55 
Error 513.21 36 14.26   
{4}Incentive 2.45 1 2.45 0.11 0.74 
Incentive x Group 228.28 1 228.28 10.41 *0.00 
Incentive x Task Order 153.88 1 153.88 7.02 *0.01 
Incentive x Group x Task 
Order 58.42 1 58.42 2.66 0.11 
Error 789.45 36 21.93   
{5}Anteriority 32.58 1 32.58 3.35 0.08 
Anteriority x Group 2.68 1 2.68 0.28 0.60 
Anteriority x Task Order 4.53 1 4.53 0.47 0.50 
Anteriority x Group x 
Task Order 1.61 1 1.61 0.17 0.69 
Error 350.25 36 9.73   
{6}Lateralization 156.75 1 156.75 27.29 *0.00 
Lateralization x Group 0.47 1 0.47 0.08 0.78 
Lateralization x Task 
Order 8.58 1 8.58 1.49 0.23 
Lateralization x Group x 
Task Order 6.37 1 6.37 1.11 0.30 
Error 206.81 36 5.74   
Valence x Incentive 4.41 1 4.41 0.28 0.60 
Valence x Incentive x 
Group 19.22 1 19.22 1.23 0.27 
Valence x Incentive x 
Task Order 0.57 1 0.57 0.04 0.85 
3 x 4 x 1 x 2 5.16 1 5.16 0.33 0.57 
Error 562.39 36 15.62   
Valence x Anteriority 7.68 1 7.68 4.05 *0.05 
Valence x Anteriority x 
Group 0.27 1 0.27 0.14 0.71 
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Valence x Anteriority x 
Task Order 6.59 1 6.59 3.48 0.07 
Valence x Anteriority x 
Group x Task Order 1.51 1 1.51 0.80 0.38 
Error 68.29 36 1.90   
Incentive x Anteriority 3.08 1 3.08 0.68 0.42 
Incentive x Anteriority x 
Group 5.25 1 5.25 1.15 0.29 
Incentive x Anteriority x 
Task Order 8.13 1 8.13 1.79 0.19 
Incentive x Anteriority x 
Group x Task Order 7.72 1 7.72 1.70 0.20 
Error 163.90 36 4.55   
Valence x Lateralization 0.04 1 0.04 0.02 0.88 
Valence x Lateralization x 
Group 0.85 1 0.85 0.59 0.45 
Valence x Lateralization x 
Task Order 0.23 1 0.23 0.16 0.70 
Valence x Lateralization x 
Group x Task Order 0.23 1 0.23 0.16 0.70 
Error 52.29 36 1.45   
Incentive x Lateralization 0.05 1 0.05 0.05 0.82 
Incentive x Lateralization 
x Group 0.34 1 0.34 0.34 0.56 
Incentive x Lateralization 
x Task Order 1.24 1 1.24 1.25 0.27 
Incentive x Lateralization 
x Group x Task Order 4.00 1 4.00 4.05 0.05 
Error 35.49 36 0.99   
Anteriority x 
Lateralization 3.87 1 3.87 3.01 0.09 
Anteriority x 
Lateralization x Group 1.69 1 1.69 1.32 0.26 
Anteriority x 
Lateralization x Task 
Order 0.82 1 0.82 0.64 0.43 
Anteriority x 
Lateralization x Group x 
Task Order 1.97 1 1.97 1.53 0.22 
Error 46.17 36 1.28   
Valence x Incentive x 
Anteriority 1.23 1 1.23 0.81 0.37 
3 x 4 x 5 x 1 0.19 1 0.19 0.12 0.73 
3 x 4 x 5 x 2 4.66 1 4.66 3.07 0.09 
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3 x 4 x 5 x 1 x 2 0.94 1 0.94 0.62 0.44 
Error 54.61 36 1.52   
Valence x Incentive x 
Lateralization 0.01 1 0.01 0.01 0.92 
3 x 4 x 6 x 1 0.11 1 0.11 0.09 0.77 
3 x 4 x 6 x 2 0.05 1 0.05 0.04 0.84 
3 x 4 x 6 x 1 x 2 0.00 1 0.00 0.00 0.99 
Error 43.55 36 1.21   
Valence x Anteriority x 
Lateralization 0.98 1 0.98 0.74 0.40 
Valence x Anteriority x 
Lateralization x Group 1.03 1 1.03 0.78 0.38 
Valence x Anteriority x 
Lateralization x Task 
Order 4.32 1 4.32 3.28 0.08 
3 x 5 x 6 x 1 x 2 0.44 1 0.44 0.33 0.57 
Error 47.47 36 1.32   
Incentive x Anteriority x 
Lateralization 0.10 1 0.10 0.13 0.72 
Incentive x Anteriority x 
Lateralization x Group 0.36 1 0.36 0.48 0.49 
Incentive x Anteriority x 
Lateralization x Task 
Order 1.20 1 1.20 1.59 0.22 
4 x 5 x 6 x 1 x 2 1.22 1 1.22 1.61 0.21 
Error 27.14 36 0.75   
Valence x Incentive x 
Anteriority x 
Lateralization 1.07 1 1.07 0.43 0.52 
3 x 4 x 5 x 6 x 1 1.12 1 1.12 0.45 0.51 
3 x 4 x 5 x 6 x 2 0.17 1 0.17 0.07 0.80 
3 x 4 x 5 x 6 x 1 x 2 2.46 1 2.46 0.98 0.33 
Error 90.24 36 2.51   
 
________________________________________________________________________ 
 
Note. *p < 0.05 
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Table 5  
ANOVA Summary.  Movement Preceding Negativity (Group x Task Order x Valence x 
Incentive x Anteriority x Lateralization) 
________________________________________________________________________ 
  
 SS DF MS F p 
      
{1}Group 0.39 1 0.39 0.10 0.75 
{2}Task Order 22.73 1 22.73 6.16 *0.02 
Group x Task Order 5.10 1 5.10 1.38 0.25 
Error 177.14 48 3.69   
{3}Valence 0.22 1 0.22 0.14 0.71 
Valence x Group 0.29 1 0.29 0.19 0.66 
Valence x Task Order 0.92 1 0.92 0.60 0.44 
Valence x Group x Task Order 4.79 1 4.79 3.13 0.08 
Error 73.42 48 1.53   
{4}Incentive 0.02 1 0.02 0.01 0.92 
Incentive x Group 0.45 1 0.45 0.24 0.62 
Incentive x Task Order 4.36 1 4.36 2.33 0.13 
Incentive x Group x Task 
Order 5.78 1 5.78 3.09 0.09 
Error 89.87 48 1.87   
{5}Anteriority 2.90 1 2.90 8.19 *0.01 
Anteriority x Group 0.71 1 0.71 2.00 0.16 
Anteriority x Task Order 0.07 1 0.07 0.18 0.67 
Anteriority x Group x Task 
Order 0.58 1 0.58 1.64 0.21 
Error 17.00 48 0.35   
{6}Lateralization 0.46 1 0.46 2.27 0.14 
Lateralization x Group 0.38 1 0.38 1.88 0.18 
Lateralization x Task Order 0.51 1 0.51 2.55 0.12 
Lateralization x Group x Task 
Order 0.21 1 0.21 1.03 0.32 
Error 9.69 48 0.20   
Valence x Incentive 0.07 1 0.07 0.07 0.80 
Valence x Incentive x Group 3.25 1 3.25 3.37 0.07 
Valence x Incentive x Task 
Order 0.07 1 0.07 0.07 0.80 
3 x 4 x 1 x 2 1.66 1 1.66 1.73 0.20 
Error 46.26 48 0.96   
Valence x Anteriority 0.16 1 0.16 0.64 0.43 
Valence x Anteriority x Group 0.02 1 0.02 0.09 0.77 
Valence x Anteriority x Task 
Order 0.16 1 0.16 0.65 0.42 
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Table 5 continued 
 
Valence x Anteriority x Group 
x Task Order 
 
 
 
0.03 
 
 
 
1 
 
 
 
0.03 
 
 
 
0.11 
 
 
 
0.75 
Error 11.77 48 0.25   
Incentive x Anteriority 0.07 1 0.07 0.91 0.34 
Incentive x Anteriority x 
Group 0.12 1 0.12 1.66 0.20 
Incentive x Anteriority x Task 
Order 0.02 1 0.02 0.24 0.63 
Incentive x Anteriority x 
Group x Task Order 0.02 1 0.02 0.29 0.59 
Error 3.52 48 0.07   
Valence x Lateralization 0.01 1 0.01 0.13 0.72 
Valence x Lateralization x 
Group 0.04 1 0.04 0.62 0.44 
Valence x Lateralization x 
Task Order 0.00 1 0.00 0.03 0.86 
Valence x Lateralization x 
Group x Task Order 0.14 1 0.14 1.97 0.17 
Error 3.43 48 0.07   
Incentive x Lateralization 0.00 1 0.00 0.03 0.86 
Incentive x Lateralization x 
Group 0.01 1 0.01 0.17 0.68 
Incentive x Lateralization x 
Task Order 0.12 1 0.12 2.29 0.14 
Incentive x Lateralization x 
Group x Task Order 0.03 1 0.03 0.55 0.46 
Error 2.59 48 0.05   
Anteriority x Lateralization 0.01 1 0.01 0.16 0.69 
Anteriority x Lateralization x 
Group 0.00 1 0.00 0.07 0.79 
Anteriority x Lateralization x 
Task Order 0.04 1 0.04 0.89 0.35 
Anteriority x Lateralization x 
Group x Task Order 0.16 1 0.16 3.71 0.06 
Error 2.10 48 0.04   
Valence x Incentive x 
Anteriority 0.01 1 0.01 0.05 0.82 
3 x 4 x 5 x 1 0.11 1 0.11 0.68 0.41 
3 x 4 x 5 x 2 0.10 1 0.10 0.66 0.42 
3 x 4 x 5 x 1 x 2 0.00 1 0.00 0.00 0.99 
Error 7.52 48 0.16   
Valence x Incentive x 
Lateralization 0.00 1 0.00 0.01 0.93 
3 x 4 x 6 x 1 0.04 1 0.04 0.90 0.35 
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3 x 4 x 6 x 2 
0.04 1 0.04 0.75 0.39 
3 x 4 x 6 x 1 x 2 0.03 1 0.03 0.73 0.40 
Error 2.27 48 0.05   
Valence x Anteriority x 
Lateralization 0.00 1 0.00 0.19 0.66 
Valence x Anteriority x 
Lateralization x Group 0.00 1 0.00 0.00 0.96 
Valence x Anteriority x 
Lateralization x Task Order 0.00 1 0.00 0.00 0.98 
3 x 5 x 6 x 1 x 2 0.01 1 0.01 0.25 0.62 
Error 1.03 48 0.02   
Incentive x Anteriority x 
Lateralization 0.00 1 0.00 0.03 0.86 
Incentive x Anteriority x 
Lateralization x Group 0.02 1 0.02 0.71 0.40 
Incentive x Anteriority x 
Lateralization x Task Order 0.00 1 0.00 0.00 0.95 
4 x 5 x 6 x 1 x 2 0.00 1 0.00 0.16 0.69 
Error 1.09 48 0.02   
Valence x Incentive x 
Anteriority x Lateralization 0.02 1 0.02 0.72 0.40 
3 x 4 x 5 x 6 x 1 0.00 1 0.00 0.11 0.74 
3 x 4 x 5 x 6 x 2 0.00 1 0.00 0.03 0.85 
3 x 4 x 5 x 6 x 1 x 2 0.00 1 0.00 0.00 0.98 
Error 1.37 48 0.03   
 
________________________________________________________________________ 
 
Note. *p < 0.05 
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Table 6  
ANOVA Summary.  Lateralized Readiness Potential During the Pre-response Interval 
(Group x Task Order x Valence x Incentive) 
________________________________________________________________________ 
 
 SS DF MS F p 
      
{1}Group 36.41 1 36.41 1.66 0.20 
{2}Task Order 23.81 1 23.81 1.09 0.30 
Group x Task Order 0.01 1 0.01 0.00 0.99 
Error 1052.43 48 21.93   
{3}Valence 0.00 1 0.00 0.00 1.00 
Valence x Group 0.67 1 0.67 0.30 0.58 
Valence x Task Order 1.15 1 1.15 0.52 0.47 
Valence x Group x Task Order 0.31 1 0.31 0.14 0.71 
Error 105.86 48 2.21   
{4}Incentive 1.46 1 1.46 0.23 0.63 
Incentive x Group 14.44 1 14.44 2.28 0.14 
Incentive x Task Order 0.24 1 0.24 0.04 0.85 
Incentive x Group x Task 
Order 0.15 1 0.15 0.02 0.88 
Error 304.50 48 6.34   
Valence x Incentive 1.61 1 1.61 0.57 0.45 
Valence x Incentive x Group 0.06 1 0.06 0.02 0.88 
Valence x Incentive x Task 
Order 11.63 1 11.63 4.12 0.06 
3 x 4 x 1 x 2 0.22 1 0.22 0.08 0.78 
Error 135.50 48 2.82   
 
________________________________________________________________________ 
 
Note. *p < 0.05 
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Table 7  
ANOVA Summary.  Lateralized Readiness Potential During the Prefeedback Interval 
(Group x Task Order x Valence x Incentive) 
________________________________________________________________________ 
 
 SS DF MS F p 
      
{1}Group 9.54 1 9.54 1.76 0.19 
{2}Task Order 8.82 1 8.82 1.62 0.21 
Group x Task Order 25.94 1 25.94 4.77 *0.03 
Error 260.79 48 5.43   
{3}Valence 6.13 1 6.13 1.54 0.22 
Valence x Group 5.36 1 5.36 1.35 0.25 
Valence x Task Order 0.11 1 0.11 0.03 0.87 
Valence x Group x Task Order 0.00 1 0.00 0.00 0.97 
Error 190.99 48 3.98   
{4}Incentive 0.48 1 0.48 0.15 0.70 
Incentive x Group 0.46 1 0.46 0.15 0.70 
Incentive x Task Order 3.54 1 3.54 1.13 0.29 
Incentive x Group x Task 
Order 2.71 1 2.71 0.86 0.36 
Error 150.84 48 3.14   
Valence x Incentive 8.84 1 8.84 1.78 0.19 
Valence x Incentive x Group 0.39 1 0.39 0.08 0.78 
Valence x Incentive x Task 
Order 31.09 1 31.09 6.25 *0.02 
3 x 4 x 1 x 2 0.15 1 0.15 0.03 0.86 
Error 238.80 48 4.97   
 
________________________________________________________________________ 
 
Note.  *p < 0.05 
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Table 8  
ANOVA Summary.  Positive Slow Wave (Group x Task Order x Valence x Incentive x 
Anteriority x Lateralization) 
________________________________________________________________________ 
 
 SS DF MS F p 
      
{1}Group 512.39 1 512.39 4.41 *0.04 
{2}Task Order 4.99 1 4.99 0.04 0.84 
Group x Task Order 84.73 1 84.73 0.73 0.40 
Error 5582.22 48 116.30   
{3}Valence 281.68 1 281.68 13.17 *0.00 
Valence x Group 0.15 1 0.15 0.01 0.93 
Valence x Task Order 1.35 1 1.35 0.06 0.80 
Valence x Group x Task Order 1.96 1 1.96 0.09 0.76 
Error 1026.99 48 21.40   
{4}Incentive 1.07 1 1.07 0.04 0.85 
Incentive x Group 15.16 1 15.16 0.51 0.48 
Incentive x Task Order 13.01 1 13.01 0.44 0.51 
Incentive x Group x Task Order 3.42 1 3.42 0.11 0.74 
Error 1433.45 48 29.86   
{5}Anteriority 177.95 1 177.95 15.01 *0.00 
Anteriority x Group 23.71 1 23.71 2.00 0.16 
Anteriority x Task Order 10.08 1 10.08 0.85 0.36 
Anteriority x Group x Task 
Order 2.23 1 2.23 0.19 0.67 
Error 569.04 48 11.86   
{6}Lateralization 494.00 1 494.00 53.07 *0.00 
Lateralization x Group 11.56 1 11.56 1.24 0.27 
Lateralization x Task Order 1.86 1 1.86 0.20 0.66 
Lateralization x Group x Task 
Order 1.53 1 1.53 0.16 0.69 
Error 446.81 48 9.31   
Valence x Incentive 8.97 1 8.97 0.55 0.46 
Valence x Incentive x Group 19.39 1 19.39 1.19 0.28 
Valence x Incentive x Task 
Order 10.82 1 10.82 0.66 0.42 
3 x 4 x 1 x 2 30.25 1 30.25 1.85 0.18 
Error 784.37 48 16.34   
Valence x Anteriority 0.03 1 0.03 0.01 0.92 
Valence x Anteriority x Group 2.10 1 2.10 0.86 0.36 
Valence x Anteriority x Task 
Order 0.10 1 0.10 0.04 0.84 
Valence x Anteriority x Group x 
Task Order 2.09 1 2.09 0.85 0.36 
Error 117.54 48 2.45   
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Incentive x Anteriority 1.33 1 1.33 0.50 0.48 
Incentive x Anteriority x Group 2.04 1 2.04 0.76 0.39 
Incentive x Anteriority x Task 
Order 0.60 1 0.60 0.23 0.64 
Incentive x Anteriority x Group 
x Task Order 0.90 1 0.90 0.33 0.57 
Error 128.52 48 2.68   
Valence x Lateralization 4.38 1 4.38 3.60 0.06 
Valence x Lateralization x Group 1.92 1 1.92 1.58 0.22 
Valence x Lateralization x Task 
Order 0.05 1 0.05 0.04 0.85 
Valence x Lateralization x Group 
x Task Order 0.01 1 0.01 0.01 0.93 
Error 58.38 48 1.22   
Incentive x Lateralization 0.22 1 0.22 0.15 0.70 
Incentive x Lateralization x 
Group 1.85 1 1.85 1.24 0.27 
Incentive x Lateralization x Task 
Order 1.88 1 1.88 1.26 0.27 
Incentive x Lateralization x 
Group x Task Order 0.43 1 0.43 0.29 0.59 
Error 71.59 48 1.49   
Anteriority x Lateralization 0.10 1 0.10 0.03 0.87 
Anteriority x Lateralization x 
Group 1.13 1 1.13 0.30 0.59 
Anteriority x Lateralization x 
Task Order 1.36 1 1.36 0.36 0.55 
Anteriority x Lateralization x 
Group x Task Order 2.28 1 2.28 0.60 0.44 
Error 181.38 48 3.78   
Valence x Incentive x 
Anteriority 0.63 1 0.63 0.62 0.43 
3 x 4 x 5 x 1 0.05 1 0.05 0.04 0.83 
3 x 4 x 5 x 2 1.59 1 1.59 1.56 0.22 
3 x 4 x 5 x 1 x 2 0.08 1 0.08 0.08 0.78 
Error 48.77 48 1.02   
Valence x Incentive x 
Lateralization 3.24 1 3.24 1.98 0.17 
3 x 4 x 6 x 1 1.48 1 1.48 0.91 0.35 
3 x 4 x 6 x 2 0.20 1 0.20 0.12 0.73 
3 x 4 x 6 x 1 x 2 1.65 1 1.65 1.01 0.32 
Error 78.58 48 1.64   
Valence x Anteriority x 
Lateralization 0.92 1 0.92 1.01 0.32 
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Valence x Anteriority x 
Lateralization x Group 1.18 1 1.18 1.29 0.26 
Valence x Anteriority x 
Lateralization x Task Order 1.84 1 1.84 2.02 0.16 
3 x 5 x 6 x 1 x 2 5.19 1 5.19 5.70 *0.02 
Error 43.70 48 0.91   
Incentive x Anteriority x 
Lateralization 0.57 1 0.57 0.35 0.56 
Incentive x Anteriority x 
Lateralization x Group 0.02 1 0.02 0.01 0.92 
Incentive x Anteriority x 
Lateralization x Task Order 0.01 1 0.01 0.01 0.94 
4 x 5 x 6 x 1 x 2 0.11 1 0.11 0.07 0.80 
Error 78.02 48 1.63   
Valence x Incentive x 
Anteriority x Lateralization 0.00 1 0.00 0.00 0.97 
3 x 4 x 5 x 6 x 1 0.72 1 0.72 0.33 0.57 
3 x 4 x 5 x 6 x 2 1.21 1 1.21 0.55 0.46 
3 x 4 x 5 x 6 x 1 x 2 0.22 1 0.22 0.10 0.75 
Error 105.22 48 2.19   
 
________________________________________________________________________ 
 
Note. *p < 0.05 
 
 
 
 
 
 
 
 
 
 
 
85 
Table 9  
ANOVA Summary.  Zygomaticus Major. (Group x Task Order x Valence x Incentive) 
________________________________________________________________________ 
 
 SS DF MS F p 
      
{1}Group 9.10 1 9.10 0.24 0.63 
{2}Task Order 166.63 1 166.63 4.36 *0.05 
Group x Task Order 93.28 1 93.28 2.44 *0.13 
Error 993.06 26 38.19   
{3}Valence 12.38 1 12.38 10.81 *0.00 
Valence x Group 0.29 1 0.29 0.25 0.62 
Valence x Task Order 0.27 1 0.27 0.23 0.63 
Valence x Group x Task Order 0.02 1 0.02 0.02 0.89 
Error 29.78 26 1.15   
{4}Incentive 6.59 1 6.59 1.95 0.17 
Incentive x Group 0.06 1 0.06 0.02 0.89 
Incentive x Task Order 21.69 1 21.69 6.42 *0.02 
Incentive x Group x Task 
Order 2.74 1 2.74 0.81 0.38 
Error 87.79 26 3.38   
Valence x Incentive 4.45 1 4.45 2.44 0.13 
Valence x Incentive x Group 2.26 1 2.26 1.24 0.28 
Valence x Incentive x Task 
Order 2.87 1 2.87 1.57 0.22 
3 x 4 x 1 x 2 3.17 1 3.17 1.74 0.20 
Error 47.41 26 1.82   
 
________________________________________________________________________ 
 
Note.  *p < 0.05 
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Table 10  
ANOVA Summary.  Corrugator Supercilii. (Group x Task Order x Valence x Incentive) 
________________________________________________________________________ 
 
 SS DF MS F p 
      
{1}Group 429.00 1 429.00 3.19 0.09 
{2}Task Order 60.17 1 60.17 0.45 0.51 
Group x Task Order 181.19 1 181.19 1.35 0.26 
Error 3491.31 26 134.28   
{3}Valence 137.30 1 137.30 5.72 *0.02 
Valence x Group 47.00 1 47.00 1.96 0.17 
Valence x Task Order 5.25 1 5.25 0.22 0.64 
Valence x Group x Task Order 0.84 1 0.84 0.04 0.85 
Error 624.62 26 24.02   
{4}Incentive 12.82 1 12.82 0.50 0.48 
Incentive x Group 22.85 1 22.85 0.90 0.35 
Incentive x Task Order 0.38 1 0.38 0.02 0.90 
Incentive x Group x Task Order 0.13 1 0.13 0.01 0.94 
Error 663.49 26 25.52   
Valence x Incentive 4.28 1 4.28 3.04 0.09 
Valence x Incentive x Group 0.23 1 0.23 0.16 0.69 
Valence x Incentive x Task 
Order 1.24 1 1.24 0.88 0.36 
3 x 4 x 1 x 2 0.00 1 0.00 0.00 0.99 
Error 36.55 26 1.41   
 
________________________________________________________________________ 
 
Note.  *p < 0.05 
 
 
 
 
 
 
 
 
 
