In this paper we discuss some properties of a Rademacher process defined on an interval [0, 1] by 
Introduction
In the paper [2] , W. Szatzschnieder proposed a problem on Rademacher random variables, where he conjectured a strong comparison property for special Rademacher processes on a unit interval.
Suppose that a i : [0, 1] → R + , for i = 1, 2, . . . , d are non-decreasing functions. Suppose also that a 1 (t) a 2 (t) . . . a d (t). Finally, let ε 1 , ε 2 , . . . , ε d be independent Rademacher random variables i.e. P(ε = ±1) = W. Szatzschnieder conjectured that under the condition n i=1 a i (1) 1+2a 1 (1) the following inequality holds
The result is true for d = 3 and d = 4 and follows from a simple caunting of events based on possible paths (see [2] ). Let us recall the classic Lévy maximal inequality for sums of symmetric, independent random vectors X i in a Banach space (F, · ) denoted by
There is a special case of functions a i for which the above inequality holds. We state it as an introductory example.
Proposition 1
Suppose that for all t ∈ [0, 1] there are non-negative numbers α d (t) . . . α 1 (t) 1 and α d+1 = 0 such that a i (t) = α i (t)a i (1). Then,
The argument follows directly from Abel's transformation and Abel's inequality
Hence, by 1
which completes the proof since
Remark 1 Functions which satisfy the above conditon might be of the form
Chaining
The aim of this section is to provide an estimate for the median of X by the means of chaining method. Let us recall principles of this approach which is based on bounding the supremum over the finite set and appropriate estimation. Formally, we want to construct a family of partitions of the set T (in our case it is interval [0, 1]). We will denote it by T = (T k ) k 0 . A partition T is called admissible if the cardinality of its elements is controlled i.e.
Then, for the process X t indexed by T we define a mapping π k : T → T k and write
For the above inequality it is usually assumed either that the index set T is finite i.e. for some n, π n (t) = t or the process X t is separable (see e.g. Definition 5.22 in [4] ) which guarantees that lim n→∞ X πn(t) = X t almost surely. In any case we can neglect the second element in the above sum. We now move to the considered problem. We have T = [0, 1] and
. We may assume that a i (0) = 0 and |a(1) 
Proof. The proof is based on the special choice of approximation nets
Since a i (t) are right continuous we have that
Moreover,
Now we fix K and consider points t ∈ T K . Obviously π K (t) = t. Using backward induction we define t k for k = 0, 1, 2, . . . , K as t K = π K (t) = t and for k < K, t k = π k (t k+1 ). Note that t 0 = 0 for all t ∈ T K . Now we use chaining, for all t ∈ T K P(X > u) = lim
Obviously,
Moreover, |T k | N k and hence
This ends the proof.
In particular choosing a special sequence b k we get
Corollary 1
The following inequality holds Med(X) 6.
Proof. We need to choose such b ′ k s that k 0 b k = 1 and
One can easily notice that we need to adjust appropriately values of the first four terms since for k 4 it suffices to take b k = c Remark 2 The result is not optimal. By more subtle analysis of coeeficients b k it is possible that the value of u can be reduced to 5.
Conjecture
The main tool in this paper is a special form of the reflection principle. We first prove that X can be dominated by a random variable, where no supremum over [0, 1] is used. Let
where The following result holds.
Lemma 1
The random variable X is dominated from above by
Proof. In order to show that X Z, observe that
where a n+1 (t) = 0 for all t ∈ [0, 1]. Clearly, a i (t) − a i+1 (t) 0 and thus if
Suppose that S * n = m, we can focus on τ k = inf{i S i = k} for 1 k m. Let τ 0 = 0, τ m+1 = n + 1, then τ 1 < τ 2 < . . . < τ m n n + 1 = τ m+1 and by (3) and (4)
It ends the proof.
We use the property to show
Proof. Observe that for each ε such that Z(ε) > u we can define ε ′ such that Y (ε ′ ) > u in the following way. First note that for ε we can prescribe τ 1 , τ 2 , . . . , τ m , where S * n = m and then for τ k−1 < iτ k for k = 1, 2, . . . , m, m + 1 and i > tau m let ε ′ i = −ε i . It is clear that Y (ε ′ ) > u since in the same way as we have proved Lemma 1 we obtain that
The question is how many different ε may have the same ε ′ . The answer is based on the fact we can fully understand ε from ε ′ if we have the information on S * n for ε. Clearly, S * n (ε) S * n (ε ′ ) n and consequently, P(Z > u) nP(Y > u).
We conjecture the following result.
Conjecture 1 For n 4 P(X Med(X) + u) 4P (Y u 2 ).
Further question
The main question can be easily extended to stochastic integrals. Namely, let a(s, t) be a family of measurable functions on 
