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GENERAL INTRODUCTION 
Over the last half century, the study of wave propagation has significantly influenced a 
number of areas of scientific research, including seismology, sonography, acoustics, awvi 
nondestructive evaluation. Seismologists use waves to locate and identify mineral deposits, 
rock formations, and oil reserves. Sonographers apply wave techniques to sonar systems and 
ocean floor studies. Acousticians study the generation, interaction, and effects of acoustic 
(sub-audible to audible to ultrasonic) waves on their surrounding environments. In a very 
similar manner, NDE engineers and scientists apply ultrasonic waves to materials 
characterization studies and flaw detection techniques for inspecting industrially manufactured 
components. 
Ultrasonic measurement systems used for NDE applications normally contain the following 
set of components. In order to generate ultrasonic waves, energy (electricity) must be 
introduced to the system by means of a "driver", or the "pulser" section of a pulser/receiver 
unit. This electrical energy must be converted into mechanical energy, in the form of ultrasonic 
waves, by a transducer (transmitter). Such a conversion is typically accomplished through the 
use of a piezoelectric crystal. The ultrasonic waves propagate into, and interact with, the 
surrounding environment. The results of these interactions, such as the reflection of waves 
from a flaw or delaminated bond in a composite material, can then be received by an ultrasonic 
transducer (receiver). The receiver can be entirely different from the transmitter (pitch-catch 
setup), or both can be the same transducer (pulse-echo setup). The receiving transducer 
converts the detected ultrasonic waves back into an electrical response which is amplified by 
the "receiver" section of the pulser/receiver unit. The amplified signal is considered the output 
of the ultrasonic measurement system and is typically displayed on an oscilloscope and/or 
stored in computer memory. 
The ability to analytically model each of the components of the ultrasonic measurement 
system has become increasingly important as inspectibility issues associated with industrially 
manufactured materials and components have become more complex. 
In 1983, Thompson and Gray [1] published a seminal paper in the Journal of the Acoustical 
Society of America which used Auld's general electromechanical reciprocity relations and 
developed a complete model of an ultrasonic system which has become known as the 
Thompson-Gray measurement model. To use this model, one needs to measure important 
parameters, such as wavespeeds, attenuation of the materials being studied, etc., and model 
other parameters such as the wave field generated by the transmitter, the wave propagation in 
the fluid and solid media, and the waves scattered from flaws. The electrical components and 
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electrical/mechanical conversions were taken into account in the measurement model through 
the use of a system efficiency factor, which also must be obtained experimentally. The 
measurement model has been used in a wide variety of studies over the years, demonstrating 
that it is a very versatile tool for analyzing and simulating ultrasonic NDE tests. 
The basic concept of the measurement model can be thought of as a template or framework 
which can be used to incorporate specific mathematical expressions for the various model 
components. These individual model components, representing the transducer radiation, flaw 
scattering, etc., have undergone many revisions and refinements since the original 
measurement model paper was published. As the emphasis for more accurate, quantitative 
experimental measurements and theoretical predictions continues to grow, the demand for more 
exact analytic models and sophisticated ways to relate these models to the experimental 
measurement techniques also is increasing. Much of this work has centered on the shape and 
structure of the ultrasonic wave field generated by a transducer (ultrasonic beam models). 
Of course, ultrasonic transducer beam modeling was an active area of research before 
Thompson and Gray introduced the measurement model in 1983. In fact, this is such a fertile 
area of research that we only mention here the review article by Harris [2] as a source that 
describes some of the many modeling issues involved. Ultrasonic beam models will form a 
major portion of this thesis, as described later. Another related topic, transducer 
characterization, will also be considered. 
Transducer Characterization 
Characterization of the actual transducer used for the experimental analysis in the lab is 
essential in order to relate theoretical model predictions to experimental measurements. The use 
of analytic transducer beam models in the Thompson-Gray measurement model require that 
certain geometric parameters (such as the transducer's radius and focal length) be entered into 
the model. Also, as mentioned previously, the measurement model needs to have the 
electrical/mechanical conversion efficiency of the transducer(s) and other parts of the 
measurement system determined by a measurement of a system efficiency factor. The question 
of what these values should be is the main point of the characterization issue. Inaccurate values 
will lead to poor model representation of the ultrasonic wave field actually measured in the lab. 
For the geometric parameters, it is tempting to simply use the transducer manufacturers' 
specifications for radius and focal length. Unfortunately, this has been shown to lead to large 
errors between theoretical predictions and experiments. 
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The reasons for these discrepancies are many and varied. Most of the mathematical models 
developed make idealized or simplifying assumptions on variables such as the motion of the 
transducer surface. Also, there is the question of how large a value to take for the active area 
of the transducer surface that actually moves and radiates ultrasound into its surroundings. It is 
generally accepted that not all of the transducer surface is active because of finite edge or rim 
effects, but no agreement has been reached on the specific percentage that is active, which in all 
likelihood varies with each individual transducer. The role of beam diffraction also plays an 
important role in obtaining "correct" geometrically determined transducer parameters. Due to 
the inaccuracies involved with using the manufacturer's specified nominal values in the 
models, simple and efficient characterization procedures for finding "effective" transducer 
parameters need to be developed, which is the topic of Chapter I of this thesis. 
All transducer characterization procedures require some type of simple experimental 
measurements at discrete locations in the transducer's wave field. These particular locations 
are usually taken at points in the wave field where the mathematical expressions of the model 
reduce to simple forms, such as on-axis nulls or peaks. By experimentally determining the 
locations of these nulls and peaks, and substituting them into theoretical expressions derived 
from a given beam model, the effective transducer parameters (radius, focal length) can then be 
obtained. 
A number of earlier studies have considered obtaining the effective parameters for ultrasonic 
transducers. One part of this work has centered on the unfocused transducer and estimating its 
only effective parameter, the radius. In most cases, this has been accomplished by measuring 
the location of the last null in the on-axis response of the transducer. By using an analytic 
expression for this location that is also in terms of the radius, one can solve for the effective 
value of the radius. 
Other studies have described methods for obtaining the effective parameters for spherically 
focused transducers. In these cases, two effective parameters must be estimated: the transducer 
radius and focal length. A number of groups have used different combinations of on-axis and 
off-axis nulls to determine both parameters, but all of these earlier methods contain significant 
drawbacks. Some methods are time consuming; others are not robust and occasionally 
compute imaginary values for effective parameters, and still others give poor parameter 
estimates, particularly at lower radiation frequencies. 
The first chapter of this thesis describes a new method for experimentally characterizing 
spherically focused transducers. The method will be a complete characterization procedure for 
the probe that will allow quantitative prediction of the actual output signals obtained from a 
typical NDE ultrasonic measurement system. This efficient procedure will determine the 
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effective radius, focal length, and system efficiency factor for spherically focused transducers 
and their accompanying measurement systems. This new method overcomes many of the 
shortcomings of the previously published characterization procedures, and the predicted 
responses that make use of these values are found to correspond very well with measured 
responses. 
Transducer Beam Models for Planar Interfaces 
The remaining chapters of the thesis concentrate on the study and derivation of ultrasonic 
transducer beam models that can be easily incorporated into the general measurement model 
framework. Models will be developed that represent the ultrasonic wave fields radiated from a 
planar, unfocused transducer which transmit through a planar interface between two 
homogeneous, isotropic media. This represents a common situation found in many industrial 
ultrasonic part inspections where the transducer is typically immersed in a fluid such as water 
(medium 1) and the ultrasonic wave field then propagates across the interface and into the solid 
component being interrogated (medium 2). If the fluid in medium 1 is replaced by a solid and 
the transducer is oriented at oblique incidence to the interface, then a solid-solid interface 
problem is represented, which is useful for modeling the wave fields produced by an angle 
beam shear wave transducer, where the first solid represents the wedge material of the 
transducer and the second solid represents the part being inspected. 
The second chapter of this thesis discusses two different models that can be used to 
represent the planar fluid-solid interface problem mentioned above. The first type of model is a 
Rayleigh-Sommerfeld-like surface integral model. As long as the transducer is assumed to 
radiate at sufficiently high frequencies, this model is expected to be very accurate. 
Unfortunately, the surface integral model is also computationally intensive because of a 2-D 
surface integration that must be numerically performed over the transducer surface. The 
second type of model is a boundary diffraction wave (BDW) paraxial model. This model 
incorporates the paraxial approximation in its derivation and effectively reduces the 2-D surface 
integration of the surface integral model to a 1-D line integration around the edge of the 
transducer. Of course, invoking the paraxial approximation adds an approximate nature to the 
wave fields predicted by these models, but it also increases their computational speeds 
tremendously. The beauty of boundary diffraction wave approach lies in the fact that it 
represents the wave field as the sum of a direct plane wave originating from the transducer face 
and an edge wave radiating from the edge or rim of the transducer's active element. This 
approach is much more physically intuitive than the Gauss-Hermite model [3], which is also 
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based on the paraxial approximation. Since the Gauss-Hermite model relies on a complete set 
of orthogonal Gauss-Hermite basis functions, which are solutions to the scalar wave equation, 
and whose coefficients are determined from the knowledge of the initial boundary conditions 
usually assumed over the transducer plane, the actual physics of the direct and edge wave 
generation and propagation process is not explicitly present in the Gauss-Hermite model. 
After deriving the surface integral model, we then apply the paraxial approximation to this 
model and obtain the BDW paraxial model. However, the BDW paraxial model can be written 
in two distinct forms, depending on whether the paraxial ray expansion is carried out about a 
"local" ray or the central ray propagating from the transducer surface. On-axis and off-axis 
comparisons among the three models (surface integral, central ray BDW paraxial, local ray 
BDW paraxial) are then made in the second medium for a number of different refracted angles 
to demonstrate where the paraxial models deviate from the more exact surface integral model. 
The third chapter of the thesis describes a new and versatile method for numerically 
evaluating the 2-D surface integrals inherent in many beam models. We call it the edge element 
method. In this approach, the surface of the transducer is divided up into a web-like pattern of 
short, straight, edge elements whose contributions can be analytically obtained and then 
summed to obtain the total response of the transducer at any arbitrary point in its wave field. 
We prove that each edge element contribution is essentially the Fraunhofer approximation for a 
small, straight radiating edge and demonstrate this fact by recovering the well known 
Fraunhofer diffraction result for a rectangular piston transducer using edge elements. 
When edge elements are applied to the planar fluid-solid interface problem, the method is 
found to have some distinct advantages. Because the edge element method is based on 
completely analytical expressions, it can be used to compute incident wave fields from the 
surface integral model significantly faster than with more conventional numerical integration 
techniques, yet the edge element predictions remain accurate throughout the entire wave field 
and at all refracted angles, unlike the BDW paraxial model(s), which tend to become less 
accurate in the nearfield of the transducer or at high angles of refraction, as will be shown. 
The potential uses for the edge element technique are considerable. To demonstrate the 
capability of this method for also modeling non-planar transducers, edge elements are shown to 
be able to accurately predict the wave field of a spherically focused transducer radiating into a 
fluid medium. We foresee the edge element technique being used for accurately calculating the 
entire incident wave fields of more nontraditional transducers, such as rectangular or elliptically 
shaped transducers with cylindrically or elliptically focused lenses. Edge elements may also 
offer an efficient way to determine wave fields that are transmitted through boundaiy interfaces 
of general curvature. 
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The fourth and final chapter of this thesis considers the development of a complete 
elastodynamic model for an angle beam shear wave transducer. To our knowledge, no other 
angle beam shear wave transducer beam models exist that include all of the bulk waves 
transmitted into the material being interrogated. First, we model the waves generated in the 
transducer wedge by idealizing this problem as one where a contact compressional wave 
transducer is radiating into an isotropic, elastic half-space. The incident compressional and 
shear waves in this first problem are then transmitted across a planar interface into the 
underlying elastic solid (second medium) being interrogated. 
The resulting surface integral expressions for this angle beam model are evaluated with the 
edge element method. In this case, the transmission process will create four types of bulk 
waves in the second medium. A refracted P-wave and mode converted SV-wave will result 
from the incident P-waves, while a refracted SV-wave and mode converted P-wave will result 
from the incident SV-waves. The relative contributions of each of these four wave types are 
determined in terms of their incident displacement fields in the underlying material being 
inspected. Directivity functions associated with the wave fields propagating in the transducer 
wedge are also studied, and their effects on the transmitted wave fields in the second medium 
are determined. Finally, we compare the wave fields produced by this general angle beam 
shear wave transducer model with the wave fields predicted by a fluid-solid interface model 
that completely neglects all shear waves and directivity functions in the wedge material. This 
fluid-solid interface model is also evaluated by the edge element method, and the transmitted 
wave fields are compared to those predicted by the complete elastodynamic model. It is found 
that the fluid-solid interface model accurately predicts the transmitted wave fields for an angle 
beam shear wave transducer, demonstrating that the effects of shear waves propagating in the 
wedge medium are negligible and that the directivity functions in the wedge can typically be 
ignored. 
Dissertation Organization 
This dissertation is written in an alternative format and consists of a general introduction, 
four papers, and general summary. References cited in the general introduction can be found 
in the "Literature Cited" section of this work. 
The four papers contain topics of research that have either been accepted for publication or 
will be submitted for publication. The first paper (or chapter), which presents a new procedure 
for completely characterizing spherically focused transducers, is an extension of a paper that 
appeared in Review of Progress in Quantitative Nondestructive Evaluation. Vol. 13A, (pp. 
7 
1007-14). The extended paper presented here has recently been accepted for publication in 
Research in Nondestructive Evaluation. The second chapter, which derives the surface integral 
and BDW paraxial models for planar fluid-solid interfaces, is an extension of a paper that 
appeared in Review of Progress in Quantitative Nondestructive Evaluation. Vol. 14A, (pp. 
1067-74). We plan to submit the extended paper presented here for publication to Research in 
Nondestructive Evaluation. The third chapter, which describes the new edge element 
numerical technique and its applications, is based on a paper that will appear in Review of 
Progress in Quantitative Nondestructive Evaluation. Vol. 15, but has since undergone major 
revisions. The latest, revised version included in this work will be submitted for publication to 
The Journal of the Acoustical Societv of America. The final chapter, which derives an 
elastodynamic model for the wave fields produced by an angle beam shear wave transducer 
with the edge element technique, will also be submitted for publication to The Journal of the 
Acoustical Society of America. 
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CHAPTER I. CHARACTERIZATION OF SPHERICALLY FOCUSED TRANSDUCERS 
USING AN ULTRASONIC MEASUREMENT MODEL APPROACH 
A paper to be published in Research in Nondestructive Evaluation 
Terence P. Lerch, Lester W. Schmerr, Alexander Sedov 
ABSTRACT 
A new and computationally efficient method is developed for characterizing a spherically 
focused, ultrasonic transducer (and its accompanying test system). Procedures for determining 
the probe's effective radius, effective focal length, and system efficiency factor are described. 
Predicted responses that make use of these effective parameters are shown to correspond very 
well to measured responses for a number of different transducers. 
INTRODUCTION 
In ultrasonic nondestructive evaluation (NDE), the generation of ultrasound is normally 
accomplished with the use of a piezoelectric crystal transducer. When driven by a short, high 
amplitude voltage pulse, the crystal converts electrical energy to mechanical motion (pulses) 
which can then travel as waves into the adjacent material. This type of transducer can also act 
as a receiver to convert mechanical waves incident on the transducer into electrical signals. If 
the crystal is curved or if an acoustic lens is placed in front of a flat crystal, it is possible to 
generate a spherically focused beam of high intensity. This is particularly important in NDE 
applications that need high sensitivity and spatial resolution. 
Quantitative NDE experiments with spherically focused probes require that one be able to 
accurately characterize both the mechanical wave field generated by such a transducer and the 
mechanical/electrical conversion processes taking place during transmission and reception. To 
see this explicitly, consider the pulse-echo measurement configuration of Figure 1 where a 
spherically focused transducer is used to interrogate a small flaw in an immersion test setup. 
Thompson and Gray [1] have shown that it is possible to develop a complete measurement 
model of this setup in the form 
Figure 1. Pulse-echo measurement configuration where a spherically focused transducer 
interrogates a small flaw in an immersion setup. 
= jS(fi))exp[2/(/:,D,o +/:2 Ao)] 
expj—2(ttjZ)|Q +oJ2Ao)]^ 2(''OS0]o)72i(cos0|q) (1) 
where all the quantities appearing in Eq. (1) are as follows: 
VX(o) is the measured output voltage (as a function of frequency, co, received from the flaw. 
Since in most NDE tests, the output (and input) wave forms are pulses, VXa>) is usually 
computed from the received time domain signals through the use of a Fast Fourier Transform 
(FFT). 
P(co) is the system efficiency factor. 
a, = a, (co) (/ = 1,2) are the attenuation coefficients for the two media as a function of 
frequency. 
7;2(cos0,O), 7^|(cos0,O) are plane wave transmission coefficients (based on pressure ratios) 
in going from medium one to two and vice versa. 
i4(e,o;-e,(,) is the far field plane wave scattering amplitude (in back scatter) for the flaw. Note 
that even though the transducer puts out a finite beam of sound into a finite medium, 
yl(e,.o;-e,o) appears in this model as a plane wave scattering amplitude for an infinite medium. 
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Thus, theoretical scattering amplitudes calculated for plane waves incident on a flaw in an 
infinite medium are direcdy usable here. 
C(a,/?!),(0,0,0,020, Ao'Ao) is the diffraction coefficient for the transducer. It appears squared 
in Eq. (1) because of diffraction of the sound beam during both the transmission and reception 
processes. 
fc; (i=l,2) are the wave numbers for the waves traveling in the ith medium, and is the active 
area of the transducer. 
It is apparent from Eq. (1) that transducer parameters appears in the measured response in 
three ways: 1) through the diffraction term C^, which depends on the radius, a, and 
geometrical focal length, R^, of the transducer [2], 2) through the system efficiency factor, 
P(co), which is a function of the transducer, cabling, and pulser-receiver settings [1], and 3) 
through the active area in the last term, 5,. If a, and p(co) are known, and the attenuation 
coefficients, a,(co), of the media involved are measured as a function of frequency, then Eq. 
(1) shows that the measured voltage frequency components can be related directly to the far 
field scattering amplitude, A(e,.o;-e,.o), of the unknown flaw. Since A(e,.o;-e,.o) depends on 
the geometry and material properties of the flaw, it can then be used as part of quantitative flaw 
characterization and sizing procedures [3,4]. 
Most transducer manufacturers stamp on the transducer housing nominal values for the 
radius, geometrical focal length of the transducer (usually as measured in water), and the 
transducer center frequency. They also provide specification sheets containing spectrum 
analyzer plots of the frequency content of the transducer. Unfortunately, such nominal values, 
when placed into C^, often produce a diffraction correction term that is significantly in error. 
Also, the center frequency value and spectrum analyzer plots provided do not allow one to 
obtain p(a)). For a planar (unfocused) transducer, it has been shown that an "effective" value 
of the radius, of such a probe can be determined experimentally from a simple calibration 
setup [5], [6], and that P((o) can also be measured from any number of standard reference 
scattering configurations [7]. Having both and P(co) then allows one to accurately predict 
the entire wave field of the planar probe. However, an analogous set of robust, simple 
procedures for obtaining the effective values of a, R^, and measuring p((o) for a spherically 
focused probe are not yet available. This paper will develop such procedures and demonstrate 
their ability to accurately predict the experimentally measured spatial wave field (at a single 
frequency) and time domain wave forms produced by such a transducer. 
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BACKGROUND 
There have been a number of earlier studies that have also considered obtaining effective 
parameters of ultrasonic transducers. As just mentioned, some of this work has been done for 
an unfocused probe, where the probe was modeled as a uniform velocity (piston) source acting 
in an infinite baffle. For this model, one only needs to estimate one effective parameter, 
namely the radius, a, of the probe. In most cases, this has been done by locating the last null 
(at a given frequency) in the on-axis response of the transducer (when it is placed in a single 
medium such as a water bath), and then using an analytical expression for this location, in 
terms of the radius, one can obtain an effective value [5,6]. 
For spherically focused probes, a number of methods for measuring effective transducer 
parameters have been tried with varying degrees of success and difficulty. In most of these 
cases, the probe was also modeled as a constant radial velocity source (i.e. normal to a 
spherical surface in an infinite baffle) acting on a spherical aperture so that there are two 
effective parameters to estimate: the radius, a, and geometrical focal length, R^. Madsen et al. 
[8], for example, describe a method in which they experimentally locate the focal plane of a 
spherically focused probe by finding the concentric rings of zero amplitude that are 
characteristic of that plane (at a given frequency). Since the focal plane is located at a distance 
RQ from the transducer, by locating this plane, they also determine the effective geometrical 
focal length of the transducer. Although no procedures were given in [8] for finding the 
effective radius of the probe, the same group did later include a method for finding the effective 
radius [9]. In this case, after the focal plane was located, the first lateral null (i.e. along a line 
perpendicular to the axis) in this plane was measured, and the effective radius was based on a 
model which predicts that this off-axis null will occur at a lateral distance, d, where [10] 
d = 3.S3Rolka (2) 
Cobb [11] later used the same methods as Madsen et al. In all these studies, good agreement 
was found between the theoretical predictions and the experimental measurements. 
As Adach and Chivers [12] pointed out, locating the focal plane experimentally is rather 
time consuming, and there is difficulty in resolving the lateral nodes at frequencies higher than 
10 MHz. Thus, Adach and Chivers considered several other methods of obtaining effective 
transducer parameters. One method used one lateral node to find the effective radius of the 
probe and the last axial node on the transducer side of the true focus to find an effective value 
for the parameter, h, where 
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h = R,-^R^-a^ (3) 
thus essentially determining both a and R^. The second method used two axial nulls on the 
transducer side of the true focus to determine the effective values Although the two 
axial node method was simple to implement, later work by Adach and Chivers [13,14], 
indicated that it was not always possible to find both nodes, and in some cases, the effective 
parameters calculated by this method were imaginary. Also, they found cases, particularly at 
lower frequencies, where the behavior of the on-axis pressure response obtained theoretically 
did not fit well with the experimental values except near the nodes. Thus, several other 
methods were tried, including a method which used the location of one axial node and the 
location of the true focus (together with an approximate analytical expression for the true focus 
location in terms of the transducer parameters), and another method that used the first lateral 
null location together with an analytical expression for the ratio of pressures at two arbitrary 
axial points to determine the effective parameters. Both of these alternative methods also did 
not work well at lower frequencies. 
Amin et al. [15] used a Gauss-Hermite beam model for a spherically focused probe and 
obtained effective parameters from a non-linear least squares fitting procedure (between the 
theoretical model and experimental pressure values), with data points taken at various on- and 
off-axis locations. Although this method appeared to work well in general, no indication was 
given in [15] as to the sensitivity of the results to the choice of data point locations or a rational 
way to choose such locations. 
In ultrasonic system characterization studies, there has been considerably less work done on 
the calculation of system efficiency factors, P(co). Thompson and Gray [1] showed that for a 
planar transducer, P(a)) could be obtained by performing a reference experiment where the 
beam of the transducer is reflected from the back surface of a flat plate. Schmerr et al. [7] have 
shown that other reference setups can also be used to find P(0) for planar probes, including 
the reflection of the transducer beam from a front planar surface, scattering from a flat-bottom 
hole, or scattering from the flat end of a rigid, cylindrical reflector. The results obtained in all 
the various configurations were in good agreement, indicating that P(co) is indeed a factor that 
is a function only of the electrical and electromechanical parts of the measurement setup, as 
expected. For spherically focused transducers, Thompson and Gray [16] have shown how the 
reflection of the probe from a planar surface (oriented normal to the probe and located at the 
transducer geometrical focus) can similarly be used as a reference experiment to determine 
P(co). 
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In spite of all these previous studies, there is still not available today a simple, robust 
method for reliably obtaining all the parameters a,/^,P(G)) for a spherically focused probe. 
Thus, we will describe here a promising candidate for just such a method. 
GENERAL STRATEGY - A MEASUREMENT MODEL-BASED APPROACH 
One of the differences between our spherically focused transducer characterization approach 
and all the others cited previously (except for the work of Amin et al. [15]) is that we will base 
the procedures on both a model of the transducer itself and a model of the entire ultrasonic 
measurement process, as given in Eq. (1). This point is important because one needs to have 
an ultrasonic measurement model to define the system efficiency factor, P(®), properly to 
begin with, and such a model also helps to characterize some of the sources of potential error in 
the characterization process, as will be shown shortly. The ultrasonic scattering configuration 
we have chosen is shown in Figure 2 where a spherically focused transducer is radiating into a 
water bath. The pulse-echo response of a on-axis spherical reflector is obtained experimentally 
and digitized using a standard ultrasonic NDE pulser/receiver and commercially available 
transducer. We should point out that many of the previous characterization studies have been 
done using continuous wave or tone burst excitation whereas most ultrasonic NDE setups 
typically use a spike pulser instead. It is important, from a practical standpoint, that transducer 
characterization be done, if possible, with the same instrumentation that is used in actual NDE 
tests. Since this chosen configuration only involves a single medium, we can rewrite Eq. (1) 
in the simpler form: 
VXz, (o)=j8(ffl)exp(2fc)exp[-2(az)]A(e,.o ;-e,o )C^ (a, ffl, j (4) 
where k = (a I c and a = a(ffl) are the wave number and attenuation of the fluid, respectively, 
A is the far field scattering amplitude for the sphere in back scatter, and C is the diffraction 
coefficient for the spherically focused transducer. The dependency of on z is also shown 
explicitly in Eq. (4) to facilitate some of the discussion to come shortly. Like many of the 
previous characterization studies, we will use the theory of O'Neil [17] to describe the pressure 
wave field of the transducer. This theory assumes that one can apply the Rayleigh-Sonmierfeld 
theory for a planar piston probe to a spherically focused probe by simply replacing the 
integration on a planar surface with one taken over a spherical surface instead. The radial 
velocity normal to the spherical surface is assumed to be a constant (piston model) over the 
(spherical) surface. In this case, the on-axis pressure wave field can be explicitly obtained as 
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Figure 2. Pulse-echo configuration and measurement apparatus used to measure 
the on-axis response of a spherical scatterer. 
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Geometric parameters associated with the spherically focused transducer and its 
wave field. 
Pf{z,(o) = pcvo exp(/fe)C(a,i?;,,€0,z) (5) 
where p is the density of the fluid, VQ is the uniform velocity on the surface and the diffraction 
coefficient is explicitly 
C(a, CO, z) = [l - exp{//:(r^ - z)}] / qg (6) 
where r^. = ^j{z — hY + is the distance from the edge of the transducer to the center of the 
sphere, h (see Eq. (3)) is the distance from the back of the transducer's radiating surface to its 
edge, and = 1—z//^ is the non-dimensional distance from the geometric focus. (See Figure 
3). 
The choice of the sphere is an important one since working with the response of such a 
simple scatterer eliminates the need for hydrophone measurements (and thus also eliminates the 
need to characterize the hydrophone response as part of the measurement process). By moving 
the sphere to different positions in the wave field (just as a hydrophone typically is moved), the 
structure of the wave field can be determined. Because our setup uses a spike pulser as the 
input, the radiated wave field is also in the form of a short pulse. If the front surface echo 
(leading edge response) of the sphere (which is the earliest arrival at the transducer) is gated out 
from any other arrivals, then the far field scattering amplitude frequency components of this 
leading edge response are simply given by 
Rh 
^(e,o;-e,o) = -^exp(-2/A:Z7) (7) 
where b is the radius of the sphere and R is the plane wave reflection coefficient [18]. For steel 
spheres placed in water, the acoustic impedance of the steel is much greater than the water so 
that /? = 1, i.e. the scattering is approximately that for a rigid sphere. Also, as Eq. (7) shows. 
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the leading edge response of the sphere acts like a point scatterer in that it does not add any 
structure (as a function of the distance, z) to the measured on-axis response of Eq. (4) beyond 
the already existing propagation, attenuation, and diffraction terms. This is true even for large 
spheres (i.e. having a diameter of many wavelengths), so that using spheres with diameters of, 
say, 0.25 inches, which can be easily manipulated experimentally, is acceptable in our setup. 
Note that in other testing configurations that use either continuous wave or tone burst 
excitations of the transducer, gating of this type is not possible, and when using a scatterer 
such as a sphere, it would be necessary to keep the total response of the sphere, including 
multiple internal reflections, etc. Thus, our setup does not suffer from the same difficulties 
reported via other methods [19]. 
Another important consequence of having a characterization procedure based on a complete 
measurement model such as Eq. (4) is that the model shows clearly that the frequency 
components of the received voltage are a function of the distance z through the attenuation 
term, the propagation term, and the diffraction term. When dealing with on-axis nulls of the 
transducer response, this is not a problem since such nulls will also be nulls of . However, 
the location of the maximum of the on-axis pressure may be different from those of if the 
attenuation is significant. We can compensate for this difference by rewriting Eq. (4) as 
^r(©)v;(z,fi))exp[2(a((9)z)] (8) 
which shows that the maximum of the non-dimensional on-axis pressure term, 
(which occurs when the pressure itself is a maximum), can, in principle, be determined by 
locating, at a given frequency, the z-distance at which the quantity VXz,(o)exp[2a{cD)z\ is a 
maximum, since all the components contained in F are independent of z. 
In the cases we will discuss later, the attenuation of the water bath used in the calibration 
setup was found to have no significant effect on the location of the on-axis maximum, so that 
we could assume that the positions of both the maximum and minima of that we measured 
experimentally are the same as those of the on-axis pressure, , making the use of Eq. (8) 
unnecessary. However, for other media or other transducers, such assumptions should be 
examined carefully, and Eq. (8) used when necessary. 
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DETERMINATION OF EFFECTIVE TRANSDUCER PARAMETERS 
When determining values for effective parameters, the underlying idea is to write 
expressions from analytical models that relate special locations in the incident wave field 
(amplitude minima or maxima) to the effective parameters being sought and other known 
variables. The challenge is to choose these special locations so that they can be measured 
accurately and reliably (and quickly) in the laboratory. Once the positions of these locations are 
determined experimentally, the model-based expressions can be used to extract the effective 
parameters. 
The choice of which special locations are best to use to characterize a spherically focused 
probe is unclear. For the unfocused (planar) case where only one special location is needed, it 
is generally accepted that the last on-axis null location is the best choice since it is easy to find 
experimentally and a simple model-based expression exists that relates this location to the 
radius of the probe. 
The last on-axial null on the transducer side of the true focus for a spherically focused probe 
is also a good choice for essentially the same reasons (although the model-based expression 
will be altered because of the focusing of the probe). Choosing a second special location is 
more difficult. Analytically, it is relatively simple to relate the locations of the last two nulls on 
the transducer side of the true focus to both effective parameters. However, it has been our 
experience in the laboratory (and others [13], [14]) that it is difficult to always locate both nulls 
accurately, as the field amplitudes are rather small around the null locations, and even when the 
nulls can be located and effective parameters derived, the resulting predicted amplitude profiles 
in the regions of large wave field amplitudes do not necessarily agree well with experiment. 
There are, as mentioned previously, well known expressions that relate the location of 
lateral nulls in the focal plane of the probe to the effective parameters. Finding the focal plane 
itself, however, has been described as tedious [12] and some difficulty has been reported in 
identifying these nulls at high frequency [12]. 
Other approaches that use pressure amplitude expressions or pressure ratios at rather 
arbitrary positions [14,15] are possible, but they are difficult to turn into a well-defined 
characterization procedure since no way for choosing the locations at which the pressures are to 
be calculated are given, as mentioned previously. 
In looking at the various possibilities, we have chosen the second special location to be the 
location of the maximum on-axis pressure response (the "true" focus). There are two reasons 
for this choice. First, the true focus will always be located (by definition) in a region of large 
amplitude, so that there will be no difficulty of dealing with small amplitude signals as found in 
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other methods. Second, by determining both the last on-axis null and the on-axis maximum 
locations, one is in effect "pinning down" that region of the transducer response where the 
amplitudes are most significant anyway. Thus, one should be able to produce good agreement 
with experiment at other field locations as well. The disadvantage of this choice is that there is 
no simple analytical expression that relates the location of the true focus to the effective 
parameters. Instead one obtains a transcendental equation that must be solved numerically. 
This inconvenience is probably necessary, since earlier attempts to use more explicit 
approximate equations for the location of the true focus have not been very successful [14]. 
In order to use these two special locations (on-axis null on the transducer side of the true 
focus and the on-axis true focus location itself), which we will call and respectively, 
we need to obtain the model-based expressions that relate these locations to the effective 
parameters. First consider the null location. 
From Eqs. (5) and (6), it follows that the O'Neil theory predicts an on-axis pressure profile 
that can also be written as 
p^(z,a)) =-^^2^exp 
% 
ik / \ , k / \ 
-{r,+z) sm (9) 
which shows that nulls are located on the transducer axis when 
= (n = 1,2,3,...) 
Solving for z, we can find the location of these nulls, z„, as 
z„ =• 
lh±'lnX 
n = 1,2,3,... 
(10) 
(11) 
where the "+2«A" choice in the denominator corresponds to the nulls before the geometric 
focus, and the "-2nA" choice corresponds to the ones after the geometric focus. Note that in 
the planar case, h^O {RQ —>«») so that the"-2nA" choice must be rejected (it would lead to 
negative z„), but that as long as h>nJi, this choice is acceptable in the focused case. 
As with the planar case, we turn our attention to the null immediately preceding the pressure 
maxima (« = 1). The location of this minimum is 
2{h+?i) (12) 
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Since the nondimensional wavenumber, ka, is typically large for NDE transducers, Eq. (12) 
can be solved for a, in this approximation, in a relatively simple form as 
a = [.35m!n^]l/2 (I3) 
(^-Zmin) 
which will be taken to be the effective radius, when the quantities on the right side of Eq. 
(13) are determined experimentally. 
As can be seen from Eq. (13), simply measuring is not enough by itself to determine 
for the spherically focused case. The effective radius is also dependent on the value of the 
focal length, RQ , which is an effective parameter yet to be determined. Thus, it is necessary to 
first establish a means of computing the effective focal length prior to calculating the effective 
radius. 
Now, consider the location of the largest on-axis pressure (true focus). By taking the partial 
derivative of the pressure with respect to the distance, z, and setting it equal to zero, this 
maximum location, can be shown to satisfy 
cos[to/21-2(5±£==>2e/2] 
(5+h)q,kR, 
where 
S = .l^z^-h?+a-'-z^ (15) 
Through the use of Eq. (13), Eq. (14) can be written in terms of and the measured values 
and only, so the effective focal length could theoretically be obtained using Eq. (14) 
and a simple root solver, as suggested in [20]. However, when implementing this procedure 
on various transducers, it became apparent that the root, RQ, obtained by solving Eq. (14) 
directly in this manner, is very sensitive to the choice of making it rather difficult to 
determine an accurate value of R^. In fact, in some cases, direct solution of Eq. (14) produced 
effective values of RQ where R^ < (i.e. where the geometric focus is closer to the 
transducer than the true focus) which is clearly wrong. This same sensitivity may also be the 
reason why previous attempts to use approximate expressions for the location of the true focus 
had some difficulty in determining effective parameters [14]. We have found, however, a 
modified two-step procedure, still based on Eq. (14), that avoids this sensitivity and does 
guarantee that R^ > z^^. First, we rewrote Eq. (14) in the form 
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/ xr 2(l+2x/(A:Z„_)) . . -r Zn,a^ .... 
xcos(x)[;r-x+^^- ^ ' ,'sin(x)[;r-jc^+^ (16) {2+2xl{kz^)) z„i„ 
where x — k5l2. Solving the root, jc, for Eq. (16) is straightforward. This is to be expected, 
since in many cases, » 1 and » 1, so that one has, approximately 
.vcos(x) = ^~^^^'"'"^^"'i")sin(;c) (17) 
it—x 
which has a simple structure and a well defined root. Having the value of this root, x, allows 
us to obtain a value of the effective focal length directly, since from the definition of x and 
Eqs.(15) and (12), it follows, after some considerable algebra, that 
which will be taken as the effective focal length, Note that as the frequency increases, we 
have » 1 and z^Jz^^^l, and Eq. (18) gives in general, with 
(as the frequency increases), as expected from geometrical ray theory. In 
summary then, by experimentally determining and at some frequency, /, for a 
spherically focused probe, the intermediate variable, x, can be solved for iteratively from Eq. 
(16). Based on this value of JC, the effective focal length can be determined from Eq. (18). 
Once the effective focal length is known, the effective radius can be found from Eq. (13). 
Table 1 lists the effective parameters found using this procedure for a variety of focused 
transducers. The manufacturer's nominal values are also listed. 
Table 1. The effective/nominal parameters of four focused probes. 
Probe Manufacturer's Specs Effective Parameters Center 
Focal Length Radius Focal Length Radius Frequency 
(cm) (cm) (cm) (cm) (MHz) 
A 10.2 0.64 
B 15.2 0.64 
C 5.1 0.64 
D 10.2 0.95 
9.7 0.66 5.0 
19.5 0.70 10.0 
5.4 0.66 15.0 
10.6 0.99 2.25 
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As found by others [15,12,14], these effective values do depend somewhat on the choice of 
frequency (note that since we are using pulses in our experimental setup, with frequency 
domain responses computed via FFTs, determining effective values at a number of different 
frequencies can be done without difficulty). Although the major source of this frequency 
dependency is not known, some of these variations may be due to deviations of the real 
transducer response from the constant velocity (piston) source assumptions we have made. 
Handling such non-constant velocity distributions would likely require considerably more 
complex theoretical and experimental approaches. However, by taking an average of the 
effective parameters obtained at frequencies around a "center" frequency of the transducer, we 
have found that the entire wave field of the transducer is predicted accurately by this method, 
and so we have not pursued more general approaches. 
CHOICE OF MODEL 
As mentioned previously, the O'Neil model treats the transducer as a spherical piston 
radiator. While some transducers are indeed constructed with curved radiators, many 
commercially available ultrasonic NDE transducers use a planar crystal coupled to an acoustic 
lens, so one can ask if the characterization procedures described above are also applicable to 
such transducers. To answer this question, we will consider a model developed by 
Schlengermann [21] that does include a lens explicitly. From that theory, the on-axis pressure 
was found in the form 
pAz,(o) = •^^[exp(/fe) - exp(/fc/-<,)] (19) 
where 
= -Jiz-hf + a^ + nh 
go = (l-z/Ro) 
Ro = Ro/(l - c/C|) 
with c, being the compressional wave speed of the lens and n = c/c,. 
Although Eq. (19) in its exact form is different from the O'Neil model (Eq. (5)), most NDE 
transducers are not too tightly focused so that one can assume the paraxial approximation [22]. 
In that approximation, r,,- = z + , so that Eq. (19) becomes 
Pf{z,(0) = •^^exp(fc)[l-exp(/A:a^go/2z)] (20) 
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Similarly, Eq. (5) from O'Neil theory becomes, in the paraxial approximation. 
Pf(z,(o) = •^^exp(/fe)[l-expO"/:a^9o/2z)] (21) 
which is identical with Schlengermann's model if we simply replace the focal length, in the 
O'Neil theory by an equivalent focal length, Ro. Since (or Ro) is determined 
experimentally here anyway, the difference between these models is thus not likely significant. 
Also, we should mention that recent, detailed comparisons of the O'Neil model with other 
models and with experiments have been made [23,24] that also validate the use of the O'Neil 
model under rather general conditions. 
DETERlVnNATION OF THE SYSTEM EFHCIENCY FACTOR 
Even when the effective radius and geometric focal length of a transducer has been 
obtained, the actual voltage produced by that transducer in an ultrasonic experiment can not be 
quantitatively predicted until the system efficiency factor, P(a)), is known. Since the system 
efficiency factor is a complicated combination of the transducer electromechanical properties, 
the pulser/receiver characteristics, cabling, signal processing, and other processes present in a 
given ultrasonic measurement, the only practical way at present to obtain |3(ca) is 
experimentally with the use of models and a well-defined reference scattering setup. The setup 
used here for obtaining the effective transducer parameters (pulse-echo response of an on-axis 
sphere) is also an ideal setup for obtaining P(co). To see this, let Eq. (4) be rewritten as 
is known completely once the effective parameters and the attenuation of the fluid are obtained, 
and where the dimensions of |3(co) are the same as that of V^(z,(»), i.e. typically volt-seconds. 
For water, the attenuation can in fact be obtained from previously performed experiments [25]. 
By measuring the voltage frequency components, V,(z,<a), at a particular on-axis location z, 
and evaluating the ^(z,©) expression at this same location, the system efficiency factor, p((o), 
can then be determined, in principle, by a simple division process, i.e. 
where the quantity 
(22) 
(23) 
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yg(fi,)=XM?) 
' 4)(z,ft)) (24) 
However, at low and high frequencies, this division process is contaminated by noise and 
fails. To remedy this problem one can employ a Wiener filter, lV(z,co), and replace Eq. (24) 
by 
where 
^(Z,Q)) 
|O(z,C0)| +/1^ 
(25) 
(26) 
and n is a constant chosen to stabilize the division process. Often n is arbitrarily chosen as a 
small fraction of the largest value of <E> such as n = 0.05 |<I>(z,co)|^ [26]. 
An example of the magnitude of a typical system efficiency factor obtained in this manner is 
1.00 
0.67 -
Beta, V-s 
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20.0 
Figure 4. Magnitude of the system efficiency factor calculated for Probe 'A' when the scatterer 
was on-axis and 9.6 cm from the transducer. 
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shown in Figure 4. The transducer used in this case had an effective radius of 0.66 cm, 
effective focal length of 9.7 cm, and 5 MHz center frequency (probe 'A' in Table 1). While it 
is possible to use any of the on-axis wave forms obtained experimentally to compute the 
efficiency factor, for Figure 4 we chose an on-axis wave form that was obtained at a position 
near the effective focal length. In this case, the wave form used corresponded to the scatterer 
resting 9.6 cm from the transducer. Typical pulser/receiver settings were used as 
recommended by the manufacturer's specification sheets. 
Once the system efficiency factor is obtained from the reference setup of Figure 2, it is 
possible to use this same factor in Eq. (1) for the general immersion flaw measurement setup of 
Figure 1, provided that the same transducer and pulser/receiver settings are used in both 
setups. This limitation could be removed if an explicit model was also available for all the 
electrical components (pulser/receiver, cables) and electromechanical components 
(transducer(s)) present, but such complete models are not currently available. However, 
because our chosen reference setup is simple to implement in exactly the same experimental 
immersion setup as used for a flaw measurement, it is still practical to obtain P(0) in this 
manner and use this experimentally determined system efficiency factor (and effective 
parameters) for quantitative NDE purposes. 
EXPERIMENTAL MEASUREMENTS 
Four commercially available, broad band, spherically focused transducers were 
individually characterized. Their nominal specifications (radius, focal length, center frequency) 
are listed in Table 1. A schematic of the experimental arrangement is shown in Figure 2. A 
Panametrics Pulser/Receiver unit (Model 5052 PR) is used to drive each of the probes and 
amplify the received signals detected. The amplified signals are then displayed on a LeCroy 
9400A dual channel 175 MHz digital oscilloscope. Once the scattering signals are located on 
the oscilloscope, these time wave forms are digitized (using a 100 MHz sampling rate) and 
transferred to the NEC/Multisync 3D 386 (IBM compatible) PC for future processing. 
The transducer is attached to the lower end of a telescoping rod whose upper end is 
connected to the pulser/receiver unit via a BNC connecting cable. The telescoping rod is 
clamped into a platform attached to an X-Y bridge which sits on top of a Testech ultrasonic 
testing tank (60 cm x 45 cm x 30 cm) filled with 20° C water. The X-Y position of the 
platform is controlled by two threaded tracks aligned perpendicularly to each other. Each 
lateral degree of freedom can be adjusted either manually or by a stepper motor that is operated 
by a Klinger programmable motor controller, causing the platform and telescoping rod to 
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translate along the track. The stepper motors were only programmed for lateral scans; 
positioning of the telescoping rod/transducer assembly, as required for alignment purposes and 
axial scans, was always performed manually. The scattering target is a 0.25" diameter steel 
ball bearing which sits atop a makeshift pedestal of common modeling clay resting on the floor 
of the tank. The clay pedestal served two purposes: first, it was a quick and simple way to 
keep the target fixed in position at a convenient location in the tank; and second, it separated the 
target's echo from that of the large, later arriving echo from the tank floor. 
For axial scans, the alignment of the central axis of the transducer with the center of the 
spherical scatterer is critical and relies on the appearance of the time domain wave form coming 
from the scatterer. For axial scans, the alignment is checked and adjusted at each point in the 
scan (each water path) before the wave form is digitized and stored. At the beginning of each 
axial scan made, the probe and target are initially aligned in the farfield of the probe, and then 
fine adjustments are made at each scanning point as the scan proceeds. Ideally, no adjustments 
would be needed as the probe is raised and lowered if the beam profile were completely 
symmetric, and the telescoping rod were precisely parallel to the probe's symmetry axis. 
However, in practice, small alignment adjustments were sometimes needed. 
The alignment procedure begins with the probe being manually positioned so that its central 
axis passes approximately through the center of the scatterer via visual inspection. The 
telescoping rod/transducer assembly is then raised until the target resides at some axial position 
in the farfield of the probe. The time signal corresponding to the target response is located and 
monitored on the scope. That time signal is then maximized by making fine, manual 
adjustments in the lateral (X-Y) position of the probe. The central axis of the probe and the 
center of the sphere are considered to be aligned when the peak-to-peak voltage of the time 
signal is maximized. The probe and telescoping rod are then lowered until the scatterer is 
positioned at some arbitrary, axial location (typically 3-4 cm from the probe) in the nearfield, 
and the target response time signal is relocated on the oscilloscope screen. The time signal in 
the nearfield will typically be quite complex when compared to its farfield counterpart. In order 
to confirm that the probe and target are still aligned, each lateral probe coordinate is carefully 
adjusted, in turn, and the corresponding changes in the time wave form observed. Alignment 
is achieved when a point of symmetry is located, i.e. when the echo from the scatterer changes 
in the same manner under both positive and negative displacements in the two lateral 
coordinates. This symmetry point is usually attained when the amplitude of the echo is 
maximized. Subsequent wave forms were stored at 3.7±0.1 mm increments with water paths 
determined by simple time-of-flight measurements. Finer increments were taken in the 
vicinities of relative minima or maxima in the echo amplitude in order to pinpoint the exact 
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locations of the extrema. Wave forms were acquired and stored in this manner until the 
scatterer was located well into the farfield of the transducer (usually a total of40-50 points). 
For each lateral scan, the alignment procedure described above was carried out for one, 
fixed choice of water path. With the scatterer centered on the beam axis, the Klinger stepping 
motor controller was then engaged and the relative coordinate system zeroed (X=Y=0). The 
probe was then scanned along one axis (typically the X axis) in discrete, 0.25 mm steps. At 
each step, the motor controller paused, allowing a time wave form to be digitized by the 
oscilloscope and stored on the PC. The full range of each scan was typically one transducer 
diameter, and contained approximately 40-50 points. 
RESULTS OF THE TRANSDUCER CHARACTERIZATIONS 
Ideally, one should need only to measure two distances (Zn,i„, Zn,j„) and store one wave 
form ( V^(?,z)) to accurately determine /J^^^,and P((0). However, in reality, this is 
generally not the case. After a significant amount of trial and error, we realized that finding the 
true point in the lab was no trivial matter. It became obvious that in most cases a set of 
potential values (and in some cases, z^in values) would have to be considered. Each 
(z„i„,Zn,ax) would producc a corresponding (a^^y,/^^^) pair through the procedure 
discussed above. For each value, a corresponding system efficiency factor P(co) 
could then be calculated. 
To decide which , P(Cl)) combination best fit the transducer's response, a number 
of wave forms were stored in an axial scan of the scatterer, as discussed in the previous 
section. The frequency magnitudes of each wave form stored in the PC was computed through 
Fourier analysis (FFT). A specific frequency component (usually the transducer's center 
frequency) was chosen. Each wave form's magnitude at that frequency was plotted as a 
function of its distance along the axis. In this manner, the on-axis voltage magnitude profile of 
the transducer was experimentally determined at a single frequency. 
After the effective parameters and system efficiency factor were calculated, the theoretically 
predicted voltage magnitudes were then compared to the actual voltage magnitudes measured. 
Specifically, a family of theoretical curves results when the voltage magnitudes for each 
P(aj) combination are calculated. Of this family, one curve best fitting the 
experimental data over all the on-axis points taken was chosen. For example. Figure 5 shows 
the experimental on-axis values obtained for transducer 'A' in Table 1, and the corresponding 
theoretical curves obtained for different effective parameters (effective RQ values only are 
shown). In some cases, choosing the best fit curve could easily be done simply by inspection. 
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but for instances where the decision is not clear, a least squares numerical method will 
quantitatively define the best fit curve. The effective parameters and system efficiency factor 
of this "best fit" curve were considered the true effective parameters and efficiency factor of the 
transducer for the particular pulser/receiver settings used in the data acquisition. In many 
cases, 5-10 sets of (, |i(co)) values had to be evaluated before the best fitting theoretical 
curve was found. 
The effective parameters of a number of transducers were characterized, as described above 
and shown in Table 1. The parameters listed in Table 1 were all calculated for the center 
frequencies of their respective probes. And although not shown here, as mentioned 
previously, we did notice frequency dependencies of the effective parameters when frequencies 
other than the center frequencies were studied. 
Four types of comparisons are presented next: 1) on-axis voltage plots, 2) cross-axis voltage 
plots taken at approximately the true focus, 3) a frequency spectra comparison, and 4) a time 
domain wave form comparison. 
1) Figure 6 shows the on-axis voltage magnitude comparison for a typical 5 MHz probe 
(probe 'A' in Table 1) at a frequency of 5 MHz. The combination of the model and effective 
parameters predict the actual voltage response satisfactorily from a distance of 0.5 RQ well into 
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Figure 5. Family of 5 MHz on-axis plots for Probe 'A' that demonstrates the effects of 
changing the values of the effective parameters. 
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Figure 6. On-axis voltage magnitude comparison of Probe 'A' at a frequency of 5 MHz. 
the farfield. It is true that differences between the model predictions and experimental values 
do become larger when examining the fields close (< 0.5 /^) to the probe. These differences 
are not particularly significant, however, since the amplitudes in this region are very small. 
Figure 7 demonstrates the importance of the effective parameters when attempting to predict 
the response of the transducer. The theoretical on-axis voltage with the nominal (manufacturer-
given) parameters is plotted along with the theoretical on-axis voltage with effective parameters 
for a 2.25 MHz, 0.75" dia. probe (Probe 'D' in Table 1) at a frequency of 2.25 MHz. As can 
be seen, errors would occur in the prediction of the transducer's response if the nominal 
parameters are used in the model equations. 
2) Figure 8 compares the theoretical and experimental cross-axis voltage responses from the 
spherical scatterer at the true focus (6.9 cm). The magnitude of the 5 MHz frequency 
component of the same 5 MHz probe is shown here (Probe 'A'). Again, the model accurately 
predicts the actual voltages measured when the effective parameters are used even when we 
investigate the off-axis regions of the transducer wave field. 
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Figure 7. Comparison of the theoretical, on-axis voltage magnitudes for Probe 'D' when: 1) 
the nominal parameters are used (dashed line), and 2) the effective parameters are 
used (solid line). 
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Figure 8. Comparison of the cross-axis voltage magnitudes when the scatterer was 6.9 cm 
from the transducer (Probe 'A' at 5 MHz). 
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Figure 9. Frequency spectra comparison of Probe 'A' when the scatterer was on-axis and 6.9 
cm from the transducer. 
3) Figure 9 represents a frequency spectra comparison for a point on-axis and 6.9 cm from 
the 5 MHz probe. Instead of examining just one frequency component at many differerit 
locations, as we did with the on-axis and cross-axis voltage comparisons, here we examine the 
received voltage response at many frequencies, ranging from 0-20 MHz, at only a single 
location. The predicted magnitude of the frequency spectrum follows closely the experimental 
spectrum in terms of shape and size, with only minor differences. 
4) If frequency spectra are transformed into the time domain via the inverse FFT, time wave 
forms similar to those displayed on an oscilloscope will result. Figure 10 compares the 
predicted and experimental time wave forms taken for a point 6.9 cm from the 5 MHz probe 
(Probe 'A'), where the two wave forms are deliberately offset from one another to better show 
the comparison. The theoretical wave form follows the measured wave form very well and 
demonstrates the theory's ability to predict measured voltage responses when both effective 
parameters and the system efficiency factor are calculated. 
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Figure 10. Comparison of the theoretical (solid line) and experimentally measured (dashed 
line) time domain wave form for Probe 'A' where an on-axis sphere is located 6.9 
cm from the transducer (at the true focus). 
CONCLUSION/DISCUSSION 
The method described here for determining effective parameters and a corresponding system 
efficiency factor for spherically focused transducers and their accompanying test systems offers 
certain unique features not found in previous methods published. First, since this calibration 
technique is based on a complete ultrasonic measurement model, the whole measurement 
process is expressed theoretically in the model, not just the incident pressure or velocity wave 
field of the probe. A certain amount of modularity results from this approach since one could, 
for example, easily replace the spherical scatterer with another shape, if so desired. Second, 
by choosing to use the back scattering response of a simple scatterer in a pulse/echo 
configuration, the need for a hydrophone and the complications of its calibration are eliminated. 
In addition, the need for only on-axis measurements makes the experimental side of this 
calibration technique relatively simple, with a minimal time required for alignment and location 
of important nulls and maxirha in the wave field. 
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However, there are certain aspects of this method that are less than optimal. Experimentally 
locating the axial maximum in the laboratory with a sufficient amount of precision proved to be 
much more difficult than originally anticipated. Particularly, for cases of relatively low 
frequencies where the amplitude peaks are rather broad, some uncertainty will always remain 
as to the exact location of the on-axis true focus. This, in turn, leads to the need to select a 
number of possible candidates for the location of the true focus, compute sets of effective 
parameters for each candidate location, and create a family of theoretical curves, from which 
the best fit set of parameters must be chosen. Thus, it is unfortunate that one cannot 
deterministically produce a set of effective parameters in a single, procedural step with this 
particular method. 
Another complicating matter involves the theoretical equation used to determine the effective 
focal length parameter. Unlike the simple equation used to determine the effective radius from 
the experimental measurement of the axial null location the effective focal length cannot 
be written explicitly in terms of the axial maximum location (Zn,ax) other, known quantities. 
A transcendental equation results for this case, which requires the use of a mathematical 
rootsolver to find the value for the effective focal length. If the root of the transcendental 
equation is easy to find, obtaining a value for the effective focal length then is a trivial task. In 
reality, we found that it was difficult to directly obtain the root of the transcendental equation in 
its original form, forcing us to implement the 2-step process described in the Determination of 
Effective Transducer Parameters section. While some additional effort is required to obtain the 
value of the effective focal length in this manner, the results demonstrate that this effort was not 
wasted. 
It should be noted that the method proposed here is a "complete" characterization of the 
probe in the sense that within the constant velocity (piston) model assumption, all the free 
variables , P(a)) of the model are obtained experimentally, so that measurements 
taken with the transducer (at the same system settings as used to obtain P((jo)) can be 
quantitatively predicted. Of course, for probes that deviate significantly from the piston 
assumption, a more complete characterization may be needed (such as actually mapping out the 
velocity profile on the surface of the transducer). However, in the commercial probes 
considered here, the piston assumption worked very well indeed and the methods proposed 
were able to effectively and efficiendy calibrate the entire ultrasonic measurement system. The 
ability to obtain effective parameters for a spherically focused probe and to accurately predict 
both measured transducer signals and the wave fields produced by such a transducer is a 
demonstration of the power of these methods. 
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CHAPTER n. MODELING THE ULTRASONIC RADIATION OF A PLANAR 
TRANSDUCER THROUGH A PLANE FLUID-SOLID INTERFACE 
A paper to be submitted to Research in Nondestructive Evaluation 
Terence P. Lerch, Lester W. Schmerr, Alexander Sedov 
ABSTRACT 
Two types of transducer beam models are developed for obtaining the entire incident 
displacement fields generated by a planar piston ultrasonic transducer radiating through a 
planar fluid-solid interface. The first type, called the surface integral model, is based on a 
Rayleigh-Sommerfeld-like integral that requires a two dimensional surface integration to be 
evaluated. The second model, called the boundary diffraction wave (BDW) paraxial model, is 
derived from the surface integral model through the use of the paraxial approximation, thus 
simplifying the two dimensional integration of the surface integral model to a one dimensional 
line integration. In fact, two slightly different forms of the BDW paraxial model are derived: a 
"local" ray BDW paraxial model, and a central ray BDW paraxial model. The two BDW 
models are compared to the more exact surface integral model. In general, it is shown that the 
paraxial approximation begins to become less accurate in the near field and at high angles of 
incidence. 
CraiODUCTION 
The interaction of waves with a plane interface is a fundamental problem of broad interest in 
a wide number of scientific areas including seismology, acoustics, and ultrasonics. There are a 
rich variety of issues associated with such problems including the calculation of reflection and 
transmission coefficients [1,2], specular and non-specular interactions [3,4], the effects of 
interface roughness [5,6], and the production of surface waves at the interface [7,8]. 
In most of these previous studies, the waves incident on the interface have been taken to be 
either plane waves or waves arising from point sources. In ultrasonic NDE, however, the 
waves usually are produced by a piezoelectric crystal that generates velocity components over 
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a finite aperture and propagates a beam of ultrasound into the adjacent material. Thus, for NDE 
applications, it is necessary to consider the incident waves to be a finite beam of ultrasound and 
to quantitatively calculate beam diffraction effects. It is useful to place those diffraction effects 
in the form of beam diffraction coefficients [9], where the response at a point is written as the 
product of two terms: 1) the amplitude and phase that would be experienced at the point if the 
transducer generated an infinite plane wave, and 2) a diffraction coefficient term which 
accounts for the changes in both amplitude and phase due to finite beam effects. Such 
diffraction coefficients can be directly used in complete models of ultrasonic tests such as the 
Thompson-Gray measurement model [10,11], which can quantitatively predict the signals seen 
experimentally in typical ultrasonic flaw measurement setups. 
Thompson and Gray [11] originally developed diffraction coefficients for the on-axis 
responses of planar and focused piston transducers, when radiating through planar interfaces, 
using an approach based on an angular spectrum of plane waves and the paraxial 
approximation. Since this direct approach was difficult to extend to the evaluation of the off-
axis radiated fields, Thompson and Lopes later developed an alternative Gauss-Hermite beam 
model [12]. Based on the work of Cook and Amoult [13] for modeling the incident wave fields 
in a fluid medium, the Gauss-Hermite expansion was combined with the paraxial (Fresnel) 
approximation to turn this approach into a versatile tool for evaluating the entire beam wave 
fields of both planar and focused probes across interfaces (planar and curved) and into 
anisotropic media [14]. Essentially these Gauss-Hermite beam models are the generalization of 
simpler Gaussian beam models [15] to the cases where the radiating surface can have velocity 
profiles that are non-Gaussian, including the commonly used piston profile assumption. 
Other authors have used beam models capable of predicting the full reflected and/or 
transmitted wave fields that rely on a combination of Gaussian profiles and the paraxial 
assumption. Zeroug et al. [16,17] and Pott and Harris [18], for example, describe a complex 
source point (CSP) method, in which an isotropic spherical wave is converted into a quasi-
Gaussian beam associated with a real source point. The real source is then transformed into 
complex space. The quasi-Gaussian form of the beam results from the introduction of the 
paraxial approximation of the distance parameters associated with the real source and field point 
locations. Although this approach is appealing since it can model the main lobe of a piston 
transducer with a single function, the effects of the side lobes inherently observed with such a 
transducer could not be accounted for, and so the complete nature of the refracted beam was 
not fully captured. 
A number of other methods that can predict transmitted wave fields without resorting to the 
paraxial approximation have been described in the literature. Soussi [19], for example. 
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decomposed waves from a transducer into plane waves by a spatial Fourier transform method 
and then simply propagated the plane wave components through the interface, using Snell's 
law, and numerically summed all such resulting components. Goswami et al. [20] used 
boundary elements on planar and curved fluid-solid interfaces to determine reflected wave 
fields in the fluid. Roberts [21] used a combination of boundary elements and Green's 
functions to model wave fields in a solid produced by unfocused and focused transducers 
propagating through planar and curved interfaces. 
The present paper will extend these previous investigations in two ways. First, we will use 
a combination of point source solutions, angular spectrum of plane wave decompositions, and 
the method of stationary phase to develop a model for the entire transmitted wave field 
generated in a solid by a piston transducer radiating at oblique incidence through a plane fluid-
solid interface in an immersion testing setup (Figure 1). Both refracted P-wave and mode-
converted S-wave displacements will be calculated in the solid. This same configuration is also 
useful as a model of an angle beam shear wave transducer when the elastic wedge (medium 
one) on which the angle beam transducer is mounted is replaced by an equivalent fluid 
medium. This model, which we will call the surface integral model, has several important 
properties: 1) the model is in a form that is very similar to the well-known Rayleigh-
Sommerfeld integral for a piston transducer radiating into a fluid. Thus, the same numerical 
methods that have been developed for evaluating the Rayleigh-Sommerfeld integral are also 
directly applicable to our surface integral model, and 2) the model does not rely on the paraxial 
medium 1 
(fluid) 
7777777777777777 
medium 2 
(solid) 
X 
Figure 1. The general geometrical configuration of the 3 models with both wave types in 
medium 2 (a = P,S). 
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approximation so that it can also be used to test the validity of that approximation. We will 
exploit both of these properties of the surface integral model later in the Model Comparisons 
section. A second way in which this paper will extend previous results is to show how, with 
the use of the paraxial approximation and Stokes' theorem, the surface integral model can be 
transformed into a simpler model where the total wave field response is decomposed into two 
parts: 1) a direct plane wave component that exists only within the "main beam" of the 
transducer, and 2) an edge wave that arises from radiation of waves through the interface from 
the transducer rim. Since the form of this response is the same as obtained in boundary 
diffraction wave theory [22], we will call this result the boundary diffraction wave (BDW) 
paraxial model. Our BDW paraxial model is essentially the generalization of the original models 
of Thompson and Gray [11] for this problem to the case where the wave fields can be 
evaluated at an arbitrary field point in the solid, and is the extension to oblique incidence of the 
boundary diffraction wave model previously used by Schmerr et al. [22] for radiation of a 
transducer through an interface at normal incidence (the normal incidence BDW model, 
however, does not rely on the paraxial approximation). Like the Gauss-Hermite paraxial 
models, the BDW paraxial model is in a form whose numerical evaluation requires an order of 
magnitude less computation than the surface integral model, so that it can be efficiently used for 
parametric studies and for calculating diffraction corrections. Unlike the Gauss-Hermite 
models, however, the BDW paraxial model is given simply in terms of two, physically 
meaningful contributions (the direct and edge waves). Actually, we will present here two 
slightly different forms of a BDW paraxial model - one based on a "local" ray expansion and 
another based on a central ray expansion (which is identical to the paraxial expansion used in 
the Gauss-Hermite models), and examine the differences in wave fields predicted by these two 
expansions. 
THE SURFACE mTEGRAL MODEL 
To model the waves generated in medium one (Figure 1) by a piston transducer, we use 
the Rayleigh-Sommerfeld integral [23], i.e. 
(1) 
2;r J r 
where p, is the pressure, Vg is the uniform velocity on the transducer face, p, and c,p are the 
density and wavespeed of the fluid, respectively, a is the circular frequency, = co I is the 
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wave number, S is the surface area of the transducer, and r is the distance between an 
arbitrary point on the transducer surface y' and a point x in the fluid. Since the Rayleigh-
Sommerfeld integral is essentially a superposition of spherical waves over the surface of the 
transducer, to propagate these waves through the interface, it is convenient to first represent the 
spherical wave term as an angular spectrum of plane waves [24] in the form 
exp[M ^ J_ f rexp[i(P,-r)l ^ p) 
r iTt ^ p,, oo eo A iZ 
where 
Pi = Pu^x+Ply^y+Pu^z (3) 
Piz = (4) 
r = x-y' (5) 
so that 
P.M = ^ |J (6) i,,Us 
which we can write symbolically as 
/7,.(x,6)) = /^{exp[j(p,-r)]} (7) 
where P; is the multiple integral operator which acts on the plane wave term exp[/(p, -r)] given 
by 
,1/3 
Using this form, the plane waves can then be transmitted through the planar interface quite 
easily by using a plane wave transmission coefficient, T^", and by modifying the phase 
component to account for propagation into the second medium. For example, the 
displacements, u"(x,(0), for a plane wave of type a {a = P,S) in the solid due to an incident 
plane wave of pressure amplitude in the fluid can be written as 
u"(x,co) = -r^—P.d" expUip" •ix-y')-p".D+Pt.D)] 
icop^c^^ 
(9) 
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where 
P2 = Plx^x+Pzy^y+Pl^z (10) 
Plz = 4^a-P2x-Ply (11) 
and TJ" ioc = P,S) are the plane wave transmission coefficients (based on stress/pressure 
ratios) for a wave of type a due to an incident P wave, pj ^2a the density and 
wavespeeds of the solid, respectively, ^1^® wavenumbers of the solid, d" are 
the polarization vectors in the solid, and point x is now a point in the second medium as 
shown in Figure 1. 
Thus, by substituting the integral operator appearing in Eqn. (8) for the pressure amplitude 
Pf of Eqn. (9), the total displacement vector, u(x,£»), at some arbitrary point x and frequency 
(O in the second medium can be written as 
^_I^fjfprd"exp[/(p^(x-yO-p?.D+A.^)]^ 
(12) 
At high frequencies, this angular spectrum of plane waves can be evaluated through the 
method of stationary phase for double integrals. Following the notation of Stamnes [25] for a 
general 2-D integral with an amplitude term A{p^,py) and phase term 0(p^,/?v), the method of 
stationary phase gives 
J ]A{p^,Py)^^V\}<l>iPx^PyMp^dp^. = —ji72 
where 
\H\ 
exp[i^(5gnFo 2 +sgn Fj q)] 
d^<p 
(13) 
p d'<P 2 ^ _ ^pM ^4) 
dp.' 
H = 4 ' f ] (15) 
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at the stationary phase point For the case currently being considered, where the 
angular plane wave spectrum integrals for both wave types (a = P,S) in Eqn. (12) can be put 
into Stamnes' form (Eqn. (13)), we find 
MP^,,Py,) = — -*12 
cos 6" 
<l>"(Pxs^Pys) = ^l^r+^2«A" 
sgnFo^ = sgnF^o = -1 
H" = 1 \d<'. 
cos^ 0" ' 
'-2a A" 
'ip 
jjg , C2«COS'0; 
[ ' C,pCOS'02 
(16) 
(17) 
(18) 
(19) 
where D" (m = 1,2) are the distances traveled by the compressional wave in medium one 
(m = 1) refracting into a wave of type a in medium two (m = 2) along a ray path satisfying 
Snell's law, where 6" (m = 1,2) are the corresponding angles of this ray with respect to the 
interface normal, as shown in Figure 1. The displacement expression of Eqn. (12) becomes 
u(x,ffl) = -p,Vo f7^^(0r)d" exp[/(fc,D.° +k,„D^)] 
a-P S 
i dS (20) 
where 
A" X 
A" = 
or 
C2„C0S 9\ 
c,pcos'02 
A"] 
(21) 
(22) 
and all the quantities in Eqn. (20) are calculated for a stationary phase path from the transducer 
to point X that satisfies Snell's law. 
Equation (20) represents what we call here the surface integral model for our transmission 
problem. Comparing Eqn. (20) with Eqn. (1) we see that it is in a form very similar to the 
Rayleigh-Sommerfeld integral. In fact, just as the Rayleigh-Sommerfeld integral is a 
superposition of point source solutions in the fluid over the face of the transducer, Eqn. (20) 
represents the superposition of point source responses in the solid, as computed by geometric 
ray theory, over the transducer surface. To see this more clearly, we can rewrite Eqn. (20) in 
the form 
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r---^,v.exp(«:,flr)r_5X_^ (23) 
,,n" [ioipaJ Orrjy^ a-P,S s 
where 
p; =-^fr 
^2a 
2 na 
^ c„cos e, 
c2„cos'e;' 
(24) 
The first term in the integrand of Eqn. (23) is just the pressure in the fluid at the interface in 
going from a point on the transducer to a point in the fluid on the interface along a ray path to 
point X in the solid that satisfies Snell's law. The second terms is just a coefficient that relates 
the displacement amplitude in medium two at the interface to the pressure amplitude in medium 
one for a plane wave transmission problem. Finally, the third term represents the change in 
amplitude, as calculated by geometric ray theory, due to the spreading of the waves along a ray 
path in medium two, and the associated phase term in going along the ray path from the 
interface to point x in the solid. Thus, the surface integral model could also be obtained by 
calculating directly from geometric ray theory the response in the solid due to a point source in 
the fluid and then integrating those responses over the face of the transducer. However, our 
angular plane wave spectrum/stationary phase approach has an advantage over a more direct 
approach in that one also obtains explicit expressions for all the quantities appearing in the ray 
theory results such as the radii (p"i,Pv2) which can be interpreted as the principal radii of 
curvature of the transmitted waves at the interface in medium two [26]. 
Practical use of the surface integral model requires the numerical evaluation of the surface 
integral appearing in that model. The computational method we will use here later to perform 
these integrations is based on the work of Stamnes [27] where the angular integration is 
evaluated with the impulse-response method and the radial integration is of the Gauss-Legendre 
type. 
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1st medium 
central ray 
local ray 
2nd medium 
Figure 2. The central and local rays of the BDW Paraxial model. 
BDW PARAXIAL MODELS 
For the surface integral model, ray paths satisfying Snell's law between the point x and the 
many possible positions of point y' need to be found and their subsequent amplitudes and 
phases integrated over the surface of the transducer. The paraxial approximation assumes all 
these ray paths to essentially run parallel to each other, allowing us expand about a single, 
fixed ray of our choosing and represent the phase term in terms of this particular ray. Two 
logical candidates for this fixed ray exist. The first is a ray which is along the central axis of 
the transducer in medium one which we will call the central ray. The second fixed ray is a ray 
projected from the field point of interest (x) in the second medium back through the interface 
(obeying Snell's law) to a unique point, yo, on the plane in which the transducer resides such 
that this ray is normal to the transducer surface (subsequently called the local ray - see Figure 
2.) Thompson and Gray [10] have also presented a paraxial model based on Gauss-Hermite 
expansions about the central ray. The explicit derivation presented here will be based on the 
local ray expansion. However, the same methods could be applied to a central ray expansion 
of the BDW model with only minor changes in the end result, as will be seen shortly. With 
this local ray and the paraxial approximation, we will see that it is possible to rewrite the 
integrand of the surface integral model (Eqn. 20) in terms of any general integration point, y', 
on the transducer surface and simplify the 2-D surface integration to a 1-D extended contour 
integration. 
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Since the paraxial approximation assumes all the rays are nearly parallel to the local ray, the 
angles 0" and 6" can be approximated by angles along the local ray 0,o and respectively, 
and the amplitude terms in the surface integral model can be assumed to be that of the local ray 
and removed from the integrand, giving 
a=P,S^Wl<-2a[A^oAyoj 5 
(25) 
where 
A" = 
^xO 
A" = 
^>•0 
rja C2(;^C0S 0,0 
D"-Mo ^2a p^a ^20 
20 
'Ip 
(26) 
(27) 
and d" is the polarization of the wave of type a (a = P,S) in medium two along this local ray 
path. 
The approximation of the phase term, (j)" — kiD" +k2i^D", is a bit more involved than that 
of the amplitude. From Figure 3, it can be seen that the geometry of the problem allows for 
two natural coordinate systems, both originating at point y". The (j:,}',z) system, being 
orthogonal to the planar interface and with the plane of incidence of the local ray path in the x-z 
plane, is a convenient system to express the ray paths. The (x',y*,z') system, being 
orthogonal to the transducer surface, is a convenient system in which to represent the variables 
of integration. Our objective is to obtain an approximation for the phase term, (p", to second 
order in the coordinates for the ray path going from y' to x. 
From Figure 3, it should become apparent that the phase term 0° = k^D" +A:2a^" Eqn. 
(25) can be rewritten as 
r =^,er-(x«-y')+^2„e^(x-x^) (28) 
Now, the phase can be written in terms of the wave number vectors p" = k^e", p" = ^2a®2 > 
r =p^x-pr-y'+(pr-pf)-xr 
= P2xX+pl.y+plz-p^.x'-p^^y-p^^.z' 
MPu-PlK+iP^-PtyK+iPu-PlK 
(29) 
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Figure 3. Geometry of the BDW Paraxial model for a refracted wave (local ray form). 
From Snell's Law, the x and y components of the wave number vectors are identical on both 
sides of the interface, i.e. 
P\x ~ Plx ~ Px ' P\y "" Ply ~ Py » P\y' "" Ply* "" Py' 
Since the transducer surface is on the plane =0, we have p".z' = 0 and since the xz plane is 
taken as the plane of incidence and the y,y' axes are aligned, we have 
= (31) 
so the phase becomes 
= P>+P2"z-Px-Pv'y+(PU-P2")^rc (32) 
Writing x, z, and x"  ^ in terms of the local ray geometry, and the z-components of p°, p" in 
their x and y components, we have 
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X = D," sin0,n+D°nSin0" 10 "20' -'20 
z = Z),OCOS0,O+D2"OCOS02"O 
< = AoCOS0,"o 
Piz 
where, through a simple transformation between coordinate systems, 
or /•i,2 /'„a\2 /-„0!\2\l/2 _a fr 2 / ^a\2 f _a\2\M2 («1 -(P;c) -(Py) ) .P2: =(K2a -(^Px) -iPy) ) 
P: = /;>os0«+K'Sin0ro 
= p^, COS0« +(fc, -ip"f -(Pv")')"' Sin0« 
(33) 
(34) 
With these relations, the phase (p" can be written in terms of the local ray geometry and is 
dependent upon only the p" and p" variables written in the transducer coordinate system. In 
the paraxial approximation, |p" |« and |p"[«A:,, so that p,", p,"., p". can be expanded in a 
power series, where we keep at most quadratic terms in p" and p". 
After some considerable, but straightforward algebra, it can be shown that the phase is 
approximated by: 
0"(p" p") ~ k D" +k D"1":^^ A°oCOS^0io1 (Py) 
(35) 
+ p>'+p"'y' 
Since the ray path from point y' to x should be a stationary phase path, we set 
dr dr n • • 
= ^ = 0' Sivmg us 
op,. dp^.. 
a _ ky „ _ ky 
A" 
_ 
 jtO '^ >•0 
(36) 
Finally, by letting x'=pcosq), y'=psm(p (see Figure 3), wherep = |y'—yo|, the paraxial 
expression of the phase becomes 
r = k,D^,+k,,Di^ fx A:,p^rcos> sin>1 
2 [ A",o J 
(37) 
and Eqn. (25) reduces to 
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u(x,ffl) = X Pi^o ^2(^io)do 
. 2  2  . 2  
exp[i(fc,D,"o+^2„A"o)]Jexp[^^(^^-^+^^)]cfS 
s Z A_JO Ayo 
The integral appearing in Eqn. (38) can be further evaluated by rewriting the integral in the 
form 
Jexp[^(^^+^)]t/5 = Jn-[Vx/(p,0)e^]J5 (39) 
s ^ AjO S 
where it is easy to show that 
Jk,p^ .cos^d) sin^d).-, 
f(p,0) = (40) 
^>0 
Then, provided that / is well-behaved, the surface integral appearing in Eqn. (39) can be 
performed by Stokes' theorem, i.e. 
Jn-[Vx/(p,0)e^]c?5 = J/(p,0)e^-Js (41) 
s 
and we obtain 
•pM T,rmd", 
(42) Jf,s2ni(ap^c^^ [a-^OA^]'" 
exp[/(A:.D,"o+^2„D3"o)]Jp/(p,0)rf^ 
Cr 
since e^-ds = pd(j). From Eqn. (40), one can see that / is indeed well-behaved provided 
that p is never zero. The situation p^O always occurs when the point y" (where a ray from x 
intersects the plane of the transducer face) lies outside the surface of the transducer. In that 
case, C^ = C where C is just the edge of the transducer. However, when point yo lies on the 
edge of the transducer or within its active area, S, the function / will be singular so that in 
order to apply Stokes' theorem, we must exclude this singularity as shown in Figure 4. Then 
Q becomes an extended line integral, i.e. 
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Transducer 
surface 
Figure 4. The extended edge of the transducer surface. 
Cr 
J = ss, J  ^
c r,+r. 
(43) 
In general, the integrals on F, and Fj cancel and the integral on Q is approximately (with 
p = e and e.-cfs = —a/0) 
f ^ ^£2 -^s = — f ^ 
J cos^<& sin^<6 ^ ik. J ^ i ^0 - /fc, ACQS'0 sin^0 
'^iP( A A ^ A" A" (44) 
^*0 ^.vO ^jO ^>0 
 ^ /it, 
where 7 = (2;r,;r,0) when point yo is inside the transducer active area, 5, on its edge 
(assumed smooth), or outside S, respectively [28]. 
Collecting these results, then Eqn. (42) becomes the local ray form of the BDW paraxial 
model, or 
u(x,®)= X exp[/(/:,Dro + ^,.Z)g,)] 
a=P,S (45) 
L„ 1 f2:rexp[/fc,p^(0)g«(0)/2],J 
1° ''n 
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with: 
g" {(p) = cos^ 0 / A"o + sin^ 0 
1 Yq inside S 
0" = • 1/2 Yo on edge of S 
0 Jq outside S 
(46) 
It should be noted that the final form of Eqn. (45) can be also arrived at by simply writing 
the area element in polar coordinates, i.e. dS = pdpd<j), and performing the p integration 
explicitly, leaving us with the same expression as shown in Eqn. (45). But by formally 
invoking Stokes' Theorem, the connection of this approach to boundary diffraction wave 
models that do not rely on the paraxial approximation [23] becomes more apparent. 
Starting with Eqn. (25) one can similarly consider the expansion of the phase term 
0" =k^D" +k2aD2 about a central ray which starts from the center of the transducer and 
propagates, normal to the transducer to the interface, and then is refracted, according to Snell's 
law through the interface (Figure 5). We can locate a generate point x in the wave field in 
medium two by giving its coordinates {x",y"),where x" is the distance of x from the central 
axis ray in the plane of incidence and y" is the distance from x to the central ray in a direction 
normal to the plane of incidence (see Figure 5 where only the distances in the plane of 
incidence are shown explicitly). Then the phase in going from y' to x can be expanded to 
second order again in terms of The details are lengthy, but similar to those of the 
local ray expansion so we only quote the final result here, which is that (()" is again given by 
Eqn. (37), where the distance p is measured from point yoOn the transducer face where the 
local ray from x intersects the plane of the transducer at right angles (Figure 5), and so is 
identical with the p appearing in the local ray expansion. In fact, in the x',y' coordinate 
system shown in Figure 6, point ={x%yj) is given in terms of {x",y") by 
a result which can be obtained by simply propagating a ray parallel to the central ray from 
point X to the plane of the transducer (see Figure 5 for the coordinate in the plane of 
incidence; in the plane normal to this plane of incidence we have simply y^ = y"). Since the 
phase term in the central ray expansion is identical in form to that of the local ray, we again 
recover Eqn. (45) as 
(47) 
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central ray 
20/ 
Figure 5. Geometry relating points located off the central axis in the second medium to 
the points on the transducer surface. 
x" cos 9. 
cosO. 
,1 y 
Figure 6. The transducer surface geometry and the relationship between the location of point 
y" and the corresponding distance (x",y") in medium two with respect to the central 
axis. 
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u(x,(a) = 5^ eXp[/(^,<o + ^a^2o)] 
i(0p2C2a 
^2nexp[ik^p^i(|))g" (<!))/2] 
° 8"i<l>) 
. (48) 
dn 
where, now 
A" = </" + 
^jcO "10 ^ 
(49) 
A" =rf" +^d°-
^vO "10 ^ "20 
C,„ 
The only differences between the local ray and the central ray expansions are the distances 
appearing in the constant phase term coefficient and the definitions of the quantities A"o, A",,. 
Although these differences between the two expansions may appear trivial, in fact in some 
cases they can have a noticable effect on the amplitude and phase of the transmitted waves, as 
we will see in the next section. 
MODEL COMPARISONS 
In the previous sections, we have presented three models (the surface integral model and the 
two BDW paraxial models) for calculating the wave fields transmitted through a planar fluid-
solid interface. In this section, we will compare these models in some particular cases. Since 
these fluid-solid models also can be used to represent the fields generated by an angle beam 
shear wave probe when we neglect the effects of shear waves in the first medium, as 
mentioned previously, we will take the "fluid" wave speed in these comparisons to be that of 
Lucite and the underlying material to be steel so that we can simulate an angle beam inspection 
setup with these models. 
The three models each have the ability to compute entire transmitted longitudinal and mode 
converted shear wave fields (at a single frequency) over the full range of possible refracted 
angles in the second medium. The calculated wave fields consist of normalized complex 
displacement values (calculated in the frequency domain) with amplitude and phase 
components, where polarization vectors (included in the expressions) determine the orientation 
of the displacement amplitudes. The models are general enough to allow the user to choose the 
size, type, position, and orientation of the transducer with respect to the planar interface, and 
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the material properties of the two media. Since the model expressions are evaluated at a fixed, 
single frequency, the desired frequency is taken as the center frequency of the transducer. 
We will restrict the refracted P and mode converted SV wave comparisons to two different 
types of linear scan profiles. The first type of profile, which will be referred to as a central axis 
profile, is computed along the refracted central axis of the transducer in the elastic solid, and is 
essentially equivalent to an on-axis profile in a one medium problem (see Figure 7a). The 
second type of profile, referred to as a cross-axis profile, is computed along the x-axis shown 
in Figure 7b, which is parallel to the planar interface in the plane of incidence of the transducer. 
This particular line was chosen so the off-axis modeling capability of the expressions could be 
demonstrated, and to simulate profiles that would be seen when scanning an angle beam probe 
along the surface of the material being interrogated. The profiles consist of the absolute 
magnitudes of the normalized incident displacements calculated at individual field points along 
these lines. Since the local ray (Eqn. (45)) and central ray (Eqn. (48)) BDW paraxial models 
are derived directly from the surface integral model (Eqn. (20)), we will compare each of those 
derivative models with the original surface integral model (which is evaluated by the method of 
Stamnes, as mentioned earlier). 
As mentioned earlier, Lucite and steel were chosen as the two media to model with the 
appropriate wave speeds and impedances for each being used in the beam models. Note that 
the z-axes plotted in the central axis comparisons correspond to a depth that is normal to the 
lucite/steel interface, as shown in Figure 7a and do not denote distances along the central axis 
of the transducer refracted beam. The transducer modeled is a 5 MHz, 1/2 inch diameter, 
unfocused transducer in all three cases. The transducer was oriented at incident angles which 
corresponded to refracted angles of 30°, 45°, 60°, and 75° for both P-P and P-SV waves in the 
elastic solid for the central axis and cross-axis profiles. While all these cases were studied, 
only a subset will actually be displayed in this paper for reasons to be discussed later in this 
section. The compressional waves were taken to travel a distance in Figure 2) of 1.8 cm 
in the Lucite material in all cases, corresponding to a common wedge distance found in a 
commercially available shear wave angle beam probe. In all the comparisons, the absolute 
magnitude of the normalized displacements at a frequency of 5 MHz was calculated. 
Central Axis Comparisons: 
As the central axis studies progressed, it became apparent that very few differences were 
noticeable among the three models at refracted angles below 60°. Of course, there are no 
differences between the two forms of the BDW paraxial model at any refracted axis since, in 
this case, the local and central rays are identical. But the possibility of differences between the 
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Figures 7a and 7b. Schematic of a) the central and b) cross axis profiles. 
surface integral and paraxial models certainly exist. In fact, at the angles considered below 
60°, the paraxial profiles followed the surface integral profiles remarkably well, capturing all of 
the characteristic peaks and nulls normally associated with an unfocused transducer's central-
axis profile, even in the immediate vicinity of the interface. Only minor amplitude differences 
were noticed at the nearfield peaks (<10%), with no noticeable differences in the far fields. 
Therefore, only the two central axis comparisons at the refracted angle of 60° will be presented 
here. 
Figure 8 shows the normalized displacement profiles computed by both the surface integral 
and BDW paraxial models for the P-P wave, where the transducer is oriented so the main axis 
for longitudinal waves is refracted at an angle of 60°. The 2-D numerical integration of the 
surface integral expression was computed by discretizing the transducer surface into 1024 area 
elements (4 radial divisions x 256 angular divisions). The 1-D numerical integration of the 
BDW paraxial expression was computed by discretizing the transducer edge into just 128 line 
elements. Upon finer division of either the area elements or line elements, no significant 
difference in either of their resulting profiles was observed. 
The BDW paraxial profile follows the surface integral profile very well in the far field, but 
significantly shifts the nulls and peaks in the near field, although the amplitudes are quite 
similar. This represents the major liability of invoking the paraxial assumption in these models: 
the "small angle" approximation breaks down in the near field of the probe, resulting in 
inaccurate displacement calculations at these positions when compared to other models not 
dependent on this assumption. The benefit of the paraxial assumption is the tremendous 
increase in computational speed and efficiency of calculating the displacements in the wave 
field. The same transducer that required 1024 area elements to be evaluated with the surface 
integral model now only needs 128 line elements with the BDW paraxial model. A relatively 
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Figure 8. P-P central axis normalized displacement profiles at a refracted angle of 60° into 
steel for a 1/2 inch diameter transducer radiating at 5 MHz on a Incite wedge. 
simple profile, as shown in Figure 8, typically took 335 times longer to compute with the 
surface integral model than with the BDW paraxial model. 
In Figure 9, the incident angle is adjusted to refract the mode converted SV waves at an 
angle of 60° and the displacement profiles for the P-SV wave are shown. Again, the BDW 
paraxial models follow the more exact surface integral model very well in the farfield. In this 
case, the nearfield amplitudes of the paraxials nulls and peaks deviate somewhat from those of 
the surface integral, while the positions of the nulls and peaks of both types of model align 
themselves quite accurately. 
Cross Axis Comparisons: 
Unlike their central axis counterparts, more significant structural and amplitudinal 
differences between the two forms of the BDW paraxial model and surface integral model 
appeared when their cross-axis profiles were calculated and compared at all the refracted 
angles. As with the central-axis cases, both BDW paraxial forms required 128 edge elements 
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Figure 9. P-SV central axis normalized displacement profiles at a refracted angle of 60° 
into steel for a 1/2 inch diameter transducer radiating at 5 MHz on a Incite wedge. 
for all the cross-axis profile calculations, and the surface integral model required 1024 area 
elements for the same cross-axis profiles. The relative computational speeds among the three 
types of models remained consistent for the cross-axis profiles, with the two forms of the 
paraxial model being much faster than the surface integral model. 
Figure 10 shows the P-P wave normalized displacements of the surface integral model and 
both forms of the paraxial model in a cross axis profile taken 0.45 cm deep into the elastic solid 
(steel). The transducer is oriented so its P-P wave central axis is refracted at a 45° angle in the 
steel. This particular depth was chosen so the profile would lie well within the nearfield of the 
transducer, as indicated by the characteristic on-axis null displayed in the plot. The paraxial 
models do a satisfactory job of locating the central axis null and estimating its depth, but each 
transducer wave field where the central axis null is characteristic of the corresponding on-axis 
null found at half a nearfield distance in the one-medium, on-axis case. Overall, the paraxial 
forms locate the main null adequately, although their profiles are slightly shifted along the form 
has some difficulty in following the structure of the surface integral model in the off-axis 
regions. 
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Figure 10. P-P cross-axis normalized displacement profiles at a refi-acted angle of 45° 
taken 0.45 cm deep into steel for a 1/2 inch diameter transducer radiating at 
5 MHz on a lucite wedge. 
In Figure 11, the P-SV wave normalized displacements of the surface integral model and 
both forms of the paraxial model are taken 1 cm deep into the steel. Again, the transducer is 
oriented so its P-SV wave central axis is refracted at a 45° angle in the solid. 
As with the previous example, this cross axis profile lies well in the nearfield of the central 
axis when compared to the surface integral profile. The general structure of the remaining off-
axis portions of the cross-axis profile is also approximated well by both paraxial forms. 
However, the amplitudes of the secondary and tertiary lobes vary somewhat (in both cases) 
from the surface integral profile. These amplitude differences between the paraxial forms can 
be attributed to the differing distances of the main rays of expansion found in the A°,j and A"o 
expressions of the phase and denominator of the paraxial models (Eqns. (45) and (48)). In 
this case, the cross-axis amplitude profile of the central ray form of the paraxial model follows 
the surface integral profile slightly better than the local ray expansion of the same paraxial 
model. 
In Figures 12 and 13, the cross-axis profiles for the P-P and P-SV cases were taken 2 cm 
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Figure 11. P-SV cross-axis normalized displacement profiles at a refracted angle of 45° 
taken 1 cm deep into steel for a 1/2 inch diameter transducer radiating at 
5 MHz on a Incite wedge. 
deep into the steel material, corresponding to a location in the farfield of the transducer, while 
each of the central axes continues to be refracted at 45°. Again, the overall agreement of both 
paraxial forms is very good when compared to the surface integral model. As at the 1 cm 
depth, small differences in amplitudes are observed among the models in the lobe structure of 
the profile, with the central ray form of the paraxial model following the surface integral model 
slightly better than the paraxial local ray form. 
Refracting each of the central axes at an angle of 60° and computing profiles 2 cm deep 
(farfield of transducer wave field) into the solid results in the curves displayed in Figures 14 
and 15. In both the P-P and P-SV cases, the two paraxial forms do an excellent job of 
predicting the main lobe of the surface integral profile and they capture the overall lobe 
structure of the remaining profile, but, as expected, amplitude differences continue to appear in 
the outer lobes of the profile. Again, the central ray form does a slightly better job predicting 
the amplitudes than the local ray form. 
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Figure 12. P-P cross-axis normalized displacement profiles at a refracted angle of 45° 
taken 2 cm deep into steel for a 1/2 inch diameter transducer radiating at 5 MHz 
on a lucite wedge. 
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Figure 13. P-SV cross-axis normalized displacement profiles at a refracted angle of 45° 
taken 2 cm deep into steel for a 1/2 inch diameter transducer radiating at 5 MHz 
on a lucite wedge. 
60 
0.450 
Surface Integral i 
Central Ray Paraxi 
L. Local Ray Paraxial 
0.300 
lul 
0.150 -
0.000 
00 3.50 5.25 00 
X, cm 
Figure 14. P-P cross-axis normalized displacement profiles at a refracted angle of 60° 
taken 2 cm deep into steel for a 1/2 inch diameter transducer radiating at 5 MHz 
on a lucite wedge. 
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Figure 15. P-SV cross-axis normalized displacement profiles at a refracted angle of 60° 
taken 2 cm deep into steel for a 1/2 inch diameter transducer radiating at 5 MHz 
on a lucite wedge. 
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CONCLUSIONS 
The displacement wave fields produced in an elastic solid by an unfocused piston transducer 
oriented at oblique incidence to a planar interface have been determined through the use of three 
different analytical models: the surface integral model, and two forms of the BDW paraxial 
model (central ray and local ray). 
Choosing to invoke the paraxial assumption within the original surface integral model leads 
to a considerable reduction in the time needed to evaluate the displacement fields. Nearfield 
inaccuracies typically associated with models based on the paraxial assumption only become 
apparent at very high angles of refraction, and in those specific cases, are restricted only to 
those nearfield areas. When the central ray and local ray profiles are each compared to the 
surface integral profiles, in all cases examined, the central ray form was the more accurate of 
the two, although the differences in general were not large. This observation would lead one to 
conclude that when choosing a ray to expand about in the paraxial approximation, the central 
ray is the best choice. 
As with many engineering applications, a certain number of tradeoffs exist with each of the 
possible solutions to the given problem. The work presented here is no different. If the 
accuracy of the calculated wave fields is critical at very high angles of refraction or in the 
extreme nearfield of the probe, then the surface integral model would be an excellent choice 
because of its accuracy advantage over the paraxial models. If high angles of refraction and 
regions in the extreme nearfield are not likely to be encountered, the central ray form of the 
paraxial model is the best choice because of its tremendous speed advantage over the surface 
integral model without the loss of any accuracy in those areas of interest. Since the central ray 
BDW paraxial model results have been shown to be essentially identical to those obtained when 
using a Gauss-Hermite paraxial model [14] (comparisons not shown here), and the Gauss-
Hermite and BDW models are equally efficient from a numerical standpoint, the same 
conclusions drawn here for the advantages and disadvantages of the BDW paraxial model also 
apply to the Gauss-Hermite model as well. 
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CHAPTER m. ULTRASONIC BEAM MODELS: AN EDGE ELEMENT APPROACH 
A paper to be submitted to The Journal of the Acoustical Society of America 
Terence P. Lerch, Lester W. Schmerr, Alexander Sedov 
ABSTRACT 
A new edge element method has been developed to numericcdly evaluate a variety of 
ultrasonic transducer beam models. The edge element technique divides the transducer surface 
into a web of radiating line elements whose individual contributions can be evaluated 
analytically. When these edge elements are all summed, the wave field of the transducer can be 
obtained at any point. To demonstrate the versatility of this approach, it is shown that edge 
elements can accurately model the wave fields of both focused transducers radiating into a fluid 
and planar transducers radiating at oblique incidence through a planar fluid-solid interface. 
INTRODUCTION 
With the development of complete models of ultrasonic NDE tests, such as the measurement 
model of Thompson and Gray [1], it becomes essential to be able to quantitatively predict the 
wave fields generated by transducers in typical NDE setups. A classical example of such an 
ultrasonic beam model is the Rayleigh-Sommerfeld integral [2], which predicts the complete 
pressure wave field, p(x,to), at a point x for a baffled planar piston transducer radiating at a 
frequency, (£>, into an infinite fluid (Figure la) as 
where p is the density of the fluid, Vg is the (uniform) velocity on the face S of the transducer, 
k is the wavenumber, and r is the distance to x from a general point on the transducer surface. 
The same model has been shown by O'Neil to model the radiation of a spherically focused 
piston transducer if the planar surface S is simply replaced in Eqn.(l) by a curved spherical 
(1) 
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r 1 
.".>1 fluid 
(b) 
7 Ty-
elastic solid 
Figures la and lb. a) Baffled, planar transducer radiating into a fluid, and b) contact, 
compressional wave transducer on a plane surface. 
surface [3]. Physically, the Rayleigh-Sommerfeld integral is a superposition of spherical waves 
from point sources over the face of the transducer. Similar integral expressions also occur for a 
wide variety of problem of interest in NDE applications. For example, a high frequency model 
of a contact compressional wave transducer on the plane surface of a solid (Figure lb) gives, 
for the components of the displacement vector, u(x,a)), of the radiated bulk waves [4] 
pcpi ^ f 
where the transducer is modeled as a uniform pressure, p^, acting on the surface area S, 
c^{a = P,S) are the wave speeds of compressional and shear waves, and are the 
corresponding wavenumbers, Kp(9) and K^iO) are directivity functions for compressional 
and shear waves, respectively, and d" are components of the corresponding polarization 
vectors for a wave of type a (a = P,S). 
For immersion problems where a planar or spherically focused transducer radiates across a 
planar fluid-solid interface (Figure 2a), the components of the displacement vector in the solid 
for a wave of type a(a = P, S) are [5] 
-o V +K2DT )] 
= nW ' fljs {cc = P,S) (3) 
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medium 1 
(fluid) 
H' Ip' Is f x 
/ / / / / / / / / / / /  
Pl'^2p^^2s 
V elastic solid 7777777^ 77777777777777777 
a;P medium 2 
s"'^ (solid) P2^^2p'^2s 
Figures 2a and 2b. a) planar transducer radiating across a planar fluid-solid interface, and 
b) angle beam transducer radiating into an elastic solid. 
where in general 
\ot'P _ r>a p ^20-^0^ ^1 na\P 
'/» (4) 
A";" =  ^D2"''' (a = P, 5), (jS = P, S) 
^i/j 
and c,^ (j8 = P,S) are the compressional and shear wavespeeds of the first medium (c, , =0 for 
a fluid), p,„(/n = l,2) are the densities of the fluid and solid, C2„(a = P,5) are the 
compressional and shear wave speeds of the solid, respectively, is a plane transmission 
coefficient (based on a stress/velocity ratio) for a wave of type a due to a wave of type j8, and 
(m = 1,2) are the distances traveled by a wave of type P in medium one (m = 1) and type 
a in medium two (m=2) along a ray path satisfying Snell's law, where 0"''' (m — 1,2) are 
the corresponding angles of this ray with respect to the interface normal. The other quantities 
are defined similarly to those given previously. Similarly, a model of an angle beam transducer 
(Figure 2b) gives [4] the displacement components of a wave in the underlying solid of type 
a (a = P,S) due to a wave in the transducer wedge of type P (P = P,S) as 
„ , T,fd"K' expfifc-Df^" +L^D^^)] 
(5) 
with similar definitions as before except that the directivity function for shear waves (K^) is 
slightly different than for the contact compressional wave transducer, and the transmission 
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coefficients used in Eqn. (5) are now based on a ratio of displacements [4]. 
In all these cases, the fields generated by the transducers can be represented as surface 
integrals of the general form 
^s«.=J/exp(i0>/5 (6) 
s 
where/is the given amplitude for a particular wave field and exp(/0) is the corresponding 
phase term. Obtaining explicit values for these fields, therefore, requires some numerical 
procedure for evaluating such surface integrals. One approach is to apply direct 2-D numerical 
integration procedures such as done, for example, by Stamnes [6]. While this method is 
straightforward, it is computationally very expensive and difficult to implement in general for 
different shaped transducers or for the non-planar surfaces of focused probes. Another 
approach, which has been quite successful, is to expand the integrand about a fixed, stationary 
phase ray path, taking the amplitude, /, to be a constant along the fixed ray and expanding the 
phase term, <{), to second order. This approximation, called the paraxial approximation, allows 
Eqn. (6) to be written as 
=/oexp(jA:0o)jexp[/fc(0-0o)]rf5 (7) 
s 
where the "0" subscript indicates that the quantity is evaluated along the fixed ray. It is then 
possible to use either Stokes' theorem or direct integration to reduce Eqn. (7) to a form 
hen =/oexp(/A:^o) A - j g  exp[i^(0 - 00 )]rfC (8) 
where A is a known constant, g  a known function, and the integral is now a line integral over 
the edge, C, of the transducer. The value of this approach is that only a single 1-D integration is 
left to perform, and this can be done in a fast, efficient manner. Since the form of Eqn. (8) is in 
terms of a "direct" wave (the A term) and a wave diffracted from the boundary (the edge 
integral), it has been called the boundary diffraction wave (BDW) paraxial theory [7,8]. An 
alternate paraxial approach, which has also been used very successfully for a wide variety of 
problems in the literature including plane and curved interfaces and anisotropic media [9-11], 
replaces the point source representation of the fields (Eqn. (6)) by an expansion in terms of 
Gauss-Hermite functions. This approach also leads to a very efficient means to evaluate the 
entire wave field of the probe. However, both the BDW paraxial theory and the Gauss-Hermite 
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theory do require the paraxial approximation to be valid, and thus are only approximate 
solutions to the wave field, particularly in the nearfield of the probe. 
In this paper, an alternative scheme is proposed for evaluating integrals like Eqn. (6) that 
explicitly performs the 2-D integration, and retains the accuracy of that original equation. The 
basic strategy followed by this new method is as follows: first, the transducer surface is broken 
up into M planar elements, AS,„ {m = 1,...M), over each of which/can be considered to be a 
constant. The phase term exp(i0) is now expanded only to first order in each element, so that 
Eqn. (6) becomes 
M 
hen eXpO"0Om) JeXp[/(^-^0m)]^-5 (9) 
m=l AS„ 
Then, through the use of Stokes' theorem each of the surface integrals over these elements can 
be reduced to a line integral around the edge, AC,,,, of the element to give 
^«™=Z/omexpO'0om)?o«. Jexp[i(</'-0om)]c^C' (10) 
m=\ c^„ 
where gg,,, are known functions. However, if the edge of the element is taken as a series of C 
straight lines (for triangular elements C= 3, etc.) the line integrals in Eqn. (10) can be 
performed analytically, i.e. 
- Je>'p[i(if-A.)K=2/.„ (11) 
AC„, c=l 
where the are known functions, and so Eqn. (6) becomes, finally, an analytical sum of 
explicit terms given by 
M C 
hen = SZ/om exp(/0om)gom-^mc (12) 
m=I c=l 
Since the sum in Eqn. (12) is over a web of edges for all the elements used to approximate S, 
we have called this approach the method of edge elements. As we will show shortly, the edge 
element method can be considered to be the Fraunhofer approximation for a small, straight 
radiating edge segment and, in fact, if four such segments are combined together to form a 
small rectangular area element, one simply recovers, for that element, the well-known 
Fraunhofer diffraction result for a rectangular transducer. It should be noted that the edge 
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element method is numerically a very simple model. Generalization to higher order expansions 
of both /and 0 are possible, as Roberts [12] has shown. 
This edge element method can be used to evaluate the surface integrals appearing in all the 
four problems described previously and others, but here we will illustrate the method explicitiy 
by considering only Eqn. (1) for a spherically focused probe in a fluid, and Eqn. (3) for an 
fluid-solid interface, since these problems are quite similar in form and behavior to the other 
two cases. To demonstrate the basic accuracy of the edge element approach, we will first show 
that the edge element solution for a focused probe in a fluid is essentially indistinguishable 
from an exact solution to this problem based on a boundary diffraction wave formulation [7]. 
For the fluid-solid immersion problem, we will show excellent agreement between the edge 
element solution and an exact evaluation by direct 2-D integration when the transmitted S-wave 
is at a very high (75°) angle, a severe case where the paraxial theories begin to fail, particularly 
in the near field. 
FOCUSED TRANSDUCER EDGE ELEMENT MODEL 
Consider a small planar element, AS,,, , of a focused transducer, as shown in Figure 3. If 
the distance r from point x to y is approximated, to first order, in term of the ray from x to a 
fixed point yg in AS'„, then we have 
where y' = y—yo and eo is a unit vector for the element going from Yq to x. If the total 
surface, S, is broken up into M such elements, Eqn. (1) then becomes 
r = ro'"-e^y' (13) 
(14) 
To turn the surface integral into an integral around the element edge we note that 
exp(-/K-y') = n'"-[V'xg'"(y')] (15) 
where n'" is the unit normal to the element and 
exp[-//:(eg' y')] (16) 
-ik 
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Figure 3. Small, planar element of a focused probe. 
so that a direct application of Stokes' theorem gives 
m=l 'b 
where 
is a line integral around the edge, AC,„, of the element. As mentioned previously, /,„ can be 
performed analytically if we assume the edges of the element are straight. To see this, consider 
the geometry of a typical element shown in Figure 3. The form of the integrand in Eqn. (18) 
can be simplified since: 
n'"xe™ = sin0"'e;;; 
e;;'.= sine'-'eir+cose"'!!"' 
e™ -y' = sin0"' e™ -y' (since y' is always in the element 
plane for flat, plate-like elements) 
l-(n"'-eS')' = l-cos'0"' 
= sin^e"" 
(19) 
(20) 
(21) 
(22) 
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where 6"' is the angle measured between the element normal, n"', and the unit vector, Cg , 
pointing in the rj" direction, e," is the unit vector along the projection of ej' onto the transducer 
surface, e™ is the unit vector perpendicular to e™ on the transducer surface as defined by Eqn. 
(19), and is the projection of field point, x, back to the element plane as shown in Figure 
3. The line integral, /,„, now becomes: 
L = -r~ JexpH-fcsin0"'(e;;' -y')]e:[ -ds (23) 
smy 
For straight line elements (see Figure 6b): 
y' = <+se;;:, L';; = 4"e;;: (24) 
where d"' extends from y^ to the centroid of the line element, s is a distance from this 
centroid along the line element in the direction of the unit vector, e™, and L"' is the total length 
of the line element. By changing the variable of integration to 77 = i/L"' and writing y' in 
terms of the sum above, the integral in Eqn. (23) reduces to: 
JexpH/tsin0'"(e;;' -yOle;;;-ds = 2{L:'(e:;: •e;;:)expH^sinei"'(e;;' -d;")] 
Ac„, -=' ' (25) 
• J sin0"'(e[" -e"')r7]rfJ7| 
where C is the total number of line segments enclosing an area element and the remaining 
integral can be evaluated explicitly. Thus, we find an explicit form for the pressure wave field 
of the focused probe given by 
, ^ pcvo^^ exp(/A:ro"') / 7 ( x , « ) = ^ X X  — ( 2 6 )  
m~\ c=l 'o 
where 
^ (n"'xe-)-L: „ sin[/:sin0"-(e;;-.L";)/2] 
sin'e"' ^ ' [)tsine'"(e™-L";)/2] 
Because of the sinS"" terms in the denominator of 7„,^, there is an apparent singularity in Eqn. 
(27) as 0"' —»0. However, when one adds up all such s for a particular area element, it is 
c 
easy to show that in the limit as 6"' approaches zero, = —ikAA'", where AA'" is the 
C=1 
area of the element in question. 
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Figure 4. Geometxy associated with a single area element which represents the rectangular 
transducer surface. 
FRAUNHOFER DIFFRACTION LIMIT 
To connect the edge element approach with something that is considerably more familiar, 
consider a single rectangular element for a transducer radiating into a fluid as shown in Figure 
3. Since we are working only with a single element, for clarity we will henceforth remove all 
the m superscripts in this section. For this small, rectangular transducer, Eqns. (26) and (27) 
give 
(e..d,)3 
IK sm 0 
, (28) 
sin[^ sin 0(6,1 •L^.)/2]l 
[A:sin0(e|,-L,)/2] J 
We now focus on the sum of edge contributions for this element. Figure 4 shows the 
geometry of a rectangular transducer with edge lengths a and b. Note that again is the 
projection of field point x back to the transducer plane and properly orients the e,, and unit 
vectors. The dot products and cross products terms residing in the finite sum for edge 
elements 1 and 3 can be simplified to 
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(nxeo)-L, _ Cj^-Li _ acosij) (nxeo)-L3 _ _ —acos(j) 
sin^0 sin0 sin© ' sin^0 sin0 sin0 
6,1-L, = asin0, Cn-Lj = —flsin^ (29) 
6,1-d, = ^cos(p, Cii'dj = —^cos^ 
Substituting these simplified terms into the finite sum expression of Eqn. (28), the sum of 
edges 1 and 3 becomes: 
/, +1^ = ^ {exp[—/^(6 / 2) sin 6 cos (j)]—exp[ik{b / 2) sin 6 cos 0]} 
- ~^'"^°^^^'"^'^^sin[A:(fe/2)sinecos0] (30) 
sin0 [A] 
= —ikab cos^ (j) 2 , sin[A] sin[B] [A] [S] 
where 
A = k(a/2)sm6sm<j) 
B = /:(^j/2)sin0cos0 
Similar simplifications can be made for edges 2 and 4, and their sum becomes: 
(31) 
1^+1^= (32) 
' ' [A] [B] 
If all four edge contributions are combined and placed into Eqn. (28), we obtain the well 
known expression for the Fraunhofer diffraction limit of a rectangular transducer [13] given by 
oCx ft)) = exp[//:ro] sin[A] sin[g] 
2Jt r, [A] [B] 
Thus, the edge element method can be considered to be simply a decomposition of the 
transducer wave field into contributions from an array of transducer elements, each of which is 
small enough so that the Fraunhofer approximation is valid, and where each element 
contribution is obtained by replacing (exactly) the radiating element area by a series of radiating 
edges. This method bears a strong similarity to the edge current models used in 
electromagnetic scattering problems [14]. 
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FLUID-SOLID INTERFACE EDGE ELEMENT MODEL 
Consider now the immersion setup shown in Figure 5 where a transducer radiates at oblique 
incidence into a solid through a planar interface. This problem has been considered previously 
[5] by a high frequency stationary phase approach which leads to a Rayleigh-Sommerfeld-like 
expression for the wave field in the solid given by Eqn. (3). If one also makes the paraxial 
approximation, then this surface integral model can be reduced to a line integral form of the 
type given by Eqn. (8) which was called a the boundary diffraction wave (BDW) paraxial 
model [5]. Here, we will show that the edge element method can also be applied to the surface 
integrals appearing in Eqn. (3), thus simplifying the evaluation of the 2-D surface integration, 
but without introducing the paraxial approximation. 
Again, to obtain an edge element model we divide the transducer surface into a discrete 
number of area elements. For each element, the surface integration is evaluated through the use 
of two, approximations: 1) The phase term in the surface integral model (Eqn. (3)) is 
approximated to the first order along a ray path satisfying Snell's law and 2) the remainder of 
the integrand in the surface integral of Eqn. (3) is treated as a constant over the element. 
To approximate the phase term, we trace a ray path back through the interface (obeying 
Snell's law) to an arbitrary point y"^ within the element and in the vicinity of the general point 
medium 1 
(fluid) 
.^77777777^ 7777777777777777 
medium 2 
(solid) 
X 
Figure 5. The general geometrical configuration of a typical ultrasonic immersion setup 
where both wave types are present in medium 2 (a = P,S). 
75 
transducer 
surface 
planar interface 
Small element of 
transducer surface 
Figures 6a and 6b. a) the geometry of edge elements for the fluid-solid planar interface 
problem, and b) the geometry of a small element of the transducer surface. 
y (see Figure 6). This new ray path, denoted by the '0' subscripts, will serve as our "ray of 
expansion" for this particular element (similar to the local ray in the BDW Paraxial case [5], but 
not necessarily perpendicular to the element surface). As was done earlier for r in the focused 
transducer derivation, the distance D" can be written as 
(D,")' = (X, -y) -(X, -y) = |x, - y f  (34) 
where 
X/ -y = <0601 +Xr -y' (35) 
from simple vector addition. The distance, D", can be approximated by a power series, 
keeping at most the linear terms in Xj. and y', to give 
=<o-eo.-y'+eS',-x? (36) 
Similarly, D" becomes 
n« = _e"' -v"' 
^2 — "20 *^02 (37) 
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Since Snell's law requires 
fr p'" -v'" — t p'" -v"' 
it follows that 
k^pD^ +k2^D2 = fc|prf,o+A:2a^2o ~^ip®oi "y (3^) 
Based on the second approximation mentioned previously, the 2-D surface integration of the 
surface integral model only needs to be evaluated over the first order phase term (rf,'o and rfjo 
will remain constant over the single element), and the incident displacements at some arbitrary 
field point, x, can be expressed as a finite sum over all M transducer elements; 
u(x,®) = X 
a=P,S^^P2^2tt «i=l [(Arr(4l-] 
JexpHfc,^(eo, •y')]^?5(yO 
(39) 
where 
Aa-,P _ r\oc\P . ^1 r\a-.P 
' ~ ' c„cos'er 
^cr,P ^ j^a.P_^_^j^a;P 
^Ip 
(40) 
(41) 
Note that the surface integrals over the area elements in Eqn. (39) are the same as the surface 
integrals in Eqn. (14) of the focused transducer derivation. Thus, using our previous results in 
that case, we can write the incident displacement field at some point x in the second medium 
of a planar fluid-solid interface problem as 
(42) 
where 
(n"'xe;;',)-L'^ 
singer exp[//:,pSin0,";(e;;'-d^)] 
sin[)ksin0,";(e,7-L";)/2] 
ip [A:sine,";(e,7-L':)/2] 
(43) 
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Again, the edge element model essentially replaced the 2-D integration of the surface integral 
model with two finite sums, with the inner sum representing the contributions from each 
straight line edge of an individual area element, and the outer sum representing the 
contributions of all the area elements of the transducer surface. 
How many elements are needed to discretize a given transducer surface in order to 
adequately represent its wave field is a complex issue and, to date, no simple criteria are 
available, so here, a trial and error approach will be taken, where the reduction in the size of the 
elements is stopped after no change is observed between subsequent displacement fields 
calculated. 
VALIDATION OF THE EDGE ELEMENT MODEL 
In this section, we will perform two comparison studies. First, we will use edge elements 
to calculate the acoustic wave field radiated by a spherically focused transducer in a single fluid 
medium and compare this result to one that is found with an exact solution for this problem 
based on boundary diffraction waves [8]. Second, we will compare this new edge element 
approach to a direct numerical evaluation of surface integral model appearing in the fluid-solid 
planar interface problem (Eqn. (3)). 
Spherically focused transducer wave fields: 
The Rayleigh-Sommerfeld surface integral for a spherically focused transducer can be 
replaced by an equivalent exact expression written in terms of direct and edge waves given by 
[8] 
(44) 
where 
—  \  D I Rq (45) 
1 X inside the main beam 
0 =• 1/2 X on the beam edge 
0 X outside the main beam 
(46) 
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Focus 
Figure 7. The geometry associated with the Boundary Diffraction Wave model for 
spherically focused transducers. 
and the various quantities appearing in Eqn. (44) are shown in Figure 7. This boundary 
diffraction wave (BDW) model was chosen since it can be easily evaluated and thus used as a 
"standard" to test our edge element method. 
The specific transducer modeled is a 1/2" diameter, 4" focal length, 5 MHz spherically 
focused probe. The incident pressure profiles are calculated in water. For all three 
comparisons, the absolute magnitudes of the 5 MHz frequency component are displayed. The 
edge element model discretizes the transducer surface into 2048 area elements (32 radial 
divisions x 64 angular divisions), while the Boundary Diffraction Wave model divides the rim 
of the transducer into 128 line elements for the edge wave computations. Figure 8 displays the 
on-axis profiles calculated by both methods. As can be seen, there are no amplitude 
differences between the two profiles. A cross-axis pressure profile was then taken at a 
distance of z = 10.5 cm into the fluid medium (approximately the geometric focal length of the 
probe), and is displayed in Figure 9. Again, no differences in amplitude between the two 
models can be seen. A second cross-axis profile was taken at a distance of z=4.1 cm into the 
fluid medium (approximately the last on-axis null preceding the true focus of the probe), and is 
displayed in Figure 10. Only very minor differences between the relative depths of some of the 
nulls can be seen in this case. Otherwise, the profiles match up extraordinarily well in this 
case, which is well within the nearfield of the transducer. Based on these results, we conclude 
that the edge element model does an excellent job of predicting the full wave fields of 
spherically focused transducers. 
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Figure 8. The on-axis incident pressure profiles of a 1/2" Dia., 4" focal length, 5 MHz 
spherically focused probe. 
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Figure 9. The cross-axis incident pressure profiles at z=10.5 cm of a 1/2" Dia., 4" focal 
length, 5 MHz spherically focused probe. 
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Figure 10. The cross-axis incident pressure profiles at z=4.1 cm of a 1/2" Dia., 4" focal 
length, 5 MHz spherically focused probe. 
Fluid-solid interface comparisons: 
In this comparison study, we will examine the shear waves transmitted into an elastic solid 
by an angle beam shear wave transducer. In this case, a compressional wave transducer acts 
on the surface of a wedge, which is itself in contact with the solid being inspected. Since 
primarily P-waves are generated in the wedge, we will neglect the shear strength of the wedge, 
thus treating it as an equivalent fluid medium (see Figures 1 la and 1 lb), and allowing us to use 
the simpler fluid-solid model of Eqn, (3). 
To test the edge element method in this case, we compared it to a direct numerical 
integration of the surface integral in Eqn. (3), using the approach of Stamnes [6], where the 
angular integration is evaluated with the impulse-response method and the radial integration is 
done with the well-known Gauss-Legendre technique. We will also include comparisons with 
results obtained by use of the paraxial approximation [5]. 
As in [5], we will focus on two different types of linear scan profiles. The first type of 
profile, which will be referred to as a central axis profile, is computed along the refracted 
central axis of the transducer in the elastic solid and is essentially equivalent to an on-axis 
profile in a one medium problem (see Figure 1 la). The second type of profile, referred to as a 
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Figures 1 la and 1 lb. Schematic of a) the central and b) cross axis profiles. 
cross-axis profile, is computed along the x-axis shown in Figure 1 lb, which is parallel to the 
planar interface in the plane of incidence of the transducer. This particular line was chosen 
because 1) it corresponds to data acquisition procedures for real experiments, and 2) so that 
off-axis wave field expressions could be compared. The profiles consist of the absolute 
magnitudes of the incident displacements calculated at individual field points along these lines. 
Lucite and steel were chosen as the two media to model with the appropriate wave speeds 
and impedances for each being used in the beam models. Note that the z-axes plotted in the 
central axis comparisons correspond to a depth normal to the lucite/steel interface, as shown in 
Figure 11a. The transducer modeled is a 5 MHz, 1/2 inch diameter, unfocused transducer in 
both cases. The transducer was oriented at incident angles which corresponded to refracted 
angles of 30°, 45°, 60°, and 75° for the P-SV waves in the elastic solid for both central axis 
and cross-axis profiles. The ultrasonic waves travel a distance (Z)" in Figure 5) of 1.8 cm in 
the Lucite material in both cases, corresponding to a common wedge distance found in a 
commercially available angle beam shear wave probe. In all the comparisons, the absolute 
magnitude of the 5 MHz frequency component is displayed. While all the cases listed 
previously were studied, only the refracted 75° profiles will be shown since this case is the 
most extreme test of the models involved. 
Figures 12 and 13 show the central axis and cross axis P-SV wave type displacement 
profiles, respectively, of the surface integral, edge element, and BDW paraxial models at the 
refracted angle of 75°. The cross axis profile was taken at a depth of 2 cm. In the edge 
element model, contour contributions of 2048 area elements (32 radial divisions x 64 angular 
divisions) were summed. The 2-D numerical integration of the surface integral expression was 
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Figure 12. Central axis displacement profiles at a refracted angle of 75° into steel for a 1/2" 
diameter transducer radiating at 5 MHz on a lucite wedge. 
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Figure 13. Cross-axis displacement profiles at a refracted angle of 75° into steel for a 1/2" 
diameter transducer radiating at 5 MHz on a lucite wedge. 
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computed by discretizing the transducer surface into 1024 area elements (4 radial divisions x 
256 angular divisions). The paraxial models discretized the transducer edge into 128 line 
elements. Upon finer division of the models' elements, no visible difference in either of their 
resulting profiles was observed. Both Figures 12 and 13 demonstrate the ability of the edge 
elements to continue to predict the full wave fields very well even at extreme angles of 
refraction. Similar, if not better, results were also found at the lower refracted angles 
mentioned previously. As Figure 12 shows, the edge element profile follows the surface 
integral profile into the very near field. This represents a significant improvement over the 
BDW paraxial model presented in [5], especially if the near field region of the wave field is 
critical to the particular application at hand, yet the edge element model is five times faster than 
the direct numerical integration of the surface integral. 
CONCLUSIONS 
We have introduced a new edge element approach that can be used to numerically evaluate 
the entire radiated wave fields of transducers in a wide variety of problems. In general, edge 
elements avoid a brute force 2-D numerical integration by making a linear approximation to the 
inherent phase term of the expression's integrand and employing Stokes' theorem to reduce the 
surface integration to an edge or line integration. The linear phase approximation further 
allows one to explicitly evaluate the line integrals, leading to analytical expressions that can be 
evaluated rapidly. In essence, as we showed earlier, the edge element contributions are just the 
sum of Fraunhofer diffraction terms for a web of radiating edge elements. 
Validation of the edge element model was performed for two common ultrasonic modeling 
situations. First, we examined the incident wave fields radiated into water by a spherically 
focused transducer. Excellent correlation was found between the edge element expression and 
the boundary diffraction wave model throughout the wave field of the spherically focused 
probe. The second scenario modeled the incident wave fields produced by an angle beam shear 
wave probe using a fluid-solid interface model. Again, excellent correlation between the edge 
element and surface integral models was found throughout the entire wave field even for the 
extreme case of a refracted angle in the solid of 75°. 
It is likely that edge elements can be usefully applied to a wide range of other problems. 
Future work might include, for example, predicting incident wave fields by other transducers 
(different shapes, non-piston behavior, etc.), and for evaluating wave fields through interfaces 
of general curvature. 
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CHAPTER IV. AN ELASTODYNAMIC MODEL OF THE WAVE FIELD OF AN 
ULTRASONIC ANGLE BEAM SHEAR WAVE TRANSDUCER 
A paper to be submitted to The Journal of the Acoustical Society of America 
Terence P. Lerch, Lester W. Schmerr, Alexander Sedov 
ABSTRACT 
An elastodynamic model of the wave field of an ultrasonic angle beam shear wave 
transducer is presented where the transducer wedge material is modeled as an isotropic, 
homogeneous, elastic solid. Expressions are derived for the four bulk waves propagating into 
the underlying elastic solid being interrogated by the shear wave transducer. The edge element 
technique is utilized to numerically evaluate the incident wave fields predicted by this 
elastodynamic model. An analysis of each of the four bulk wave contributions is presented 
which indicates that the incident shear waves in the wedge material of the transducer have no 
significant effect on the total wave field radiated by the angle beam transducer. Based on these 
results, it can be concluded that fluid-solid models, where the wedge material is modeled as an 
equivalent fluid-like material, can be used with no loss in accuracy in the calculation of the 
incident wave fields of these types of trzmsducers. 
INTRODUCTION 
Inspection of welded plates and pipes with angle beam shear wave transducers is an 
important application of ultrasonic NDE. While many model studies have been conducted on 
detection methods for specific types of defects such as cracks, inclusions, slag, etc., very few 
of these studies have considered in any great detail models of the ultrasonic beam radiated by 
the shear wave angle beam transducer itself (see Figure 1). Ogilvy et al. [1-3], for example, 
have done extensive studies on surface roughness of weld defects, and obtained excellent 
theoretical predictions using a relatively simple acoustic diffraction beam model. Newberry 
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Figure 1. An angle beam shear wave transducer interrogating an elastic solid (welded 
plate). 
et al. [4,5] (and many others since then) have been able to use the Gauss-Hermite beam model 
successfully for many different types of ultrasonic inspection applications, including angle 
beam transducer interrogations. However, the Gauss-Hermite formulation inherently assumes 
the paraxial approximation, which tends to break down in the nearfield of the probe or at high 
refracted angles in the case of the transducer radiating at oblique incidence to an interface. 
Schuhmacher et al. [6] present a two-dimensional beam model whose diffraction field is 
represented as an elastic plane wave spectral decomposition evaluated with a spatial Fourier 
transform. In this paper, we re-examine the incident displacement wave fields propagated by a 
shear wave angle beam transducer into an elastic solid medium, and introduce a new model that 
properly accounts for the elastic properties of the wedge material on which an angle beam 
transducer is placed, as well as the elastic properties of the material being inspected. This new 
model makes no restrictive apriori assumptions (like the paraxial assumption) on the 
propagation directions. Because of the generality of this model, it can be used as a "standard" 
to test other more approximate models and methods. 
Previously, we have investigated a number of other beam models that can also be applied to 
a shear wave transducer inspection problem. Comparisons of models based on Gauss-Hermite 
expansions. Boundary Diffraction Waves, paraxial and non-paraxial approximations have been 
made [7-9] for unfocused transducers residing in a fluid and oriented obliquely incident to 
planar fluid-solid interfaces. In those model comparisons, the shear strength of first medium 
was neglected and modeled as a fluid, even though an angle beam shear wave transducer 
actually employs a contact compressional wave transducer acting on the surface of a solid 
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wedge. However, since the transducer generates primarily P-waves in the wedge, it seems 
reasonable that one could replace the problem by an equivalent fluid-solid interface model 
instead. This paper will examine such an assumption by developing a more complete solid-
solid interface model which includes all the bulk wave modes in both the wedge and material 
being inspected, and compare the results of this model with those that replace the wedge by an 
equivalent fluid. 
The incident wave fields transmitted into a material being inspected by an angle beam 
transducer can be modeled in a two step process. First, the wave fields in the wedge material 
of the angle beam probe will be determined by modeling the angle beam probe as a planar, 
contact transducer radiating into an elastic half-space. Second, the first medium (wedge) wave 
fields will be transmitted through the planar interface (via a fluid couplant) between the 
transducer wedge and the material being interrogated. 
There are many ways to represent the elastic wave fields in the wedge material. If we 
replace the wedge by an equivalent fluid medium as done in some of the models mentioned 
previously, then the problem can be reduced to one of a baffled piston transducer radiating into 
an acoustic medium. A large body of work exists on this problem for which Harris [10], and 
Hutchins and Hay ward [11] give excellent overviews. Only over the past 10 years have 
different groups of investigators begun to examine the transducer's radiation patterns in the 
more complex cases where a transducer radiates into isotropic and anisotropic, elastic half-
spaces. Vezzetti [12] was one of the first to derive an exact, general formulation for 
determining elastic stresses and displacements in isotropic and anisotropic media by 
implementing an angular spectrum method. Schmerr and Sedov [13,14] developed an 
elastodynamic model based on high frequency asymptotics and showed that the elastic wave 
field could be accurately approximated in the transducer's mainbeam and farfield by using the 
simpler equivalent fluid medium model. Tang et al. [15,16] use an approach based on the 
elastic representation theorem and the Green's function for an elastic half-space. Their first 
paper was primarily concerned with the diffraction effects in the axial direction of the source, 
and confirmed Schmerr and Sedov's observation that the elastic diffraction wave field can be 
modeled by a simpler acoustic approach when sufficiently far away from the source. The 
second paper presented the full radiated fields of the transducer. In a related area. Green and 
Wang [17] returned to Vezzetti's original work and studied the shear wave displacements in an 
elastic half-space. In this case, they found that simplified acoustic diffraction formulae can be 
applied at sufficiently high frequencies, but at lower frequencies, their more exact approach 
should be taken when evaluating shear wave diffraction profiles. Lhemery [18,19] 
implemented a time domain approach to the problem by modeling the transient pulses radiated 
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into the elastic solid. He obtained an approximate, analytic expression, based on the impulse-
response method, that can be directly related to Weight's [20] solution of this same problem. 
As mentioned earlier, in our model of angle beam transducers, the transducer wedge 
material will be considered an elastic solid, zind therefore, will support not only longitudinal 
waves, but also shear waves. Both types of waves will propagate through the solid-solid 
interface, and each will contribute two types of transmitted waves, making a total of four bulk 
waves possible in the second medium. The relative importance of these various waves will be 
evaluated in some special cases. In this model, surface (Rayleigh) waves and head waves 
generated in the first medium will be neglected. 
As the basis for our model, we will also use the angular plane wave spectrum approach of 
Vezzetti [12]. Plane wave representations of the solution are convenient since they will allow 
us to properly incorporate the boundary conditions, both on the surface of the wedge (where 
the contact transducer is mounted), and at the interface between the wedge and the material 
being inspected. We will evaluate these angular spectrum integrals by the method of stationary 
phase, leading to expressions that are similar in form to the Rayleigh-Sommerfeld surface 
integral for a piston transducer in a fluid. These surface integrals will be performed 
numerically by introducing the concept of edge elements. Several numerical studies will be 
conducted with this model, including the relative contributions of the various modes, and the 
influence of the directivity functions associated with the incident waves in the wedge. 
CONTACT TRANSDUCER ON A SOLED 
Since the compressional wave transducer in an angle beam probe rests on the surface of an 
elastic wedge, we must first model the incident waves generated in the wedge. This will be 
done here by modeling the transducer as a distributed stress source acting on the plane surface 
of an elastic half-space (Figure 2). Following Vezzetti [12], we will represent the displacement 
wave fields in the wedge material as an angular spectrum superposition of three sets of plane 
waves, where the plane waves are of the form 
M,,(x,0 = C/r"'^exp[/(q^'"^-x)]exp[-jfitf] (m = 1,2,3) (1) 
and where 
fl"" = * = U'.y'.z'i (2) 
for the primed transducer coordinate system shown in Figure 2. The common time factor 
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Figure 2. Contact transducer geometry in wedge material with local (primed) and global 
(unprimed) coordinate systems. 
e x p [ — w i l l  b e  s u p p r e s s e d  t h r o u g h o u t  t h e  r e m a i n d e r  o f  t h e  p a p e r .  T h e  c o m p o n e n t s  o f  t h e  
displacement vector, in the wedge are 
«,'(x) = J j cx-g[Kq^.x'+q^.y'+qfz')\ + e\^[i{q^.x'+qyy'+qfz')\ 
—«i (3) 
e\^[i{q^.x'+q^..y'+qfz')\}dq^.dqy. 
where q^',qy;q^^"^ are the orthogonal components of the propagation vectors of the three terms, 
C///"' are the polarization vectors associated with each term in Eqn. (3), and are unknown 
amplitude functions that are determined when the boundary conditions are applied to the solid's 
surface. 
The three plane wave expansions in Eqn. (3) must meet three general criteria: 
1) They must satisfy the equations of motion 
2) They must satisfy the boundary conditions at the surface of the solid 
3) They must represent waves traveling into the wedge, i.e. in the positive z' direction 
(radiation condition). 
The plane wave expansion in Eqn. (3) will meet the first criterion as long as the q[T^ 
propagation vector components and the polarization vectors are properly chosen. The 
second criterion can be met by applying the boundary conditions to Eqn. (3) and solving for 
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the unknown amplitude functions, . Finally, the third criterion stipulates that when the 
are real, they must be positive. 
Because of the relative simplicity of structure in the stiffness tensor of the equations of 
motion for an isotropic, homogeneous solid, the three axial components of the propagation 
vectors become 
gO) = qf = -q/ (4) 
=i"I (5) 
where kj. and are the transverse and longitudinal wave numbers, respectively. In order for 
the plane wave solution to satisfy the equations of motion, the polarization vectors must be 
chosen so [12] 
q(i) .uc) = q(2) .u(2) = q(3) = 0 (6) 
where the polarization vectors U^" and correspond to pure transverse waves and 
corresponds to pure compressional waves. Again, following Vezzetti [12], it is convenient to 
choose a representation for these three orthogonal vectors 
8 
V''' = (V) 
where 
g = ik/-q/y" (8) 
Note that this representation fails when g=0 which corresponds to waves traveling along 
the interface in the x' direction. However, since we are only interested in modeling the bulk 
waves that travel into the wedge material, this degeneracy is never a problem. 
Before solutions for the functions are determined, some discussion of the boundary 
conditions is necessary. For the work considered here, we will assume that a circular 
compressional wave transducer imparts a uniform pressure, to the elastic solid 
half-space (plane z'=0). See Figure 2. The uniform pressure is generated only over the active 
surface, S, of the transducer and no other sources exist on the wedge material's surface. In 
addition, it is assumed that the shearing stresses will vanish at the plane z'=0 
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(<T ,, = <T = 0). The three boundary conditions can be applied only after the displacements X z y z 
in Eqn. (3) are written in terms of stress tensors. This transformation can be accomplished 
quite easily through Hooke's law, as Vezzetti does [12] (see Appendix A). Once these 
boundary conditions are satisfied, a system of three linear equations results with the 
functions being the only unknowns. After some straight forward algebra, the functions 
become: 
0(2) _ /Q\ 
po) ^ 
with 
<E> = -^JfpoexpH(^^,x''+^,.j'')]c?5 (10) (27C) •'/ 
(11) 
where O is a spatial Fourier transform of the uniform pressure, p^, over the surface, S, of 
the transducer, and x", y" represent the coordinates of some aibitrary point y on the same 
surface. If Eqn. (9) is placed into Eqn. (3), and the order of integration is changed, one obtains 
u(x,6)) = V)exp[/(^,,(;c'-0+9/(/-/') 
eo 
+ jj(^"'U"^)exp[/9,,(jc'-;c'0+g,.(3''-/0 (12) 
—«o 
^ll'S.z'-z"y)\dq^-dq^\dS 
where 
^(m) ^ (13) 
At this point, the displacement expression in Eqn. (12) is in a rather unwieldy form, since the 
amplitude functions (^^"''), polarization vectors (U^"'), and propagation terms (exp[i(q-x)]) 
93 
still depend upon the g-space angular spectrum representation. However, the method of 
stationary phase [21] can be utilized to explicitly evaluate the angular spectrum integrals and 
obtain more physically relevant expressions. Our discussion of the stationary phase evaluation 
of Eqn. (12) will follow the approach and notation of Stanmes [21], who showed that for a 
general 2-D integral with an amplitude term, A(q^,,qy), and phase teTm,<l)(^q^.,q^.,), the method 
of stationary phase gives 
J ]A(q^.,qy)exp[i(<piq^„qy,))]dq^.dqy = [Hp ^ 
K 
• exp[i—(5gnFo,2+sg«F2o)] 
(14) 
where 
d^ij) J, _ d^<l) 2 
A  ^'•'~dq;' dq^' ' dq^'' ^ 
H = 4 (16) 
at the stationary phase point {q^.^,qy,). For example, for the longitudinal wave term in Eqn. 
(12), 
Aiq^y) = (17) 
(18) 
The stationary phase point can be found by taking the partial derivative of (p with respect to q^. 
and then with q^., and setting each expression equal to zero. Solving the resulting system of 
two equations and two unknowns, the q^.^ and q^^ values become (see Figure 2): 
q., = k,,,ix'-x'yD,^, g,., = (19) 
When evaluated at the stationary phase point, the preceding expressions become 
sgnFo^ = sgnF^o = -1 (21) 
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Figure 3. Polarizations associated with the first medium. 
(22) 
where the (a = P,5) is the distance between the points x{x',y\z') and y(x"/',0), and 
z' = cos0'„ (see Figure 3). Special mention of the A{q^.,qy) should be made. When that 
term is evaluated at the stationary phase point and simplified with extensive algebra, it can be 
written in terms of an angularly dependent directivity function, and a polarization unit 
vector, d''', given by 
K 
where 
^ cosg,;A'[A'/2-sin'0,;] 
2G(sin0,;) 
d'" = {(x'-x'O/£>,p,(/-/O/A,.cos0,;} 
G(x) = 
Pi ~ ^ 
Thus, in Eqn. (12) 
wr wr (pK) 
(23) 
(24) 
(25) 
(26) 
(27) 
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The same procedure can be applied to the S-wave term in Eqn. (12), where now 
q.'. = = /:„(/-/0/A, (28) 
(29) 
(30) 
Again, the evaluation of the amplitude part of the angular spectrum integral yields a directivity 
function and a polarization unit vector, i.e. 
(31) 
w r  w r  (P,4) 
where 
2G(Asi„e,'.) 
„ ^  f-<^'-Ocos(8,') -(/-yOcosCa,-) 1 
\ A.vSin(0,;) A.vSin(0D J 
Using all these results, the displacements in the wedge material expressed in Eqn. (12) can be 
written finally as 
27tip,cl)l A, 
(34) 
2T(p,cf,)J A, 
Equation (34) is very similar in form to the Rayleigh-Sommerfeld integral for the radiation 
of a piston transducer into a fluid [22] since physically both P and S-wave terms in Eqn. (34) 
represent the superposition of spherical waves over the face of the transducer. However, in 
our elastic wave problem, these spherical wave sources are modified by the directivity 
functions Ki,(6'p) and /sr,(0,'). Figures 4 and 5 show the angular behavior of these function 
explicitly. Note that the possibility of K,(6',) becoming a complex value exists because of the 
[1—Pf sin' ]"^ found in the function (indicating the presence of head waves), but these 
values are not plotted in Figure 5. For small angles, = 1, = 0, and d''' = n, 
so that Eqn. (12) then simply reduces to 
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Figure4. The incident P-wave directivity function, and its dependence on the 
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Figure 5. The incident S-wave directivity function, K^{&), and its dependence on the 
angle 0',,. 
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which, except for the constant term, is now in exactly the same form as for a piston transducer 
radiating into a fluid. This shows that under the paraxial assumption for the waves traveling in 
the wedge (i.e. 0,^ =0,' =0, d''' =n) one can simply replace the elastic wedge by an equivalent 
fluid medium, as noted previously by Schmerr and Sedov [13]. However, here we wish to 
examine the full elastic wave solution so that the incident waves will be represented by Eqn. 
(34). 
ANGLE BEAM TRANSDUCER MODEL 
Since the overall objective of modeling a shear wave angle beam transducer is to determine 
the incident wave fields in the material of interrogation (and not the wedge material of the 
probe), details of the transmission process of the displacement fields in Eqn. (34) through the 
planar interface must be considered. The boundary conditions assumed at the interface will 
play an important role in the transmission process. In typical inspection applications, a thin 
layer of fluid couplant is used to improve the transmission of energy from the wedge to the 
material being inspected. The wave fields within the couplant itself will not be modeled; 
instead, the effects of the fluid on the transmission process will be included by considering the 
two solids to be in smooth contact, where continuity of normal stresses and displacements 
across the interface is conserved (0'^=0'^, u\=ul), but shear stresses at the interface are 
assumed to be zero (cT^" =0). The resulting plane wave transmission coefficients, , 
for a transmitted wave of type a, due to an incident wave of type jS (based on a displacement 
ratio) used in this model are based on this smooth contact assumption and are given explicitly 
in Appendix B. 
With point x now located in the second medium, the plane wave terms of Eqn. (12) must 
be modified to account for the transmission process across the planar interface between the 
wedge of the shear wave transducer and the underlying material being inspected. Three 
distinct changes will occur to Eqn. (12). First, the plane wave amplitudes will be modified by 
the proper transmission coefficients, , due to the assumed boundary conditions, as 
discussed above. Second, the polarization vectors, d''' and d'', will be refracted to new 
orientations as shown in Figure 6. Finally, the phase terms of Eqn. (12) will be modified to 
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Figure 6. Definition of the SV and SH shear wave components during the transmission 
process. 
account for point x now being in the second medium. It can be shown that the phase terms 
become 
exp[i(q-x)] exp[i(q2-x—^2:^+^1:^)] (36) 
for the plane waves in the second medium [8], where D is the perpendicular distance to the 
interface as shown in Figure 6 and qj is written in the global {x,y,z) coordinate system, and is 
given by 
oc = P,SV (37) 
P=p.sv (38) 
9,. (3« 
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(40) 
With these modifications made to Eqn. (12), the incident displacements in the second medium 
can be written as 
• exp[/(q2 ^x-q2,D+q^^^D)] dq^dq^. 
CO 
• exp[i(q2-x-q^p+q^^^D)] dq^dq^ }] dS 
where d""'' are the polarization vectors in the second medium for a wave of type a 
{a = P,SV) due to an incident wave of type jS (P = P,SV) in the wedge, (e,5,e,J are unit 
vectors in the plane of incidence for an incident shear wave in the wedge, and is a unit 
vector normal to the plane of incidence (see Figure 6). Similarly, e,p = d''' is a unit vector 
along the incident P-wave direction (and polarization) in the wedge. 
Note that no SH-wave terms (in the wave direction for incident waves and in the 
or d^''"'' directions for refracted waves) appear in Eqn. (40). This is because of the fluid 
couplant. is zero and all the other mixed terms of (a = P,SV) and 
(P = P,SV) are absent since there is no coupling between P,SV and SH components. 
The SV component of the shear wave term appearing in Eqn. (40) will satisfy two 
constraints: it must lie in the local plane of incidence, and its orientation must be perpendicular 
to its (shear wave) propagation vector, e, ^ (see Figure 6). The plane of incidence is considered 
to be local because, for every field point x in the second medium, the ray path through the 
interface and corresponding propagation vector will vary for each point y considered on the 
transducer surface. Each one of these ray paths will have a unique, local plane of incidence 
associated with it, and thus, a unique SV shear wave component. 
The local plane of incidence can be identified by determining its normal vector, , as 
shown in Figure 6. The normal of this plane can be written in terms of the known propagation 
vector of the shear wave, e,,, and the normal unit vector of the interface plane, n,, written in 
terms of the (x^y^z') coordinate system in Figure 2, such that 
With the local plane of incidence identified, the unit vector of the SV component of the shear 
wave, e^y, can be found by taking the cross product between the plane of incidence unit 
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vector, and the total shear wave propagation unit vector, e,,, or =ej„ xe,,, where 
the components of the unit vectors are again written in (x',y',z') coordinate system. This 
cross product will ensure the SV component of the shear wave will be perpendicular to the 
propagation vector and located in the plane of local incidence. 
Returning to Eqn. (40), we can evaluate the g-space integrals with the method of stationary 
phase. Since the details follow those just given for Eqn. (12), we will only quote the end 
result here, which can be placed in terms of the directivity functions and polarization unit 
vectors again: 
wr (A<) 
exp[i(q2-x-g^^D+gt^^D)] exp[i(ktD"''^^ +k2„D2 ^)] 
exp[j(q2 •-Ji-g^.D+g^.^D)] +k2„D^''')] 
(a4) (42) 
(43) 
(44) 
(45) 
and where 
Df-''sin0f=' 
(46) 
,-sin0f=^''| (47) 
in^f-'"! (48) 
(49) 
Then Eqn. (40) becomes 
u(x,6)) = . S /• 
271 a^p sv s 
-e,,)" T.f exp[t(A:,,Dr'' +^2«A"'')] 
r . /v-CV » [AfAf] 
dS 
=p.  
+—^— y f 
27C iPiCi ) a=p,sv s 
exp[i(/:,,Dr'' +haDf)\ 
1 / 2  dS 
'mp) ,
(50) 
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where 
fd'' -e )" = 
^ siner-^'sme: 
\ . 2n,asv n l«;5U ! SI" ' COS0o + (x;-x"r'''cos0,'"-'^in0o j^a;SV 
(51) 
(52) 
A"/ = 
^\p 
(53) 
and c^p (13 = 1,2) are the compressional and shear wavespeeds of the first medium, 
p^^{m = l,2) are the densities of the first and second media, (« = /*, 5) are the 
compressional and shear wave speeds of the second medium, respectively, 7]"'^ is a plane 
transmission coefficient (based on a displacement ratio) for a wave of type a due to a wave of 
type /3, and (m = l,2) are the distances traveled by a wave of type j8 in medium one 
(m = 1) and type a in medium two (m = 2) along a ray path satisfying Snell's law, where 0"'^ 
(m = 1,2) are the corresponding angles of this ray with respect to the interface normal. The 
distances {x—x,)"'^ and (y—y,)"'^ are the orthogonal components of the D"'^ distances 
written in the global (x,y,z) coordinate system shown in Figure 2, where is the interface 
point of a wave of type a due to a wave of type p , as shown in Figure 6. 
With both d'' and written in terms of the (x',y',z') coordinate system, the (d'' -Csv)" 
expression in Eqn. (51) is easily found, although it involves a considerable amount of algebra. 
This algebra can be simplified significantly by writing the denominator of the unit vector in 
terms of the global (.x,y,z) coordinate system, resulting in the mixed notation of primed and 
unprimed quantities. Note that in Eqn. (51) there are no singularities associated with the 
sin0'"'^^ and sin0"'^^ terms in the denominator. The sin0'"'''^ term cancels with terms in the 
numerator of the bracketed portion of Eqn. (51), and although it is not obvious from the form 
of Eqn. (51), as 6"'^^ —>0, the numerator and denominator terms also both cancel (and there is 
a sin0"'^^ term in the transmission coefficient (see Appendix B) that makes the transmitted 
displacement vanish in the second medium). 
As can be seen from the finite sums in Eqn. (50), the present form of the displacement 
expression for an arbitrary point, x, in the second elastic solid contains four distinct bulk wave 
contributions, as shown in Figure 7. They are: 
1) Refracted P waves from the incident P waves (P-P) 
2) Mode converted S waves from the incident P waves (P-SV) 
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1st medium => 2nd medium 
1 p-wave => p-wave 
2 p-wave => s-wave 
3 sv-wave => p-wave 
4 sv-wave => s-wave 
Figure 7. The 4 bulk waves propagating from point y on the transducer to an arbitrary 
field point, x. 
3) Mode converted P waves from the incident S waves (SV-P) 
4) Refracted SV waves from the incident S waves (SV-SV) 
Each of the four wave contributions has the same form as the surface integral model obtained 
previously for a fluid-solid interface in [8], and therefore, each could be evaluated by the direct 
numerical integration procedures employed there. However, that approach is very 
computationally expensive, due to the 2-D surface integrations needed over the transducer 
surface, and so here we choose to further simplify Eqn. (50) into an edge element expression 
[9]. The advantage of the edge element model form is that it is significantly easier to evaluate, 
saving computational time, while retaining the accuracy of the model throughout the entire 
wave field of the transducer. The present form of the displacement expression (Eqn. (50)) 
could also be simplified into a boundary diffraction wave paraxial expression (discussed in 
[8]), but in this case, a certain amount of accuracy would be sacrificed in certain areas (mainly 
nearfield) of the wave field. 
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Figure 8. Edge element geometry. 
EDGE ELEMENTS 
As discussed in [9,23], the edge element model divides the transducer surface into a discrete 
number of elements. Since the detailed procedures are identical to those given in [9], here we 
will only outline the steps briefly for the P-SV contribution of Eqn. (50). For each element, 
the surface integration is evaluated through the use of two approximations: I) The phase term 
in the surface integral of the P-SV wave term of Eqn. (50) can be approximated to the first 
order by: 
+KM"'-" +KMivr - -y (54) 
where y is an arbitrary point in the element of interest, and the (<i,o"^)"' and distances 
are between a fixed point, yg, in the element (usually taken as the centroid of the element) and 
field point x in the second medium for a wave of type in medium one and type a in medium 
two (see Figure 8, where for the present case,D"''^ ,0"'^ =D^'''', etc.) as found by 
means of ray theory, and 2) the remainder of the integrand in the surface integral of the P-SV 
wave term of Eqn. (50) is treated as a constant over the element. 
Once these approximations are made, the surface integration (now only over the new phase 
term) can be reduced to a one-dimensional line integration around the edge of the element 
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through the use of Stokes' Theorem. For strziight edges, the remaining line integration then 
can be performed analytically for each of the edges of the element, essentially giving us the 
Fraunhofer diffraction limit for each element. By summing up all of the edge contributions for 
each of the area elements of the transducer surface, the resulting expression becomes: 
=  P o  f e x p [ / 0 j  
where 
= k,Mo'y +k2sidrr (56) 
(n"'x(err)-^;_.,, p. sin[fc„sin(0r'O"'(e,r •L-)/2] 
~ sin^(0r^'')"' ^ [jt,^sin(0r='')'"(er-L':)/2] 
(57) 
(e^p'')"" = sin(0f''-'')'"er+cos(0f''='')"'n"' (58) 
and n'" is the normal to the transducer surface, M is the number of area elements, C is the 
number of edges associated with the mth element, ef" is the unit vector along the projection of 
(egp'')"" on the transducer surface, D"' is the vector from the centroid of the element to the 
centroid of an edge, (A^^Q'')'" and (A^^'^''")"' are of the same form as in Eqn. (50), but are 
calculated for each individual area element, and L„,^ represents the lengths of the edges, L'", 
oriented in the ej" directions of each of the edges. 
If all four of the displacement contributions in Eqn. (50) are simplified in the same fashion 
into edge elements as shown above, the resulting expression becomes the edge element model 
for a solid-solid planar interface problem, or 
.,rv = ^0 V ff f (T-r )<r j.A ^ 
[(A«o'')""(A%'')'«]"^ J 
Po ^ (T,r'r ii:..([r'''^]"')(d'^ -e,,): dfexp[/C^''] J 
xLr \^2Li r/AaiSVxm/Aa:SV\mnl/2 mc [ 
a=p,s [m=l c=l } i J 27r(p|c]5) ct=:p,s 1^ 
(59) 
where 
(60) 
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ja-.p ^ (n x(eo,'') )-L^ 
sin\e^'"y' 
exp[ifc,^sin(0r''r(er-Dc)] sm[k,pSm(e^-Prie^-K)f2] [k,^sm{er'l'r(et'-V-)/2] 
(61) 
and the unit vectors and angles continue to represent the same quantities as in the P-SV case 
discussed above, except now they are written for each of the four waves. 
If we neglect the shear strength of the wedge material, then our angle beam shear wave 
model reduces to an equivalent fluid-solid interface problem where a compressional wave 
transducer in a fluid is radiating at oblique incidence into the solid. 
As was shown in [9], edge elements can also be applied to this fluid-solid planar interface 
problem, where the incident displacements in the second medium are 
where and have the same forms as Eqns. (60) and (61), respectively. Note that, aside 
from a trivial difference in the constant input terms, the only difference between the fluid-solid 
interface edge element model shown in Eqn. (62) and the incident P-wave contributions of the 
solid-solid interface model shown in Eqn. (59) is the directivity function, K^,, in the solid-solid 
interface model. In the next section, we will compare the incident P-wave components of both 
models and examine the effect of this directivity function in the solid-solid model. 
MODEL COMPARISONS 
Both the fluid-solid and solid-solid interface edge element models have the ability to 
compute entire refracted longitudinal wave fields and mode converted shear wave fields over 
the full range of possible refracted angles (that produce bulk waves) in the second medium due 
to an incident longitudinal wave in the first medium. Because the transducer wedge material is 
being modeled as an elastic solid in the solid-solid interface model, it is also capable of 
computing the additional transmitted wave contributions due to the incident S-waves in the 
wedge material as well. The wave fields consist of complex displacement values (calculated in 
the frequency domain) with both amplitude and phase components, where the polarization 
vectors determine the orientation of the displacement amplitudes. The models are general 
enough to allow the user to choose the size, type, position, and orientation of the transducer 
with respect to the planar interface, and the material properties of the two media. The model 
(62) 
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Schematic of the central axis profile. 
expressions are evaluated at a fixed, single frequency, which is usually taken as the center 
frequency of the transducer. 
We will restrict our comparisons to a central axis, linear scan profile where the profile is 
computed along the refracted central axis of the transducer in the second medium and is 
essentially equivalent to an on-axis profile in a one medium problem (see Figure 9). The 
profiles consist of the absolute magnitudes of the incident displacements calculated at individual 
field points along these lines. The comparisons that will be made can be categorized into two 
subsets: 1) all four wave contributions of the solid-solid interface model will be displayed and 
compared at a number of distinct, refracted angles, and 2) the wave contributions resulting 
from the incident P-wave in the transducer wedge as computed by both the fluid-solid and 
solid-solid interface models will be displayed and compared for a number of refracted angles. 
Lucite and steel were chosen as the two media to model with the appropriate wave speeds 
and impedances for each being used in the beam models. Note that the z-axes plotted in the 
central axis comparisons correspond to a depth normal to the lucite/steel interface, and not the 
distance along the refracted ray, as shown in Figure 9. The transducer modeled was a 5 MHz, 
1/2 inch diameter, unfocused transducer in all cases. The transducer was oriented at incident 
angles of 0°, 24.9°,36.5°,46.7°, and 54.3° with respect to the normal of the interface in the 
first medium, corresponding to P-SV wave refracted angles of 0°, 30°, 45°, 60°, and 75°, 
respectively, in the second medium elastic solid. It should be noted that all the profiles of the 
different wave contributions (P-P, P-SV, SV-P, SV-SV) were calculated along the central axes 
field points corresponding to the P-SV wave, and therefore different path lengths and 
directions are expected for each type of wave contribution at each field point evaluated (see 
Figure 7). The height of the Lucite wedge measured from the center of the piezoelectric source 
was taken to be 1.8 cm in all cases, corresponding to a common wedge distance found in a 
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Figure 10. The normalized displacements of the four wave types predicted by the solid-
solid interface model at a refracted angle of 0°. 
commercially available angle beam shear wave probe. In all the comparisons, the absolute 
magnitude of the 5 MHz frequency component is displayed. For each type of edge element 
model, contour contributions of 2048 area elements (32 radial divisions x 64 angular divisions) 
were summed, and upon finer division, no differences were observed in the resulting profiles. 
Figure 10 shows the normalized displacements of the four wave types with the transducer 
aligned at normal incidence to the planar lucite-steel interface, or essentially on-axis profiles in 
the steel material. As expected for this particular transducer orientation, the largest contribution 
comes from the P-P wave. A significant P-SV wave contribution is predicted since, in the 
model formulation, most of the transducer elements are located off-axis and will produce mode 
converted shear waves in the second medium. Contributions due to the incident SV waves are 
limited to the very nearfield and decay rapidly as the profile moves deeper into the steel. 
In Figure 11, the P-SV refracted angle becomes 30° and the P-SV wave makes the greatest 
contribution to the total incident displacement profile. The P-P wave contributes somewhat in 
the extreme nearfield, but quickly becomes insignificant as the profile extends into the steel. 
The amplitudes of both waves originating from the incident SV wave are quite insignificant 
when compared to the other two wave types, leading us to surmise the effects of the incident 
shear waves in the wedge material are negligible in the steel. 
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Figure 11. The normalized displacements of the four wave types predicted by the solid-
solid interface model at a refracted angle of 30°. 
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Figure 12. The normalized displacements of the four wave types predicted by the solid-
solid interface model at a refracted angle of 45°. 
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When the P-SV refracted angle is increased to 45°, as in Figure 12, the amplitudes of the P-
P, SV-P, and SV-SV waves are all negligible throughout the entire profile when compared to 
the P-SV contribution. When similar comparisons are made at higher refracted angles, the 
same observations hold true. The most obvious explanation for this behavior is that the 
transducer is oriented so that it is particularly efficient in generating the P-SV wave. While this 
is true, there are other factors influencing the situation, as will be discussed in the Conclusions 
section. 
Comparisons between the fluid-solid and solid-solid interface models will be restricted to 
the refracted P and mode converted SV waves in the steel, generated by incident P waves in the 
lucite. Contributions due to incident SV waves are not included since there is no incident SV 
wave in the fluid for the fluid-solid interface model approach. A number of central axis 
profiles at different refracted angles will be examined. The only significant difference between 
the two models is the directivity function, Kpid'^), in the solid-solid interface model, as 
mentioned previously, so these comparisons are effectively measuring the effects of the 
directivity function. 
Figures 13 and 14 display the P-P and P-SV waves, respectively, predicted by the fluid-
solid and solid-solid models with the transducer oriented at normal incidence with respect to the 
lucite-steel interface. Little difference in the amplitudes for each profile is observed. As the P-
SV refracted angle is increased to 45°, as shown in Figures 15 and 16, which display the P-P 
and P-SV waves, respectively, the profiles again show very little difference in amplitude. 
When the P-SV refracted angle is increased to 75°, Figure 17 shows slight differences in the P-
P amplitudes, but it should be noted that the absolute amplitudes displayed are one order of 
magnitude smaller than the corresponding amplitudes for the 45° case, amplifying any 
differences attributable to the directivity function significantly. Figure 18 shows no difference 
between the two models for the P-SV wave at a refracted angle of 75°. These observations 
lead us to conclude that, for practical situations such as this, the directivity function, 
has no significant effect on the transmitted wave fields due to incident P waves in the lucite. 
CONCLUSIONS 
Based on the comparisons made among the different wave types for the Lucite-steel planar 
interface, two general conclusions can be stated. First, of the four refracted wave types, the P-
SV wave by far makes the most significant contribution to the total incident wave field in the 
second medium, even at rather slight angles of refraction such as 30°. The P-P wave is only 
important at refracted angles of 30° or less, and both the SV-P and SV-SV waves are negligible 
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Figure 13. The P-P wave central axis profiles predicted by the fluid-solid and solid-solid 
models at a refracted angle of 0°. 
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Figure 14. The P-SV wave central axis profiles predicted by the fluid-solid and solid-solid 
models at a refracted angle of 0°. 
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Figure 15. The P-P wave central axis profiles predicted by the fluid-solid and solid-solid 
models at a refracted angle of 45°. 
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Figure 16. The P-SV wave central axis profiles predicted by the fluid-solid and solid-solid 
models at a refracted angle of 45°. 
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Figure 17. The P-P wave central axis profiles predicted by the fluid-solid and solid-solid 
models at a refracted angle of 75°. 
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Figure 18. The P-SV wave central axis profiles predicted by the fluid-solid and solid-solid 
models at a refracted angle of 75°. 
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at all angles of refraction. Second, the common practice of representing the first medium solid 
as an acoustic, or "fluid-like" medium, which propagates only longitudinal waves and no shear 
waves, does not compromise the overall accuracy of the total incident wave field found in the 
second medium for the particular solids modeled here. The insignificant magnitudes of the 
incident S-wave contributions, and the excellent correspondence between the fluid-solid and 
solid-solid interface models shown in the previous section, demonstrate the lack of influence of 
the S-waves in the transducer's wedge have on the transmitted displacement fields in the 
material of interrogation. 
The question of why the incident SV waves make such an insignificant contribution in the 
second medium is an interesting one. As mentioned earlier, an obvious reason is the choice of 
linear scans selected for calculation in the steel. They were centered strictly on the refracted P-
SV wave and most likely traversed the outer regions of the SV-P and SV-SV refracted 
mainbeams. But even when the scans were adjusted to more favorable refracted angles for the 
SV-P and SV-SV waves, only modest improvements in amplitude were observed, and the 
resulting waves from the incident P-waves continued to dominate the overall wave field. 
Therefore, other reasons must also exist. 
If the expressions for the incident SV wave contributions in the first medium are reviewed, 
one will notice that the angle 0,' is a key variable in the directivity function, and the 
terms representing the edge elements' summations. Recall that 0,' is essentially the 
difference between the transducer normal and the individual wave propagation vector direction 
in the first medium. Figure 5 explicitly shows that, as 0,' decreases, approaches zero 
and thus severely inhibits any contributions from the incident shear waves. But as 0', 
increases to angles where the directivity function is larger, we have observed that the individual 
edge contributions in the terms sum in a destructive manner, effectively canceling 
themselves off, and thus keeping the very small. Of course, other currently unknown 
factors may also be present. However, our present experience indicates that no matter what 
angle 0,' happens to be, the underlying physics of the model predicts that there is an 
insignificant contribution from the incident shear waves in the transducer wedge to the overall 
wave field of an angle beam shear wave transducer, and therefore, one can model very 
accurately an angle beam shear wave transducer with the simpler case of an equivalent fluid-
solid interface model with no significant loss in accuracy. 
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APPENDIX A 
Since the boundary conditions on the elastic half-space are written in terms of stresses, in 
essence representing the uniform pressure, p^, induced by the contact compressional wave 
transducer, the displacements of Eqn. (3) must be used to obtain stresses as well, before the 
form of the unknown amplitude functions, can be determined. Recall that the boundary 
conditions on the elastic half-space at the plane z'=0 were 
={o' \—Po on S 
otherwise 
O-,,. = 0 (A.1) 
a . ,  =  0  
From Hooke's law, Ty = du^ I dui, we can relate the stress boundary conditions to the 
displacements in Eqn. (3). Carrying out the differentiation on the displacements and 
introducing the boundary conditions at the plane z'=0, we obtain 
-p. = (Pij 
0 = J Jdq,-dq^- {Ufq^.+U'^)q.^)QxW(,q^.x'+q^.y')\ (A.3) 
oo ee 2 
0 = j \dq^'dqy' +Uy'q.^)^T^v\.Kq,'X'+qy.y')\ (A.4) 
We now have a system of three equations and three unknowns, i.e. . Each of the 
integrals on q^, and q^ are essentially 2-D Fourier transforms. If we take the inverse Fourier 
transform of each equation with respect to x' and y', we obtain 
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(A.5) 
\^K) ^ 
'•A<^f,E;3'"(C?\-+£^;?9..) = 0 (A.6) 
1=1 
ipd.i,P'''(u^'ly+U?q,') = 0 (A.7) 
1=1 
After considerable algebraic simplification of the terms in Eqns. (A.5), (A.6), and (A.7), the 
system of equations can be solved for the three unknown amplitude functions, resulting in 
the expressions shown in Eqn. (9), given here again as 
o(i) '^Qy-K fJ-L^ 
PiCuSWillTqr 
o(2) _ — 
«(3) ^ Wr-Qr)^ 
p,c,/[4/iX9r +(A^;'-^r )'] 
APPENDIX B 
The incident P-wave plane wave transmission coefficients based on a ratio of displacements 
are 
where 
j^ .^p  ^ j A^ip j2p,cos2g,,cos2^„ _ (P\ \
-SV-.P _ ( Pl^lp\^P2 sin202p cos20,^ 
" " [p2C2s) PAA 
A = £1££2^ 
C2pCOS0,p 
l^cos^ 20,, +-^sin 20,p sin 20, ^ j + 
—j^^sin202j sin202p +cos^ 202., j 
(B.3) 
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and for 
-np.p fi -f)p;p sin0ip _ sin0„ sing^. 
' ^2p~^2 ' ~ ~ 
•-li ^2s 
(B.4) 
and for 
n —aSV-,P a _aSV\P _ Sin0,, _ sin^jp 
"p~" ' ^2s~^2 ' — ~ C„ C2p 
The incident S V plane wave transmission coefficients are similarly 
f 
rpP.SV _ _ 
•'12 ~ 
'pSViSV _ 
•'12 ~ 
Pi^ip |4p2cos202,sin0,^cos0,^ 
^P2^2p J Pl^ 
Pi<^ip VP2 4 Sin203p sin0i, cos0,, 
<P2^2.t Pl^2p^ 
(B.5) 
(B.6) 
(B.7) 
and for 
/a —qP'SV a —aP\SV 
"\s~"\ ' "2p~"2 ' 
sin0,, _ singjp _ sin 02., 
-I/' ^2.s 
(B.8) 
and for 
f l  _ /3SV;SV a _QSV\SV _ 
' ^2s~"2 ' ~ 
sine,, sin0,p _sin^ 
'ip '-2P 
(B.9) 
REFERENCES 
1. J.A. Ogilvy, "Modelling ultrasonic inspection of rough defects," Review of 
Progress in ONDE. D.O. Thompson and D.E. Chimenti, Eds., Plenum Press, 
N.Y., 8A, 39-46, 1989. 
2. J.A. Ogilvy, "A model for the effects of inclusions on ultrasonic inspection," 
Ultrasonics. 31 (4), 219-28, 1993. 
3. J.A. Ogilvy, "A model for the ultrasonic inspection of composite plates," 
Ultrasonics. 33 (2), 85-93, 1995. 
4. Newberry, B.P., and R. B. Thompson, "Prediction of surface induced ultrasonic 
beam distortions," Review of Progress in ONDE. D.O. Thompson and D.E. 
Chimenti, Eds., Plenum Press, N.Y., 8A, 173-9, 1989. 
117 
5. Newberi^, B.P., Thompson, R.B., and E.F. Lopes, "Development and 
comparison of beam models for two-media ultrasonic inspection," Review of 
Progress in ONDE. D.O. Thompson and D.E. Chimenti, Eds., Plenum Press, 
N.Y., 6A, 639-46, 1987. 
6. Schuhmacher, S., Zanger, P., and K.J. Langenberg, "A system model to predict the 
results of ultrasonic scattering experiments," J. of Nondestr. Eval.. 13 (3), 147-54, 
1994. 
7. Lerch, T.P., Schmerr, L.W., and A. Sedov, "The paraxial approximation for 
radiation of a planar ultrasonic transducer at oblique incidence through an interface," 
Review of Progress in ONDE. D.O. Thompson and D.E. Chimenti, Eds., Plenum 
Press, N.Y., 14A, 1067-74, 1995. 
8. Lerch, T.P., Schmerr, L.W., and A. Sedov, "Modeling the ultrasonic radiation of a 
planar transducer through a plane fluid-solid interface," in preparation. 
9. Lerch, T.P, Schmerr, L.W., and A. Sedov, "Ultrasonic beam models: An edge 
element approach," in preparation. 
10. G.R. Harris, "Review of transient field theory for a baffled planar piston," 
J. Acoust. Soc. Am.. 70, 10-20, 1981. 
11. Hutchins, D.A., and G. Hayward, "Radiated Fields of Ultrasonic Transducers." in 
Physical Acoustics Vol. XIX. 1-80, City: Academic Press, Inc., 1990. FIX THIS 
12. D.J. Vezzetti, "Propagation of bounded ultrasonic beams in anisotropic media," 
J. Acoust. Soc. Am.. 78 (3), 1103-8, 1985. 
13. Schmerr, L.W., and A. Sedov, "An elastodynamic model for compressional and 
shear wave transducers," J. Acoust. Soc. Am.. 86 (5), 1988-99, 1989. 
14. Sedov, A., and L.W. Schmerr, "Elastodynamic diffraction correction integrals," 
J. Acoust. Soc. Am.. 86 (5), 2000-6, 1989. 
15. Tang, X.M., Toksoz, M.N., and C.H. Cheng, "Elastic wave radiation and 
diffraction of a piston source," J. Acoust. Soc. Am.. 87 (5), 1894-1902, 1990. 
16. Tang, X.M., Zhu, Z., and M.N. Toksoz, "Radiation patterns of compressional and 
shear transducers at the surface of an elastic half-space," J. Acoust. Soc. Am.. 95 (1), 
71-6, 1994. 
17. Green, D.H., and H.F. Wang, "Shear wave diffraction loss for circular plane-
polarized source and receiver," J. Acoust. Soc. Am.. 90 (5), 2697-2704, 1991. 
18. A. Lhemery, "A model for the transient ultrasonic field radiated by an arbitrary 
loading in a solid," J. Acoust. Soc. Am.. 96 (6), 3776-86, 1994. 
19. A. Lhemery, "An analytic expression for the transient ultrasonic field radiated by a 
shear wave transducer in solids," J. Acoust. Soc. Am.. 96 (6), 3787-91, 1994. 
118 
20. J.P. Weight, "A model to predict the ultrasonic echo responses of small targets in 
solids," J. Acoust. Soc. Am.. 94 (1), 514-26, 1994. 
21. Stamnes, J.J., Waves in Focal Regions. Adam Hilger, Boston, MA, 1986. 
22. Marchand, E.W. and E. Wolf, "Boundary Diffraction Wave in the Domain of the 
Rayleigh-Kirchhoff Diffraction Theory", J. Opt. Soc. Am.. 52, 761-767, 1962. 
23. Lerch, T.P., Schmerr, L.W., and A. Sedov, "Modeling the ultrasonic radiation of 
shear wave angle beam transducers," to appear in Review of Progress in ONDE. 
D.O. Thompson and D.E. Chimenti, Eds., Plenum Press, N.Y., 15, 1996. 
119 
GENERAL SUMMARY 
In this work, we have presented a number of new approaches to some important ultrasonic 
NDE modeling problems. The research presented here addresses two general topics of 
ultrasonic NDE: characterization techniques for spherically focused probes, and theoretical 
incident wave fields radiated by planar piston transducers at oblique incidence through planar 
interfaces. 
Characterization of Spherically Focused Transducers 
In Chapter I, we discussed a new procedure for completely characterizing a spherically 
focused transducer and its accompanying measurement system. This procedure allows 
quantitative predictions of the actual signals measured in ultrasonic NDE tests to be made. 
Excellent correlation was found between the characterization procedure's predicted signals and 
the actual signal responses measured in the lab. 
However, certain issues concerning the characterization process remain unresolved and 
should be addressed in future work. As with previous methods described in the literature, 
frequency dependencies were observed in the effective parameters calculated by our 
characterization procedure. Since the effective parameters are essentially geometric quantities 
representing physical, constant lengths of the transducer, one would not intuitively expect them 
to depend on the particular frequency component of the wave field being studied. The reasons 
for these unexpected dependencies are unknown and represent an important issue to be 
resolved. 
The transferability of the calculated effective parameters across different calibration setups 
also remains to be examined. If the spherical target used in the present study is replaced with a 
differently shaped target, such as a cylinder or cone, then the effective parameters found with 
these new targets will either remain the same as the original effective parameters found with the 
spherical target, or they will vary depending on which target is used during the characterization 
procedure. Ideally, the effective parameters of the transducer would only depend on the 
transducer and its supporting measurement system, and not on the particular calibration setup 
implemented. However, this hypothesis has yet to be formally addressed. 
The possibility of extending the characterization procedures developed in Chapter I for 
spherically focused transducers to angle beam shear wave transducers exists and should be 
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explored. As with the spherically focused transducer, an effective radius and system efficiency 
factor can be found for the angle beam shear wave transducer. In the case of the £ingle beam 
transducer, we believe it is also possible to determine an effective value for the angle of 
refraction of the transducer's central axis. We have found no past work addressing the 
characterization issues of the angle beam shear wave transducer and believe it could be a 
promising area of study. 
Ultrasonic Transducer Beam Models Radiating Through Planar Interfaces 
Chapters II, III, and IV can be collectively thought of as a theoretical and numerical 
validation study of the currently existing, and newly developed, ultrasonic transducer beam 
models radiating through planar interfaces. The types of interface problems studied range in 
levels of complexity, from the less complex fluid-solid planar interface situation, to the more 
complex solid-solid planar interface problem. The analytic beam models used to model the 
transducer radiation for these particular types of situations also vary in complexity, from the 
approximate nature of the paraxial models, to the more exact and general formulations of the 
surface integral and edge element models. 
In Chapter II, we developed two new numerical models that predict the wave fields 
generated by a planar piston transducer that radiates through a planar fluid-solid interface into 
an elastic solid. The first model, called the surface integral model, is based on a high 
frequency stationary phase approximation, and is in the form of Rayleigh-Sommerfeld-like 
surface integrals. Although the surface integral model makes few assumptions, because of the 
model's inherent 2-D surface integration, it is numerically quite expensive to evaluate. The 
second model, called the Boundary Diffraction Wave (BDW) paraxial model, is based on 
boundary diffraction waves (direct and edge waves) and the paraxial approximation. Two 
forms of the model were derived: the local ray form and the central ray form. Both are 
characterized by extremely fast computation times. A typical wave field can be computed 335 
times faster with either of these expressions as opposed to the surface integral model. 
However, as with other models based on the paraxial approximation, the two forms of the 
BDW paraxial model produce wave fields that are only approximate. 
In Chapter III, we introduced a new and versatile numerical technique, called the edge 
element model, that can be used to simplify the characteristic 2-D surface integrations 
associated with the surface integral model, and other similar models in a Rayleigh-Sommerfeld-
like integral form. The wave fields computed with edge elements are just as accurate as those 
computed with more conventional numerical integration techniques, but require five times less 
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time to compute than the time it takes the conventional techniques. By dividing the transducer 
surface into small, planar elements and making a linear phase approximation, the surface 
integration can eventually be simplified down to two finite sums of element edge contributions. 
As we have shown, the sum of edge contributions from a single rectangular element is 
effectively the Fraunhofer diffraction limit of a planar, rectangular piston transducer of the 
same size as the element. 
The edge element method is a versatile numerical tool for a number of ultrasonic NDE 
problems because of its adaptability to many inspection geometries and problems. As long as 
the active surface area of the transducer and interface surfaces of multimedia problems can be 
discretized into small, plate-like area elements, the edge element method should be capable of 
accurately and efficiently predicting the resulting wave fields. We have only examined a small 
number of the relatively simple ultrasonic modeling applications for edge elements in the 
present work, but the overwhelming success achieved in these cases leads us to believe that 
more complex inspection situations, including nontraditional transducers and interfaces of 
general curvature, can also be evaluated with edge elements. These more complex modeling 
applications have yet to be addressed by this new method. 
Aside from the extensive number of possible applications for the edge element method, 
much potential work could be done with regards to the computational efficiency of the 
numerical evaluation of the method itself. The present form of the numerical evaluation 
procedure considers each edge element a unique, individual element requiring an entire set of 
length and angle calculations to be performed for just that single element. In reality, large 
blocks of hundreds of elements share the same size and geometric shape and often make 
identical contributions to the overall response of the transducer. Elimination of the needless, 
repetitive calculations of similar elements could significantly increase the computational speed 
of the method, making it even more competitive with the paraxial models in terms of 
computational efficiency. 
In the final chapter, we developed a new and complete elastodynamic model of the wave 
field of an angle beam shear wave transducer using the edge element technique. The wedge of 
the shear wave transducer was modeled as an elastic solid, allowing four possible bulk waves 
to propagate into the underlying elastic solid being interrogated. Based on our comparisons of 
the relative contributions of the four bulk waves, we have concluded that the bulk waves 
produced by the incident shear waves in the transducer wedge (SV-P and SV-SV) can be 
neglected in all refracted beams in the second medium, since their computed contributions are at 
least an order of magnitude smaller than the remaining bulk wave contributions. It was also 
found that the P-P bulk wave could be neglected in refracted wave fields of 30° or more. The 
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incident P-wave directivity function associated with the transducer wedge (first medium) was 
found to have no effect on the transmitted P-P and P-SV bulk waves, while the incident S-
wave directivity function associated with the wedge material was found to severely inhibit the 
transmitted SV-P and SV-SV bulk waves. Overall, we have concluded the first medium solid 
(transducer wedge) can be replaced with an equivalent fluid-like material that neglects shear 
waves with no loss in accuracy of the predicted wave fields. This conclusion is not 
unexpected, but it is the first time, to our knowledge, that such a complete model was used to 
verify these expectations. 
On a more general level, the work presented in the final three chapters forms a kind of 
hierarchy of the ultrasonic beam models being considered within. At one end of the spectrum, 
we have the more approximate, paraxial based models being applied to the less complex fluid-
solid planar interface problems. At the other end, the more involved and exact models 
evaluated with edge elements are applied to the more complex solid-solid interface problems. 
As is shown in the angle beam shear wave transducer study (Chapter IV), the solid-solid planar 
interface problem is accurately modeled with an equivalent fluid-solid representation, indicating 
that the simpler fluid-solid interface representation can be used in place of the solid-solid 
representation with essentially no loss in accuracy. Yet if we revisit the conclusions of the 
paraxial studies done in Chapter II, we will recall that the paraxial models were shown to be 
very accurate in most of the regions of the transducer wave field for the fluid-solid planar 
interface problem. The paraxial predictions became less accurate only in the very nearfield 
regions of the transducer and at transducer orientations causing very extreme angles of 
refraction. By coupling these two important conclusions together, we may generally state that 
the paraxial models can be used to accurately predict the incident wave fields generated in 
solid-solid planar interface problems, with the exception of the above stated regions and 
orientations. Essentially, we have shown that the more approximate, paraxial based, models 
at one end of the hierarchy can be applied to the more complex problems associated with the 
other end of the hierarchy, with little loss in accuracy. 
The implications of this general conclusion are quite significant for angle beam shear wave 
transducer models and other solid-solid planar interface applications. The exceptional 
computational speed associated with the paraxial models makes the accurate determination of 
the incident wave fields a trivial matter. This, in turn, allows for the development of more 
powerful analytic tools, such as angle beam weld inspection simulators that can generate A-
scan responses in real time for small flaws imbedded in simulated welds. The simulator can 
be used by lab technicians as a learning aid for recognizing different flaw response signatures 
encountered in typical weld inspections, or it can be used to test developmental angle beam 
123 
probe characterization procedures similar to the ones developed for spherically focused probes, 
as described in Chapter I. 
Even with these advances, much work still remains. It should be noted that the ultrasonic 
beam model results presented in the final three chapters of this thesis are all numerical 
predictions. Many experimental validation studies for the planar fluid-solid interface problem 
and the angle beam shear wave probe still remain to be done. However, we feel that by 
comprehensively studying many of the ultrasonic beam models through a number of numerical 
evaluation techniques, a better understanding of all the models was obtained and will 
significantly aid in the eventual interpretation of future experimental validation studies. 
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