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Запропоновано ймовірнісну модель фазових характеристик вузькосмугових процесів. Наведено 
геометричну інтерпретацію моделі, яка описує широкий клас сигналів. Результати 
дослідження ймовірнісної моделі можна застосовувати при статистичній обробці фазових 
вимірювань. 
Вступ 
У рамках науково-технічної проблеми статис-
тичної фазометрії розглянемо ймовірнісні моделі 
фазових характеристик випадкових процесів. 
Актуальність питання визначається тим, що 
існуючий науково-методичний апарат фазометрії 
не повною мірою відповідає вимогам щодо точ-
ності вимірювань при низьких співвідношеннях 
сигнал/завада.  
Крім того, спрощеність існуючих моделей фа-
зових характеристик сигналів не дозволяє в пов-
ному обсязі виконати дослідження і аналіз фазо-
вимірювальних систем в умовах дії завад. 
У праці [1] розглядалась імовірнісна модель 
фазових зсувів гармонічних сигналів. Однак така 
модель сигналів не охоплює всіх можливих реа-
лізацій циклічних процесів або їх сукупностей. 
Дослідження реальних фізичних процесів і 
полів потребує обробки сигналів більш складної 
структури. До таких сигналів належать вузькос-
мугові випадкові процеси. Більш глибоке теоре-
тичне осмислення випадкової природи фазових 
характеристик потребує введення моделі, яка 
більшою мірою відповідає складним реальним 
процесам. 
У фазових інформаційно-вимірювальних сис-
темах (ІВС) інформаційний сигнал найчастіше 
являє собою гармонічний сигнал виду: 
      tfUtfUtu cu 00 2cos2cos  
  cs TtUtfU  ,0,2sin 0 ,                         (1) 
де U – амплітуда сигналу:  
22
sc UUU  ; 
0f , cT  – частота та інтервал спостереження сиг-
налу; sc UU , – квадратурні компоненти сигналу: 
uc UU  cos , us UU  sin ;   2,0u  – по-
чатковий фазовий зсув, пов’язаний з квадратур-
ними компонентами сигналу sc UU ,  співвідно-
шенням  
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де  cs UU ,L  – оператор однозначного в інтерва-
лі  2,0  визначення кута u ,  sign  – знакова 
функція. 
Опорний сигнал, відносно якого здійснюється 
вимірювання початкового фазового зсуву сигна-
лу (1), має вигляд:  
    cTtUtfUtu  ,,0,2cos 0000 ,  
де 0U  – амплітуда опорного сигналу.  
Початковий фазовий зсув взято за нуль, що не 
суперечить умовам проведення фазовимірюваль-
ного експерименту.  
Формування і передача інформаційного сиг-
налу у фазових ІВС супроводжується впливом 
завад типу білого шуму. З урахуванням того, що 
вхідними ланцюгами ІВС є лінійні ланки з обме-
женою смугою пропускання 0ff  , можна 
вважати, що на вході ІВС разом з інформативним 
сигналом присутня завада у вигляді вузькосму-
гового випадкового процесу. Такі процеси мають 
характерну властивість – їх енергетичний спектр 
зосереджений в смузі частот f , яка задовольняє 
умову ff 0 [2]. У фазометрії [3; 4], як прави-
ло, значення 0f  відоме або може бути визначено 
як частота опорного, детермінованого сигналу. 
Вузькосмуговий стаціонарний дійсний випад-
ковий процес можна подати у вигляді: 
         ,,,,cos,, tttAt , (2) 
де   – елементарна подія з простору подій  ;    ttA ,,,    – відповідно обвідна і фаза (ам-
плітудна і фазова характеристики) процесу  t, . 
Модель (4) виглядає штучною, тому її засто-
сування потребує певного обґрунтування. Якщо 
задані випадкові процеси  tA ,  і  t, , то мо-
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дель (2) визначається однозначно. Якщо заданий 
випадковий процес  t, , однозначного визна-
чення процесів  tA ,  і  t,  у загальному ви-
падку немає. Далі досліджуємо саме цей випа-
док, оскільки він має важливе значення для за-
стосування у фазометрії, використовуючи такі 
позначення:    – випадковий кут в інтервалі  2,0 ; 
  – реалізація випадкового кута   ; 
   – випадкова величина; 
   – випадковий вектор; 
  – реалізація випадкового вектора   ; 
M  – оператор математичного сподівання; 
D  – оператор дисперсії;  R  – кореляційна функція стаціонарного 
процесу (2);  xP   – ймовірність події   x ; 
R  – множина дійсних чисел; 
N  – множина натуральних чисел. 
У даній статті пропонується і досліджується 
ймовірнісна модель фазових зсувів вузькосмуго-
вих процесів, використання якої дозволить під-
вищити точність і вірогідність оцінки їх фазових 
характеристик у реальних умовах дії завад. 
Постановка задачі 
На скінченному інтервалі часу cT  досліджу-
ються процеси 
     ttut ,,  ; 
      ,0,2cos c000 TttfUtu  .                     (3) 
Перший процес  t,  є випадковим. Він  
визначається як адитивна суміш інформаційного 
сигналу (1) та стаціонарного випадкового гаус-
сівського процесу  t,  (2) з характеристиками 
  0,  tM  і   2,  tD , який є відгуком вузь-
космугої лінійної системи з резонансною часто-
тою 0f . 
Випадковий процес  t,  належить до класу 
процесів другого порядку, тобто 
  c2 ,, Ttt M , що дозволяє застосувати 
до нього перетворення Гільберта [5]. 
Випадковий процес  t,  має фазову харак-
теристику  t, . 
Необхідно побудувати ймовірнісну модель рі-
зниці фазових зсувів     2,0, t , яка визна-
чається за фазовими характеристиками процесів 
(5) як  
         2mod,, 0 ttt ,  
де   tft 00 2  – фазова характеристика опор-
ного сигналу  tu0 . 
Розв’язок 
Досліджуємо процес  t, , який задано ви-
разом (3). Випадкова компонента  t,  – про-
цес  t, , допускає представлення моделлю (2), 
де функції    ttA ,,,    однозначно визнача-
ються на основі перетворення Гільберта як 
     tttA ,ˆ,, 22  ,  
           ttttt ,ˆ,,,ˆ,,,  KL ,  
де  K  – оператор, що усуває стрибки фазової 
характеристики в точках Nnn  ,2 ;  t,ˆ   – 
спряжений випадковий процес, пов’язаний з 
процесом  t,  перетворенням Гільберта: 
    tt ,,ˆ  G ,  
де   tfG  – оператор перетворення Гільберта: 
      

 

dtftftf
0
1ˆ . 
У збіжні моменти часу випадкові процеси 
 t,  та  t,ˆ   некорельовані, що випливає з 
аналізу їх скалярного добутку: 
      

 

 0
1,ˆ,, d
R
ttM .  
Оскільки процеси  t,  та  t,ˆ   за умови 
задачі є гауссівськими, то з їх некорельованості 
випливає і їх статистична незалежність. 
При проходженні процесу  t,  через вузь-
космугову лінійну систему з центральною часто-
тою 0f  його фазова характеристика може бути 
подана як [2] 
   ttft ,2, 0  ,                                 (4) 
а сам процес  
         tfttftt sc 00 2sin,2cos,,  ,     (5) 
де  tc ,  і  ts ,  – дійсні незалежні стаціо-
нарні гауссівські випадкові процеси з нульовими 
математичними сподіваннями і дисперсією 2 :  
     
     . ,sin,,
; ,cos,,
ttAt
ttAt
s
c


 
Отже, з урахуванням виразів (1) і (5) вимірю-
вальний процес набуває вигляду        tftUt cc 02cos,,      tftU ss 02sin,  .                               (6) 
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Побудуємо спряжений з процесом  t,  ви-
падковий процес       
    .2sin,
2cos,,ˆ
0
0
tftU
tftUt
cc
ss


                    (7) 
Для здійснення переходу від випадкових про-
цесів до випадкових величин розглянемо множи-
ни значень процесів (6), (7) у дискретні моменти 
часу TTjjTt j c,0,  , які можна визначити за 
характерними точками, наприклад, максимумами 
опорного гармонічного сигналу  tu0 . З ураху-
ванням того, що випадковий процес  t,  за 
умови задачі є стаціонарним, то і його складові  tc ,  і  ts ,  також стаціонарні процеси. То-
му вибіркові значення  tc ,  і  ts , , отрима-
ні у фіксовані моменти часу jt , можна розгляда-
ти як випадкові величини. Тоді для моменту часу 
jt  маємо випадкову величину: 
        ssjccj UU ˆ; .  
Отримані в збіжні моменти часу пари миттє-
вих значень процесів  t,  і  t,ˆ   утворюють 
випадкові вектори     TTjjj c,0,ˆ,  , які 
відображаються на площині в декартовій системі 
координат yx0  відрізками прямих ліній. Вектори 
починаються в центрі системи координат і закін-
чуються в точках з координатами      jj ˆ, . 
На рис. 1 зображено реалізацію j  випадкового 
вектора і позначено окіл радіуса 3 , якому з 
ймовірністю 0,997 належать всі точки з коорди-
натами      jj ˆ,  для початкового фазового 
зсуву  
 csu UU ,L .  
 
Рис. 1. Графічне уявлення реалізації  
випадкового вектора    на площині  xOy 
Кут даного вектора  jj  arg'  визначає на-
прямок вектора j  у просторі xOy. Він відрахо-
вується від осі Oy  в зворотному напрямку ходу 
годинникової стрілки (можна побудувати і симе-
тричну систему підрахунку кутів за ходом го-
динникової стрілки).  
Якщо змінювати значення u  в інтервалі 
 2,0 , то кут      jj arg'  набуває всіх 
значення в інтервалі  2,0 , а 3 -окіл утворить 
кільце з внутрішнім радіусом  3U , зовнішнім 
радіусом  3U  і середнім радіусом U , тобто 
кільце товщиною 6 , як зображено на рис. 2. 
 
Рис. 2. Графічна побудова ймовірнісної  
моделі аргументу випадкового вектора  
Середній радіус U  має зміст математичного 
сподівання модуля випадкового вектора   . 
Площа кільця становить US 12 . Кінці ви-
падкових векторів   j  можуть займати до-
вільне положення в межах площі кільця. Ці век-
тори характеризуються двома компонентами, 
отже, і ймовірнісну модель треба розглядати і 
для кутів, і для модулів випадкових векторів (або 
квадратурних компонент векторів). 
Отже, визначаючи ймовірнісну модель фазо-
вих зсувів сигналів, необхідно розглядати сукуп-
ність двох випадкових величин – випадкового 
модуля і випадкового фазового зсуву. 
Імовірнісна модель початкового фазового  
зсуву випадкового вузькосмугового процесу 
Для побудови ймовірнісної моделі випадко-
вих кутів розділимо кільце на скінченне число l  
рівних за площею частин. З цією метою спочатку 
розділимо коло середнього радіуса U на скінчен-
не число l  рівних дуг точками кола 
   1,0,12  lqq
l
, почавши відлік q  від осі 
Oy у напрямку проти годинникової стрілки. На 
рис. 2 літерою A  позначена одна з точок розбит-
тя. Оскільки вузькосмуговий випадковий процес 
(7) припускає коливання обвідної на величину 
 3 , то немає сенсу виконувати розбиття кола 
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на дуги, значно менші 6 . Тому кількість інтер-
валів розбиття виберемо як найближче до 
U  
ціле число. Вказані точки утворюють скінченне 
розбиття θD  кола радіуса U .  
Тепер виконаємо розбиття кільця. Якщо 
з’єднати початок координат з точками розбиття 
кола, то утворяться центральні кути величиною 
 . Цим кутам відповідає розбиття кільця на l  
рівних частин  площею  Us 6 . 
Зафіксуємо елементарну подію q . При цьо-
му відбувається така сукупність умов: для до-
вільних дійсних q  та 1q , таких, що 
  20 1 qq , в інтервалі  1,  qq  знайдеть-
ся число  , порівняне за модулем 2  зі значен-
ням  ' . Це твердження можна записати як 
      
.1,1
,,2mod: 1,
''

 
lq
E qqq  
Отже, континууму значень напрямків   arg  
в інтервалі  2,0  відповідає скінченна множина 
елементарних подій  1,0,  lqq , яку 
отримано розбиттям D  кільця на скінченне чи-
сло l  рівних його частин. Операції з усіма підм-
ножинами   утворюють алгебру   D .  
Для завершення побудови моделі потрібно за-
дати ймовірності qP  подій q  з простору  . З 
урахуванням циклічної природи кутів визначимо 
ймовірності:     
  
  















.для22mod
2mod0
,для
2mod2mod
1
1
1
1
qqq
q
qq
qq
q
P
P
P
P (8) 
Для ймовірностей (8) виконується умова нор-
мування: 


1
0
1
l
l
qP .                                                           (9) 
Імовірність довільної події B  у загально-
му вигляді визначається як       Bi qq PP :B . 
Для обчислення ймовірностей (8) необхідно 
ввести функцію, яка породжує ймовірнісну міру. 
На відміну від функції розподілу ймовірностей 
випадкових величин, функції розподілу ймовір-
ностей випадкових кутів мають складніший  
вигляд [6]. Зокрема, щільності ймовірності випа-
дкових кутів  p  мають такі властивості:  
  0p , для   , ; 
    pp 2 ; 
  12
0


 dp . 
Якщо щільність імовірності випадкових кутів  p  відома, ймовірність (8) обраховують  
   




















.2для1
,2 для
,для0
1
1
1
1
1
qq
qqq
qq
qq
dp
P
q
q   (10) 
Імовірнісний простір  P,, , де  ,BPP   
B  – імовірність події В, визначає ймовірніс-
ну модель кутових спостережень сигналів при 
статистичному вимірювальному експерименті. 
На множині   побудуємо ймовірнісну міру  qs  , яка дорівнює довжині дуги середнього 
радіуса 
   1,1,2  lqqU
l
s q .  
Отже  qі  ,  1,0  lq  є функцією від роз-
биття D . Таким чином, множина подій   відо-
бражається на числову множину      Rxlqsx q  ,1,0, . На х будується 
алгебра  . 
Для обчислення ймовірності  AP  довіль-
них подій А необхідно обґрунтувати вибір щіль-
ності розподілу кутів. Оскільки випадковий век-
тор   j  розглядається як вектор з незалежни-
ми гауссівськими квадратурними компонентами, 
розподіл фази такого вектора має щільність ймо-
вірності [2]: 
   
 
 
,
2
exp
2
sinexp
2
cos
2
exp
2
1
cos
2
2
2
22
22
2





















uU
u
u
dU
UUp
   (11) 
де     2,0u .  
Графіки функції (11) для різних значень 0  та 
U  показано на рис. 3. 
З рис. 3 видно, що розподіл (11) є парною  
функцією відносно u . Зі збільшенням відно-
шення U  збільшується значення щільності 
ймовірності для середнього кута u . 
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Рис. 3. Щільність ймовірності  p   
Моделюванням щільності ймовірності (11) 
доведено, що розподіл (11) в широкому діапазоні 
значень   ,04,0
U
 задовільно апроксимується 
розподілом випадкових кутів Мізеса [6], для якого 
щільність ймовірності визначають за формулою  
      uM kkIp  cosexp2
1
0
;              (12) 
u ,  0k , 
де k – параметр концентрації розподілу в околі 
u ,  kI 0  – модифікована функція Бесселя пер-
шого роду нульового порядку.  
Цей розподіл є одновершинним, симетричним 
відносно точки u  і має дві точки перегину. З 
ростом k розподіл Мізеса концентрується навко-
ло моди u . При 0k  розподіл (12) перетво-
рюється на рівномірний зі щільністю  2
1
Mp . 
Для практичного застосування більш придат-
ний вираз (12), який має спрощену аналітичну 
форму і дозволяє отримати простіші оцінки для 
визначення параметрів розподілу. Для апрокси-
мації розподілу (11) розподілом (12) необхідно 
вибрати значення k  з отриманої залежності 


 
U
fk , яка показана на рис. 4. 
На рис. 5 показано приклади виконаної на ін-
тервалі  2,0  апроксимації функцій (11) функ-
ціями (12) для  2,0u  і різних значень k . 
Розглянемо ймовірності  AP  довільних 
подій А для розподілу Мізеса. Графіки функцій  kp u ,/   для різних k  в діапазоні значень 
  2,0'  показано на рис. 6. 
 
Рис. 4. Залежність 

 
U
fk  
 
 
Рис. 5. Щільність ймовірності p  та Мізеса Mp  
для різних параметрів: 
а – U =0,25,  k = 16,3;  б – U =3,  k = 0,47 
 
 
Рис. 6. Щільність ймовірності Мізеса   
для різних значень параметрів k  та u  
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На основі використання формул (10), (12) не-
важко знайти ймовірності  AP  для закону 
(12). Наприклад, для розподілу Мізеса з параметра-
ми  5,0,2 uk  ймовірності  32 ' P  від-
повідає площа заштрихованої частини (рис. 6).  
Отриманий імовірнісний простір   P,,X , де 
   A,APP , визначає ймовірнісну модель 
випадкового кута  ' . 
Імовірнісна модель модуля  
випадкового вектора 
Усі випадкові вектори мають модулі, що на-
лежать інтервалу     3,3 UUj , тобто 
закінчуються в площині кільця, зображеного на 
рис. 2. Побудуємо систему  1m  концентрич-
них кіл з радіусами 
 1,1,123 

  mg
m
gUg .  
Суміжні кола разом із внутрішнім і зовнішнім 
колами утворюють систему m  кругових кілець 
товщиною 
m
 62   і середнім радіусом 
 1,1,1123ср. 

  mg
m
gUg .  
Два таких суміжних концентричних кола зо-
бражено на рис. 7.  
Виділимо елементарну подію g , яка настає 
внаслідок реалізації такої сукупності умов: для 
довільних дійсних g  та 1g  таких, що 
   1,0,3,31   mgUUg ,  
в інтервалі  1,  gg  знайдеться число  , яке до-
рівнює   , тобто довжині вектора   .  
 
Рис. 7. Розбиття кільця системою 
концентричних кіл 
Це твердження можна записати як     
 . 1,0
, ,: 1,

 
mg
E ggg   
Отже, континууму значень модулів    в 
інтервалі   3,3 UU  відповідає скінченна 
множина елементарних подій 
  1,0,  mgg , яку отримано розбиттям 
D  кільця товщиною 6  на скінченне число m  
кілець рівної товщини m6 . Усі можливі 
об’єднання g  разом з порожньою множиною 
утворюють алгебру    D . 
Для завершення побудови моделі визначимо 
ймовірності P  подій g з простору  : 
– імовірність елементарної події;  
    1,0,1   mgPP gg ;        (13) 
– імовірність довільної події  B :  
      Bj yg PBP : . 
Для ймовірностей (13) виконується умова  
нормування (9). 
Для обчислення ймовірностей (13) необхідно 
ввести функцію, яка породжує ймовірнісну міру. 
Якщо щільність імовірності  xp  модуля ви-
падкового вектора відома, ймовірність (13) обра-
ховується як  
    dxxpP g
g
gg 


 
1
1 . 
Імовірнісний простір    P,, , де      BBPP ,  – ймовірність події B , ви-
значає ймовірнісну модель для модуля випадко-
вого вектора при статистичному вимірювально-
му експерименті. 
На множині   побудуємо ймовірнісну міру  g , яка визначається величиною середнього 
радіуса: 
 1,1,1123ср. 

  mg
m
gUg .  
Отже,  g ,  1,0  lg  є функцією розбит-
тя D . Таким чином, множина подій   відоб- 
ражається на числову множину 
     Rxlgx g  ,1,0, .  
На х будується алгебра  . 
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Для отримання ймовірності  AP  до-
вільних подій А необхідно обґрунтувати вибір 
щільності розподілу модулів випадкового векто-
ра. Оскільки випадковий вектор   j  розгляда-
ється як вектор з незалежними гауссівськими 
квадратурними компонентами, розподіл модуля 
вектора має щільність імовірності [2]: 
  








 202
22
2 2
exp UIUp ,              (14) 
яка називається узагальненим розподілом Релея.  
Функція (14) дозволяє оцінити ймовірність 
модуля випадкового вектора, координати якого 
розподілені за гауссівським законом. Щільності 
ймовірності узагальненого розподілу Релея для різ-
них значень параметра U  показано на рис. 8.  
 
Рис. 8. Щільність імовірності узагальненого  
розподілу Релея для різних значень U/ 
З рис.8 видно, що зі збільшенням U  щіль-
ність імовірності узагальненого розподілу Релея 
наближається до щільності ймовірності гауссів-
ського розподілу. 
Отже, отримані трійки об’єктів   P,,X  та   PX ,,  визначають імовірнісну модель при 
вимірюванні фазових зсувів вузькосмугових ви-
падкових процесів. 
Висновки 
Запропонована ймовірнісна модель фазових 
характеристик сигналів, яка представляє сукуп-
ність двох випадкових величин – модуля і фази 
випадкового вектора, однозначно пов’язаних з 
обвідною і фазою досліджуваного випадкового  
вузькосмугового процесу.  
У моделі враховано особливості фазових ви-
мірювань, пов’язані з циклічним характером змі-
ни фазових зсувів і випадковою природою вимі-
рюваних сигналів.  
Розглянуто геометричну інтерпретацію моде-
лі. Дана геометрична інтерпретація дозволяє по-
долати труднощі розуміння аналітичного опису 
моделі. 
Доведена можливість представлення щільнос-
ті ймовірності розподілу фази вузькосмугового 
випадкового гауссівського процесу розподілом 
Мізеса.  
Отримані результати можуть бути 
використані у фазометрії для статистичної об-
робки результатів вимірювань та дослідження 
фазових характеристик циклічних процесів.  
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Вероятностные характеристики узкополосных процессов при фазовых измерениях 
Предложена вероятностная модель фазових характеристик узкополосных процессов. Приведена геомет-
рическая интерпретация модели, которая описывает широкий класс сигналов. Результаты исследования ве-
роятностной модели можно применять при статистической обработке фазовых измерений. 
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Probabilistic characteristics of narrow-band processes at phase measurements  
The probabilistic model of narrow-band process phase characteristics is offered and investigated. The 
geometrical interpretation of model is given. The model describes a wide class of signals, and the results of 
its research can find application at statistical processing of phase measurements results. 
 
