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“The profound study of nature is the most fertile source of mathematical discovery.”
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Resumo
O sinal de fala possui características linguísticas fortemente determinadas por aspectos
geográficos (região de origem), sociais e étnicos, tais como dialetos e sotaques. Eles es-
tão diretamente relacionados a um idioma pois são compostos por estruturas fonéticas e
fonológicas que são intrínsecas e que os diferenciam dos demais. Diversos estudos desen-
volvidos na literatura de processamento de sinais de fala têm como finalidade modelar as
variações da fala em sistemas de reconhecimento. A partir desses estudos, há a hipótese
de que a classificação das variações linguísticas melhora a acurácia e permite a construção
de modelos linguísticos mais adaptados às aplicações reais. Aplicações forenses e Speech
to Text são exemplos de casos reais de sistemas de reconhecimento de fala. Em geral, o de-
sempenho de sistemas de reconhecimento é mensurado em cenário de avaliação closed-set
como também em cenário de teste cross datasets. Experimentos reportados na literatura
consideram o caso mais fácil de avaliação, o closed-set. Neste cenário, as classes de trei-
namento são as mesmas utilizadas para teste. O cenário de teste cross datasets, consiste
em treinar e testar o reconhecimento em duas bases de dados diferentes e independentes,
sem controle sobre as condições de captura e gravação. Este último melhor se aplica em
casos reais de identificação. Neste trabalho, são aplicadas técnicas de reconhecimento de
padrões para a identificação das variações regionais da fala do português brasileiro. O ob-
jetivo é identificar automaticamente os sotaques brasileiros usando modelos GMM-UBM,
iVectors e GMM-SVM. Além de avaliar os sistemas em um cenário closed-set, conforme
outros trabalhos descritos na literatura, também analisamos a acurácia em cenários de
teste cross datasets. Para execução dos experimentos, utilizamos três bases de dados di-
ferentes, todas em português brasileiro e, como uma das contribuições deste trabalho,
desenvolvemos uma base de dados de fala que contempla parte da variação na fala do
português brasileiro.
Palavras-chaves: Reconhecimento de Locutor e de Fala, Identificação de Sotaques Re-
gionais, Aplicação Forense, Fala em Texto.
Abstract
The speech signal has linguistic characteristics strongly determined by geographical (re-
gion of origin), social and ethnic aspects, such as dialects and accents. These characteristics
are directly related to a language because they have inherent phonetic and phonological
structures which differentiate them from the others. Several studies developed in the liter-
ature of speech signal processing have the purpose of modeling regional speech variations
for speech recognition systems, in order to establish a hypothesis that the classification of
the linguistic variations can improves the recognition accuracy and achieve some linguis-
tic models more suitable for the real applications that includes forensic applications and
speech to text conversion. As known, the performance of recognition systems is measured
in the closed-set evaluation scenario in which, the training and testing data belongs to
a common database. Experiments reported in the literature consider the easiest case to
evaluate, the closed-set. However, the realistic performance of a recognition system can
be performed under a cross data set scenario, in which the training and testing data be-
longs to different and independent databases without control over capture and recording
conditions. In this work, we study some speech pattern recognition techniques to iden-
tify the regional variations of Brazilian Portuguese speech. The goal is to automatically
identify the Brazilian regional accents using GMM-UBM, iVectors and GMM-SVM mod-
els. We evaluate the accent recognition systems under both closed-set and cross data
sets scenarios. To perform the experiments we used three different Brazilian Portuguese
databases. In fact, one of the major contributions of this work, is the compilation of a new
speech database (Braccent), which explicitly expose the linguistic diversity of Brazilian
Portuguese.
Keywords: Speech and Speaker Recognition, Regional Accent Identification, Forensic
Application, Speech to Text.
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1 Introdução
1.1 Motivação
Durante uma conversa, uma pessoa é capaz de reconhecer a outra por meio de
atributos físicos e comportamentais do falante, tais como idade, sexo, língua, dialeto e so-
taque. É possível também determinar o estado emocional de uma pessoa por meio da fala.
Com rápido crescimento do poder computacional e de formas automatizadas de interação
homem-máquina, essas características são também utilizadas como método de identifica-
ção automática do indivíduo. Reconhecimento Automático de Falante (Automatic Spea-
ker Recognition) (ASR) tornou-se um relevante campo de estudo e de desenvolvimento
de aplicações pois permite que um dispositivo reconheça uma pessoa por meio da voz.
Desta forma, é possível o acesso a informações privadas, reconhecer o culpado de um crime
em ligações telefônicas ou gravações de conversas, personalizar aplicações onboard, como
também melhorar aplicações de Processamento de Linguagem Natural (Natural Language
Processing) (NLP), isto é, aplicações que consistem no desenvolvimento de modelos com-
putacionais para a realização de tarefas que dependem de informações transmitidas pela
fala e por texto escrito (interface homem-máquina). As aplicações de NLP são direta-
mente impactadas por variações da fala de uma pessoa, por exemplo, a conversão de fala
para texto (Speech to Text), cujo propósito é determinar a representação textual de um
discurso por meio de uma gravação de uma ou várias pessoas falando. Estudar e desen-
volver técnicas mais robustas permite que os computadores compreendam e processem
as diferentes línguas, dialetos e sotaques, aproximando-os de uma compreensão em nível
humano.
A depender do tipo de aplicação a qual se propõe, um ASR pode ser classificado
de duas maneiras:
∙ Identificação - O sistema identifica uma pessoa num conjunto de 𝑁 possibilidades.
∙ Verificação - É também chamada de autenticação. Neste caso, o sistema determina
se a pessoa é quem diz ser, verificando se a identidade informada pertence ou não à
pessoa.
– Independente de Texto - O sistema não conhece previamente o que será
dito pelo usuário. As fases de treinamento e de teste não têm limitações do
tipo de texto pronunciado.
– Dependente de Texto - O sistema conhece previamente o texto/frase a ser
falado pelo usuário. A frase pode ser estabelecida previamente ou o sistema
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pode informar no momento da fala. As fases de treinamento e de teste têm
limitações do tipo de texto pronunciado.
Sistemas de identificação independente de texto têm aplicações reais em casos
forenses, cujo objetivo é identificar um suspeito mediante gravações de áudio. A iden-
tificação forense (Forensic Speaker Identification) inclui a definição de perfil do falante
(identificar o sotaque regional de vozes presentes na gravação); identificação de conteúdo,
determinando o que foi dito quando as gravações são de má qualidade, ou quando a voz
é patológica ou tem um sotaque diferente. Dois casos encontrados na literatura forense
(ROSE, 2002) e descritos a seguir, mostram a importância de se entender as variações
linguísticas de uma língua e como a sua identificação pode colaborar para solucionar casos
judiciais.
1. Paul Prinzivalli, um transportador de cargas aéreas em Los Angeles, foi julgado
por fazer ameaças por telefone na empresa onde trabalhava. Ele era considerado
um suspeito pois alguns executivos da empresa acharam sua voz parecida com a
pessoa que fazia as ameaças nas ligações. A defesa conseguiu mostrar, com a ajuda
de análise forense, que as amostras de voz do infrator continham características
típicas de um sotaque britânico, enquanto o sotaque de Prinzivalli era de um norte
americano.
2. Outro caso envolveu a interceptação de conversas telefônicas entre dois irmãos, um
dos quais foi acusado por tráfico de drogas. A defesa alegou que suas vozes eram
muito semelhantes e isso dificultava a identificação do suspeito. Porém, uma análise
forense mostrou que as vozes dos irmãos eram distinguíveis, pois, embora suas vozes
fossem de fato acusticamente muito semelhantes, eles tinham maneiras diferentes de
pronunciar a letra "r".
Atualmente, um dos desafios de um sistema ASR é lidar com a variabilidade da
fala (dialeto/sotaque), pois todos os efeitos humanos, acústicos, linguísticos e ambientais
sobre a voz precisam ser melhor entendidos para serem aplicados nesses sistemas. Essas
variações podem ocasionar significativa queda no desempenho, conforme mostrado nos
trabalhos de Faria (2006) e Biadsy (2011). Problemas de desempenho comumente encon-
trados estão relacionados aos sistemas de identificação independente de texto, pois não
existe controle sobre o que está sendo dito ou quem está falando. Pesquisas recentes re-
portadas em (BENZEGHIBA et al., 2007), (BEHRAVAN, 2012), (RAO; KOOLAGUDI,
2013) mostram a importância de desenvolver estudos e aplicá-los ao ASR para melhoria
do seu desempenho.
Em termos de avaliação de desempenho, sistemas ASR são avaliados em cenários
closed-set e open set e em cenário de teste cross datasets. Frequentemente, são abordados
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na literatura cenários de avaliação closed-set (LAZARIDIS et al., 2014), (KANNADA-
GULI; BHAT, 2015) e (NAJAFIAN et al., 2016). A identificação em um cenário closed-set
é uma tarefa mais simples do ponto de vista de processamento, pois o sistema calcula a
distância entre uma amostra desconhecida e todas as outras conhecidas pelo sistema, de
forma que a menor distância encontrada representa a identidade em questão. Em contra-
partida, no cenário open set, não é possível supor que a menor distância é a identidade
pesquisada, pois a comparação é realizada entre amostras conhecidas e não conhecidas
pelo sistema, necessitando um valor de limiar de decisão.
Dos trabalhos citados anteriormente, verificamos que grande parte dos sistemas
ASR são desenvolvidos em outros idiomas diferentes do português brasileiro. Por exemplo:
inglês, francês, chinês, palestino, inglês britânico, entre outros. També é possível constatar
que esses sistemas ASR são apenas avaliados em cenário closed-set. Neste trabalho, reali-
zamos o estudo e aplicação das variações linguísticas do português brasileiro em sistemas
de reconhecimento, cuja finalidade é reconhecer automaticamente o sotaque regional do
falante. Consideramos também a análise do impacto dessas variações tanto em cenário
closed-set quanto em cross datasets. O cenário de teste cross datasets é pouco abordado
no estado da arte, apesar de sua importância na avaliação da robustez de técnicas de
aprendizado de máquina (machine learning).
1.2 Objetivos e Contribuições
Nenhum trabalho que analisa e classifica automaticamente as variações linguísti-
cas no português brasileiro foi realizado anteriormente. Sabendo disso, nosso objetivo é
desenvolver sistemas de identificação automática de sotaques regionais brasileiros usando
um Modelo de Mistura de Gaussianas - Modelo Universal de Fundo (Gaussian Mixture
Model - Universal Background Model) (GMM-UBM), iVectors e Máquinas de Vetores de
Suporte (Support Vector Machine) (SVM) considerando características espectrais da fala.
São objetivos específicos:
∙ Criação de uma base de dados de fala própria para estudo e análise das variações
linguísticas do português brasileiro e posteriormente aplicar em um sistema de iden-
tificação automática de sotaques regionais.
∙ Aplicar métodos de classificação generativa e discriminativa, tais como GMM-UBM,
iVectors e GMM-SVM, para modelagem acústica de cada sotaque, analisando ex-
perimentalmente o efeito da quantidade de componentes gaussianas e tamanho da
matriz de variabilidade 𝑇 em iVectors.
∙ Realizar testes com outras bases de dados para análise da robustez do sistema aos
diferentes tipos de dados. As bases de dados disponíveis para português brasileiro
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são Corpus Forense do Português Brasileiro (CFPB) e Ynoguti (YNOGUTI, 1999);
∙ Avaliar a performance dos sistemas em cenário closed-set, usando métricas objetivas,
tais como Taxa de Erro Igual (Equal Error Rate) (EER), Taxa de Reconhecimento
(Recognition Rate) (RR), F1-Score e Acurácia (Accuracy);
∙ Avaliar a performance dos sistemas em cenário de caso real de treinamento e teste
em base de dados diferentes (cross datasets);
1.3 Estrutura do Trabalho
No Capítulo 1, temos a introdução deste trabalho, na qual falamos sobre os as-
pectos motivacionais na área de engenharia de computação e linguística para a realização
desse estudo.
No Capítulo 2, falamos sobre o estado da arte em reconhecimento automático de
idiomas, dialetos e sotaques, enfatizando as principais técnicas de pré-processamento do
sinal de voz e modelagem estatística das características para classificação e identificação
de sotaques regionais.
No Capítulo 3, discorremos sobre a fonética articulatória, a produção da fala pelo
aparelho fonador humano, e os aspectos fonéticos do português brasileiro do ponto de vista
articulatório, que são importantes para entender a produção dos sons da fala do nosso
idioma. Ainda neste capítulo, explicamos sobre o surgimento das variações linguísticas
da fala dentro do território brasileiro e como os sotaques regionais estão subdivididos e
caracterizados. No Capítulo 4 apresentados os métodos e experimentos realizados neste
trabalho.
No Capítulo 5, descrevemos e discutimos os resultados obtidos nos experimentos
realizados. Por fim, no Capítulo 6, concluímos este trabalho. Nas seções do Apêndice,
estão descritos os resultados quantitativos obtidos, informações sobre os locutores da
base de dados de fala Braccent e também as respectivas transcrições fonética das frases
que compõem essa base de dados.
1.4 Publicações
BATISTA, N. A. R.; LING, L. L. ; FERNANDES, T. T. ; BARBOSA, P. A. De-
tecção Automática de Sotaques Regionais Brasileiros: A Importância da Validação Cross-
datasets. In: Simpósio Brasileiro de Telecomunicações, 2018, Campina Grande. XXXVI
SIMPÓSIO BRASILEIRO DE TELECOMUNICAÇÕES E PROCESSAMENTO DE SI-
NAIS, 2018.
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2 Fonética do Português Brasileiro
A fala de um indivíduo expressa particularidades e transmite significados, de ma-
neira que os indivíduos se interajam socialmente dentro de um sistema de organização
linguística. Cada idioma tem estruturas linguísticas diferentes e, consequentemente, di-
ferentes formas de articular e produzir os sons da fala. A análise da onda sonora e a
percepção auditiva de sons da fala são aspectos estudados pela fonética articulatória e
acústica, considerando as mudanças físicas do aparelho fonador durante a produção da
fala.
Este capítulo apresenta aspectos gerais do processo de produção da fala pelo apare-
lho fonador humano. Por se tratar de um estudo aplicado ao português brasileiro, caracte-
rizamos os movimentos articulatórios dos agentes passivos e ativos na realização dos sons
da fala de vogais e consoantes desse idioma. Mais adiante, ainda neste capítulo, falamos
sobre os aspectos de colonização do Brasil e como se originaram os diferentes modos de
falar dentro do território brasileiro. Por fim, apresentamos uma classificação dos sotaques
regionais brasileiros e suas diferenças e similaridades fonéticas.
2.1 A Fala
Quando nos comunicamos, qualquer que seja a situação em que estamos inseridos,
são necessários alguns requisitos para manter um nível de fluência durante a fala: um
funcionamento físico adequado do cérebro, dos pulmões, da laringe, do ouvido, assim
como outros órgãos responsáveis pela produção e audição (percepção) dos sons da fala.
Além disso, é necessário reconhecer o idioma ou dialeto no qual a fala é produzida para
que haja a correta compreensão das informações durante a comunicação.
A fala é originada pela articulação dos sons produzidos pelos órgãos do aparelho
fonador humano. Ele é composto pelos pulmões, brônquios, traquéia, laringe (responsável
pela distinção entre os sons sonoros e surdos), pregas vocais, boca, dentes, lábios e língua
(responsável por grande parte das articulações da fala) (SEARA et al., 2011). A traquéia,
os pulmões e o diafragma são responsáveis pelo suprimento da fonte de energia que gera
os sons da fala.
As pregas vocais são dois tecidos elásticos de estrutura histológica complexa e que
estão localizados na laringe. Essa estrutura pode estar aberta ou fechada e, ao mesmo
tempo, esticada ou relaxada, de forma que movimentos de vibração produzam a voz e
definam sua altura (pitch1). Sendo assim, o modo como a voz é produzida está diretamente
1 Pitch é a sensação de um som na escala grave/agudo. Seu correlato acústico primário é a frequência
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relacionado ao tamanho e à forma do trato vocal.
Figura 1 – Aparelho Fonador Humano. Fonte: (PARKER, 1990)
Os órgãos articuladores envolvidos na produção da fala são divididos em ativos
e passivos. Os articuladores ativos, aqueles que se movimentam para a realização dos
diferentes sons da fala, são constituídos: pela língua (que se divide em ápice (ponta),
lâmina e dorso) e lábio inferior, os quais alteram a cavidade oral; pelo véu do palato,
que é responsável pela abertura e fechamento da cavidade nasal; e pelas pregas vocais.
Os articuladores passivos compreendem o lábio superior, os dentes superiores, os alvéolos
(região crespa, logo atrás dos dentes superiores), o palato duro (região central do céu da
boca) e o palato mole (final do céu da boca) (SEARA et al., 2011).
Quando as pregas vocais vibram, são produzidos os sons sonoros, como o caso
das vogais e das consoantes vozeadas. Os sons das vogais e das consoantes vozeadas
são produzidos com as pregas vocais relativamente abertas, gerando padrões específicos
de ressonância (CARDOSO, 2009). No caso das consoantes, elas podem ser vozeadas
ou não-vozeadas e são produzidas a partir de uma obstrução parcial ou total no trato
oral. Os sons não-vozeados são produzidos quando as pregas vocais estão parcialmente
afastadas, de forma que o ar passa sem restrições pela laringe (SILVA, 2010). Outra forma
de classificar os sons leva em conta a abertura do trato nasal, de forma que o fluxo de ar
fundamental.
Capítulo 2. Fonética do Português Brasileiro 28
vindo da cavidade nasal é radiado pelas narinas, e também os sons orais que são resultado
do formato da cavidade bucal, dos movimentos da língua, do formato da mandíbula e dos
lábios (SOUZA, 2015).
2.2 O Português Brasileiro
O estudo de uma língua pressupõe conhecimentos não só morfológicos e sintáti-
cos, mas também fonológicos e fonéticos. Nesta seção falamos sobre fonética e fonologia,
mostrando as diferenças entre esses dois conceitos e explicamos os aspectos fonéticos do
português brasileiro de maneira a auxiliar o entendimento e estudo das variações linguís-
ticas dos sotaques brasileiros.
2.2.1 Considerações Iniciais - Fonética e Fonologia
A fala pode ser descrita por aspectos descritos pela Fonética e Fonologia. A Foné-
tica e a Fonologia têm como objeto estudar os sons da fala, isto é, analisam a forma como
os os seres humanos produzem e ouvem esses sons. É necessário conhecer ambas subáreas
e não apenas observá-las separadamente.
Na Fonética, podemos estudar a fala por meio da sua fisiologia, na qual são es-
tudados os órgãos que a produzem, tais como a língua, responsável pela articulação de
alguns sons da fala; e a laringe, responsável pela produção da voz e diferencia sons vo-
zeados e não vozeados. Podemos estudá-la por meio dos sons gerados por esses órgãos,
considerando as propriedades acústicas transmitidas por esses sons e, também, sob a pers-
pectiva do falante, ou seja, da análise e processamento da onda sonora. Na Fonologia, são
estudados os aspectos funcionais de organização da fala para um idioma específico. As-
sim, a Fonologia investiga os sistemas linguísticos considerando a organização mental da
fala, estabelecendo quais são os sons que distinguem uma palavra de outra, quais são os
princípios que determinam a formação das palavras, frases e elocuções de uma língua e
as diferenças de significado (SEARA et al., 2011).
Para entender melhor a distinção desses conceitos, é necessário conhecer as uni-
dades neles estudadas. A unidade da Fonética é o som da fala ou fone, enquanto que na
Fonologia é o fonema. Fonema é o menor elemento pertencente à estrutura de uma língua,
que pode gerar alterações profundas de significado quando substituído um elemento pelo
outro. Ao representar graficamente (transcrição fonológica) unidades discretas da língua,
o fonema, representamos visualmente por meio de barras //. A representação gráfica dos
fones (transcrição fonética) é entre colchetes quadrados []. O uso dos símbolos utilizados
para transcrição fonética é regulamentado pelo Alfabeto Fonético Internacional (Interna-
tional Phonetic Alphabet) (IPA). Por exemplo, o <a> é uma representação tradicional
da letra A no português brasileiro, [a] é a representação fonética, de acordo com o IPA,
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para o som vocálico aberto, e o /a/ é a representação de uma unidade linguística mental
(fonema).
Resumindo e melhor exemplificando as diferenças entre a fonética e a fonologia, nas
palavras pato, bato, tato, dato, cato, gato temos que o fonema /p/ é diferente de /b/,
/t/, /d/, /k/ e de /g/ pois quando troca um fonema pelo outro no mesmo contexto, as
palavras têm significados diferentes (CALLOU; LEITE, 1990) (CARDOSO, 2009). Outro
exemplo seria substituir o [a] da palavra tapo por [i], e obtermos a palavra tipo, sendo
elas diferentes pois [a] e [i] representam dois fonemas. Desta forma, estamos destacando
os aspectos fonológicos de um idioma. Em relação aos aspectos fonéticos, a letra O pode
representar três sons distintos: [u] fechado, [o] semifechado e [O] semiaberto. Também, a
letra E pode ser representada pelo [i] fechado, [e] semifechado, [E] semiaberto. Sendo assim,
a representação fonética está relacionada à realização sonora de um mesmo fonema, isto
é, aos diferentes aspectos articulatórios encontrados na produção do som (VIARO, 2018).
Além desse exemplo, podemos citar o fonema /t/ que tem dois tipos diferentes de som,
o [t] e [tS]. Eles são unidades diferentes para a fonética, porque são dois sons produzidos
de maneira diferente, mas não correspondem a elementos distintos no sistema fonológico
do português, pois não estabelecem oposição entre palavras. Na língua portuguesa, [tS] é
apenas uma outra pronúncia, ou seja, um alofone do fonema /t/ depois do /t/ vem um
/i/, em algumas regiões do Brasil (Rio de Janeiro). Em Sergipe há esta mesma realização
mas em outro contexto, ou seja, quando antes do fonema /t/ vem uma semivogal anterior
/j/, o fonema /t/ é realizado como [tS] (CALLOU; LEITE, 1990) (CARDOSO, 2009).
2.2.2 Segmentos Fonéticos - Vocálicos e Consonantais
2.2.2.1 Vogais
As vogais são produzidas quando a corrente de ar não é interrompida e, portanto,
não há obstrução ou fricção (SILVA, 2010). As vogais podem ser classificadas como orais
ou nasais:
∙ Vogais Orais - O véu do palato fecha a passagem da cavidade nasal e o ar passa
apenas pelo trato vocal.
∙ Vogais Nasais - O véu palatino encontra-se abaixado, permitindo que o ar passe
também pelas cavidades ressoadoras nasais.
No português brasileiro, as vogais são caracterizadas pelo acento tônico. Existem
7 vogais [a e E i o O u] na posição tônica, 5 vogais [a e i o u] pré-tônica, 4 vogais [a
e i u] na posição pós-tônica não final e 3 vogais [a i u] na posição pós-tônica final da
palavra (CAMARA, 1970).
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Os segmentos vocálicos podem também ser descritos de acordo com a posição da
língua em termos de altura (altura ocupada pela língua), posição anterior e posterior e
arredondamento ou não dos lábios. O parâmetro da altura é definido pelo movimento
vertical da língua e o posicionamento de anterioridade/posterioridade é definido pelo
movimento horizontal da língua. Quanto à altura da língua, as vogais são classificadas em
alta, média e baixa. As médias são divididas em: média-fechada ou média-alta e média-
aberta ou média-baixa. As vogais altas são aquelas em que o dorso da língua se eleva ao
máximo e estreita o trato, mas sem produzir fricção ([i] e [u]). Médias-altas são aquelas
em que o dorso da língua encontra-se em uma posição intermediária entre a posição mais
alta e a mais baixa, localizando-se, no entanto, mais próximo da posição mais alta ([e]
e [o]). Médias-baixas são aquelas em que o dorso da língua encontra-se em uma posição
intermediária entre a apresentada nas vogais altas e aquela mostrada para as vogais baixas.
A língua está localizada em uma posição mais próxima à vogal baixa ([E] e [O]). As baixas
são aquelas em que a língua se encontra na posição mais baixa no trato oral ([a] e [5])
(SEARA et al., 2011).
Os lábios podem também estar estendidos ou arredondados. O movimento de arre-
dondamento dos lábios ocorre na produção de vogais arredondadas. As demais são articu-
ladas com os lábios estendidos e são classificadas como não-arredondadas. Quanto ao arre-
dondamento dos lábios, as vogais são classificadas como arredondado ou não-arredondado.
Por exemplo, a vogal [W] difere da vogal [u] somente quanto ao arredondamento dos lábios.
Temos então que [W] é um [u] produzido com os lábios estendidos. Da mesma maneira a
vogal |y] (arredondado) difere da vogal [i] quanto ao arredondamento dos lábios (SILVA,
2010). A Tabela 1 mostra a relação entre o arredondamento ou não dos lábios e a altura
da língua na articulação de segmentos vocálicos.
A Figura 1 ilustra as formas de arredondamento dos lábios de acordo com o posi-
cionamento da língua.
Tabela 1 – Arredondamento dos lábios e diferentes graus de altura da língua. Fonte:
(SILVA, 2010)
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2.2.2.2 Consoantes
No segmento consonantal, o som é produzido pela obstrução total ou parcial da
corrente de ar (cavidades supraglotais), podendo haver ou não uma fricção2.
As consoantes são classificadas quanto ao modo de articulação e ao ponto de arti-
culação. Modo de articulação é a maneira como o ar passa pelas cavidades supraglóticas
e o ponto de articulação é a relação entre as posições dos articuladores passivos e ati-
vos. Articuladores ativos movimentam-se em direção ao articulador passivo modificando
a configuração do trato vocal. São eles: o lábio inferior (modifica a cavidade oral), a língua
(modifica a cavidade oral), o véu palatino (modifica a cavidade nasal) e as cordas vocais
(modificam a cavidade faringal). Os articuladores passivos localizam-se na mandíbula su-
perior, exceto o véu palatino, que está localizado na parte posterior do palato. São eles:
o lábio superior, os dentes superiores e o céu da boca que se divide em: alvéolos, palato
duro, úvula e véu palatino ou palato mole (SILVA, 2010) (SEARA et al., 2011).
Modo de Articulação - O modo de articulação está relacionado ao tipo de obstrução
produzida pelo trato vocal. A seguir, são definidos os diferentes tipos de maneira de
articulação (SILVA, 2010).
∙ Oclusiva - Produzida com uma obstrução total e momentânea do fluxo de ar nas
cavidades supraglóticas, realizada pelos articuladores. Exemplos: pá, tá, cá, bar,
dá, gol.
∙ Nasal - Produzida com uma obstrução total e momentânea do fluxo de ar nas cavi-
dades orais e um abaixamento simultâneo do véu do palato, permitindo a liberação
do ar pelas cavidades nasais. Faz com que o ar ressoe na cavidade oral antes de ser
expelido pelas cavidades nasais. Exemplos: má, nua, banho.
∙ Fricativa - Produzida com um estreitamento do canal bucal realizado pelos articu-
ladores. A passagem do fluxo de ar nas cavidades supraglóticas gera um ruído de
fricção. Exemplos: fé, vá, sapa, Zapata, chá, já, rata.
∙ Africadas - Os articuladores produzem uma obstrução completa na passagem da
corrente de ar através da boca e o véu palatino está levantado. Na fase final dessa
obstrução ocorre então uma fricção decorrente da passagem central da corrente de
ar. Exemplos: tia, dia. Para alguns falantes de Cuiabá, consoantes africadas ocorrem
em palavras como “chá” e “já”.
∙ Tepe (ou vibrante simples)- Produzida com uma oclusão total e rápida do fluxo
de ar nas cavidades orais, havendo levantamento do véu do palato que impede a
passagem do ar pelas cavidades nasais. Exemplos: cara, brava
2 Atrito que resulta do contato entre dois corpos.
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∙ Vibrante (múltipla) - A ponta da língua ou a úvula provocam uma série de oclusões
totais muito breves, seguidas por segmentos vocálicos extremamente curtos e com
a passagem do ar pelas cavidades nasais antes bloqueadas. Exemplos: marra
∙ Retroflexa - Produzida com o levantamento e encurvamento da ponta da língua em
direção ao palato duro, com as cavidades nasais obstruídas pelo levantamento do
véu palatino. Exemplos: mar, carta.
∙ Lateral - Produzida com uma oclusão central deixando que o ar passe pelas laterais
do trato oral. O fluxo de ar passa apenas pela cavidade oral e o véu do palato está
levantado. Exemplos: lá, palha.
Ponto de Articulação - Está relaciona ao local de contato onde ocorre uma obstrução no
trato vocal entre um gesto articulatório (um articulador ativo e uma localização passiva).
A seguir, são definidos os diferentes tipos de lugar de articulação (SILVA, 2010).
∙ Bilabial - Articulador ativo é o lábio inferior e articulador passivo é o lábio superior.
∙ Labiodental - Articulador ativo é o lábio inferior e articulador passivo são os dentes
incisivos superiores.
∙ Dental - Articulador ativo é o ápice ou lâmina da língua e articulador passivo são
os dentes incisivos superiores.
∙ Alveolar - Articulador ativo é o ápice ou lâmina da língua e articulador passivo são
os alvéolos.
∙ Alveopalatal - Articulador ativo é a parte anterior da língua e articulador passivo é
a região medial do palato duro.
∙ Palatal - Articulador ativo é a parte média da língua e articulador passivo é a parte
final do palato duro.
∙ Velar - Articulador ativo é o dorso da língua e articulador passivo é o palato mole.
∙ Glotal - Músculos da glote são os articuladores.
A Tabela 2 mostra os símbolos utilizados para transcrições fonéticas no português
brasileiro. A coluna da esquerda lista o modo de articulação indicando o estado da glote
e separando por segmentos vozeados, fazem vibrar as pregas vocais, e desvozeados, não
fazem vibrar as pregas vocais. Na parte superior é indicado o ponto de articulação de
acordo com os articuladores ativo e passivo (SILVA, 2010).
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Tabela 2 – Símbolos fonéticos consonantais para o português brasileiro. Fonte: (BAR-
BOSA; ALBANO, 2004)
2.3 Variações da Fala
Em uma conversa, é possível identificar se uma pessoa é falante nativo de um
idioma (língua materna) ou se a pessoa é estrangeira e tem um segundo idioma. No
segundo caso, é possível perceber as características de sua língua materna transpostas na
segunda língua no momento da fala (SILVA, 2010).
A fala é flexível e heterogênea pois é influenciada por variáveis sociais, regionais e
do próprio indivíduo. Ela estabelece uma identidade cultural e define normas de comuni-
cação entre as pessoas. Nesse sentido, podemos entender os conceitos de dialeto, sotaque
e estilo de fala.
Nesta seção, descrevemos as três variações da língua, não apenas aplicáveis ao
português brasileiro, mas a qualquer idioma. Diante delas, é possível entender o contexto
geográfico, social e histórico nos quais as diferentes línguas podem estar inseridas.
2.3.1 Dialeto
Dialeto é uma variedade de uma língua própria de uma região. Ou seja, trata-se de
uma variante linguística que ocorre em vários níveis linguísticos, tais como o vocabulário,
gramática e na pronúncia, sendo também influenciado pelo regionalismo.
A variante dialetal tem também aspectos diatópicos ou geolinguísticos. Falantes
de uma mesma língua apresentam diferenças no modo de falar, que estão relacionadas ao
lugar onde moram, situação onde a fala é produzida e também o seu nível socioeconômico.
O dialeto é uma variante linguística constituída por características fonológicas, sintáticas,
semânticas e morfológicas atribuídas a uma comunidade linguística. Os critérios que levam
um dialeto ser considerado uma língua autônoma, e não uma variedade de outra língua,
são complexos e frequentemente subvertidos por motivos políticos (RAMOS, 1997).
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2.3.2 Sotaque
O sotaque é a variação na pronúncia das palavras de um idioma, podendo ser
tanto fonética quanto fonológicas, isto é, é a realização fonética de vogais e consoantes,
incluindo características rítmicas e prosódicas. São variações dos sons produzidos durante
a fala de um indivíduo.
É uma característica comportamental e/ou aprendida proveniente da interação do
indivíduo com os membros de sua região de origem, nível de educação e classe social. É
produzido pela sequência de eventos e gestos articulatórios, ou seja, origina-se da arti-
culação da laringe com os lábios, língua, dentes e céu da boca, produzindo os sons dos
fonemas que formam as palavras.
2.3.3 Estilo
Estilo de fala se refere ao modo como uma pessoa se expressa em diferentes situ-
ações. É o conjunto dos usos de uma língua própria de um indivíduo, num determinado
momento. É o estilo próprio de falar a língua.
O estilo da fala depende de situações como:
∙ Com quem a pessoa fala;
∙ Qual o tópico da conversa;
∙ Local onde ocorre a conversação;
Dependendo da situação em que o indivíduo está inserido, ele pode selecionar um
tipo específico de fala, por exemplo um estilo mais cuidadoso, pronunciando as palavras
com mais atenção enquanto fala. Dizemos também que quanto menos atenção e cuidado
temos na pronúncia das palavras, o estilo é mais casual (BEHRAVAN, 2012).
Como Dubois et al. (1997) pontuam em sua obra Dicionário de Linguística, a
noção de idioleto implica que há variação não somente entre países, regiões de um mesmo
país e classes sociais, mas também de uma pessoa a outra.
2.4 Sotaques Regionais Brasileiros
O português falado no Brasil não é exatamente o mesmo em todas as partes do
território. É preciso distingui-lo de acordo com as regiões, classes sociais e ocasiões. Os
traços fonéticos do português não só distinguem a fala, mas também estabelecem sua
identidade e status cultural dentro da sociedade. Assim como existem sobreposições fo-
néticas internas a cada região, também existem os compartilhamentos linguísticos entre
elas.
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Na fala do português brasileiro, os sotaques regionais são bem distintos e são de-
correntes dos aspectos históricos da colonização. Segundo a História da Língua Portuguesa
(CAMARA, 2014), é no decorrer do século XVIII que se documentam as primeiras alu-
sões aos traços linguísticos específicos que caracterizam o português falado no Brasil. A
chegada de muitos escravos ao Brasil, os quais foram capturados na África pelos portu-
gueses, influenciou os diversos dialetos e contribuiu para o desenvolvimento do português
brasileiro. O tráfico dos escravos se iniciou com a introdução do cultivo da cana de açúcar
na capitania de São Vicente, no Recôncavo Baiano e em Pernambuco, e se espalhou no
século XVII por todas as regiões comandadas pelos portugueses.
Herdamos muito das línguas africanas, de modo que a língua portuguesa falada no
Brasil se distanciou da língua portuguesa falada em Portugal. Entretanto, com a chegada
da família real ao Rio de Janeiro, entre 1808 e 1821, a variedade de Portugal restabelece
uma forte influência sobre o falar no Brasil se impondo à língua geral. O local de entrada
de outros povos e influências na língua portuguesa do Brasil se deu pela região Nordeste,
nos Estados da Bahia e Pernambuco. Os holandeses foram responsáveis pela influência no
desenvolvimento da fala no Estado de Pernambuco e os portugueses do Norte de Portugal
influenciaram a Bahia. Outras regiões do Brasil tiveram influência do português europeu
com as buscas por metais preciosos no interior do país (CAMARA, 2014). A imigração
de italianos, alemães e outros povos do leste europeu influenciou o desenvolvimento da
fala na região Sul. Por exemplo, o português falado em Florianópolis - Santa Catarina
é reconhecidamente influenciado pela colonização açorianomadeirense iniciada no século
XVIII. Isso explica o porquê de algumas diferenças de dialeto e sotaque existentes entre
algumas regiões do Brasil (CAMARA, 2014).
Algumas tendências dos sons da fala do português de Portugal persistiram no por-
tuguês do Brasil: A nasalização das vogais finais da sílaba tônica, precedendo a consoante
inicial nasal da sílaba seguinte, por exemplo nas palavras dono, pena; a redução do di-
tongo /ei/ ao /e/ de algumas consoantes fricativas e tepes, como por exemplo nas palavras
peixe e bandeira; a mudança palatalizadora no /s/, em consoantes surdas quando soa
com som de S (e.g., esfera = exfera), como também nas consoantes sonoras, produzidas
com o som da semivogal /i/ (e.g., rasgar = raisgar ; mesmo = meismo); a conversão do
/e/ nasal pré-tônico em /i/, como, por exemplo, na palavras “embaraço” pronunciada
como “imbaraço”; a frequente pronúncia do /o/ nasal ou precedido de nasal como /u/,
tal como na palavra “comida” pronunciada como “cumida”. Baseando-se nessa caracteri-
zação inicial da língua portuguesa, as falas regionais no Brasil se subdividiram em outras
variações (CAMARA, 2014).
Desde metade do século𝑋𝐼𝑋, alguns estudiosos da língua portuguesa do Brasil de-
senvolveram pesquisas com o intuito de identificar e caracterizar a diversidade linguística
do Brasil, mapeando as regiões de acordo com seus sotaques e dialetos. Antenor Nas-
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centes, Serafim da Silva Neto e Celso Cunha (NASCENTES, 1922) e (CARDOSO et al.,
2014) propuseram inicialmente a seguinte classificação dos dialetos brasileiros: amazônico
(nortista), baiano, nordestino, mineiro, fluminense e sulista. Por apresentar diferenças nas
pronúncias de alguns fones do português brasileiro, neste trabalho também consideramos
a classificação do sotaque carioca como uma subdivisão do sotaque fluminense.
O estudo das variações linguísticas do Brasil é bastante amplo devido ao tama-
nho do território nacional. Além disso, existem as diversas influências desde a coloniza-
ção, inclusive de países que fazem fronteira com o Brasil. Por questão de simplificação,
nesse trabalho consideramos a mesma divisão proposta por Nascentes para caracterizar
os diferentes sotaques regionais, apesar de que ainda é possível encontrar algumas outras
divisões que levam em consideração outros aspectos linguísticos (NASCENTES, 1922).
Temos como propósito estudar e mostrar as principais diferenças fonéticas da fala do por-
tuguês brasileiro entre as regiões do Brasil e identificá-las automaticamente em sistemas
de reconhecimento de sotaque.
2.4.1 Diferenças Fonéticas entre os Sotaques Brasileiros
Como mencionado na seção 2.2, as vogais podem ser tônicas, pré-tônicas e pós-
tônicas. As variações no nível pré-tônico entre as vogais médias abertas e médias fechadas
enfatizam uma característica da variedade regional da fala. As vogais médias /e/ e /o/,
por exemplo, são distintas em relação ao grau de abertura: nas regiões Sul e Sudeste
do Brasil elas são fechadas, enquanto que no Norte e o Nordeste elas são abertas. Em
certas variantes paulistas algumas formas como “homem” e “fome” são pronunciadas com
vogais orais: “[O]men” e “f[O]me”. Essas palavras apresentam tipicamente uma vogal nasal
na maioria dos sotaques do português brasileiro: “[õ]mem” e “f[õ]me” (SILVA, 2010). As
vogais pré-tônicas são pronunciadas da mesma forma para qualquer outra variante do
português.
As consoantes, por sua vez, têm a sua classificação quanto ao modo e o ponto de
articulação que geram diferenças espectrais e acústicas entre os diferentes modos de falar.
Por exemplo, a palavra “porto” na Região Nordeste é pronunciada como [poHtU] e na
Região Sul e Sudeste [porto].
A seguir, apresentamos algumas diferenças fonéticas entres os sotaques regionais
brasileiros.
∙ O sotaque fluminense tem traços comumente encontrados no português europeu.
Ocorre, por exemplo, a palatização do /s/ e do /z/ no fim de sílaba (mesmos
/meZmuS/), como também uma tendência de reduzir as vogais /e/ e /o/ para /i/ e
/u/ quando átonas, isto é, sílabas átonas de menor duração que as tônicas (CAR-
DOSO, 2009).
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∙ Na cidade do Rio de Janeiro e região metropolitana, o sotaque carioca ocorre a
palatização do /d/ e /t/ para as africadas palato-alveolares [dZ
<
] e [tS] quando an-
tes de /i/, por exemplo, nas palavras “diga” [dZ
<
ig5]; “antigo” [5˜ntS
<
igo]. A palavra
“casca” é realizada como fricativa alveolopalatal desvozeada [S] quando seguida por
consoante desvozeada, ou como fricativa alveolopalatal vozeada [Z], quando seguida
por consoante vozeada (SILVA, 2010).
∙ No sotaque mineiro, há redução das vogais pós-tônicas. Ocorre a palatalização de
oclusivas alveolares ou africação do /d/ e /t/ para [dZ
<
] e [tS] antes do fonema /i/. O
“s” no final das sílabas é realizado como /s/. O “R” no início de palavras, no final das
sílabas e no dígrafo “rr” é pronunciada como a fricativa glotal surda (ALVES, 2008).
A palavra “casca” é realizada como uma fricativa desvozeada [s] quando seguida por
uma consoante desvozeada, ou como uma fricativa vozeada [z, Z] quando seguida por
uma consoante vozeada (SILVA, 2010). Alguns pesquisadores dizem que a cidade de
Belo Horizonte tem um sotaque próprio, que não fala /arrois/ e /pais/, e sim /arrôs/
e /pás/, característica proveniente do nivelamento dos sotaques em decorrência do
grande número de imigrantes para esta cidade.
∙ O sotaque sulista abrange uma grande área nas regiões sudeste e centro-oeste do
Brasil e apresenta algumas subdivisões: sotaque paulistano, caipira, gaúcho, floria-
nopolitano e sertanejo. O caipira, caracteriza-se pelo “e” gráfico sempre pronunciado
como tônico. Assim, palavras como “quente” e “dente” possuem o “e” átono pro-
nunciado como /e/, na cidade de Curitiba, e não como /i/. Outra característica é
a palatização dos grupos “di” e “ti” tônicos e o “R” retroflexo no final de sílaba ou
em posição intervocálica, que assume formas aproximante alveolar [ô] e retroflexo
(pós-alveolar) (LEITE, 2012). No sotaque paulista, as fricativas /s/ e /z/ nunca
são palatalizadas, mesmo antes de consoantes alveolares e dentais (/d/ e /t/), por
exemplo, “isto” [’istu] e “desde” [’dezdZi].
∙ No sotaque nortista, a principal característica é o uso de “r” e “s” pronunciados
semelhante ao caso do sotaque carioca. O “r” é realizado como fricativa velar [G] ou
fricativa uvular [K]. Ocorre a palatalização do “d”, “l” e “t” antes do som de “i”.
∙ No sotaque nordestino, as vogais /e/ e /o/ são, em geral, abertas pré-tônicas /E/ e
/O/. As consoantes são caracterizadas por não apresentarem palatalização em /d/ e
/t/ antes da vogal /i/ e da semivogal /j/, mesmo em sílabas finais “de” e “te” e por
palatalizar fricativas antes de /d/, em que /z/ torna-se [Z] e /t/, em que /s/ torna-
se [S]. O som do grafema “r” é glotal quando corresponde ao fonema /r/ (forte),
podendo ser surda [h] ou sonora [H] quando fraco (vibrante simples alveolar - [R]).
A glotal sonora é usada em encontros heterossilábicos, como em “corda” [’kOHd5], e
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a glotal surda no início das palavras ou no dígrafo “rr”, como em “rabo” [’habu] e
“barragem” [ba’haZe˜j] (RAMOS, 1997) (SEARA et al., 2011).
∙ No sotaque baiano, são predominantes as vogais abertas, tanto em Salvador e região
metropolitana, quanto em algumas cidades do interior baiano. Existe também um
tipo de retração da letra “R” no final das palavras. O /e/ tem som de /i/, e o
/o/ tem som de /u/, por exemplo a palavra “teatro” é pronuncia como “teatru”.
Assim como o sotaque nordestino, o som do grafema “r” é glotal quando corresponde
ao fonema /r/ (forte), podendo ser surda [h] ou sonora [H] quando fraco (vibrante
simples alveolar - [R]).
2.4.2 Sobreposicão dos Sotaques Brasileiros
Verifica-se também que existem alguns traços fonéticos que se sobrepõem entre
os sotaques de diferentes regiões. Por exemplo, o uso do /s/ pós-vocálico palatalizado,
pronunciado com um “chiado” (representado foneticamente pelo símbolo S) na palavra
“vocês”.
No estado de Pernambuco, essa pronúncia é comum na fala do Recife. No Rio
de Janeiro (sotaque carioca), /s/ chiado é a característica mais marcante, originada da
articulação do /s/ pós-vocálico como uma consoante palatal-fricativa. Porém existe uma
diferença na quantidade de pessoas que pronunciam as palavras com esse chiado final.
Isso decorre do fato de que o Recife e área metropolitana, atuaram como importante
centro receptor de migrações de outros estados do Nordeste e do próprio interior do
estado, durante a maior parte do seculo XX. Esse fenômeno de migração diversificou os
padrões fonéticos nesta área, diferenciando-o do Rio de Janeiro, onde ocorreu de forma
mais intensa (CAMARA, 2014).
A pronúncia do /s/ não palatizado, como ocorre na cidade de São Paulo, se deu
pelo grande fluxo de imigrantes não portugueses, que chegaram de 1885 até as vésperas
da Primeira Grande Guerra. Eram na grande maioria imigrantes italianos, como os que
chegaram de 1920 até o fim do decênio de 1940, e por isso houve a neutralização da
pronúncia do /s/ palatalizado, característico da maior parte de Portugal, além de outros
traços linguísticos portugueses (NASCENTES, 1922).
No interior do estado de Pernambuco, a predominância é do /s/ sibilante3. Além
disso, na maior parte da Bahia, incluindo Salvador – além de São Paulo, Minas Gerais,
e os estados do Sul em geral, como também vários estados do Norte e Centro-Oeste –
também predomina o /s/ pós-vocálico alveolar, ou sibilante.
3 Nome dado ao /s/ e ao /z/ quando a articulação desses fonemas produz ruído semelhante a um assobio.
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3 Revisão Bibliográfica
Características da fala nos níveis acústicos, fonotáticos, prosódicos, léxicos, morfo-
lógicos e sintáticos são informações que proporcionam aos seres humanos e aos dispositivos
computacionais (sistemas de reconhecimento) diferenciar qual idioma, dialeto e sotaque
está sendo dito em uma locução. No nível acústico, o reconhecimento da fala se baseia
na hipótese de que as características se diferem em termos de sua distribuição espectral,
enquanto que no nível fonotático se baseia na hipótese a diferenças são encontradas na
sequência das distribuições fones.
Neste capítulo, falamos sobre as propriedades linguísticas e os níveis de abstração
da fala, como também discutimos sobre importantes abordagens encontradas na literatura
de reconhecimento automático de idiomas, dialetos e sotaques, apresentando a teoria
matemático-computacional que dá suporte aos sistemas de processamento de sinal de
fala.
3.1 Reconhecimento Automático de Idiomas e Dialetos
Ao comunicar-se e ao inserir-se no contexto linguístico da fala para um determi-
nado idioma, um indivíduo aprende a distinguir as diferenças e encontrar similaridades
entre as variações linguísticas do um falante. Da mesma forma, no contexto em que as
máquinas (computadores e dispositivos móveis) usam o sinal de fala para comunicação
homem-máquina, elas devem ser providas de capacidade para entender e diferenciar as
características linguísticas provenientes da fala. O reconhecimento automático de idiomas
e dialetos está associado à análise de propriedades fonéticas, fonotáticas, prosódicas, mor-
fológicas, léxicas e sintáticas da língua. Essas características também apresentam certo
grau de similaridade, o que torna o reconhecimento automático uma atividade complexa
do ponto de vista computacional.
Estudos reportados em (FRIEDLAND et al., 2009), (HANANI et al., 2013) e
(BROWN, 2016) consideram a análise das propriedades linguísticas em níveis de abs-
tração para processamento das características da fala em sistemas de reconhecimento.
O nível de abstração pode ser pré-léxico e léxico. O nível pré-léxico se refere às pro-
priedades fonológicas que estabelecem os princípios que regulam a estrutura sonora da
língua, caracterizado pelas seqüências de características fonotáticas, prosódicas e acústi-
cas. Sequência fonotática ou fonotaxe é parte da fonologia de um idioma ou dialeto na
qual as estruturas fonéticas das sequências dos sons e sílabas (vogais e consoantes) são
definidas (CARDOSO, 2009) (SEARA et al., 2011). Em relação aos traços prosódicos da
língua, eles se referem ao ritmo, entonação e acento tônico que são realizados a partir da
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modificação de parâmetros acústicos de intensidade, duração e frequência fundamental.
Essas são características decorrentes da ação dos músculos, que aumentam e diminuem a
energia do fluxo de ar, gerando diferentes vibrações sonoras. Por fim, no nível acústico, as
características linguísticas dos idiomas e dialetos são analisadas de acordo com suas dis-
tribuições espectrais, como também de características prosódicas e duracionais em nível
segmental.
No nível léxico, encontram-se as características linguísticas relacionadas às re-
gras gramaticais, semânticas, de sintaxe e também de vocabulário. A sintaxe refere-se à
estrutura gramatical e define a organização dos constituintes internos das sentenças, esta-
belecendo a relação entre eles. A semântica estuda a relação entre conteúdo e significado
de uma frase.
Estudos relacionados ao reconhecimento de língua mostram que as abordagens fo-
notática e acústica são as abordagens mais eficazes (HANANI et al., 2015), (NAJAFIAN
et al., 2016) e (GE, 2016). O motivo pode estar associado ao fato de que características
prosódicas capturam, além das informações dependentes de idioma e do dialeto, outras
informações como taxa de fala e variação de altura (pitch) e também informações prag-
máticas e paralinguísticas (i.e, estado emocional do falante). Além disso, as diferenças de
características prosódicas são fenômenos tipicamente suprasegmentais (por exemplo, o ní-
vel de entonação) que podem exigir longas amostras de teste para a correta identificação.
Desta maneira, não há um método simples para isolar apenas as informações prosódicas
que distinguam línguas e dialetos (BIADSY, 2011).
3.1.1 Abordagem Prosódica, Fonotática e Acústica
No trabalho de Hazen e Zue (1993) é proposto um framework probabilístico de
Identificação de Idiomas (Language Identification) (LID), apresentando formalmente uma
análise matemática do processamento de segmentos linguísticos. Os autores propõem um
algoritmo que incorpora diferentes componentes que modelam características fonotáticas,
prosódicas e acústicas dos diferentes idiomas para compor sistema LID. A abordagem
acústica explora as diferenças entre as distribuições espectrais dos sons da fala enquanto
as abordagens fonotáticas dependem das diferenças nas sequências em que estes sons são
produzidos. Na seção a seguir, definimos matematicamente as abordagens fonotáticas e
acústicas propostas no framework do trabalho de Hazen e Zue (1993).
Um sistema de LID tem como objetivo determinar qual idioma é falado numa
amostra de fala 𝑈 , incorporando informações dos vetores de características espectrais da
fala 𝑎 = ?⃗?1, ?⃗?2, ..., ?⃗?𝑚 e o vetor de características prosódicas (frequência fundamental 𝐹0 e
contornos de intensidade) da fala 𝑓 = 𝑓1, 𝑓2, ..., 𝑓𝑚. Identificar automaticamente o idioma
falado em uma sentença consiste em encontrar o 𝐿𝑖 que melhor corresponde à locução 𝑈 ,
ou seja, maximizar a probabilidade de que uma locução tenha sido produzida com um
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idioma 𝐿𝑖.
A Expressão 3.1 define matematicamente o processo de maximização da probabi-
lidade de um idioma 𝐿𝑖 ter sido produzido na locução, dado um vetor de características
acústicas ?⃗? e o vetor de frequência fundamental 𝑓 .
argmax
𝑖
𝑃 (𝐿𝑖 |⃗𝑎, 𝑓) (3.1)
No framework probabilístico que descreve o problema de reconhecimento automá-
tico de idiomas (HANSEN; LIU, 2016), um idioma é representado por 𝐿 ∈ 𝐿1, 𝐿2, ..., 𝐿𝑛
em que 𝑛 representa os diferentes idiomas em amostras de fala usadas como entrada de um
sistema de LID. Como cada sequência de fala contém uma sequência subjacente de unida-
des linguísticas, incorpora-se então as características 𝐶 = {𝑐1, 𝑐2, ..., 𝑐𝑘}, que representam
a seqüência de unidades linguísticas mais provável obtida pelo sistema, e de segmentação
𝑆 = {𝑠1, 𝑠2, ..., 𝑠𝑘+1} que representam os deslocamentos de tempo (temporal) de cada
unidade, o processo de maximização da Expressão 3.1 pode ser expandido conforme a
Expressão 3.2.
argmax
𝑖
𝑃 (𝐿𝑖|𝑆,𝐶, ?⃗?, 𝑓) (3.2)
Supondo que essas sequências são obtidas de forma independente do idioma, a
Expressão 3.2 pode ser reduzida de acordo com a Expressão 3.3.
argmax
𝑖
𝑃 (𝐿𝑖)𝑃 (𝐶|𝐿𝑖)𝑃 (𝑆, 𝑓 |𝐶,𝐿𝑖)𝑃 (⃗𝑎|𝐶, 𝑆, 𝑓, 𝐿𝑖) (3.3)
Para simplificar o processo de modelagem, ao em vez de modelar uma Expressão
3.2, podemos modelar separadamente cada um dos quatro fatores da Expressão 3.3, pois
as unidades linguísticas e as informações prosódicas estão contidas em termos separados.
argmax
𝑖
𝑃 (𝐶|𝐿𝑖) (3.4)
argmax
𝑖
𝑃 (𝑆, 𝑓 |𝐶,𝐿𝑖) (3.5)
argmax
𝑖
𝑃 (⃗𝑎|𝐶, 𝑆, 𝑓, 𝐿𝑖) (3.6)
Cada um dos quatro fatores é identificado como:
1. 𝑃 (𝐿𝑖) : Probabilidade A Priori;
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2. 𝑃 (𝐶|𝐿𝑖) : Modelo Fonotático;
3. 𝑃 (𝑆, 𝑓 |𝐶,𝐿𝑖) : Modelo Prosódico;
4. 𝑃 (⃗𝑎|𝐶, 𝑆, 𝑓, 𝐿𝑖) : Modelo Acústico.
De maneira semelhante, podemos considerar um sistema de Identificação de Dia-
letos (Dialect Identification) (DID) utilizando o mesmo modelo proposto anteriormente,
apenas trocando o termo 𝐿𝑖 pelo termo 𝐷𝑖. Portanto, um dialeto pode ser representado
por 𝐷 = {𝐷1, 𝐷2, ..., 𝐷𝑛}. A Expressão 3.7 define matematicamente o processo de maxi-
mização da probabilidade de um idioma 𝐷𝑖 tem sido produzido na locução dado um vetor
de características acústicas ?⃗? e o vetor de frequência fundamental 𝑓 .
argmax
𝑖
𝑃 (𝐷𝑖 |⃗𝑎, 𝑓) (3.7)
Incorporando as características 𝐶 = {𝑐1, 𝑐2, ..., 𝑐𝑘}, que representam a seqüên-
cia de unidades lingüísticas mais provável obtida pelo sistema, e de segmentação 𝑆 =
{𝑠1, 𝑠2, ..., 𝑠𝑘+1} que representam os deslocamentos de tempo de cada unidade, o processo
de maximização da Expressão 3.8 pode ser expandido conforme a Expressão 3.9.
argmax
𝑖
𝑃 (𝐷𝑖|𝑆,𝐶, ?⃗?, 𝑓) (3.8)
argmax
𝑖
𝑃 (𝐷𝑖)𝑃 (𝐶|𝐷𝑖)𝑃 (𝑆, 𝑓 |𝐶,𝐷𝑖)𝑃 (⃗𝑎|𝐶, 𝑆, 𝑓,𝐷𝑖) (3.9)
3.1.2 Trabalhos Relacionados
Em geral, os sistemas de LID e DID dependentes de texto são baseados na mode-
lagem probabilística de Modelos Escondidos de Markov (Hidden Markov Models) (HMM)
(LI et al., 2013) (KANNADAGULI; BHAT, 2015) (KARPAGAVALLI; CHANDRA, 2015).
Abordagens baseadas em fonotaxe usam modelos HMM que adicionam complexidade na
tarefa de reconhecimento de dialetos e acentos, como por exemplo, a necessidade de utili-
zar transcrições fonéticas das amostras de fala e a construção de um dicionário fonético.
Em Zissman (1996), trabalho no qual foi proposto o framework probabilístico
para reconhecimento de idiomas, é descrito que as amostras de treinamento em cada
idioma são simbolizadas por um reconhecedor de fones de um único idioma e após a
sequência de símbolos resultante associada a cada uma das amostras de treinamento ser
analisada, um modelo de linguagem de distribuição de probabilidade n-gram é estimado
para cada idioma. As distribuições de probabilidade n-gram são treinadas a partir da
saída do reconhecedor de fone em um único idioma, e não a partir de transcrições foné-
ticas pré-estabelecidos. Durante o reconhecimento, uma amostra de teste é agrupada e
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a probabilidade de sua sequência de símbolos ser produzida em cada um dos idiomas é
calculada. O modelo n-gram que resulta na maior probabilidade é identificado e o idioma
desse modelo é selecionado como o idioma da amostra.
Nos trabalho de Hanani et al. (2013) foi proposto um sistema de Reconhecimento
de Fones seguido por Modelagem de Idiomas (Phone Recognition followed by Language
Modeling) (PLRM) ou a modelagem de Reconhecimento Paralelo de Fones seguido por
Modelagem de Idiomas (Parallel Phone Recognition followed by Language Modeling) (PPLRM),
para modelar as características fonotáticas e prosódicas de falantes dos idiomas Inglês,
checo, húngaro e russo. Porém, os autores também propõem utilizam a fusão de sistemas
acústicos e fonotáticos. O desempenho do sistema LID independente de texto é avaliado no
conjunto do NIST 2003. O sistema de fusão (Acústico-Fonotático-fundido) atinge EER
0, 7% (precisão de reconhecimento de linguagem 98,42%). Entre os sistemas acústicos
utilizados no trabalho, o melhor desempenho é obtido pelo sistema GMM-SVM (0, 92%
EER), seguido pelo GMM-unigram (2, 82% EER). A fusão de todos os sistemas acústicos
atinge um EER de 0, 83%. O desempenho do sistema PRLM (fonotaxe, 1.48% EER) é
melhor que cada sistema acústico baseado em GMM – SVM.
No trabalho de Fadi Biadsy (2014), foram também realizados experimentos para
classificação de dialetos Árabes (Levantine, Iraqi, Gulf, and Egyptian) usando aborda-
gem PRLM e PPLRM, num conjunto de dados . Como mencionado acima, usamos os
reconhecedores de telefone para decodificar os dados de treinamento para treinar os nove
modelos de trigramas por dialeto. Os resultados foram realizados em validação cruzada
com 10 dobras. Foi observado que, independentemente da duração do enunciado de teste,
o melhor dialeto reconhecido entre os quatro dialetos é o egípcio (F-Measure de 90, 1%
com enunciados de teste de 30s), seguido pelo sotaque levantino (F-Measure de 79, 9%
com 30𝑠). Segundo a matriz de confusão reportada nesse estudo, os dialetos do Golfo
Arábico e do Árabe Iraquiano são confundidos facilmente (F-Measure de 65, 9%, 65, 7%,
respectivamente, com 30 segundos). Os resultados indicaram que esta abordagem funci-
ona consideravelmente melhor do que o sistema GMM-UBM e também o sistema PRLM
a 5% de taxa de erro absoluta absoluta (EER).
3.2 Reconhecimento de Sotaques Regionais
Sotaques são características de falantes de um idioma, nativo e não nativo, e uma
importante fonte de variabilidade na fala. A classificação automática de sotaque tem
se tornado recentemente um importante campo de estudo devido ao crescente empenho
de melhorar a performance de sistemas de reconhecimento automático, adaptando-os às
características individuais dos usuários. A classificação de sotaque também é importante
em aplicações como identificação de falante e aplicações forenses, tais como comparação
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de pessoas suspeitas em uma gravação e caracterização de perfil de pessoas suspeitas.
As abordagens utilizadas em sistemas de LID e de DID são também aplicáveis
à Identificação de Sotaques Regionais (Regional Accent Identification) (RAI) (BAHARI;
AL, 2013), (BROWN, 2016). Da mesma maneira que um sistema de LID, as abordagens
acústicas e fonotáticas também indicam diferenças nos sotaques devido às diferenças nas
sequências em que os sons ocorrem durante a pronúncia de uma frase (ZISSMAN, 1996).
Uma técnica comumente aplicada para reconhecimento de sotaque são os Modelos de
Mistura Gaussiana (GMM). Com ela, um modelo independente de sotaque (chamado de
Universal Background Model ou UBM) é construído e, a partir da adaptação MAP, os
parâmetros do modelos UBM são adaptados para classificar cada sotaque na saída do
sistema.
Em RAI, o segmento de fala é representado matematicamente por uma sequência
de vetores de características 𝑋 = 𝑥1, ...., 𝑥𝑇 , que são indexados no domínio discreto 𝑡 𝜖
[1, 2, ..., 𝑇 ], supondo que esses frames acústicos são i.i.d (independentes e identicamente
distribuídos). Identificar o sotaque consiste em encontrar a saída de máxima probabilidade
para um vetor de características de entrada 𝑋, conforme ilustrado na Figura 2.
Figura 2 – Fluxograma de um Sistema de Identificação de Sotaques. Um sistema de iden-
tificação tem como objetivo encontrar o modelo do sotaque que tem maior
probabilidade a posteriori para um vetor de características usado como en-
trada do sistema. Fonte: (REYNOLDS, 1995)
Várias abordagens para o reconhecimento automático de sotaque foram exploradas
em áreas de reconhecimento de fala e falante. A motivação desse estudo é que proporciona
melhoria aos sistemas automáticos de reconhecimento de fala, pois existem diferentes graus
de variação de sotaque em um único idioma que um sistema de reconhecimento deve lidar.
Por exemplo, os autores em Djellab et al. (2015) observaram que, para o reconhecimento
do sotaque regional na Argélia, o grau de similaridade dos sotaques leva a grandes quedas
na precisão do reconhecimento.
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A seguir, discutimos alguns trabalhos encontrados na literatura que utilizam ca-
racterísticas acústicas da fala para identificar automaticamente o sotaque regional.
3.2.1 Trabalhos Relacionados
No trabalho de Zhang et al. (2011), os autores utilizam HMM dependentes do
contexto associados aos movimentos articulatórios da fala para identificar os sotaques
chineses, pois todos os falantes do idioma chinês compartilham os mesmos caracteres ide-
ográficos mas com diferentes pronúncias. As características articulatórias, indicadas por
símbolos fonéticos, são utilizadas para caracterizar como os fones são produzidos usando
articuladores e o fluxo de ar dos pulmões, formulando conhecimento linguístico que indi-
cam as alterações de pronúncia causadas por sotaque regional. Os resultados experimentais
mostraram que a abordagem proposta alcança uma precisão de reconhecimento compará-
vel as melhores taxas de reconhecimento comparada aos sistemas ASR com HMM trifone.
Esse sistema foi treinado considerando um corpus com 863 amostras de fala e classificando
três tipos de sotaques, o Guanhua, Yue e Wu. A taxa de reconhecimento de cada um dos
sotaques é de 73, 25%, 71, 66%, 72, 41%, respectivamente. Porém, no cenário em que o
sistema é treinado com o sotaque Guanhua, sua performance é degradada ao identificar
as variações do sotaques Yue e Wu. Neste caso, uma SVM é integrada para modelar atri-
butos discriminativos relacionados a cada sotaque, de forma a reduzir os erros gerados ao
identificar as variações dos fones dos sotaques.
Em Mannepalli et al. (2015) a proposta se baseia na identificação das característi-
cas prosódicas representadas por durações das sílabas, pitch e contornos de energia como
entrada do classificador SVM. Essa proposta foi avaliada em uma base de dados gra-
vada com 10 locutores pronunciando a sentença “EVARO ANNAM THINNARU NENU
EVARINI CHUDALEDHU ” por cinco vezes. Os falantes são de origem de três regiões
do Sudeste da India, Coastal Andhra, Rayalaseema e Telangana. O teste é feito com 20
amostras de cada região como amostras de teste. A matriz de confusão reportada no tra-
balho mostra que das 20 amostras de fala so sotaque da região Coastal Andhra, 14 são
reconhecidas como Coastal Andhra, 3 são reconhecidas como Rayalaseema e 3 são reco-
nhecidos como Telangana. Das 20 amostras de fala da região Rayalaseema, 2 é reconhecida
como sotaque da região de Coastal Andhra, 16 são reconhecido como Rayalaseema, 4 são
reconhecidos como Telangana sotaque. Por fim, das 20 amostras de fala da região de
Telangana, 3 são reconhecidas como sotaque Coastal Andhra, 3 são reconhecidas como
Rayalaseema e 15 são reconhecidas como sotaque de Telangana. A eficiência total (taxa
de reconhecimento) do sistema é de 72%.
Em alguns trabalhos recentes (CHEN et al., 2001), (JALALVAND et al., 2012),
(MUKHERJEE et al., 2012), (GE et al., 2015), (DJELLAB et al., 2015) os GMMs são
usados para modelagem da variabilidade acústica do locutor em sistemas de reconheci-
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mento de fala independente de texto. Baseando-se nele, alguns autores propuseram aplicar
GMM como técnica de modelagem acústicas de características relacionadas ao idioma e
aos sotaques regionais do locutor. Em Hanani et al. (2015), o GMM-UBM, GMM-SVM
e iVector foram usados para identificar 4 sotaques regionais árabe-palestinos em uma
análise acústica. O melhor desempenho obtido foi de taxa de EER igual a 8, 3%, conside-
rando a fusão de todos os sistemas acústicos. Isso indica que no identificação de sotaques
no nível acústico é uma tarefa muito mais difícil do que a identificação de locutor, onde o
bom desempenho em dados semelhantes pode ser alcançado usando um pequeno número
de componentes de mistura GMM no trabalho de Reynolds et al. (1996) e Reynolds et al.
(2000).
No trabalho de Lazaridis et al. (2014), um sistema automático de reconhecimento
de sotaque é aplicado para identificar os sotaques franceses pronunciados em 4 diferentes
regiões da Suíça (Geneva (GE), Martigny (MA), Neuchâtel (NE) e Nyon (NY)) usando
GMM-UBM, iVector e SVM. O sistema TV-SVM supera o sistema baseado em GMM ao
reconhecer os sotaques da região de NE e NY. Uma melhora relativa de 15, 3% na taxa
de reconhecimento de todo o sistema TV-SVM em relação ao GMM. Mais precisamente,
houve uma melhora de 48, 1% no reconhecimento dos sotaques NE e NY, o sistema TV-
SVM supera o GMM por uma melhora relativa de 31, 1% e 16, 1%, respectivamente. No
caso do sotaque MA, o sistema TV-SVM não melhorou a precisão em relação ao GMM,
mostrando uma diminuição relativa de 14, 5% no desempenho. Os resultados mostraram
que a diferença estatística na precisão entre os dois sistemas significativamente de 5%.
Considerando as características da fala no âmbito acústico, o Modelos de Misturas
de Gaussianas (Gaussian Mixture Models) (GMM), uma técnica utilizada em diversos ar-
tigos disponíveis no estado da arte (KHARROUBI et al., 2001), (GUTMAN; BISTRITZ,
2002) e (BROWN, 2016) para reconhecimento de falante em sistemas independente de
texto, é também utilizada como técnica de reconhecimento de padrões linguísticos relacio-
nados aos dialetos e sotaques regionais. No trabalho de Fadi Biadsy (2014), o GMM-UBM
foi aplicado para classificação de dialetos Árabes (Levantine, Iraqi, Gulf, and Egyptian),
num conjunto de treinamento e teste em uma base de dados composta por 478 falantes
do Iraque, 976 falantes do Golfo e 985 falantes do Levantine.
Assim como GMM’s, a técnica de modelagem usando iVector também tem sido
reportada no estado da arte de Reconhecimento de Locutor (SENOUSSAOUI et al., 2010),
Reconhecimento de Sotaques (HANANI et al., 2015), Detecção Automática de Dialetos
(ALI et al., 2016) e Reconhecimento de Sotaque Estrangeiro (BEHRAVAN et al., 2016),
como um método bastante robusto para modelar a variabilidade de características da
fala do mesmo falante e diferentes falantes. No trabalho de Hanani et al. (2015), foram
identificados 4 sotaques Arábico-Palestino (Jerusalém (JE), Hebron (HE), Nablus (NA)
e Ramallah (RA)) usando iVectors e avaliados com 500 enunciados curtos (com duração
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média de 30s, cinco segmentos de cada locutor). Os iVectors são obtidos de dados de
treinamento e usando UBM de 16, 32, 64, 128 componentes gaussianas, atingindo a melhor
taxa de acerto de 81, 5% com 64 gaussianas. No entanto, houve uma clara sobreposição
entre os sotaques de pessoas de Jerusalém e as pessoas em Ramallah. Isso pode acontecer
pois são regiões geograficamente próximas. Sotaques de pessoas nas cidades de Nablus
e Hebron, localizadas no norte e sul da Cisjordânia, respectivamente, são claramente
distinguíveis dos sotaques de Jerusalém e Ramallah.
Em Hanani et al. (2013), foram realizados experimentos comparativos entre GMM-
UBM e GMM-SVM na identificação de idioma e de sotaque, em que o sistema tem sua
melhor perfomance (EER = 0, 92%) com o GMM-SVM. Além dessa proposta, testes
de fusão com técnicas de análise acústica e que também levam em conta a fonotaxe,
mostraram que o sistema tem melhores taxas de reconhecimento ao considerar a fusão
de diversos parâmetros de análise, o que significa que mais características do sotaque e o
idioma são modeladas. Os autores realizaram testes de performance em cenário closed-set
em três diferentes bases de dados: CallFriend and NIST2003, The “Accents of the British
Isles” (ABI-1) e The “Voices across Birmingham” (VaB).
Diferentemente de identificação de sotaques regionais, que buscam identificar va-
riações linguísticas pertencentes ao mesmo idioma, alguns trabalhos encontrados na li-
teratura visam identificar o sotaque estrangeiro numa locução. Em Bahari et al. (2013),
SVM é usado como método classificador de sotaques estrangeiros em gravações por tele-
fone, usando técnicas de modelagem GPPS (Gaussian Posterior Probability Supervector),
iVector, GMS (Gaussian Mean Supervector). Neste trabalho, o reconhecimento de sotaque
estrangeiro é realizado em um banco de dados de fala espontânea formado pela extração
de enunciados em inglês com os sotaques russo, hindi, inglês americano, tailandês, viet-
namita e cantonês do banco de dados do NIST 2008 SRE. Essa abordagem também é
interessante de se analisar pois um falante se expressa num segundo idioma sobrepondo
características linguísticas do seu idioma materno.
3.3 Caracterização e Modelagem Acústica do Sinal de Voz
Nesta seção, apresentamos as etapas de pré-processamento, extração de caracte-
rísticas acústicas do sinal de voz e os métodos de classificação aplicados em sistemas de
reconhecimento de sotaques.
3.3.1 Pré-Processamento
A etapa de pré-processamento é de grande importância ao se utilizar sinais de
voz como entrada de sistemas de reconhecimento. Devido às interferências ou efeitos
provenientes do ambiente e da própria voz durante a gravação, o sinal digital deve ser
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processado de forma a reduzir os efeitos indesejados, preparando-o para as próximas etapas
do processo de reconhecimento.
Após a aquisição do sinal, que geralmente ocorre por meio de um dispositivo
que transforma o sinal sonoro em sinal elétrico, o sinal é posteriormente processado por
filtragem, amostragem e quantização em um sistema A/D. A filtragem é necessária para
evitar o aliasing, fenômeno no qual um sinal se torna indistinguível após o processo de
amostragem, devido a erros e distorção pela superposição dos espectros dos sinais original
e amostrado. Esse problema pode ser evitado por filtragem passa-baixa do sinal.
A seguir, são descritas as etapas de pré-processamento do sinal de fala utilizadas
neste trabalho.
Detecção de Atividade de Voz baseado em Modelos Estatísticos
Os intervalos de silêncio de um sinal de voz não contêm informação útil para o
reconhecimento. Além deles, os sinais provenientes de uma tosse, ou até mesmo o ruído
de fundo, podem causar problemas em sistemas de reconhecimento.
Detecção de Atividade de Voz (Voice Activity Detection) (VAD) é um processo
realizado antes da extração de características para identificar os intervalos em que há a
presença de fala, de silêncio e ruído. Vale salientar que essa etapa é realizada tanto para as
amostras de treinamento quanto de teste. Modelos estatísticos baseados em propriedades
da distribuição gaussiana para VAD têm sido estudados e bons resultados foram descritos
na literatura (FUKUDA et al., 2010) (MAK; YU, 2014).
Nessa técnica, a Transformada Discreta de Fourier (Discrete Fourier Transform)
(DFT) do sinal de fala e do ruído são variáveis aleatórias independentes com distribuição
de probabilidade gaussiana. Os momentos em que há (𝑖 = 1) e não há (𝑖 = 0) atividade
de voz em um sinal de fala podem ser formulados como um teste de hipótese:
∙ 𝐻0: não existe voz: 𝑌 (𝑚) = 𝐵(𝑚)
∙ 𝐻1: existe voz: 𝑌 (𝑚) = 𝑋(𝑚) +𝐵(𝑚)
em que 𝑌 (𝑚), 𝑋(𝑚) e 𝐵(𝑚) são a DFT do sinal ruidoso, sinal de voz e o ruído ou
ausência de voz, respectivamente. Portanto, determinar a atividade de voz e do ruído é
um problema de decisão calculado pelo logaritmo da razão de verossimilhança.
A Figura 3 ilustra como o VAD é determinado de acordo com o sinal de fala de
entrada do sistema.
O sinal de fala pode ser representado matematicamente por duas componentes
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Figura 3 – Detecção de atividade de sinal de fala baseado em modelagem de distribuição
gaussiana. Existem dois picos na distribuição do logaritmo da energia. O pico
com menor energia média corresponde à ausência de fala, enquanto o pico com
maior energia média corresponde à presença de fala.
gaussianas de acordo com a Expressão 3.10.
𝑝(𝑥𝑘|𝜆𝑧) =
∑︁
𝑧
𝑝(𝑥𝑘, 𝑧|𝜆𝑧) =
∑︁
𝑧
𝑝(𝑥𝑘|𝑧, 𝜆𝑧)𝑝(𝑧) (3.10)
em que 𝑥𝑘 denota o logaritmo da energia no tempo 𝑘, 𝑧 ∈ {0, 1} é o rótulo para a presença
e ausência do sinal de fala e 𝜆𝑧 = 𝜔𝑧, 𝜇𝑧, 𝑘𝑧 é o modelo GMM com os parâmetros de peso,
média e variância.
𝑝(𝑥𝑘|𝑧, 𝜆𝑧) é definida na Expressão 3.11.
𝑝(𝑥|𝑧, 𝜆𝑧) = 1√2𝜋𝑘𝑧
𝑒𝑥𝑝− (𝑥𝑘 − 𝜇𝑧)
2
2𝑘𝑧
(3.11)
Sendo 𝑥 = 𝑥0, 𝑥1, ..., 𝑥𝑀 a sequência dos logaritmos da energia dos frames, os
parâmetros do modelo 𝜆𝑧 = 𝜔𝑧, 𝜇𝑧, 𝑘𝑧 podem ser estimados pela maximização da função
densidade de probabilidade apresentada na Expressão 3.12.
𝑝(𝑥|𝜆𝑧) =
𝑘=0∏︁
𝑛
𝑝(𝑥𝑘|𝜆𝑧) (3.12)
Considerando 𝑝(𝑥𝑘|𝑧 = 1, 𝜆𝑧)𝑝(𝑧) a função densidade de probabilidade do loga-
ritmo da energia da parte do sinal que contém fala e 𝑝(𝑥𝑘|𝑧 = 0, 𝜆𝑧)𝑝(𝑧) a parte sem
presença de fala, definimos um limiar 𝜃 para minimizar o erro de classificação. O limiar 𝜃
pode ser calculado de acordo com uma equação quadrática (SHEN et al., 2016).
𝑝(𝜃|𝑧 = 1, 𝜆𝑧)𝑝(𝑧 = 1) = 𝑝(𝜃|𝑧 = 0, 𝜆𝑧)𝑝(𝑧 = 0) (3.13)
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em que as amostras abaixo do limiar são classificadas como ausência de fala e o caso
contrário, como presença de fala.
Pré-Ênfase
A voz apresenta baixas amplitudes nas altas frequências, sendo vulnerável ao ruído.
Durante a produção da fala, os lábios provocam atenuações da ordem de 6 dB/oitava nas
altas frequências ocasionadas pelo efeito combinado do espectro decrescente dos pulsos
glotais (−12 dB/oitava) e pelo efeito de radiação dos lábios (+6 dB/oitava) (SILVA, 2011).
Para garantir o nivelamento do espectro, isto é, eliminar a atenuação provocada pelo trato
vocal, um filtro FIR de primeira ordem é aplicado no sinal destacando as informações
presentes nas altas frequências (pré-ênfase). O processo de pré-enfatizar o sinal de fala
também amplifica a importância das altas frequências dos formantes (BEHRAVAN, 2012).
A Expressão 3.14 define a função de transferência da pré-ênfase como um sistema
de primeira ordem.
𝐻(𝑧) = 1− 𝑎𝑧−1, 0 ≤ 𝑎 ≥ 1 (3.14)
De acordo com a Expressão 3.14 a saída do filtro de pré-ênfase 𝑠𝑝 está relacionada
com a entrada 𝑠𝑛.
𝑠𝑝(𝑛) = 𝑠(𝑛)− 𝑎𝑠(𝑛− 1) (3.15)
em que 𝑠𝑝(𝑛) é a amostra pré-enfatizada, 𝑠(𝑛) a amostra original e a o fator de pré-ênfase.
Em estudos anteriores desenvolvidos por Kumpf et al. (1996), Silva (2011) e Souza
(2015), foram considerados valores 𝑎 = 0.95 e 𝑎 = 0.97 o que permitiu a amplificação do
sinal em 20 dB.
Divisão por Quadros e Janelamento
O sinal de fala tem características estatísticas que variam no tempo, em que parte
do sinal é aleatória (ruidosa) e outra quase estacionária. Em processamento de fala,
supõem-se que as propriedades do sinal de fala mudam lentamente com o tempo, com
taxas na ordem de 10 a 30 vezesseg. Essa variação lenta corresponde às taxas de produção
da fala na ordem de 5 a 15 sonsseg. Essa suposição leva a uma variedade de métodos de
processamento de "curta duração"nos quais segmentos curtos do sinal de fala são isolados
e processados como se fossem segmentos curtos de um som com propriedades fixas (sem
variação no tempo). Considerando esse curto período de tempo, o sinal é então janelado
em frames. Cada uma dessas janelas deslocadas refere-se a um intervalo de tempo para
análise. A segmentação do sinal é continuada até o final de uma frase (amostra de fala),
ou pode continuar indefinidamente nos casos de aplicações reais. Os segmentos de fala
resultantes são os quadros de análise, sendo representado por um conjunto de números e
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que produz uma nova sequência dependente do tempo com algumas propriedades do sinal
de fala (RABINER; SCHAFER, 2010).
Os principais tipos de janelamento encontrados na literatura e aplicados ao proces-
samento de voz são Janela Retangular, Janela de Hamming e Janela de Hanning, conforme
ilustrado na Figura 4. Apesar do janelamento retangular inserir uma aparência ruidosa no
sinal, nos casos em que as frequências dos sinais são bem próximas e as potências seme-
lhantes, ele é uma boa escolha pois melhora a resolução em frequência, pois aplica pesos
igualmente a todas as amostras no intervalo. Nas janelas de Hamming e de Hanning os
lobos secundários são menores quando comparado à janela retangular. Hanning tem lobo
secundário aproximadamente 20 dB menor que Hamming e os lobos secundários dimi-
nuem mais rapidamente (SILVA, 2011), de forma que as componentes de baixa amplitude
do sinal são melhor detectadas. O janelamento de Hamming aplica pesos às amostras
das extremidades e a largura de banda da janela de Hamming é aproximadamente duas
vezes a largura de banda de uma janela retangular do mesmo comprimento. A janela de
Hamming oferece uma atenuação muito maior (acima de 40 dB) a banda passante que a
janela retangular comparável (acima de 14 dB). A atenuação de ambas as janelas é es-
sencialmente independente da duração da janela, sendo assim, aumentar o comprimento
da janela, L, simplesmente diminui a largura de banda (RABINER; SCHAFER, 2010).
No contexto de aplicações envolvendo sinal de fala, a janela de Hamming é mais utilizada
nos trabalhos disponíveis na literatura relacionada ao processamento automático de voz
(KUMPF; KING, 1996), (SILVA, 2011).
A Expressão 3.16 define a forma geral do janelamento de Hamming com o parâ-
metro de controle 𝛼.
𝑤[𝑛, 𝛼] = (1− 𝛼)− 𝛼𝑐𝑜𝑠( 2𝜋𝑛(𝑁 − 1)), 0 ≤ 𝑛 ≥ 𝑁 − 1 (3.16)
em que o parâmetro 𝛼 controla o tamanho da abertura de curvatura da janela de Ham-
ming, conforme ilustrado na Figura 5.
A Figura 5 ilustra as diferentes curvas de janelamento ao variar o valor de 𝛼.
3.3.2 Extração de Características
O processo de extração de características consiste em parametrizar o sinal de voz
transformando-o em um vetor compacto (sem redundâncias). Esses vetores representam
as características espectrais de curta ou de longa duração da voz (FRIEDLAND et al.,
2009).
Esse processo é usualmente não inversível, pois a transformação do sinal pode não
permitir a correta reconstrução do sinal de voz. Sendo assim, a partir de um vetor de
características pode não é possível reconstruir o sinal original que gerou esse vetor.
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Figura 4 – Janelas de Hamming, Hanning e Retangular com suas respostas em frequência.
Fonte: (SILVA, 2011)
Figura 5 – Tamanhos da janela de Hamming para diferentes valores de 𝛼. Fonte: (BEH-
RAVAN, 2012)
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3.3.2.1 Coeficientes Cepstrais em Frequência Mel (MFCC)
Os Coeficientes Cepstrais em Frequência Mel (Mel Frequency Cepstral Coefficient)
(MFCC) são parâmetros espectrais de curta duração criados por Davis e Mermelstein nos
anos 80 e são utilizados em ASR até os dias atuais (KANNADAGULI; BHAT, 2015).
Surgiram a partir da análise da percepção da frequência de tons puros não segue uma
escala linear. Foram definidos subjetivamente valores de frequência associados a cada tom
puro percebido, produzindo uma distribuição de frequências na escala Mel. Nos trabalhos
de Kumpf et al. (1996), Gutman et al. (2002), Hanani et al. (2015) e Brown (2016) os
coeficientes MFCCs são utilizados como método de extração de características em sistemas
de reconhecimento de falante.
Figura 6 – Relação entre a frequência em Hertz (medida objetiva) e a frequência em escala
Mel (perceptual), evidenciando o formato logarítmico do mapeamento. Fonte:
(BEHRAVAN, 2012)
Como mostra a Figura 6, a frequência Mel é proporcional ao logaritmo da frequên-
cia linear e representa efeitos similares ao mecanismo de captura dos sinais de fala pela
orelha humano. A Expressão 3.17 define a expressão matemática que mapeia a frequência
acústica 𝑓 para a frequência mel 𝑀(𝑓).
𝑀(𝑓) = 1125 log10(1 +
𝑓
700) (3.17)
Os MFCCs são calculados em curtos intervalos que variam entre 20 − 40 ms.
Primeiramente, calculamos o quadrado do módulo da Transformada Rápida de Fourier
(Fast Fourier Transform) (FFT) das amostras da janela de análise, obtendo a resposta em
frequência de cada frame. Posteriormente a resposta em frequência do sinal é multiplicada
por um conjunto de valores 𝑁 , que são referentes aos filtros triangulares passa banda
para obter o log da energia (𝐸𝑏) de cada filtro. Esses filtros estão igualmente espaçados
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na frequência Mel. Por fim, os parâmetros desejados são obtidos por meio do cálculo
da Transformada Discreta do Cosseno (Discrete Cosine Transform) (DCT), conforme a
Expressão 3.18. A DCT remove os altos coeficientes, o que permite obter a forma espectral
do sinal.
𝐶𝑚 = Σ𝑁𝑏=1𝑐𝑜𝑠[𝑚(𝑏− 0.5)
𝜋
𝑁
]𝐸𝑏,𝑚 = 1, 2, 3, ...,𝑀 (3.18)
em que 𝑁 é o número de filtros triangulares passa banda e 𝑀 é o número total de
coeficientes cepstrais em escala-Mel. A FFT não retorna corretamente as informações dos
coeficientes de baixa ordem. Esses coeficientes são importantes por representarem a forma
espectral e por isso aplicamos DCT no sinal.
Figura 7 – Diagrama de blocos do cálculo dos coeficientes MFCC. Fonte: (DIAS, 2000)
Os coeficientes MFCC também podem usar informações do tempo como novas
características, informações essas que são referentes a primeira e segunda derivada dos
próprios coeficientes MFCC. Esses valores indicam a velocidade (coeficientes delta) e ace-
leração (coeficientes delta-delta) de cada vetor de características.
A Expressão 3.19 mostra matematicamente o cálculo do coeficiente delta.
𝑑[𝑛] = 𝑥[𝑛+ 1]− 𝑥[𝑛] (3.19)
em que 𝑥[𝑛] e 𝑥[𝑛+ 1] são coeficientes MFCCs consecutivos e 𝑑[𝑛] os coeficientes delta.
Os coeficientes delta-delta são obtidos de acordo com a Expressão 3.20:
𝑑[𝑛]2 = 𝑑[𝑛+ 1]− 𝑑[𝑛] (3.20)
em que 𝑑[𝑛] e 𝑑[𝑛+ 1] são coeficientes delta calculados pela Expressão 3.19.
3.3.2.2 Coeficientes Delta Deslocados (SDC)
Em Torres-Carrasquillo et al. (2002), Jalalvand et al. (2012) e Djellab et al. (2015),
foi demonstrado que os SDCs apresentaram bons resultados para a extração de caracte-
rísticas utilizadas na identificação de idioma e dialetos, ou seja, análise espectral no nível
da palavra pronunciada. Assim como os MFCCs, os SDCs são parâmetros acústicos que
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correspondem à representação das informações de longa duração de um sinal de fala,
no qual o vetor de características é formado a partir do empilhamento dos coeficientes
delta cepstrais de frames consecutivos. Apesar de mais informação temporal do sinal ser
adicionada ao vetor de características, os SDCs são uma versão mais compacta do vetor.
O cálculo dos coeficientes SDC, Δ𝑐(𝑡), leva em consideração o parâmetro N, que
representa o número de coeficientes cepstrais para o frame t, d o avanço ou atraso no
tempo, P o salto entre blocos consecutivos e 𝐾 o número de blocos em que os coefici-
entes delta são concatenados para formar o vetor de características resultante, conforme
ilustrado na Figura 8.
Figura 8 – Cálculo do vetor de SDCs para o frame t com os parâmetros N, d, P e K.
Fonte: (BEHRAVAN, 2012)
No caso ilustrado na Figura 8, o vetor final Δ𝑐(𝑡) é obtido pela concatenação de
todos os Δ𝑐(𝑡+ 𝑖𝑃 ) conforme demonstrado na Expressão 3.21.
Δ𝑐(𝑡) = 𝑐(𝑡+ 𝑖𝑃 + 𝑑)− 𝑐(𝑡+ 𝑖𝑃 − 𝑑) (3.21)
em que 𝑐(𝑡) é o vetor de características.
3.4 Classificação
3.4.1 Gaussian Mixture Model
O GMM é um modelo estatístico generativo no qual um conjunto de características
são modeladas pela combinação linear ponderada de C componentes gaussianas multiva-
riada, de dimensão 𝐷𝑜, parametrizadas pelos valores de peso 𝑤𝑐, das médias 𝜇𝑐 e a matriz
de covariância Σ𝑐4.
4 Na prática, os sistemas de reconhecimento usam uma matriz de covariância diagonal em vez de matriz
total para definir modelos de GMM. Matriz de covariância total não são necessárias mesmo que as
características não sejam estatisticamente independentes, como é o caso dos parâmetros do MFCC
(DEHAK, 2009).
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𝑝(𝑥|𝜆) =
𝐶∑︁
𝑐=1
𝑤𝑐𝒩 (𝑥|𝜇𝑐,Σ𝑐) (3.22)
𝒩 (𝑥|𝜇𝑐,Σ𝑐) = 1(2𝜋)𝑀2 |Σ𝑐| 12
𝑒𝑥𝑝{−12(𝑥− 𝜇𝑐)
𝑇Σ−1𝑐 (𝑥− 𝜇𝑐)}
em que 𝜆 = {𝑤𝑐, 𝜇𝑐,Σ𝑐}𝑐={1,...,𝐶}. As misturas de gaussianas devem satisfazer as seguintes
condições: 0 ≤ 𝑤𝑐 ≤ 1 e ∑︀𝐶𝑐=1𝑤𝑐 = 1.
Nas distribuições gaussianas multivariada, a média (estatística de primeira ordem)
e a covariância (estatística de segunda ordem) definem uma estatística suficiente. Em
relação a um modelo estatístico, uma estatística é suficiente se nenhuma outra, calculada
a partir da mesma amostra, fornece qualquer informação adicional tal como o valor do
parâmetro.
Em um modelo de mistura de gaussianas, dada uma amostra 𝑆 e o vetor de
características O = {𝑜1, 𝑜2, ..., 𝑜𝐾}, as estatísticas suficientes de zero, primeira e segunda
ordem para cada componente 𝑐 são calculadas de acordo com as Expressões 3.23, 3.24 e
3.25, respectivamente.
𝑛𝑐(O) =
𝐾∑︁
𝑘=1
𝛾𝑐(𝑜𝑘) (3.23)
𝑓𝑐(O) =
𝐾∑︁
𝑘=1
𝛾𝑐(𝑜𝑘)𝑜𝑘 (3.24)
𝑆𝑐(O) =
𝐾∑︁
𝑘=1
𝛾𝑐(𝑜𝑘)(𝑜𝑘 − 𝑓𝑐(O)(𝑜𝑘 − 𝑓𝑐(O)𝑇 (3.25)
em que 𝛾𝑐 representa a probabilidade a posteriori da k-ésima observação da amostra 𝑆
para o c-ésimo componente, 𝑓𝑐 indica o valor da esperança da mistura 𝑐 de uma determi-
nada amostra e 𝑆𝑐 representa a variância das probabilidades das componentes 𝑐 de uma
determinada amostra (SHAFEY, 2014).
Na Expressão 3.26, é definida a probabilidade posterior, também chamada de res-
ponsabilidade, da k-ésima observação da amostra 𝑆 do c-ésimo componente. Ela expressa
quão bem uma componente 𝑐 do GMM representa um vetor de características ou obser-
vação.
𝛾𝑐(𝑜𝑘) =
𝑤𝑐𝒩 (𝑜𝑐|𝜇𝑐,Σ𝑐)∑︀𝐶
𝑐=1𝑤𝑐𝒩 (𝑜𝑘|𝜇𝑐,Σ𝑐)
(3.26)
Amplamente estudado no estado da arte e aplicado ao reconhecimento (verifica-
ção/identificação) de locutor e de fala (idioma/dialeto e sotaques), as principais vantagens
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de usar GMM como modelo estatístico advêm do fato dele modelar a configuração do
trato vocal, refletindo características que dependem de cada falante e que definem a sua
identidade. Além disso, a mistura de funções de densidade de probabilidade gaussianas
fornece uma aproximação suave à distribuição das observações das amostras obtidas por
um determinado falante (REYNOLDS; ROSE, 1995).
3.4.1.1 Universal Background Model - (UBM)
Reynolds et al. (2000) apresentaram um método de treinamento eficiente usando
um GMM independente de classe, chamado de Modelo Universal de Fundo (Universal
Background Model) (UBM). A ideia é gerar o modelo específico 𝜆𝑖 de uma classe por meio
da adaptação dos parâmetros da classe 𝑖 treinados no UBM, supondo que ele descreverá
adequadamente as características subjacentes de cada classe observada. Essa abordagem
é utilizada quando a quantidade de amostras de treinamento para cada classe do sistema
de reconhecimento é limitada.
Treinamento do UBM
Dado um vetor de características O𝑡𝑟𝑒𝑖𝑛𝑜 = {𝑜1, 𝑜2, ..., 𝑜𝐾𝑡𝑟𝑒𝑖𝑛𝑜} e supondo que são
vetores independentes, os parâmetros do modelo 𝜆𝑐 = 𝑤𝑐, 𝜇𝑐,Σ𝑐, com 𝑐 = 1, ..., 𝐶, da classe
𝑖 são estimados de forma que a probabilidade definida na Expressão 3.27 seja máxima.
log𝑃 (O|𝜆) =
𝐾∑︁
𝑘=1
log𝑃 (𝑜𝑘|𝜆) (3.27)
Não existe uma forma analítica para maximização dessa função (BISHOP, 2006).
Os parâmetros 𝑤𝑐, 𝜇𝑐,Σ𝑐 do modelo 𝜆 podem ser estimados iterativamente pelo algoritmo
Expectation-Maximization (EM), garantindo que a 𝑝(𝑂|𝜆𝑘+1) > 𝑝(𝑂|𝜆𝑘) (REYNOLDS,
1995), (REYNOLDS et al., 2000) e (GE, 2016). O EM inicia com um GMM com parâme-
tros 𝜆0. Na prática, o GMM inicial é obtido por meio de um algoritmo de agrupamento
k-means ou sua variante k-means ++, que inicializa os centros do cluster (SHAFEY,
2014).
Na etapa 𝐸 as variáveis não observadas são estimadas a partir das variáveis ob-
servadas e das estimativas atuais dos parâmetros do modelo GMM. Durante a etapa 𝑀
as probabilidades anteriormente calculadas são maximizadas considerando que nesse mo-
mento as variáveis não observadas já são conhecidas. Espera-se que as probabilidades
sejam maximizadas a cada iteração, garantindo a convergência do processo.
No Pseudocódigo, 1 é descrito o algoritmo de Estimação da Máxima Verossimi-
lhança (Maximum Likelihood Estimation) (MLE) de treinamento do UBM (DEMPSTER
et al., 1977).
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Pseudocódigo 1 – Algoritmo da MLE do GMM usando EM
1: Inicializar o GMM 𝜆0 = {𝑤0𝑐 , 𝜇0𝑐 ,Σ0𝑐}𝑐={1,...,𝐶} e o conjunto de treinamento O𝑡𝑟𝑒𝑖𝑛𝑜 =
{𝑜1, 𝑜2, ..., 𝑜𝐾𝑡𝑟𝑒𝑖𝑛𝑜}
2: for j = 1 até o número máximo de iterações do EM do
3: E-Step: Calcular as probabilidades posteriores dos parâmetros atuais do GMM
𝛾𝑗𝑖 (𝑜𝑘) = 𝑤
𝑗−1
𝑐 𝒩 (𝑜𝑘|𝜇𝑗−1𝑐 ,Σ𝑗−1𝑐 )
Σ𝐶𝑐=1𝑤
𝑗−1
𝑐 𝒩 (𝑜𝑘|𝜇𝑗−1𝑐 ,Σ𝑗−1𝑐 ) ◁ Equação 3.26
E as estatísticas suficientes:
𝑛𝑗𝑐(O𝑡𝑟𝑒𝑖𝑛𝑜) =
∑︀𝐾𝑡𝑟𝑒𝑖𝑛𝑜
𝑘=1 𝛾
𝑗
𝑐(𝑜𝑘) ◁ Equação 3.23
𝑓 𝑗𝑐 (O𝑡𝑟𝑒𝑖𝑛𝑜) =
∑︀𝐾𝑡𝑟𝑒𝑖𝑛𝑜
𝑘=1 𝛾
𝑗
𝑐(𝑜𝑘)𝑜𝑘 ◁ Equação 3.24
𝑆𝑗𝑐 (O𝑡𝑟𝑒𝑖𝑛𝑜) =
∑︀𝐾𝑡𝑟𝑒𝑖𝑛𝑜
𝑘=1 𝛾
𝑗
𝑐(𝑜𝑘)
(︂
𝑜𝑘 − 𝑓
𝑗
𝑐 (O𝑡𝑟𝑒𝑖𝑛𝑜)
𝑛𝑗𝑐(O𝑡𝑟𝑒𝑖𝑛𝑜)
)︂(︂
𝑜𝑘 − 𝑓
𝑗
𝑐 (O𝑡𝑟𝑒𝑖𝑛𝑜)
𝑛𝑗𝑐(O𝑡𝑟𝑒𝑖𝑛𝑜)
)︂𝑇
◁ Equação 3.25
4: M-Step: Pesos: 𝑤𝑗𝑐 =
𝑛𝑗𝑐(O𝑡𝑟𝑒𝑖𝑛𝑜)
𝐾𝑡𝑟𝑒𝑖𝑛𝑜
Médias: 𝜇𝑗𝑐 = 1𝑛𝑗𝑐(O𝑡𝑟𝑒𝑖𝑛𝑜)𝑓
𝑗
𝑐 (O𝑡𝑟𝑒𝑖𝑛𝑜)
Matriz de covariância: Σ𝑗𝑐 = 1𝑛𝑗𝑖 (O𝑡𝑟𝑒𝑖𝑛𝑜)𝑆
𝑗
𝑐 (O𝑡𝑟𝑒𝑖𝑛𝑜)
5: Avaliar a probabilidade, verificar a convergência e parar a iteração se o critério de
convergência foi satisfeito.
6: end for
7: return Estimativa da probabilidade máxima 𝜆𝑀𝐿 = {𝑤𝑀𝐿𝑐 , 𝜇𝑀𝐿𝑐 ,Σ𝑀𝐿𝑐 }𝑐={1,...,𝐶}
Estimação dos Modelos do GMM - Maximum a Posteriori (MAP)
Após o treinamento do UBM, um modelo específico de cada classe é derivado
adaptando os parâmetros 𝜆𝑈𝐵𝑀 = 𝜆𝑀𝐿 do UBM, em um processo chamado de Maximum-
A-Posteriori. Ele é uma forma de adaptação de Bayes. cuja estatísticas calculadas no
MLE são linearmente combinadas com as antigas estatísticas ({𝛼𝑤𝑐 , 𝛼𝑚𝑐 , 𝛼𝑣𝑐)} para obter
os parâmetros adaptados 𝑤𝑀𝐴𝑃𝑐 , 𝜇𝑀𝐴𝑃𝑐 e Σ𝑀𝐴𝑃𝑐 .
No Pseudocódigo 2, é descrito o algoritmo de adaptação MAP.
Existe uma dependência dos coeficientes de adaptação {𝛼𝑤𝑐 , 𝛼𝑚𝑐 , 𝛼𝑣𝑐} na obtenção
dos parâmetros 𝑤𝑀𝐴𝑃𝑐 , 𝜇𝑀𝐴𝑃𝑐 e Σ𝑀𝐴𝑃𝑐 , pois esses coeficientes mantêm o equilíbrio entre
as novas e antigas estatísticas. No trabalho de Reynolds et al. (2000), é proposto utilizar
um único coeficiente de adaptação para estimação da dependência do dados para cada
componente GMM. Ou seja, 𝛼𝑐 = 𝛼𝑤𝑐 = 𝛼𝑚𝑐 = 𝛼𝑣𝑐 .
A Expressão 3.28 define matematicamente o coeficiente de adaptação.
𝛼𝑐 =
𝑛𝑀𝐴𝑃𝑐
𝑛𝑀𝐴𝑃𝑐 + 𝜌
(3.28)
em que 𝜌 é o fator de relevância e 𝑛𝑀𝐴𝑃𝑐 é a estatística de primeira ordem das amostras
de cadastro.
Durante o treinamento do UBM, as componentes que estão com um valor menor
de contagem probabilística (mais distantes das amostras de cadastro), não são adaptadas
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Pseudocódigo 2 – Algoritmo MAP para GMM.
1: Inicializar o GMM 𝜆𝑈𝐵𝑀 = {𝑤𝑈𝐵𝑀𝑐 , 𝜇𝑈𝐵𝑀𝑐 ,Σ𝑈𝐵𝑀𝑐 }𝑐={1,...,𝐶} e a amostras de cadastro
O𝑐𝑎𝑑𝑎𝑠𝑡𝑟𝑜 = {𝑜1, 𝑜2, ..., 𝑜𝐾𝑐𝑎𝑑𝑎𝑠𝑡𝑟𝑜}
2: E-Step: Calcular as probabilidades posteriores usando os parâmetros do UBM
𝛾𝑗𝑐(𝑜𝑘) =
𝑤𝑈𝐵𝑀𝑐 𝒩 (𝑜𝑘|𝜇𝑈𝐵𝑀𝑐 ,Σ𝑈𝐵𝑀𝑐 )
Σ𝐶𝑐=1𝑤𝑈𝐵𝑀𝑐 𝒩 (𝑜𝑘|𝜇𝑈𝐵𝑀𝑐 ,Σ𝑈𝐵𝑀𝑐 )
◁ Equação 3.26
E as estatísticas suficientes:
𝑛𝑀𝐴𝑃𝑐 (O𝑐𝑎𝑑𝑎𝑠𝑡𝑟𝑜) =
∑︀𝐾𝑐𝑎𝑑𝑎𝑠𝑡𝑟𝑜
𝑘=1 𝛾𝑐(𝑜𝑘) ◁ Equação 3.23
𝑓𝑀𝐴𝑃𝑐 (O𝑐𝑎𝑑𝑎𝑠𝑡𝑟𝑜 =
∑︀𝐾𝑐𝑎𝑑𝑎𝑠𝑡𝑟𝑜
𝑘=1 𝛾𝑐(𝑜𝑘)𝑜𝑘 ◁ Equação 3.24
𝑆𝑀𝐴𝑃𝑐 (O𝑐𝑎𝑑𝑎𝑠𝑡𝑟𝑜) =
∑︀𝐾𝑐𝑎𝑑𝑎𝑠𝑡𝑟𝑜
𝑘=1 𝛾
𝑀𝐴𝑃
𝑐 (𝑜𝑘)
(︁
𝑜𝑘 − 𝑓𝑀𝐴𝑃𝑐 (O𝑐𝑎𝑑𝑎𝑠𝑡𝑟𝑜)𝑛𝑀𝐴𝑃𝑐 (O𝑐𝑎𝑑𝑎𝑠𝑡𝑟𝑜)
)︁ (︁
𝑜𝑘 − 𝑓𝑀𝐴𝑃𝑐 (O𝑐𝑎𝑑𝑎𝑠𝑡𝑟𝑜)𝑛𝑀𝐴𝑃𝑐 (O𝑐𝑎𝑑𝑎𝑠𝑡𝑟𝑜)
)︁𝑇
◁ Equação 3.25
3: M-Step: Atualizar os parâmetros do modelo:
Pesos: 𝑤𝑀𝐴𝑃𝑐 =
(︁
𝛼𝑤𝑐
𝑛𝑀𝐴𝑃𝑐 (O𝑐𝑎𝑑𝑎𝑠𝑡𝑟𝑜)
𝐾𝑐𝑎𝑑𝑎𝑠𝑡𝑟𝑜
+ (1− 𝛼𝑤𝑐 )𝑤𝑈𝐵𝑀𝑐
)︁
𝜌
Médias: 𝜇𝑀𝐴𝑃𝑐 = 𝛼𝑚𝑐
𝑓𝑀𝐴𝑃𝑐 (O𝑐𝑎𝑑𝑎𝑠𝑡𝑟𝑜)
𝑛𝑀𝐴𝑃𝑐 (O𝑐𝑎𝑑𝑎𝑠𝑡𝑟𝑜)
+ (1− 𝛼𝑚𝑐 )𝜇𝑈𝐵𝑀𝑐
Matriz de covariância: Σ𝑀𝐴𝑃𝑐 = 𝛼𝑣𝑐𝑆𝑀𝐴𝑃𝑖 (O𝑐𝑎𝑑𝑎𝑠𝑡𝑟𝑜) + (1 −
𝛼𝑣𝑐)
(︁
Σ𝑈𝐵𝑀𝑐 + (𝜇𝑈𝐵𝑀𝑐 )2 − (𝜇𝑀𝐴𝑃𝑐 )2
)︁
4: return Estimativa MAP do GMM 𝜆𝑀𝐴𝑃 = {𝑤𝑀𝐴𝑃𝑐 , 𝜇𝑀𝐴𝑃𝑐 ,Σ𝑀𝐴𝑃𝑐 }𝑐={1,...,𝐶}
devido à alta ambiguidade causada pela baixa quantidade de amostras no espaço de ca-
racterísticas. No caso das amostras estarem mais próximas, as componentes com maiores
valores de contagem probabilística, são mais adaptadas. A vantagem de usar um coefici-
ente de adaptação (fator de relevância) para controle da dependência dos dados é que ela
permite controlar o equilíbrio entre esses dois efeitos (REYNOLDS et al., 2000), (LI et
al., 2013) e (SHAFEY, 2014).
A Figura 9 ilustra a ideia de treinamento de um GMM-UBM.
Figura 9 – Modelo GMM-UBM convencional - Um GMM-UBM é treinado em um con-
junto de dados de um grande número de classes (amostras de voz). Os modelos
GMM específicos de cada classe são então adaptados do UBM usando a esti-
mação máximo a posteriori (MAP).
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Na prática, é mostrado nos trabalhos de Reynolds et al. (1997) e Laurent El Shafey
(2014) que apenas a adaptação dos parâmetros da média do UBM são efetivos em sistemas
de reconhecimento de locutor. Desta forma, os modelos específicos de cada classe são
representados por um único supervetor que representa os parâmetros do modelo (pesos,
médias e matrizes de covariância). Na seção a seguir, mostramos uma forma compacta
de escrever a adaptação MAP dos valores das médias usando a notação de super vetores
GMM.
3.4.1.2 Notação dos Super vetores
Super vetores representam a adaptação MAP do UBM de forma que as médias
são concatenadas em um único vetor de médias 𝑚.
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒
𝜇1
𝜇2
.
.
𝜇𝑖
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒
Como demonstrado no trabalho de Vogt e Sridharan (2008), o modelo da mistura
de gaussianas que melhor representa as observações acústicas 𝑂 de uma amostra 𝑋 é a
combinação de um modelo de uma classe, sendo ele independente da sessão, com a adição
de um deslocamento dependente da sessão (𝑈𝑧). Digamos que a estimativa de um modelo
GMM de uma classe, na qual os vetores das médias concatenadas estão em um subespaço
de baixa dimensão, pode ser formulado de acordo com a Expressão 3.29.
𝜇𝑖 = 𝑚+ 𝑈𝑧𝑖 (3.29)
em que 𝜇𝑖 é o supervetor das médias concatenadas de tamanho 𝐶𝐷 × 1, 𝑚 é a média a
priori, 𝑧𝑖 é a variável vetorial de baixa dimensão 𝑅𝑧×1 e 𝑈 é uma matriz de transformação
𝐶𝐷 ×𝑅𝑧. Considera-se que a variável latente 𝑧𝑖 é normalmente distribuída, 𝑧 ∼ 𝒩 (0, 𝐼).
Na expressão anterior, 𝑈 deve satisfazer a condição definida na Expressão 3.30.
𝐼 = 𝜏𝑈𝑇Σ−1𝑈 (3.30)
em que Σ é uma matriz diagonal cujos valores da diagonal consistem nas matrizes de
covariância Σ𝑖 de cada componente 𝑖 do UBM e 𝜏 é o fator de relevância. No tamanho da
matriz 𝑈 , 𝐶 refere-se ao número de componentes gaussianas do GMM e 𝐷𝑜 à dimensão
dos vetores de característica.
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Desenvolvendo a Expressão 3.30 como um sistema linear 𝐴𝑦 = 𝑏, em que 𝐴 =
𝐼 + 𝑈𝑇Σ−1𝑁𝑈 , 𝑏 = 𝑈𝑇Σ−1𝑓𝑗|𝑚 e 𝐼 descrito em 3.30, temos:
(𝜏𝐼 +𝑁𝑗)𝑈𝑦 = 𝑓𝑗|𝑚 (3.31)
𝑈𝑦 = 𝑦′
𝑦′ = (𝜏𝐼 +𝑁𝑗)−1𝑓𝑗|𝑚 (3.32)
em 𝑁𝑗 e 𝑓𝑗|𝑚 referem-se à estatística de ordem zero (contagem) e à média centralizada da
estatística de primeira ordem da amostra de cadastro 𝑆𝑗 da classe 𝑗, respectivamente.
A estatística de ordem zero da classe 𝑗 é definida na Expressão 3.33.
𝑁𝑗 =
𝑆∑︁
𝑠=1
𝑁𝑗,𝑠 (3.33)
em que 𝑁 é uma matriz diagonal 𝐶𝐷×𝐶𝐷 consistindo de 𝐶 blocos matriciais 𝑁𝑖 = 𝑛𝑖𝐼
ao longo da diagonal. 𝐼 é a matriz identidade 𝐷 × 𝐷. Cada termo 𝑛𝑗,𝑠;𝑖 é a estatística
de ordem zero do componente 𝑖 para a s-ésima amostra da classe 𝑗, de acordo com a
Expressão 3.23 e o tamanho de 𝑛𝑗,𝑠;𝑖 é (𝐷𝑜, 𝐷𝑜).
A média centralizada da estatística de primeira ordem é calculada de acordo com
a Expressão 3.34.
𝑓𝑗|𝑚 =
𝑆∑︁
𝑠=𝑗
𝑓𝑗,𝑠|𝑚 (3.34)
em que a média centralizada da amostra 𝑠 da classe 𝑗 e 𝑓𝑗,𝑠|𝑚 está definida na Expressão
3.35.
𝑓𝑗,𝑠|𝑚 = 𝑓𝑗,𝑠 −𝑁𝑗,𝑠𝑚 (3.35)
em que 𝑓𝑗,𝑠 = [𝑓𝑇𝑗,𝑠;1, 𝑓𝑇𝑗,𝑠;2, ..., 𝑓𝑇𝑗,𝑠;𝐼 ]𝑇 e sendo 𝑓𝑗,𝑠;𝑖 o valor da estatística de primeira ordem
da componente 𝑖 da amostra 𝑠 da classe 𝑗, de acordo com a Expressão descrita em 3.24.
3.4.2 iVectors (Identity Vector)
É uma técnica alternativa proposta por Dehak et al. (2010) a partir da observa-
ção das falhas do Análise Fatorial Conjunta (Joint Factor Analysis) (JFA) em separar
as variações intra e inter-classe em dois subespaços diferentes. Neste mesmo trabalho,
Dehak et al. (2010) mostraram que as características do canal também são relevantes
para distinguir diferenças entre locutores em sistemas de reconhecimento.
O princípio do iVector é representar os super vetores GMM em um subespaço
Variabilidade Total (Total Variability) (TV) de pequena dimensão que represente as in-
formações intra e inter-classe. Um fator 𝑤, os iVectors, de baixa dimensão é extraído de
Capítulo 3. Revisão Bibliográfica 62
cada amostra 𝑋, baseado na matriz de variabilidade total do conjunto de amostras de
treinamento. Nesse processo, são capturadas as informações específicas para discriminar
as características de cada classe e também de diferentes sessões de cada classe. O termo
sessão indica as diferentes condições de captura do sinal processado.
O super vetor GMM 𝑚 é representado matematicamente na Expressão 3.36.
𝜇 = 𝑚+ 𝑇𝑣 (3.36)
em que 𝜇 é o super vetor das médias do UBM 𝜆Ω, 𝑇 é um subespaço (matriz) de pe-
quena dimensão, 𝑣 é um vetor aleatório independente com distribuição normal 𝑁(0, 𝐼)
e que corresponde ao iVector. O treinamento da matriz 𝑇 é realizado a partir da adap-
tação do UBM e nessa matriz não existe distinção entre as variações intra e inter-classe
representadas pelos super vetores GMM 𝜇.
A técnica TV apenas extrai um iVector de baixa dimensão 𝑤 de cada amostra
com base na variabilidade do conjunto de treinamento do sistema. Assim, é provável que
capture informações específicas da classe e específicas da sessão.
A Figura 10 ilustra um sistema ASR com iVectors.
Figura 10 – Sistema ASR baseado em iVectors. Um GMM-UBM é treinado e os modelos
GMM específicos de cada classe são adaptados do UBM (MAP). Após o
treinamento da matriz 𝑇 , os iVectors são extraídos para cada amostra.
3.4.2.1 Treinamento da Matriz de Variabilidade Total 𝑇
O subespaço 𝑇 é obtido maximizando a probabilidade sobre um grande conjunto
(dados) de treinamento usando o algoritmo EM. No E-Step são realizadas as estimativas
das variáveis latentes 𝑣𝑖,𝑗 para cada amostra de entrada e no M-Step são atualizados os
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parâmetros dessas variáveis. O subespaço 𝑇 considera cada amostra de entrada como
pertencente a uma classe e se baseia na matriz de covariância Σ𝑇𝑉 que modela o residual.
E-Step
Dada uma amostra 𝑋𝑖,𝑗, a variável latente 𝑣𝑖,𝑗 é obtida de acordo com as Equações
3.37 e 3.38.
𝐸 [𝑣𝑖,𝑗] =
(︁
𝐼 + 𝑇 𝑇Σ−1𝑇𝑉𝑁𝑖,𝑗𝑇
)︁−1
𝑇 𝑇Σ−1𝑇𝑉 𝑓𝑖,𝑗|𝑚 (3.37)
em que 𝑓𝑖,𝑗|𝑚 são as estatísticas de primeira ordem normalizadas.
𝐸
[︁
𝑣𝑖,𝑗𝑣
𝑇
𝑖,𝑗
]︁
=
(︁
𝐼 + 𝑇 𝑇Σ−1𝑇𝑉𝑁𝑖,𝑗𝑇
)︁−1
+ 𝐸 [𝑣𝑖,𝑗]𝐸 [𝑣𝑖,𝑗]𝑇 (3.38)
M-Step
No M-Step, o subespaço 𝑇 e a matriz de covariância são atualizados de acordo
com as Equações 3.39 e 3.40.
𝑇𝑐
⎛⎝ 𝐼∑︁
𝑖=1
𝐽𝑖∑︁
𝑗=1
𝑁𝑖, 𝑗; 𝑐𝐸
[︁
𝑣𝑖,𝑗𝑣
𝑇
𝑖,𝑗
]︁⎞⎠ = 𝐼∑︁
𝑖=1
𝐽𝑖∑︁
𝑗=1
𝑓𝑖,𝑗;𝑐|𝑚𝐸
[︁
𝑣𝑇𝑖,𝑗
]︁
(3.39)
Σ𝑇𝑉 ;𝑐 =
1
𝑛𝑐(𝑂𝑡𝑟𝑒𝑖𝑛𝑜)
𝐼∑︁
𝑖=1
𝐽𝑖∑︁
𝑗=1
[︂
𝑆𝑖,𝑗;𝑐 − 12
(︁
𝑓𝑖,𝑗|𝑐𝐸 [𝑣𝑖,𝑗]𝑇 𝑇 𝑇𝑐 + 𝑇𝑐𝐸 [𝑣𝑖,𝑗] 𝑓𝑇𝑖,𝑗|𝑐
)︁]︂
(3.40)
𝑇 é inicializado aleatoriamente e Σ𝑇𝑉 derivada da matriz de covariância do UBM.
Σ𝑇𝑉 pode ser diagonal ou cheia, com dimensão 𝐶𝐷×𝐶𝐷 e modela a variabilidade residual
nos vetores de características observadas, as quais não são capturadas em 𝑇 .
Observamos que as Equações 3.39 e 3.40 do M-Step são uma soma sobre todas
as amostras do conjunto de treinamento, reduzindo consideravelmente os requisitos de
processamento ao se utilizar essa técnica de modelagem de dados.
O Pseudocódigo 3 descreve o passo a passo do treinamento da matriz de variabi-
lidade total 𝑇 .
3.4.2.2 Pré-Processamento dos iVectors
Após o treinamento da matriz 𝑇 , os iVectors para um amostra 𝑋 são obtidos de
acordo com a Equação 3.41. O iVector 𝑣𝑖 é extraído usando estatísticas centralizadas de
Baum-Welch de ordem zero (𝑁𝑖) e de primeira ordem (𝑓𝑖|𝑚) das amostras de treinamento.
𝑣𝑖 =
(︁
𝐼 + 𝑇 𝑇Σ−1𝑇𝑉𝑁𝑖𝑇
)︁−1
𝑇 𝑇Σ−1𝑇𝑉 𝑓𝑖|𝑚 (3.41)
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Pseudocódigo 3 – Algoritmo de Treinamento da Matriz 𝑇 usando EM
1: 𝑣𝑖,𝑗 = 0; 𝑖 = 1, ...., 𝐼 𝑗 = 1, ...., 𝐽𝑖
2: Estimar 𝑁𝑖,𝑗 e 𝑓𝑖,𝑗|𝑚; 𝑖 = 1, ...., 𝐼 𝑗 = 1, ...., 𝐽𝑖 ◁ Equação 3.33 e 3.35
3: Inicializar 𝑇 aleatoriamente e Σ𝑇𝑉 com Σ
4: for j = 1 até o número máximo de iterações do EM do
E-Step :
Estimar 𝐸[𝑣𝑖,𝑗] ◁ Equação 3.37
Estimar 𝐸[𝑣𝑖𝑣𝑇𝑖,𝑗] ◁ Equação 3.38
M-Step :
for c=1 até C do
Atualizar 𝑇𝑐 ◁ Equação 3.39
Atualizar Σ𝑇𝑉,𝑐 ◁ Equação 3.40
end for
5: end for
6: return Subespaço TV e matriz de covariância [𝑇,Σ𝑇𝑉 ]
3.4.2.3 Extração dos iVectors
Como forma de melhorar a performance na obtenção dos iVectors, Wallace et al.
(2012) propuseram usar a técnica de whitening, transformando a covariância dos iVectors
em uma matriz identidade. Essa operação normaliza as direções que podem dominar o
espaço dos iVectors.
Dado um conjunto de médias 𝑣 do treinamento dos iVectors, temos a Equação
3.42:
𝑣𝑤ℎ𝑖𝑡 = 𝑊𝑊𝐻𝐼𝑇 (𝑣 − 𝑣) (3.42)
em que 𝑣𝑤ℎ𝑖𝑡 é o iVector branqueado e 𝑊𝑊𝐻𝐼𝑇 é a transformação de braqueamento. A
transformação𝑊𝑊𝐻𝐼𝑇 é calculada pela decomposição de Cholesky de Σ−1 = 𝑊 𝑇𝑊𝐻𝐼𝑇
(︁
𝑊 𝑇𝑊𝐻𝐼𝑇
)︁𝑇
,
com Σ sendo a matriz de covariância do conjunto de treinamento dos iVectors.
3.4.3 SVM (Support Vector Machine)
O algoritmo da SVM faz um mapeamento de maneira não linear das amostras
do conjunto de treinamento 𝑇 e determina o separador ótimo a partir dos dados de
entrada de um espaço de características (feature space) (VAPNIK; CHERVONENKIS,
1974) (CORTES; VAPNIK, 1995) (DEHAK et al., 2009). Quando os dados de treinamento
são separáveis, o hiperplano ótimo no espaço de características é aquele que apresenta a
máxima margem de separação 𝐻. Para o caso em que os dados não são linearmente
separáveis (superposição de dados), é utilizado um conceito mais geral da SVM.
Diferentemente das abordagens UBM-GMM e iVector, que são baseadas em fun-
ções de distribuições de probabilidade (generative model), SVM é uma técnica de abor-
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dagem discriminativa para problemas de classificação ou regressão. Ela se assemelha à
técnica de regressão logística, na qual usamos a saída da função discriminante, por exem-
plo a função sinal e encontramos um valor dentro do intervalo [0, 1]. Se o valor encontrado
for maior que um determinado limiar, atribuímos a ele um rótulo 1, senão atribuímos um
rótulo 0.
De acordo com os trabalhos de pesquisa de Hanani et al. (2015) e Brown et al.
(2016), a ideia de um hiperplano linear separando as características da fala de classes de
sotaques foi aplicada e alcançou índices de acerto acima de 70%. Conforme verificamos
mais adiante neste capítulo, a SVM é um classificador binário bastante robusto no que diz
respeito a sua capacidade discriminatória e eficiência. Sendo assim, em uma configuração
“um contra todos”, portanto binária, e usando os super vetores GMM, a ideia é projetar
os vetores GMM em um espaço multidimensional, e determinar um hiperplano ideal entre
uma classe de sotaque e todas as outras classes diferentes dela.
3.4.3.1 Hiperplano em classes linearmente separáveis
Os classificadores que separam dados por meio de um hiperplano são denominados
lineares. Considerando um conjunto de dados de treinamento (𝑥𝑖, 𝑦𝑖)1≤𝑖≥𝑁 , 𝑥 ∈ ℜ𝑚, 𝑦 ∈
−1,+1, em que 𝑥𝑖 é uma dada amostra de entrada 𝑖 e 𝑦𝑖 é a resposta desejada, as amostras
são rotuladas como classe positiva e negativa usando uma função de classificação binária
𝑔 : 𝑋 ⊆ ℜ𝑚 → ℜ, em que se 𝑔(𝑥) ≥ 0, então a classe é +1. Por outro lado, se 𝑔(𝑥) ≤ 0,
então a classe é −1.
A superfície de decisão entre as classes positivas e negativas é definida de acordo
com um função 𝑔, em que 𝑥 é o vetor de entrada, 𝑤 ∈ 𝑋 é o vetor normal ao hiperplano
e 𝑏 corresponde à distância do hiperplano em relação à origem, com 𝑏 ∈ ℜ, conforme a
Expressão 3.43.
𝑥→ 𝑔(x) = w𝑇x + 𝑏 (3.43)
A partir de 𝑔(x), é possível obter um número infinito de hiperplanos que satisfazem
as restrições a seguir, supondo que as classe são linearmente separáveis, pela multiplicação
dew e 𝑏 por uma mesma constante, de forma que os exemplos mais próximos ao hiperplano
w𝑇x + 𝑏 = 0 satisfaçam as inequações apresentadas a seguir. É possível verificar que os
hiperplanos são obtidos a partir de uma regra de decisão.
(w𝑇xi) + 𝑏 ≥ 1,∀𝑥 classe da direita (3.44)
(w𝑇x𝑖) + 𝑏 ≤ −1,∀𝑥 classe da esquerda (3.45)
𝑦𝑖[(w𝑇x𝑖) + 𝑏] ≥ 1 ∀(𝑥𝑖, 𝑦𝑖) ∈ 𝑇 (3.46)
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As Figuras 11a e 11b ilustram um separador linear das características.
(a) (b)
Figura 11 – Ilustração de um separador linear das características. Fonte: <http://
saedsayad.com/support_vector_machine.htm>
Num dado vetor de pesos 𝑤 e intercepto 𝑏, a separação entre o hiperplano 𝑔(x) =
(w𝑇x) + 𝑏 = 0 e o dado de entrada mais próximo é chamada de margem de separação 𝜌.
Conforme definido nas Inequações 3.46, existirão infinitos hiperplanos dentre os quais se
busca um hiperplano particular em que a margem de separação 𝜌 é maximizada. Desta
maneira, a superfície de decisão é dita ser o hiperplano ótimo e os dados de treinamento
que se encontram à distância 𝜌 do hiperplano são chamados vetores-suporte (support
vectors). Os vetores-suporte são os pontos que se encontram mais próximo da superfície
de decisão e têm relação direta com a localização da superfície de decisão
As Figuras 11a e 11b ilustram a geometria da construção do hiperplano ótimo
para um espaço bidimensional, além da interpretação geométrica dos vetores-suporte.
O conceito de hiperplano ótimo foi desenvolvido por Vapnik e Chervonenkis (VAPNIK;
CHERVONENKIS, 1974). A seguir, demonstramos o cálculo do hiperplano ótimo (mar-
gem máxima).
(w𝑇x2 + 𝑏) = 1 (3.47)
(w𝑇x1 + 𝑏) = −1 (3.48)
(w𝑇x2 + 𝑏−w𝑇x1 − 𝑏) = 1− (−1) (3.49)
(w𝑇x2 −w𝑇x1) = 2 (3.50)
w
||w||(x2 − x1) =
2
||w|| (3.51)
Seja x1 um ponto no hiperplano 𝐻1 : w𝑇x+ 𝑏 = −1 e x2 um ponto no hiperplano
𝐻2 : w𝑇x + 𝑏 = +1, projetando x2 − x1 na direção de 𝑤, perpendicular ao hiperplano
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separador w𝑇x+ 𝑏 = 0, é possível obter a distância entre os hiperplanos 𝐻1 e 𝐻2 igual a
w
||w||(x2−x1) = 2||w|| . Essa é a distância entre os hiperplanos 𝐻1 e 𝐻2 e eles são paralelos ao
hiperplano separador. A margem de separação é dada pela metade da projeção na direção
do vetor w da diferença entre esses vetores-suporte 𝐻1 e 𝐻2, ou seja, 1||w|| é a distância
mínima entre o hiperplano separador e os dados de treinamento, definida como a margem
geométrica do classificador linear (CAMPBELL, 2001).
max 𝜌 ≡ max 1||w|| ≡ minw
1
2 ||w||
2 (3.52)
com as seguintes restrições: 𝑦𝑖(w𝑇x𝑖 + 𝑏)− 1 ≥ 0 ∀𝑖 = 1, ..., 𝑁 .
A maximização da margem de separação das amostras positivas e negativas pode
ser obtida pela minimização de ||w||, isto é, minimizando a norma euclidiana do vetor
de pesos w. Dessa forma, temos um problema de otimização para encontrar o hiperplano
ótimo para classes linearmente separáveis e as restrições são impostas para assegurar
que não haja dados de treinamento entre as margens de separação das classes, conforme
a Expressão 3.52. A otimização é um problema quadrático e a função-objetivo 3.52 a
ser minimizada é convexa e todas as suas restrições são funções afim, dizemos que esse
problema tem um único mínimo global e a solução é encontrada aplicando as condições
de Karush-Kuhn-Tucker empregando multiplicadores de Lagrange (BISHOP, 2006).
A Expressão 3.53 refere-se à função langrageana do problema definido na Expressão
3.52.
𝐿(w, 𝑏, 𝛼) = 12 ||w||
2 −
𝑁∑︁
𝑖=1
𝛼𝑖(𝑦𝑖(w𝑇x𝑖 + 𝑏)− 1) (3.53)
em que os multiplicadores de Lagrange 𝛼 são todos não-negativos.
O problema de otimização quadrático é resolvido ao encontrar os multiplicadores de
Lagrange, a partir dos dados linearmente separáveis. Desta forma, a função de Lagrange
é minimizada. Existe uma forma dual deste problema, que conduz a um problema de
maximização dado na Expressão 3.54.
max
𝛼
𝑛∑︁
𝑖=1
𝛼𝑖 − 12
𝑁∑︁
𝑖=1
𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗(x𝑇𝑖 x𝑗) (3.54)
considerando ∑︀𝑛𝑖=1 𝛼𝑖𝑦𝑖 = 0, w = ∑︀𝑛𝑖=1 𝛼𝑖𝑦𝑖x𝑖.
O problema de otimização é totalmente formulado em termos dos dados de treina-
mento. A maximização da função 3.54 depende somente dos dados de entrada na forma de
produto interno. A técnica SVM é mais robusta em relação a outras técnicas disponíveis,
pois como o problema de otimização tem uma única solução, então não há a presença de
mínimos locais (VAPNIK; CHERVONENKIS, 1974) (BISHOP, 2006).
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Determinando os multiplicadores ótimos de Lagrange 𝛼*, podemos calcular o vetor
de pesos ótimo w* de acordo com a Equação 3.55.
w* =
𝑁∑︁
𝑖=1
𝛼*𝑖 𝑦𝑖x𝑖 (3.55)
em que 𝑦 ∈ +1,−1, 𝛼*𝑖 ∈ ℜ e 𝑥 ∈ ℜ𝑚.
Desta forma, w* é o vetor associado ao hiperplano ótimo com a máxima margem
de separação 𝜌. Utilizando a condição de complementariedade de Karush-Kuhn-Tucker,
temos a relação na Expressão 3.56, que implica que somente para os dados de entrada
x𝑖 para os quais a margem é igual a 1 (localizados à distância 𝜌 do hiperplano) tem seu
correspondente w* diferente de zero.
∀𝑁𝑖=1 : 𝛼*𝑖
[︁
𝑦𝑖
(︁
w*𝑇x𝑖 + 𝑏*
)︁
− 1
]︁
= 0 (3.56)
Todos os outros dados de entrada têm o parâmetro 𝛼* igual a zero. Portanto,
os dados de entrada com a margem igual a 1 são chamados de vetores-suporte, sendo
justamente aqueles com os multiplicadores de Lagrange 𝛼 diferentes de zero. Logo, são os
únicos pontos que exercem influência na construção do hiperplano de máxima margem.
3.4.3.2 Hiperplano ótimo para classes não-linearmente separáveis
Idealmente, a SVM deve produzir um hiperplano que separe completamente os
vetores em duas classes não sobrepostas. Hiperplanos são limites de decisão que ajudam
a classificar os pontos de dados de treinamento. Dados de uma mesma classe, mas com
localização em ambos os lados do hiperplano podem ser atribuídos a classes diferentes.
Além disso, a dimensão do hiperplano depende do número de características: Se o número
de características de entrada for 2, o hiperplano será apenas uma linha; Se o número de
características de entrada for 3, o hiperplano se tornará um plano bidimensional (KHAR-
ROUBI et al., 2001) (CAMPBELL et al., 2006).
Sabemos que os problemas de classificação podem ser não-linearmente separáveis,
pois a separação perfeita nem sempre é possível devido a fatores como ruído, outliers e
também pela própria natureza do problema. Nessa situação, o SVM localiza um hiperplano
que maximiza a margem e minimiza as classificações erradas, definindo um parâmetro de
penalização ou variável de folga 𝜉𝑖 conforme a Expressão 3.57. Isso permite que alguns
dados possam violar a restrição definida em 3.52. Neste sentido, o algoritmo tenta manter
a penalização como zero enquanto maximiza a margem, possibilitando que alguns dados
permaneçam entre os hiperplanos 𝐻1 e 𝐻2 e haja alguns erros de classificação.
𝑦𝑖(w𝑇x𝑖 + 𝑏) ≥ 1− 𝜉𝑖, ∀𝑥𝑖 𝜉𝑖 ≥ 0 (3.57)
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A formulação matemática de uma função-objetivo que penaliza as instâncias com
classificação errada e as que estão dentro da margem é definida na Expressão 3.58.
𝑚𝑖𝑛
1
2 ||w
2||+ 𝐶+
∑︁
𝑖:𝑦𝑖=+1
𝜉𝑖 + 𝐶−
∑︁
𝑗:𝑦𝑗=−1
𝜉𝑗 (3.58)
em que valem as restrições definidas na Expressão 3.57 e os parâmetros de penalização 𝐶+
e 𝐶− são os termos de equilíbrio entre maximização da margem e classificações erradas.
Esses parâmetros influenciam no desempenho da generalização do classificador.
Como esse também é um problema de otimização quadrática, com as restrições
lineares definidas na Expressão 3.57, de maneira semelhante, a solução pode ser obtida em-
pregando multiplicadores Lagrange e operando sobre a forma dual do problema (CAMP-
BELL et al., 2006), conforme Expressão 3.59.
max
𝛼
𝑁∑︁
𝑖=1
𝛼𝑖 − 12
𝑁∑︁
𝑖=1
𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗(x𝑇𝑖 x𝑗) (3.59)
A Figura 12 ilustra o processo de definição do termo 𝜉𝑖 de penalização.
Figura 12 – Ilustração da classificação das características usando SVM de acordo com a
definição de uma margem máxima e minimização das classificações erradas.
Fonte: <http://saedsayad.com/support_vector_machine.htm>
3.4.3.3 Separação linear com o aumento da dimensão do espaço
A maneira mais simples de separar dois grupos de dados é com uma linha reta
ou um hiperplano N-dimensional. No entanto, existem situações em que o problema de
classificação é inerentemente não-linear, requerendo uma superfície discriminante mais
flexível que um hiperplano. A SVM lida com isso usando uma função kernel (não linear)
para mapear os dados do espaço original para um espaço de características, geralmente
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de elevada dimensão. Isso significa que um hiperplano é aprendido em um espaço de
características (feature space) de alta dimensão enquanto a flexibilidade da superfície dis-
criminante não-linear é controlada pelo número de vetores-suporte. A função kernel deve
atender ao teorema de Mercer, de modo que fica garantida a possibilidade de mapea-
mento inverso, que associa o hiperplano no espaço de característica e uma correspondente
superfície não-linear no espaço original dos dados.
Seja Φ : 𝑋 → 𝜁 um mapeamento do espaço original de entrada para o espaço de
características, a escolha de uma função Φ que seja adequada para o problema resulta na
separação linear dos dados de treinamento 𝑇 , conforme ilustrado na Figura 13.
Figura 13 – Ilustração do processo de classificação das características usando uma função
de transformação (kernel). Embora o problema original seja não-linearmente
separável, as características são projetas em um espaço de características de
modo que a separação seja linear neste espaço (Decision Surface). Fonte:
<http://saedsayad.com/support_vector_machine.htm>
O processo ilustrado na Figura 13 pode ser entendido matematicamente usando
uma função de transformação Φ(x), de forma que os dados em um espaço ℜ2 sejam
linearmente separáveis no espaço ℜ3. Desta forma, é possível encontrar um hiperplano
ℎ(𝑥) para separação dos dados.
Φ(x) = Φ(x1,x2) = (x21,
√
2x1x2,x22) (3.60)
ℎ(x) = wΦ(x) + 𝑏 = w1x21 +w2
√
2x1x2 +w3x22 + 𝑏 = 0 (3.61)
Portanto, os dados são mapeados para um espaço de maior dimensão utilizando
Φ(x) e separados linearmente nesse espaço, definindo um hiperplano com maior margem
de separação e garantindo assim uma boa generalização. O mapeamento Φ(x) também é
um problema de otimização, conforme a Expressão 3.62.
max
𝛼
𝑛∑︁
𝑖=1
𝛼𝑖 − 12
𝑛∑︁
𝑖=1
𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗(Φ(x𝑇𝑖 )Φ(x𝑗)) (3.62)
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Como 𝜁 pode ter dimensão muito alta ou infinita, a computação de Φ(x) pode ser
extremamente custosa. Analisando a função de transformação, percebe-se que a informa-
ção necessária para o mapeamento é referente ao produto interno dos dados mapeados
para o espaço de características Φ(x𝑖) e Φ(x𝑗). O produto interno entre duas funções de
transformação pode ser obtido por uma função kernel.
Kernel (Similaridade)
Um Kernel é uma função que recebe dois vetores x𝑖 e x𝑗 do espaço de entradas e
calcula o produto interno entre esses dois vetores no espaço de características. Em outras
palavras, a função kernel aplicada no espaço original dos dados representa a aplicação
do produto interno no espaço de características. Como os problemas de otimização que
precisam ser resolvidos em SVM apresentam os dados de entrada sempre em produtos
internos, então substituir esses produtos internos por funções kernel implementa o mape-
amento para o espaço de características e a volta para o espaço original, o que é conhecido
na literatura como o truque do kernel (do inglês kernel trick).
A função Kernel 𝐾(., .) é definida como:
𝐾(x𝑖,x𝑗) = Φ(x𝑖)𝑇Φ(x𝑗) (3.63)
Para que o problema de otimização da Expressão 3.62 seja convexo e também para
que o cálculo dos produtos internos sejam possíveis usando um kernel, é necessário esta-
belecer algumas condições de acordo com o teorema de Mercer (Mercer, 1909) (HEARST,
1998). Um kernel 𝐾 satisfaz as condições de Mercer se K são matrizes semi-definidas posi-
tivas, em que cada elemento 𝐾𝑖,𝑗 é definido por 𝐾𝑖,𝑗 = 𝐾(x𝑖;x𝑗), para todo 𝑖, 𝑗 = 1, ..., 𝑁
(HERBRICH, 2001).
A seguir, mostramos alguns tipos de função kernel encontrados na literatura (CAMP-
BELL et al., 2006) (DEHAK et al., 2009) (WALLACE; MCLAREN, 2012).
∙ Linear
𝐾(x𝑖,x𝑗) = x𝑇𝑖 x𝑗 + 𝑐 (3.64)
∙ Polinomial
𝐾(x𝑖,x𝑗) =
(︁
𝑎
(︁
x𝑇𝑖 x𝑗
)︁
+ 𝑐
)︁𝑑
(3.65)
∙ Função de base radial gaussianas - RBF (Radial Basis Function)
𝐾(x𝑖,x𝑗) = 𝑒𝑥𝑝
(︃−||x𝑖 − x𝑗||22
2𝜎2
)︃
(3.66)
Capítulo 3. Revisão Bibliográfica 72
∙ Função de base radial laplaciana
𝐾(x𝑖,x𝑗) = 𝑒𝑥𝑝
(︃−||x𝑖 − x𝑗||1
2𝜎2
)︃
(3.67)
∙ Tangente Hiperbólica
𝐾(x𝑖,x𝑗) = 𝑡𝑎𝑛ℎ
(︁
𝑎(x𝑇𝑖 x𝑗) + 𝑐
)︁
, 𝑘 > 0 𝑒 𝑐 < 0 (3.68)
∙ Cosseno
𝐾(x𝑖,x𝑗) =
⟨x𝑖,x𝑗⟩
||x𝑖|| ||x𝑗|| (3.69)
3.5 Cenários de Avaliação
Sistemas de identificação que utilizam amostras biométricas são avaliados de acordo
com métricas objetivas e subjetivas como também em diferentes cenários de validação e
teste. Amostras biométricas são gravações de uma característica de uma pessoa que per-
mitem que a pessoa seja reconhecida.
Os cenários citados na literatura (LI; JAIN, 2011) são o cenário open set e closed-
set. Na seção a seguir, definimos matematicamente o cenário closed-set e explicamos bre-
vemente o cenário open set, pois este não é considerado nos experimentos realizados neste
trabalho. Além dos citados acima, também é considerado um cenário de teste cross-
datasets. Nele, duas bases de dados independentes são utilizadas para treino e para teste
do sistema.
3.5.1 Closed-set
Para medir o desempenho de um sistema de reconhecimento, a princípio são con-
siderados três conjuntos de amostras biométricas: o conjunto 𝑆 = {𝑠1, ..., 𝑠𝑛} que contém
o espaço de todas as amostras conhecidas pelo sistema, os dois conjuntos de probes 𝑃 ,
que se referem as amostras biométricas de entrada do sistema de reconhecimento. No
conjunto de Probes, 𝑃𝑠 corresponde às amostras com características pertencentes a 𝑆 e
𝑃𝑛 é o conjunto de amostras com características não pertencentes a 𝑆.
No cenário closed-set, é calculada a similaridade dos conjuntos 𝑆 e 𝑝𝑗 ∈ 𝑃𝑠, gerando
um valor 𝑟𝑎𝑛𝑘(𝑝𝑗). O closed set é um caso especial da identificação open set5 pois o
conjunto de probes 𝑃𝑛 é vazio e o limiar 𝜏 = 0.
5 Em um sistema de identificação open set, o sistema determina se 𝑝𝑗 corresponde a uma amostras no
espaço 𝑆. Se 𝑝𝑗 estiver determinada em 𝑆, então a amostra é identificada. A diferença em relação ao
closed-set é que uma amostra pode ou não estar presente no conjunto 𝑆, enquanto no closed-set ela
necessariamente se faz presente.
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A taxa de identificação para o rank 𝑛 é calculada conforme a Expressão 3.70.
𝑃𝐼(𝑛) =
|𝐶(𝑛)|
𝑃𝑠
(3.70)
em que 𝐶(𝑛) = |{𝑝𝑗 : 𝑟𝑎𝑛𝑘(𝑝𝑗) ≤ 𝑛}|. As funções 𝐶(𝑛) e 𝑃𝐼(𝑛) são não decrescentes em
𝑛.
A performance do cenário closed set pode ser visualizada pela curva CMC (Cu-
mulative Match Characteristic), em que o eixo horizontal representa os valores de rank e
o eixo vertical os valores da taxa de identificação 𝑃𝐼(𝑛).
3.5.2 Métricas de Avaliação em Machine Learning
A avaliação de desempenho tem por objetivo fornecer algumas medidas quantita-
tivas sobre a eficiência de sistemas biométricos. A escolha de qual métrica quantitativa
utilizar para avaliação da performance em sistemas de classificação depende do tipo de
problema analisado. A seguir são apresentadas as métricas utilizadas neste trabalho para
avaliar o desempenho de classificadores dos sistemas de identificação utilizados nos expe-
rimentos.
3.5.2.1 Equal Error Rate (EER)
A taxa de erro igual (EER) é uma medida quantitativa de sistemas biométricos
usado para predeterminar os valores limite das taxas de falsa aceitação (FAR) e de falsa
rejeição (FRR) de características biométricas. O valor indica que a proporção de aceitações
falsas é igual à proporção de rejeições falsas. Sendo assim, quanto menor o valor da taxa
de erro, maior a precisão do sistema biométrico (CHERIFI et al., 2009).
Taxa de falsa aceitação (FAR) é a proporção de amostras biométricas incorre-
tas (impostoras) aceitas pelo sistemas biométricos. É calculada conforme mostrado na
Equação 3.71.
𝐹𝐴𝑅 = 𝐹𝑃(número de amostras impostoras) (3.71)
em que FP é o número de amostras incorretas autenticadas.
A taxa de falsa rejeição (FRR) é a proporção da amostras biométricas incorre-
tamente negadas pelo sistema biométrico. É calculada conforme mostrado na Equação
3.72.
𝐹𝑅𝑅 = 1− 𝑇𝑃(número de amostras genuínas) (3.72)
em que TP é o número de amostras corretamente autenticadas;
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Figura 14 – Demonstração gráfica da métrica de taxa de erro de um sistema biométrico,
na qual as curvas mostram a taxa de falsa aceitação (FAR) e taxa de falsa
rejeição (FRR) para um dado limiar.
Para comparar facilmente vários sistemas biométricos, podemos calcular a área
sob a curva e a taxa de erro igual ERR, onde FAR = FRR. O melhor resultado é obtido
se o ERR for igual a 0;
3.5.2.2 Recognition Rate (RR)
Em problemas da classificação estatística no campo de machine learning, uma
matriz de confusão, também conhecido como matriz de erro é uma tabela usada para
descrever o desempenho de um modelo de classificação em um conjunto de dados de teste
para os quais os valores verdadeiros são conhecidos.
Ela permite a visualização das classes que foram ou não identificadas corretamente.
As siglas encontradas na matriz de confusão representada na Figura 15 são defi-
nidas como:
∙ Verdadeiro Positivo (TP): O valor é positivo e é predito como positivo.
∙ Falso Negativo (FN): O valor é positivo e é predito como negativo.
∙ Verdadeiro Negativo (TN): O valor é negativo e é predito como negativo.
∙ Falso Positivo (FP): O valor é negativo e é predito como positivo.
A grande maioria das medidas de desempenho são calculadas a partir da ma-
triz de confusão. Por exemplo, a RR que mensura a quantidade de amostras que foram
corretamente reconhecidas pelo sistema. Também conhecido como Sensitivity, Recall ou
Probability of Detection.
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Figura 15 – Exemplo de uma Matriz de Confusão com 4 combinações diferentes de valores
preditos e valores reais.
É calculada pela razão entre os valores de positivos verdadeiros e positivos verda-
deiros mais falsos negativos. Maiores valores de RR indicam que o sistema tem melhor
performance em reconhecer e classificar as características analisadas.
𝑅𝑅 = TPTP + FN (3.73)
3.5.2.3 F1-Score
É a média harmônica entre Precision e Recall. A média harmônica é utilizada em
situações em que as grandezas analisadas são inversamente proporcionais. É calculada
pelo o inverso da média aritmética do inverso dos valores em questão.
Precision é definido como o número de positivos verdadeiros dividido pelo número
de positivos verdadeiros mais o número de positivos falsos. Definimos Precision e Recall de
acordo com a Expressão 3.74 e Expressão 3.75, respectivamente. Existe um trade-off entre
essas duas métricas, pois à medida que aumentamos o Recall, o Precision é diminuído.
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = TPTP + FP (3.74)
𝑅𝑒𝑐𝑎𝑙𝑙 = TPTP + FN (3.75)
O F1-Score é definido de acordo com a Expressão 3.76. Os valores de F1-Score
variam no intervalo de [0..1] e quanto mais próximo de 1 melhor é o desempenho do
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sistema de reconhecimento.
𝐹1𝑆𝑐𝑜𝑟𝑒 =
2TP
2TP + FP + FN (3.76)
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4 Métodos e Experimentos
4.1 Bases de Dados
Para a confecção de uma base de dados de fala, é necessário um estudo fonético e
fonológico do idioma que se deseja adotar. Diante disso temos uma melhor compreensão
sobre como a língua está estruturada foneticamente e podemos diferenciar as pronúncias
e variações da fala de acordo a com região de origem, condição social, estado emocional,
ambiente em que a fala é produzida (ambiente silencioso ou com ruído) e os diferentes
tipos de canais (microfones, gravações telefônicas, etc).
Neste capítulo, apresentamos três bases de dados de voz, sendo uma delas desenvol-
vida especificamente neste trabalho para estudo das variações linguísticas do português
brasileiro. Cada base de dados tem características distintas em relação à qualidade de
gravação (i.e. livre de ruído ou não), quantidade de falantes, diferentes tipos de canal e
independência de texto, permitindo a análise experimental em condições diversas.
4.1.1 Braccent
Devido à necessidade de construir uma base de dados com representatividade
quanto às variações dos sotaques regionais brasileiros e suas características fonéticas,
e também como parte da contribuição desta pesquisa, foi desenvolvida a base de dados
Braccent.
A seguir, descrevemos as etapas para obtenção dos dados que compõem essa base
de dados.
4.1.1.1 Gravação
Desenvolvemos uma aplicação Web para captura online das amostras de fala. O
intuito foi alcançar a maior quantidade de locutores de várias partes do Brasil, além de
retratar casos reais em que o locutor está em diversos ambientes com ruído ou com outras
interferências que, de fato, comprometem o processo de reconhecimento. Como as gra-
vações são realizadas por diversos tipos de microfones (headset, computador, notebook),
foi possível também considerar diferentes tipos de canais. Vale ressaltar que as gravações
foram realizadas voluntariamente.
Ao acessar a aplicação web, o locutor tem uma breve descrição sobre a pesquisa e
logo em seguida são solicitadas informações como idade, cidade e estado onde reside, ou de
onde considera o sotaque, e grau de escolaridade. A ferramenta dá suporte para gravação
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e armazenamento em formato .Wav. As gravações foram realizadas pelo próprio locutor,
em diversos ambientes e usando diferentes tipos de microfone de computador/notebook e
headset. As informações dos dispositivos utilizados para gravação também foram armaze-
nadas em um arquivo de texto.
A aplicação web pode ser acessada no link <http://audio-recorder-503d8.firebaseapp.
com>.
4.1.1.2 Escolha das frases
Para a confecção da base Braccent foram criadas 16 sequências de frases. Elas
são foneticamente balanceadas em seu conjunto e não necessariamente apresentam uma
coerência semântica.
São listadas a seguir:
1. Eu rasguei todo meu dinheiro em vão, minha família depende da aposentadoria do
meu avô. Mas o dia amanheceu ensolarado e eu fiquei feliz porque minha tia viajou
para Porto Alegre às sete horas.
2. O telejornal da Globo terminou agora a pouco, todos se levantaram, a porta bateu
forte e meu tio xingou bastante. Mas disse que é um grande prazer ter os sobrinhos
hospedados em casa e não em um dos hotéis do sudoeste.
3. Para ganhar, preciso decifrar o código até amanhã. Os papeis foram rasgados mas
ainda é possível ler informações importantes.
4. Suas atitudes são muito drásticas e resultarão em guerra entre vocês. Ela chegou a
pedir o divórcio antes dele morrer e pensou que podia compartilhar esse documento
com você.
5. Meu orientador disse que o professor de Português e a professora de Matemática se
casaram e foram morar na Nigéria, onde o clima está muito diferente de dez anos
atrás.
6. Você tem razão, a correção da prova não foi justa e a turma tirou notas abaixo
da média. Assim como a gestão do atual prefeito, a diretoria não está agradando o
povo.
7. Tenho aptidão para tirar fotos de motos e guitarras, então recebi em dólar e comprei
um carro, jóias e relógios para nós. A atriz teve uma ótima atuação no espetáculo
e recebeu meus parabéns e um presente pela apresentação fantástica.
Capítulo 4. Métodos e Experimentos 79
8. Eu criei muita expectativa nesse trabalho. O chefe não ouviu meu clamor, continuou
sorrindo para mim e segurando a colher que estava suja de abacate ele disse "A
palavra caçador se escreve com C cedilha".
9. O Brasil é um país injusto e desigual, é errado não partilhar a comida com os mais
necessitados. Mas só vota quem tiver o título de eleitor.
10. Esse canal tem bastante pornografia e a abertura do campeonato ocorreu antes de
ontem, quando os turistas japoneses procuravam belas casas para alugar.
11. O biscoito era de chocolate com morango, por isso escolhi o bombom de chocolate
ao leite com licor de Amarula. Ainda precisamos comprar pó de café, pão francês,
abóbora e melão.
12. Segurei a panela de macarrão com apenas uma mão e as duas pilhas que eu lhe dei
caíram no chão. A rã está embaixo do fogão, deve ser retirada logo, pois tenho medo
de répteis e de minhocas.
13. Ele pulou daquele caminhão que transportava tubos de ferro e nega que naquela
área tem produtos tóxicos. Foi na cidade em que encontraram o corpo do mendigo
numa bocada e montaram uma emboscada para prender os assaltantes.
14. Ele ficou chateado porque foi chamado de burro pelo escrivão zangado enquanto
lavava sua blusa azul de lã com água e sabão.
15. Li que o escrivão mora sozinho perto da plantação de feijão e sorte que o jacaré que
fugiu do zoológico já foi encontrado.
16. A velha locomotiva vem com pouca carga e os faróis iluminam as flores da rua em
que a criança desenhou um vulcão.
4.1.1.3 Transcrição e Balanceamento Fonético
A transcrição fonética foi realizada manualmente para cada frase da base de dados,
utilizando o programa Praat de visualização gráfica do espectrograma e forma de onda do
sinal. As transcrições fonéticas para cada sotaque regional estão disponíveis no Apêndice
deste trabalho.
A contagem dos fonemas das frases de cada sotaque foi realizada considerando
apenas os próprios fonemas, juntando a semivogal j com a vogal I e u com a semivogal w.
Esse mesmo método foi utilizado na base de dados de milhões de palavras, o CetenFolha6.
6 CETENFolha (Corpus de Extractos de Textos Eletrônicos NILC/Folha de S. Paulo) é um corpus de
cerca de 24 milhões de palavras em português brasileiro, criado pelo projeto Processamento compu-
tacional do português com base nos textos do jornal Folha de São Paulo que fazem parte do corpus
NILC/São Carlos, compilado pelo Núcleo Interinstitucional de Linguística Computacional (NILC).
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No CETENFolha as frequências dos fonemas são contadas a partir do mais fre-
quente para o menos frequente. Desta forma, usando a análise da correlação de Spear-
man7 entre os fonemas da base Braccent, constatamos que a correlação entre as frases
do CETENFolha e da base Braccent foi de 89%. Adotando um limiar habitual de 80%,
relacionado ao balanceamento fonético descrito na literatura, podemos considerar como
foneticamente balanceada a base Braccent.
4.1.1.4 Locutores
A base de dados Braccent contém atualmente 1743 amostras de fala. As gravações
são identificadas de acordo com o gênero e o sotaque regional falado na locução, sendo
714 amostras do sexo Feminino e 871 amostras do sexo Masculino, correspondente a 142
locutores com diferentes faixas etárias e níveis de escolaridade, conforme apresentado na
Tabela 26 (seção Apêndice 2).
Para atingir a proposta dessa pesquisa, os locutores são provenientes de diferentes
cidades e estados do Brasil. Cada locutor deve pronunciar 16 frases de forma sequencial,
num total de aproximadamente 3minutos de fala. No entanto, em alguns casos os locutores
pronunciaram em média 10 frases ou até menos. Isso aconteceu basicamente por não
conseguirem usar a ferramenta corretamente ou por problemas de conexão com a Internet.
As informações sobre a base de dados Braccent estão descritas na Tabela 3. Os
dados apresentados nessa tabela são referentes ao seu estado atual quanto à quantidade de
amostras. O processo de captura e armazenamento é online, de modo que novas amostras
de dados podem ser adicionadas à base constantemente.
Tabela 3 – Descrição do Número de Gravações da Base de Dados Braccent.
Sotaques Número de Gravações Feminino Masculino
Nortista 27 8 19
Baiano 183 103 80
Fluminense 114 63 51
Mineiro 148 63 85
Carioca 82 47 35
Nordestino 344 153 191
Sulista 845 435 410
Alguns problemas foram encontrados durante a confecção desta base de dados.
O principal deles foi divulgar e solicitar às pessoas a participação e contribuição com a
pesquisa.
7 É uma medida não-paramétrica de correlação de pontos (dependência estatística entre os rankings de
duas variáveis). Ele avalia o quão bem a relação entre duas variáveis pode ser descrita usando uma
função monotônica.
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4.1.2 Outras Bases de Dados
4.1.2.1 Ynoguti
A segunda base de dados utilizada foi desenvolvida em trabalhos anteriores de
Ynoguti (YNOGUTI, 1999), em que cada um dos 71 locutores (ambos os sexos) pronun-
ciaram uma sequência de leitura de frases foneticamente balanceadas e com duração de 3s
cada. Consideramos uma média de 30 frases por locutor, resultando em aproximadamente
1, 5 min.
As amostras dessa base foram capturadas em ambiente relativamente silencioso e
com microfone direcional de boa qualidade. Essa base contém apenas amostras de sotaques
referentes a 5 classes, ou seja, não contém amostras dos sotaques Nortista e Carioca.
As informações sobre a base de dados Ynoguti estão descritas na Tabela 4.
Tabela 4 – Descrição do Número de Gravações de Dados Ynoguti.
Sotaques Número de Gravações Feminino Masculino
Baiano 51 26 25
Nordestino 81 0 81
Mineiro 207 52 155
Fluminense 114 0 114
Sulista 1539 519 1020
4.1.2.2 CFPB - Corpus Forense do Português Brasileiro
A base de dados CFPB foi cedida pelo Departamento de Criminalística da Polícia
Federal. Essa base de dados tem 205 locutores do sexo masculino, totalizando 411 amostras
de áudio de leitura de frases curtas (205) e de conversas espontâneas (206).
As gravações foram realizadas em ambiente não tratado acusticamente (salas de
escritório), com microfone Shure 𝑆𝑀58, Placa de captura Edirol 𝑈𝐴25 ou 𝑈𝐴25𝐸 e
software Adobe Audition 3.0. A gravação foi feita em PCM Wave estéreo 44, 1 kHz e
posteriormente reamostrados a 22, 05 kHz mono no mesmo formato. Todas as classes de
sotaques brasileiros estão presentes nessa base de dados.
As informações sobre a base de dados CFPB estão descritas na Tabela 5.
4.2 Pré-Processamento
Na fase de pré-processamento das amostras de voz, consideramos o VAD de 100%
para a remoção de todos os períodos de silêncio do sinal, visto que não há informação útil
nesses intervalos de tempo para nossos experimentos
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Tabela 5 – Descrição do Número de Gravações da Base de Dados - Corpus Forense do
Português Brasileiro - Instituto Nacional de Criminalística
Sotaques Número de Gravações Leitura Espontâneo
Nortista 22 11 11
Baiano 22 11 11
Mineiro 154 77 77
Fluminense 4 2 2
Carioca 48 24 24
Nordestino 40 20 20
Sulista 121 60 61
4.3 Extração de Características
4.3.1 MFCCs
Para o processo de extração de características, inicialmente foi aplicado um filtro de
pré-ênfase com valor de coeficiente 𝑎 = 0.95. Na etapa de divisão de quadros, consideramos
um quadro de tamanho 20 ms, contendo 320 amostras, e sobreposição de 10 ms contendo
160 amostras, ou seja, um overlapping de 50%. Cada quadro obtido é então multiplicado
por uma janela de Hamming.
Os vetores MFCC têm dimensão 60, o que corresponde ao janelamento de Ham-
ming com 20 ms com sobreposição de 10 ms, 19 coeficientes Mel-Cepstrais mais o log da
energia do sinal mais a primeira e segunda derivada dos coeficientes MFCC.
4.4 Classificadores
4.4.1 GMM-UBM
O classificador GMM-UBM requer que alguns parâmetros sejam inicializados an-
tes da realização do treinamento do modelo. Esses parâmetros se referem à quantidade
de gaussianas e o método de inicialização do algoritmo, pois ele depende de um valor
inicial para os vetores de peso, média e matriz de covariância. O método de inicializa-
ção do GMM-UBM utilizado é o algoritmo de clusterização K-Means (HANANI et al.,
2015) (MUKHERJEE et al., 2012). Quanto ao número de componentes gaussianas, o valor
de 𝑁 variou entre [256, ..., 2048], isto é, sempre em potência de 2. Em Hanani et al. (2013),
os testes de performance do sistem GMM-UBM são realizados considerando o número de
gaussianas igual a 2𝑁 , em que seu melhor resultado obtido foi para 𝑁 = 4096, alcançando
uma acurácia de 56, 11% e taxa de erro de 16, 16%.
Um modelo UBM independente de gênero e classe de sotaques é treinado usando os
dados de fala dos falantes com diferentes sotaques regionais. Em um cenário cross-datasets,
com a base de dados Ynoguti, consideramos apenas as classes de sotaques disponíveis nessa
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base de dados, ou seja, Baiano, Nordestino, Fluminense, Mineiro e Sulista. Com a base
CFPB, na qual existem apenas locutores do sexo masculino, o UBM foi treinado apenas
com locutores masculinos.
Na fase de teste do sistema, outras amostras de sotaques de múltiplos falantes
são introduzidas como dados de inscrição. Para cada conjunto de dados de inscrição,
são extraídos os coeficientes MFCCs e, posteriormente, calcula-se a probabilidade das
amostras de teste pertencerem a cada um dos modelos GMM gerados pela adaptação MAP
durante o treinamento do sistema. Como resultado, a maior probabilidade determina a
classe do sotaque do falante. A Figura 16 ilustra esse processo.
Figura 16 – Fluxograma do Sistema GMM-UBM de Identificação de Sotaques Regionais.
4.4.2 iVector
O iVector, conforme explicado anteriormente, é baseado nos super vetores GMM.
A partir deles, a matriz 𝑇 é treinada e são gerados os iVectors para cada amostra uti-
lizada no treinamento do sistema. Variamos o tamanho da matriz 𝑇 de [100, 150, 200] e
[200, 300, 400] em relação a qual base de dados é usada no experimento. A quantidade de
componentes gaussianas variou se acordo com o tipo de cenário do experimento.
O número de componentes gaussianas utilizadas se referem aos melhores resultados
do grid-search8 realizado no experimento com GMM-UBM. Portanto, no cenário Closed
set utilizamos 256 gaussianas e no cenário cross-datasets utilizamos 2048 gaussianas.
A Figura 17 ilustra o fluxograma de um sistema de identificação baseado em iVec-
tors.
8 Também chamado de varredura de parâmetro e que consiste em uma pesquisa exaustiva por meio de
um subconjunto especificado manualmente do hiperparâmetro de um algoritmo de aprendizado.
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Figura 17 – Fluxograma do Sistema iVector de Identificação de Sotaques Regionais.
4.4.3 GMM-SVM
Os experimentos com SVM foram realizados usando super vetores GMM como
entrada do algoritmo SVM. A ideia é encontrar uma região de separação mais robusta
entre os super vetores de cada sotaques. A quantidade de componentes gaussianas variou
de [32, 64, 128]. Escolhemos reduzir o espaço de entrada, no caso, os super vetores GMM
devido à baixa quantidade relativa de dados disponíveis, pois ao considerar uma grande
dimensão para representar poucos dados, o algoritmo não encontra um hiperplano de
separação linear. Isso acontece devido às grandes distâncias entre as características no
espaço, impossibilitando a correta separação entre eles.
Como em todo experimento utilizando SVM, partimos da condição mais básica de
treinamento, isto é, escolhemos uma função 𝑘𝑒𝑟𝑛𝑒𝑙 linear para os experimentos. Além de
ser uma escolha mais segura, é computacionalmente mais rápida e o único parâmetro de
ajuste é o 𝐶. Esse parâmetro tem a finalidade de manter o balanceamento da quantidade
de labels classificados incorretamente. Sendo assim, para valores grandes de 𝐶, o algoritmo
escolhe um hiperplano de margem maior se esse hiperplano classificar corretamente todos
os pontos de treinamento. No caso contrário, com um valor pequeno de 𝐶, o algoritmo
determina um hiperplano de separação de margem menor mesmo que esse hiperplano
atribua erros a mais pontos.
A configuração de treinamento do SVM consiste em usar o paradigma one vs all, no
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qual um modelo de sotaque é comparado com todos os outros de modo a delimitar uma
superfície linear de separação entre todas as características analisadas. Um hiperplano
ideal entre a classe de sotaque e as demais é formado, sendo que cada classe de sotaque é
um SVM.
Na fase de testes, uma amostra de fala desconhecida é usada para adaptar um
modelo do UBM e o super vetor das médias é usado como entrada do SVM. A classificação
do sotaque é determinada pelo hiperplano com separação máxima entre as características
de cada sotaque regional.
A Figura 18 ilustra o fluxograma de um sistema de reconhecimento baseado em
GMM-SVM.
Figura 18 – Fluxograma do Sistema GMM-SVM de Identificação de Sotaques Regionais.
4.5 Cenários de Avaliação e Teste
Os experimentos são conduzidos em dois tipos de cenários, o closed-set e o cross
datasets. Realizamos a validação cruzada das amostras de treinamento e de teste para a
base de dados Braccent, Ynoguti e CFPB no cenário closed-set.
A validação cruzada consiste em dividir o conjunto de treinamento original em 𝐾
sub amostras, em que cada sub conjunto tem representatividade quantitativa da distri-
buição do conjunto de treinamento original. O sistema de classificação é então treinado
usando o sub conjunto 𝐾 − 1 e testado usando o último subconjunto. Este procedimento
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é repetido 𝐾 vezes, usando cada subconjunto uma única vez (REFAEILZADEH et al.,
2009).
Todos os classificadores utilizados nos experimentos são baseados no treinamento
de um UBM independente de gênero e de texto, considerando todas as classes de sotaques
regionais de cada uma das bases de dados. A ideia de utilizar UBM associa-se ao fato
de existir poucos dados de treinamento disponíveis. Desta forma, conforme explicado
anteriormente, um GMM-UBM é treinado contendo todas as características do locutor
que se deseja analisar (gênero, texto, sotaque) e a partir deste, vários GMM são adaptados,
resultando em modelos estatísticos referente a cada característica (KHARROUBI et al.,
2001).
A Figura 19 ilustra o cenário closed-set com as bases Braccent, Ynoguti e CFPB, no
qual os sistemas GMM-UBM, iVector e GMM-SVM são avaliados em validação cruzada,
ou seja, treinamento e teste utilizando a própria base de dados.
Braccent Ynogutti CFPB
Figura 19 – Representação do cenário closed-set, no qual os sistemas são treinados e tes-
tados nas próprias bases Braccent, Ynoguti e CFPB
A Figura 20 ilustra o cenário cross datasets com as bases Braccent, Ynoguti e
CFPB, no qual os sistemas GMM-UBM, iVector e GMM-SVM são testados considerando
o treinamento e teste em bases diferentes e independentes.
Braccent Ynogutti CFPB
Figura 20 – Representação do cenário cross datasets, no qual os sistemas são treinados e
testados em bases diferentes.
Para realização dos experimentos computacionais, utilizamos a toolbox Bob, ferra-
menta de código aberto para experimentos de machine learning e processamento de sinais.
Foi possível criar scripts e códigos usando linguagem de programação Python para cada
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tipo de experimento utilizado, desde a etapa de pré-processamento, extração de caracte-
rísticas, e criação dos modelos estatísticos que permitem o reconhecimento e modelagem
de fenômenos observados em dados de entrada.
Nos experimentos com GMM-UBM e iVectors utilizamos a própria implementa-
ção desses algoritmos que está disponível na toolbox (ANJOS et al., 2012) (ANJOS et
al., 2017). No entanto, não se tinha disponível nessa ferramenta um código para o SVM.
Sendo assim, fizemos um bind entre o código do Bob e o LIBSVM. O LIBSVM e o LIBLI-
NEAR são bibliotecas de aprendizado de máquina de código aberto, ambas desenvolvidas
na Universidade Nacional de Taiwan e escritas em C ++, embora com uma API C. O
LIBSVM implementa o algoritmo SMO para SVMs, suportando classificação e regres-
são, enquanto a LIBLINEAR implementa SVMs lineares e modelos de regressão logística
treinados usando um algoritmo de descida coordenada9.
As implementações de códigos e scripts utilizados nos experimentos estão disponi-
bilizadas em um repositório no gitHub10 para reprodução e aprofundamento desse estudo.
9 Algoritmo de otimização que minimiza uma função multivariada, de maneira sucessiva, ao longo das
direções das coordenadas para encontrar o mínimo de uma função. O algoritmo determina um bloco de
coordenadas por meio de uma regra de seleção e minimiza o hiperplano de coordenadas correspondente,
enquanto fixa todas as outras coordenadas ou blocos de coordenadas.
10 Link para acesso do repositório no gitHub contendo as implementações utilizadas neste trabalho:
<git@github.com:natharb/environment.git>
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5 Resultados e Discussão
Neste capítulo apresentamos os resultados dos experimentos descritos na seção
anterior. Eles consistem em avaliar a capacidade dos classificadores GMM-UBM, iVec-
tors e GMM-SVM em identificar as variações regionais da fala do português brasileiro.
Além de avaliar o desempenho em cenário comumente usado na literatura, o closed-set,
investigamos também o cenário de teste cross datasets.
Alguns parâmetros dos classificadores foram alterados durante os experimentos.
No sistema GMM-UBM, variamos o número de componentes gaussianas e o fator de
relevância foi mantido constante (𝜌 = 4), conforme experimentos em reconhecimento de
locutor realizados em Reynolds et al. (1995) e Reynolds et al. (2000). No trabalho de
Liu et al. (2010), no qual variou-se o fator de relevância, não foi observado melhoria
no desempenho do sistema GMM-UBM. Com o classificador iVectors, consideramos o
melhor valor de RR e EER para uma determinada gaussiana no experimento GMM-UBM
e variamos apenas o tamanho da matriz 𝑇 . No caso do GMM-SVM, escolhemos uma
quantidade de componentes gaussianas menor em relação ao GMM-UBM, pois utilizar
SVM em um espaço de super vetores muito grande e com poucos dados pode levar a
situações de classificação incorreta dos dados. Isto é, a SVM não encontra uma superfície
de separação adequada pois os dados estão bem esparsos. A SVM foi treinada considerando
os super vetores GMM como entrada do sistema.
No Apêndice, estão descritos os resultados quantitativos dos experimentos realiza-
dos e discutidos nesta seção. Mostramos as tabelas com valores de taxa de reconhecimento,
taxa de erro e acurácia dos sistemas, assim como as matrizes de confusão dos melhores
resultados obtidos. As matrizes de confusão apresentam na diagonal da matriz, a quanti-
dade de amostras classificadas corretamente. O demais valores mostrados fora da diagonal,
representam as amostras classificadas incorretamente de acordo com cada tipo de sotaque
regional.
5.1 Cenário Closed-set
Nos gráficos representados nas Figuras 21, 22 e 23, é possível verificar o compor-
tamento de cada base de dados ao variar os parâmetros experimentais nesse cenário.
Braccent
O sistema GMM-UBM treinado com 256 gaussianas na base de dados Braccent
obteve perfomance pouco menor que a base Ynoguti em relação a taxa de reconhecimento,
atingindo 73% e 𝐹1 − 𝑆𝑐𝑜𝑟𝑒 de 0.91. Observamos que à medida que o número de gaus-
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Figura 21 – Gráficos de desempenho com valores de taxa de reconhecimento para os sis-
temas GMM-UBM, iVectors e GMM-SVM.
sianas aumenta, o sistema GMM-UBM tem taxas de reconhecimento mais baixas e erros
mais altos, resultando em problemas de overfitting. A matriz de super vetores GMM com
dimensão maior que 256, ou seja, 60× 512, 60× 1024 e 60× 2048 é grande demais para
representar a quantidade de dados disponíveis para treinamento do modelo. Em caso de
um super-ajustamento, o modelo se especializa nos dados de treinamento, mas ao ser con-
frontado com os novos dados de teste, a taxa de acerto diminui (Error Rate e 𝐹1−𝑆𝑐𝑜𝑟𝑒),
o que não é uma situação desejável para um classificador.
Conforme a proposta do iVectors, no qual as características intra-classe e inter-
classe são melhor representadas em uma matriz 𝑇 de pequena dimensão, esperávamos que
considerando o mesmo número de gaussianas do experimento GMM e variando apenas
o tamanho da matriz 𝑇 em [200, 300, 400], seria possível obter melhor Recognition Rate
em relação ao sistema GMM-UBM. Porém, além de não melhorar o Recognition Rate, o
Error Rate aumentou consideravelmente, atingindo 35%. Desse fato, verificamos o mesmo
problema em aumentar a quantidade de gaussianas no experimento GMM-UBM, que é a
falta de dados suficientes para treinamento da matriz de variabilidade 𝑇 . Nesse sentido,
é importante indagar qual seria a quantidade necessária de dados para utilizarmos em
aplicações e experimentos de Machine Learning, pois isso está associado diretamente ao
tipo de algoritmo utilizado e aos parâmetros modificados (grid-search).
O terceiro experimento realizado na base de dados Braccent refere-se ao GMM-
SVM. Com menor número de componentes gaussianas, o GMM-SVM obteve melhor taxa
de reconhecimento atingindo 70%, porém a taxa de erro é maior em relação ao GMM-
UBM com 256 gaussianas, corroborando ao que mencionamos no início desde capítulo
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sobre o problema da dimensionalidade.
Figura 22 – Gráficos de desempenho com valores de F1-Score para os sistemas GMM-
UBM, iVectors e GMM-SVM.
Citamos anteriormente que a base de dados Braccent foi desenvolvida com o intuito
de representar as variações fonéticas entre as regiões do Brasil, mas também consideramos
a variação de canal e ambiente de gravação, pois os locutores usaram, na maioria das
vezes, os próprios dispositivos de captura interna ao computador ou headset. Diante disso,
trabalhamos com dados sem controle de captura e de gravação com o propósito de mostrar
a capacidade desses sistemas em lidar com essas características.
O GMM é considerado na literatura como um sistema robusto para lidar com
independência de texto e de locutor. Desta forma, além da classificação das variações
relacionadas ao sotaque regional, os sistemas de reconhecimento lidam com variações
entre locutores (feminino e masculino).
De acordo com as matrizes de confusão desse experimento, mostradas no Apên-
dice ??, podemos verificar quais sotaques regionais foram classificados incorretamente e
melhor entender os valores apresentados na Tabela 6. Na matriz de confusão referente
ao experimento GMM-UBM, o algoritmo classificou amostras do sotaque Mineiro como
sotaque Fluminense e amostras do sotaque Nordestino como sotaque Fluminense. Ocorre
que existem similaridades fonéticas na fala desses sotaques, por exemplo, o som do fonema
/r/, e provavelmente o GMM-UBM não conseguiu diferenciá-las.
De maneira similar, podemos analisar a matriz de confusão do experimento com
iVectors. Quando comparado ao GMM-UBM e GMM-SVM, o iVector teve pior perfor-
mance pois não conseguiu classificar o sotaque Sulista corretamente, classificando-o in-
corretamente com o rótulo de todos os outros sotaques. Na base de dados Braccent, a
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Figura 23 – Gráficos de desempenho com valores de taxa de erro para os sistemas GMM-
UBM, iVectors e GMM-SVM.
quantidade de dados referente ao sotaque Sulista é menor, indicando um desbalancea-
mento entre a quantidade de amostras. Acreditamos que essa seja a causa do algoritmo
iVector ter classificado incorretamente os sotaques não Sulistas como Sulistas. Frequen-
temente, esses tipos de classificadores apresentam problemas quando confrontados com
quantidades de dados desbalanceadas para cada classe.
O GMM-SVM tem melhor desempenho em identificar os sotaques em relação ao
iVector, mas um pouco pior do que o GMM-UBM. Podemos verificar que uma taxa de
29% de erro indica classificação incorreta entre o sotaque Nordestino e Baiano, o sotaque
Mineiro e Fluminense como Sulista, conforme podemos visualizar na Tabela 7. De fato, são
regiões geograficamente próximas e que apresentam características fonéticas semelhantes,
o que poderia explicar tais erros de classificação.
Ynoguti
Diferentemente da base de dados Braccent, a base Ynoguti tem como característica
principal o controle da captura e gravação dos dados, de maneira semelhante a outras bases
de dados gravadas e utilizadas em experimentos de sistemas de reconhecimento disponíveis
na literatura. De fato, ao utilizar amostras de voz capturadas em boas condições de
gravação, estamos limitando o treinamento dos sistemas de reconhecimento a lidarem
apenas com tais condições e, claramente, obteremos melhores taxas de reconhecimento.
No entanto, isso não retrata um caso de aplicação real e não é uma boa abordagem
considerar que um classificador A ou B tem melhor performance ao analisarmos apenas
esse caso ideal.
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Na base de dados Ynoguti, verificamos que os sistemas GMM-UBM, iVectors e
GMM-SVM obtiveram melhores taxas de desempenho comparado à base de dados Brac-
cent, reforçando o que mencionamos anteriormente. De acordo com as Figuras 21, 22 e
23, o sistema GMM-UBM atingiu Recognition Rate de 80% e Error Rate de 15%, mas à
medida que a quantidade de gaussianas aumenta, a performance cai drasticamente.
Verificando os valores de taxa de reconhecimento e taxa de erro nos três sistemas,
a base de dados Ynoguti obteve os melhores valores que as bases Braccent e CFPB,
justamente devido às condições intrínsecas dessa base (gravação em ambiente não ruidoso
e mesmo canal), classificando corretamente grande parte dos sotaques regionais. Verifica-
se também que o sistema GMM-SVM foi o melhor dentre todos e alcança uma taxa de 88%
de reconhecimento com apenas 10% de erro. Apesar disso, ainda é possível verificar que
houve alguns erros de classificação, estando eles relacionados às similaridades existentes
entre sotaques ou até mesmo ao desbalanceamento das amostras de treinamento.
CFPB
Em relação à base de dados CFPB, verificamos que houve uma queda considerável
nas taxas de reconhecimento. Essa base de dados é composta por amostras de voz de
leitura de texto de fala espontânea, e nesse sentindo já existem algumas características
linguísticas que devem ser levadas em consideração. Estão presentes durante a fala espon-
tânea fenômenos específicos, como pausas, palavras fragmentadas, articulação reduzida
ou má pronúncia, e também eventos não relacionados à fala propriamente dita, como riso
e tosse.
É possível, ainda, verificar que há uma redução dos fonemas utilizados em compa-
ração com a fala proveniente da leitura de um texto ou frase, pois pode ocorrer a pronúncia
não correta de uma determinada palavra ou a pronúncia incompleta. Ou seja, há uma re-
dução na distribuição espectral dos fonemas na fala espontânea. Isso ocorre basicamente
porque a distribuição espectral de vogais ou sílabas de fala contínua é muito menor do que
a das vogais ou sílabas isoladas. Os resultados experimentais disponibilizados em Furui
et al. (2005) também mostram que existe uma forte correlação entre a distância espectral
média dos fonemas e a precisão de sistemas de reconhecimento. Isso indica que a redução
espectral é uma das principais razões para a diminuição da precisão do reconhecimento
da fala espontânea.
Diante disso, de acordo com as Figuras 21, 22 e 23, observamos que os três sis-
temas utilizados nos experimentos não classificaram adequadamente o sotaque regional
falado nas locuções. As taxas de reconhecimento ficaram abaixo de 50% para os sistemas
GMM-UBM e iVectors com 2048 gaussianas e atingiu apenas 52% com 128 gaussianas
no experimento GMM-SVM, sendo esse último o melhor entre eles, pois também reduziu
consideravelmente a taxa de erro.
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Um fato interessante observado na realização dos experimentos com essa base de
dados é a redução do tamanho da matriz de variabilidade total 𝑇 . Com as bases Braccent
e Ynoguti utilizamos os tamanhos [200, 300, 400], ao passo que usamos [100, 150, 200] na
base CFPB. Houve redução da dimensão do tamanho da matriz 𝑇 pois existiam poucos
dados para treinamento considerando tamanho maiores que 200, o qual foi verificado de
acordo com as mensagens de erro reportadas durante a execução do experimento.
Fusão das três bases de dados
Os resultados de reconhecimento neste experimento mostram que a precisão do
reconhecimento aumenta significativamente em função da quantidade de dados disponíveis
para o treinamento do modelo acústico e linguístico.
Observamos que a taxa de erro dos sistemas iVector e GMM-SVM reduziu de
maneira visível em relação aos experimentos na base de dados Braccent e CFPB. Isso
pode ser explicado pela maior quantidade de amostras disponíveis para treinamento da
matriz 𝑇 . Ainda assim, o sistema GMM-SVM teve um melhor desempenho em relação
à taxa de reconhecimento e F1-Score quando comparado aos demais. Com apenas 128
gaussinas, esse sistema alcança um valor de 𝐹1 − 𝑆𝑐𝑜𝑟𝑒 de 0.84 e Recognition Rate de
75, 6%. O GMM-UBM com 256 gaussianas, tem valor de Recognition Rate de 72% e o
iVector de 54%, conforme pode ser visualizado no gráfico da Figura 21.
É interessante notar que o F1-score do sistema GMM-SVM nesse experimento tem
praticamente o mesmo valor que o experimento na base de dados Braccent. Isso mostra
a eficiência desse classificador ao generalizar as variações linguísticas em uma base de
dados menor mas com diversas variações linguísticas e também de canal, como também
considerando um conjunto de dados maior e com características diversas quanto ao modo
de captura das amostras de voz, canal, ambiente e variações da fala.
O objetivo de realizar um experimento com a fusão de três bases de dados di-
ferentes, em um cenário closed-set, é de mostrar que os classificadores utilizados não
generalizam muito bem para dados não vistos pois eles aprendem características específi-
cas que estavam presentes apenas nos dados de treinamento. Podemos visualizar isso ao
contrastar com os experimentos demonstrados na próxima seção, em que treinamento e
teste são realizados em bases de dados diferentes.
5.2 Cenário Cross datasets
Os resultados obtidos nos experimentos cross-datasets são mostrados nos quadros
das Figuras 24, 25 e 26. As letras indicadas nas figuras são referentes a cada experimento
realizado.
∙ BR → YN - Treinamento na base de dados Braccent e teste na base de dados
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Ynoguti;
∙ BR→ CF - Treinamento na base de dados Braccent e teste na base de dados CFPB;
∙ YN → BR - Treinamento na base de dados Ynoguti e teste na base de dados Brac-
cent;
∙ YN→ CF - Treinamento na base de dados Ynoguti e teste na base de dados CFPB;
∙ CF→ BR - Treinamento na base de dados CFPB e teste na base de dados Braccent;
∙ CF→ YN - Treinamento na base de dados CFPB e teste na base de dados Ynoguti;
Os dados experimentais revelam que treinar o sistema em uma base de dados
leva a resultados de identificação substancialmente inferiores quando o teste é realizado
em uma base de dados gravada em condições diferentes. Uma vez que as características
referentes ao sotaque (realizações fonéticas) existem igualmente nas três bases de dados,
essa queda de desempenho indica que os sistemas de classificação estão modelando outras
características acústicas que não se replicam entre as bases. Os melhores resultados obtidos
para os sistemas GMM-UBM e iVectors são com 2048 gaussianas, enquanto que o GMM-
SVM depende de qual base é utilizada para treinamento dos sistemas. Por exemplo, no
sistema treinado com a base Braccent, os melhores valores são com 128 gaussianas, em
que o teste é realizado na base Ynoguti, e 64 gaussianas com teste na base CFPB.
Figura 24 – Gráficos de desempenho com valores de taxa de reconhecimento para os siste-
mas GMM-UBM, iVectors e GMM-SVM, treinados e testados em diferentes
bases de dados.
Observamos que houve uma redução bastante considerável na taxa de reconheci-
mento em relação aos experimentos closed-set. Os classificadores GMM-UBM, iVectors
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e GMM-SVM tiveram melhor desempenho quando analisamos os valores de Recognition
Rate e F1-Score no experimento descrito em A, apesar dos valores serem pouco acima
dos 50%. As características fonéticas dos sotaques na base de dados Braccent têm maior
representatividade das variações linguísticas em relação às outras bases. Desta forma, os
sistemas conseguiram modelar essas variações de maneira mais apropriada. Associado a
isso, ainda no experimento A, verificamos que os testes realizados com uma base de dados
com controle de gravação (Ynoguti), onde tem menos ruído, mais clareza na pronúncia das
palavras e frases de leitura, contribuiu para um nível de reconhecimento um pouco melhor.
Diferentemente do encontrado no experimento BR → YN, realizar testes em uma base
com pouco controle de gravação e com amostras de fala espontânea, o experimento BR→
CF, todos os sistemas tiveram pior perfomance. O classificador GMM-SVM obteve per-
formance pouco melhor em relação aos outros dois mas ainda menor quando comparado
ao closed set.
Referente aos experimentos em que o treinamento dos sistemas é realizado na base
Ynoguti, indicado pelas letras C e D, eles contradizem a hipótese de que apenas uma base
de dados com baixo ruído de gravação e foneticamente balanceada é suficiente para o
ajuste de um modelo acústico de reconhecimento de sotaques. Ao contrário, os resultados
encontrados ao realizar o treinamento em uma base sem controle de gravação, com maior
variabilidade de canal (Braccent) e variabilidade de fala são superiores. Isso indica que
esses fatores podem ser desejáveis pois adicionam variabilidade à informação usada no
ajuste de parâmetros. Ao visualizar as matrizes de confusão desses experimentos, Tabela
19 e 20, verificamos que os erros estão polarizados em classes específicas, como observamos
nas classes de sotaque Mineiro e Sulista. Um possível explicação para esse fato é devido a
proximidade geográfica entre esses duas regiões, de maneira que as similaridades fonéticas
não foram devidamente modeladas. Além disso, podemos entender que o treinamento dos
sistemas em uma base de dados foneticamente balanceada não foi suficiente para classificar
corretamente os sotaques regionais quando expomos os sistemas a amostras de entrada
de teste com grande variabilidade de fala, como é o caso da base Braccent. Ou seja, é
necessário o treinamento com uma base de dados com grande variabilidade de fala e não
apenas livre de ruído, de forma que os sistemas modelem com maior precisão os traços
linguísticos regionais do idioma.
Ao observar os valores os baixos valores de F1-score à medida que aumenta a
quantidade de componentes gaussianas, verificamos que treinar o sistema em uma base
de dados com gravações feitas em ambiente ideal (livre de ruídos e microfone direcional) e
testá-lo utilizando outra base de dados sem controle de gravação mostra que as caracterís-
ticas modeladas estão mais relacionadas aos parâmetros de gravação, do que as variações
da fala ou características do locutor. Portanto, o que se observa é que os resultados em
um cenário cross data sets tem um grande viés relacionado a base de dados utilizadas
para treinamento e teste de sistemas de reconhecimento.
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Figura 25 – Gráficos de desempenho com valores de F1-Score para os sistemas GMM-
UBM, iVectors e GMM-SVM, treinados e testados em diferentes bases de
dados.
Os experimentos CF → BR e CF → YN mostram um desempenho menor em
relação ao BR → YN, YN → BR e YN → CF para os três classificadores. Observamos
que treinar em uma base de dados com a presença de fala espontânea, ocasionou notável
queda nas taxas de reconhecimento e F1-score e níveis de erro mais altos. Esse problema
também é verificado no cenário closed-set, com taxas de reconhecimento e de erro bem
próximas. Esses experimentos mostram aspectos pouco abordados na literatura e que são
de grande relevância ao analisar a robustez de classificadores.
Os resultados encontrados neste trabalho, em especial no cenário cross datasets,
mostram que os classificadores não modelam corretamente as características fonéticas
típicas de cada sotaque que estão presentes tanto nas bases de dados de treino quanto de
teste. Ao invés disso, modelaram aspectos específicos das condições de gravação ou das
frases usadas nas gravações. O cenário cross datasets trata-se de um cenário que mais se
aproxima de uma aplicação real, pois não garante igualdade de condições de captura. Isso
significa que a metodologia baseada somente em cenários closed-set é insuficiente para a
avaliação do desempenho e das hipóteses subjacentes aos problemas de classificação de
variações da fala.
Com relação às performances dos sistemas no cenário cross datasets, o classificador
GMM-UBM, apesar de obter um desempenho médio de 45%, ainda foi o melhor em relação
ao iVector e GMM-SVM. O desempenho médio do classificador com iVector foi pouco in-
ferior ao de um classificador aleatório, isto é, o algoritmo adivinha aleatoriamente a classe
positiva em metade do tempo. Sendo assim, um limiar para um classificador aleatório seria
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Figura 26 – Gráficos de desempenho com valores de taxa de erro para os sistemas GMM-
UBM, iVectors e GMM-SVM, treinados e testados em diferentes bases de
dados.
metade (50%) de acertos e erros. Esse resultado se contrapõe aos resultados compatíveis
com a literatura internacional encontrados no cenário closed-set pois esses classificadores
não foram capazes de discriminar corretamente as características relacionadas ao sotaque
da fala.
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Conclusão
Neste trabalho, foram desenvolvidos três sistemas de identificação de sotaques
regionais usando as abordagens GMM-UBM, iVector e GMM-SVM.
Conforme abordado nos capítulos anteriores, os sotaques regionais são provenientes
das diferentes realizações dos fonemas de uma determinada língua. Na comunicação ver-
bal no mesmo idioma, uma pessoa é capaz de entender a informação transmitida mesmo
que haja diferença de sotaque, particularmente quando o ouvinte é exposto regularmente
a variações linguísticas. No entanto, as variações nas articulações da fala podem com-
prometer sistemas de reconhecimento, pois muitos são treinados considerando apenas um
padrão da língua. Em aplicações reais, os sistemas precisam lidar adequadamente com
tais variações linguísticas.
Os experimentos foram realizados em dois cenários diferentes – closed-set e cross
datasets. O closed set reproduz situações já verificadas na literatura e resulta em índices
de reconhecimento semelhantes aos publicados para outros idiomas, havendo alguma re-
dução devido às peculiaridades do português brasileiro, quantidade de dados e um possível
desbalanceamento desses dados. Os dados de treinamento e teste foram definidos baseados
na metodologia de validação cruzada, cujo propósito é reduzir a variância das estimativas
e melhorar o desempenho dos sistemas por meio da generalização das características do
sinal de fala.
No cenário cross datasets, no qual as situações reais são melhor simuladas e ainda
pouco mencionadas na literatura, os índices de reconhecimento tiveram uma queda con-
siderável. Observamos que os sistemas modelaram características relacionadas às bases
de dados (ruído, silêncio, texto pronunciado) ao invés de características do sotaque ou da
fala propriamente dita. Essa condição abre um questionamento sobre quais características
de fato são “aprendidas” durante o treinamento de sistemas de machine learning.
Isso significa que a metodologia de validação em closed-set, comumente usada na
literatura e em sistemas de reconhecimento, gera resultados que podem não replicar em
situações reais. Esse problema pode estar relacionado ao sobre-ajuste dos parâmetros dos
classificadores, assim como pode estar relacionado a esparsidade dos elementos diferencia-
dores de cada sotaque, por exemplo, o /𝑠/ palatizado entre os falantes do sotaque carioca,
paraense e de Florianópolis, ocasionando problemas de classificação e perda de sua capa-
cidade de generalização. Neste caso, índices de desempenho e testes mais cautelosos que
a validação cruzada são necessários. Uma possível maneira de solucioná-lo é aumentando
a quantidade de dados de treinamento, porém, não é possível estimar, neste momento,
a quantidade de dados necessária para realizar um treinamento adequado para estimar,
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com maior precisão, a eficácia de sistemas de identificação automática de sotaques.
Com relação aos classificadores, constatamos que o classificador GMM-SVM mo-
delou as características acústicas dos sotaques regionais de maneira mais eficaz que os
classificadores GMM-UBM e iVectors. Isso pode estar associado à quantidade de da-
dos disponíveis para treinamento desse tipo de sistema, pois a matriz de variabilidade
𝑇 requer grande quantidade de dados para modelagem das características intra-classe e
inter-classe. No sistema GMM-UBM, à medida que a quantidade de componentes gaus-
sianas aumenta de 32 componentes para 2048, o sistema obteve melhor performance com
256 componentes gaussianas no cenário closed set nas bases de Braccent e Ynoguti e 2048
gaussinas na base CFPB, mas ao utilizar iVectors variando o tamanho da matriz 𝑇 de
[100, 150, 200, 300, 400] com 256 gaussianas, não observamos melhoria em relação ao sis-
tema GMM-UBM, conforme observamos nas Tabelas 6, 8 e 10 . Neste sentido, é possível
verificar que o tamanho das bases de dados utilizadas para os experimentos ainda não
é suficiente para estabelecer uma relação de que o sistema iVector é melhor do que o
GMM-UBM, como reportado em alguns trabalhos disponíveis no estado da arte. Obser-
vamos também que, à medida que aumentamos a quantidade de componentes gaussianas,
o sistema tem boa taxa de reconhecimento porém o 𝐹1 − 𝑆𝑐𝑜𝑟𝑒 é muito baixo e pode
indicar um possível overfitting. Isso pode ser causado pela quantidade de dados utilizados
para treinamento desses sistemas.
No cenário cross datasets, com maior quantidade de dados para treinamento que
de teste e aumentando o número de componentes gaussianas, o sistema iVector teve maior
𝐹1− 𝑆𝑐𝑜𝑟𝑒 comparado ao GMM-UBM, para ambas as condições de treinamento e teste.
No entanto, comparado ao cenário closed-set, a taxa de reconhecimento é bem mais baixa e
os erros mais altos pois além da independência de gênero o sistema lida com independência
de texto.
A nossa hipótese inicial para os sistemas de reconhecimento de sotaques é que as
características acústicas dos fones do português brasileiro são modeladas, pois são carac-
terísticas presentes em todas as bases de dados. No entanto, os resultados não generalizam
para situações em que as características fonéticas do português brasileiro estão representa-
das em diferentes bases de dados de fala, mas as condições de gravação mudam, o que pode
indicar que os sistemas aprenderam características relacionadas às condições de gravação
ou específicas de uma base de dados. Outro fator observado mostra que os resultados
contradizem a ideia de que uma base de dados sem ruído e foneticamente balanceada
implica em um ajuste mais adequado de parâmetros em sistemas de reconhecimento.
A identificação de sotaques é um problema de grande relevância de pesquisa e deve
ser melhor abordado ao se desenvolver e avaliar sistemas de reconhecimento automático de
fala e de locutor em português brasileiro ou qualquer outro idioma. A detecção automática
de sotaques no português brasileiro é um problema em aberto que ainda não tem soluções
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que generalizam para diferentes bases de dados.
5.3 Trabalhos Futuros
As técnicas utilizadas neste trabalho são parte do estado da arte para reconhe-
cimento (verificação) de locutor e foram aplicadas ao reconhecimento (identificação) de
sotaques. Sabe-se que existem diferenças nas frequências fundamentais e formânticas da
fala entre o sexo feminino e masculino, algumas vezes dificultando o reconhecimento. Não
utilizamos neste trabalho uma técnica de normalização do trato vocal (Vocal Tract Length
Normalization), desta forma, pensamos em considerar o uso de VTLN também como uma
das etapas para identificação de sotaques regionais e verificar se existe alguma melhoria.
Pretendemos continuar a análise das variações linguísticas do português brasileiro
associado ao reconhecimento de fala, utilizando técnicas de Deep Learning, conforme re-
portando nos trabalhos de Ma et al. (2012) e Najafian et al. (2016). A ideia é melhorar a
capacidade de aprendizado das características intrínsecas da fala e a separação dos dados
de treinamento, oferecendo melhor discriminação das diferentes classes de sotaques. Isso
ajudaria a identificar claramente os problemas existentes e melhorar a precisão dos siste-
mas de reconhecimento. Além disso, considerar a interpretabilidade em machine learning
para entender não apenas qual sotaque regional foi predito pelo modelo, mas entender o
porquê da predição ter sido feita. O princípio da interpretabilidade diz que um modelo
deve explicar como chegou a previsão (o porquê), porque uma previsão correta apenas re-
solve parcialmente seu problema original (NARAYANAN et al., 2018). Em muitos casos,
saber o “porquê” pode auxiliar no aprendizado do problema, dos dados e a razão pela
qual um modelo pode falhar.
Por fim, dar continuidade à confecção de uma base de dados mais completa e ro-
busta, alcançando maior representatividade das variações linguísticas na fala do português
brasileiro. A ideia é aplicar modelos de sotaques como uma fase anterior aos sistemas de
reconhecimento de locutor e verificar se sua performance é melhorada. Para isso é necessá-
ria a confecção de uma base de dados com diferentes condições de captura de um mesmo
locutor, por exemplo, capturar em amostras de voz de um mesmo locutor em diferentes
períodos de tempo.
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APÊNDICE A – Resultados Quantitativos
dos Experimentos
A.1 Cenário Closed set
Tabela 6 – Quadro Comparativo dos Desempenhos dos Classificadores GMM-UBM, iVec-
tors e GMM-SVM no cenário Closed set com a Base de Dados Braccent.
Classificador Acurácia F1-Score Taxa de
Reco-
nheci-
mento
Taxa de
Erro
GMM-UBM
256 78 0.91 73% 19%
512 72 0.84 62% 25%
1024 41 0.48 43% 34%
2048 31 0.36 37.6% 43.1%
iVectors
200 51 0.6 48% 35%
300 55 0.64 50% 31%
400 61 0.71 51% 32%
GMM-SVM
32 64 0.75 58% 30%
64 68 0.8 60% 29%
128 70 0.82 61% 29%
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Tabela 7 – Matrizes de confusão dos melhores resultados obtidos para os três sistemas no
cenário Closed set na base de dados Braccent. Da esquerda para a direita, a
primeira matriz corresponde ao experimento GMM-UBM com 256 gaussianas,
a segunda matriz corresponde ao experimento iVector com 𝑇 = 400 e a terceira
matriz corresponde ao GMM-SVM com 128 gaussianas.
N
O
RT
BA FL
U
M
IN
C
A
R
N
O
R
SU
L
𝑁𝑂𝑅𝑇 1 0 0 0 0 3 0
𝐵𝐴 0 9 0 0 0 0 0
𝐹𝐿𝑈 0 0 2 0 0 0 0
𝑀𝐼𝑁 0 0 2 4 0 0 0
𝐶𝐴𝑅 0 0 0 0 3 0 0
𝑁𝑂𝑅 0 0 3 0 0 17 0
𝑆𝑈𝐿 0 0 0 3 2 0 42
N
O
RT
BA FL
U
M
IN
C
A
R
N
O
R
SU
L
𝑁𝑂𝑅𝑇 1 0 0 0 0 1 5
𝐵𝐴 0 9 0 0 2 6 1
𝐹𝐿𝑈 0 0 2 0 0 2 3
𝑀𝐼𝑁 0 0 3 4 0 0 3
𝐶𝐴𝑅 0 0 0 0 3 0 5
𝑁𝑂𝑅 0 0 0 0 0 5 1
𝑆𝑈𝐿 0 0 0 0 0 0 25
N
O
RT
BA FL
U
M
IN
C
A
R
N
O
R
SU
L
𝑁𝑂𝑅𝑇 1 0 0 0 1 0 0
𝐵𝐴 0 9 0 0 0 2 0
𝐹𝐿𝑈 0 0 2 0 0 1 1
𝑀𝐼𝑁 0 0 3 4 0 0 4
𝐶𝐴𝑅 0 0 0 0 3 0 0
𝑁𝑂𝑅 0 0 0 0 0 14 0
𝑆𝑈𝐿 0 0 2 0 1 0 37
Tabela 8 – Quadro Comparativo dos Desempenhos dos Classificadores GMM-UBM, iVec-
tors e GMM-SVM no cenário Closed set com a Base de Dados Ynoguti.
Classificador Acurácia F1-Score Taxa de
Reco-
nheci-
mento
Taxa de
Erro
GMM-UBM
256 44 0.44 80% 15%
512 32 0.32 73% 21%
1024 28 0.28 57% 32%
2048 25 0.25 46% 43%
iVectors
200 33 0.33 60% 26%
300 38 0.38 63% 24%
400 36 0.36 63% 25%
GMM-SVM
32 65 0.65 87% 12%
64 71 0.71 88% 10%
128 70 0.82 61% 29%
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Tabela 9 – Matrizes de confusão dos melhores resultados obtidos para os três sistemas no
cenário Closed set na Base de DadosYnoguti. Da esquerda para a direita, a
primeira matriz corresponde ao experimento GMM-UBM com 256 gaussianas,
a segunda matriz corresponde ao experimento iVector com 𝑇 = 300 e a terceira
matriz corresponde ao GMM-SVM com 64 gaussianas.
BA FL
U
M
IN
N
O
R
SU
L
𝐵𝐴 1 0 0 0 14
𝐹𝐿𝑈 0 10 0 0 7
𝑀𝐼𝑁 0 0 6 0 14
𝑁𝑂𝑅 0 0 0 4 19
𝑆𝑈𝐿 2 0 0 0 23
BA FL
U
M
IN
N
O
R
SU
L
𝐵𝐴 2 0 0 0 6
𝐹𝐿𝑈 0 10 1 0 11
𝑀𝐼𝑁 0 0 5 0 18
𝑁𝑂𝑅 0 0 0 4 25
𝑆𝑈𝐿 1 0 0 0 17
BA FL
U
M
IN
N
O
R
SU
L
𝐵𝐴 2 0 0 0 3
𝐹𝐿𝑈 0 10 0 0 11
𝑀𝐼𝑁 0 0 6 0 7
𝑁𝑂𝑅 0 0 0 4 7
𝑆𝑈𝐿 1 0 0 0 49
Tabela 10 – Quadro Comparativo dos Desempenhos dos Classificadores GMM-UBM,
iVectors e GMM-SVM no cenário Closed set com a Base de Dados CFPB.
Algoritmo Acurácia F1-Score Taxa de
Reco-
nheci-
mento
Taxa de
Erro
GMM-UBM
256 36 0.36 36% 35%
512 40 0.40 39% 34%
1024 44 0.44 40% 33%
2048 46 0.46 42% 33%
iVectors
100 37 0.37 35% 38%
150 37 0.37 35% 38%
200 38 0.38 35% 38%
GMM-SVM
32 54 0.53 51% 29%
64 53 0.52 51% 27%
128 55 0.54 52% 27%
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Tabela 11 – Matrizes de confusão dos melhores resultados obtidos para os três sistemas
no cenário Closed set na Base de Dados CFPB. Da esquerda para a direita,
a primeira matriz corresponde ao experimento GMM-UBM com 2048 gaus-
sianas, a segunda matriz corresponde ao experimento iVector com 𝑇 = 200
e a terceira matriz corresponde ao GMM-SVM com 128 gaussianas.
N
O
RT
BA FL
U
M
IN
C
A
R
N
O
R
SU
L
𝑁𝑂𝑅𝑇 0 0 0 0 0 0 0
𝐵𝐴 0 0 0 0 0 0 0
𝐹𝐿𝑈 1 2 25 0 7 6 9
𝑀𝐼𝑁 0 0 0 0 0 0 0
𝐶𝐴𝑅 0 0 0 1 1 0 1
𝑁𝑂𝑅 0 0 0 0 1 0 0
𝑆𝑈𝐿 4 3 13 0 3 4 20
N
O
RT
BA FL
U
M
IN
C
A
R
N
O
R
SU
L
𝑁𝑂𝑅𝑇 0 0 1 0 0 0 2
𝐵𝐴 0 1 0 0 0 0 1
𝐹𝐿𝑈 0 0 13 0 2 0 2
𝑀𝐼𝑁 0 0 0 0 0 2 0
𝐶𝐴𝑅 1 0 4 1 3 2 3
𝑁𝑂𝑅 0 0 1 0 0 1 2
𝑆𝑈𝐿 4 4 19 0 7 5 20
N
O
RT
BA FL
U
M
IN
C
A
R
N
O
R
SU
L
𝑁𝑂𝑅𝑇 0 0 0 0 0 0 0
𝐵𝐴 0 0 0 0 0 0 0
𝐹𝐿𝑈 1 2 33 0 5 0 10
𝑀𝐼𝑁 0 0 0 0 0 0 0
𝐶𝐴𝑅 0 0 0 0 1 0 0
𝑁𝑂𝑅 0 0 0 0 0 1 0
𝑆𝑈𝐿 4 3 5 1 6 9 20
Tabela 12 – Quadro Comparativo dos Desempenhos dos Classificadores GMM-UBM,
iVectors e GMM-SVM no cenário Closed set com a fusão das três Base de
Dados.
Algoritmo Acurácia F1-Score Taxa de
Reco-
nheci-
mento
Taxa de
Erro
GMM-UBM
256 141 0.68 72% 21%
512 132 0.64 73% 20%
1024 124 0.60 72% 18%
2048 111 0.53 70% 22%
iVectors
200 98 0.47 54% 27%
300 102 0.50 53% 28%
400 86 0.41 53% 28%
GMM-SVM
32 153 0.74 70% 21.5%
64 168 0.81 73% 20%
128 174 0.84 75.6% 18%
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Tabela 13 – Matrizes de confusão dos melhores resultados obtidos para os três sistemas
no cenário Closed set com a fusão das três bases de dados. Da esquerda para
a direita, a primeira matriz corresponde ao experimento GMM-UBM com
256 gaussianas, a segunda matriz corresponde ao experimento iVector com
𝑇 = 200 e a terceira matriz corresponde ao GMM-SVM com 128 gaussianas.
N
O
RT
BA FL
U
M
IN
C
A
R
N
O
R
SU
L
𝑁𝑂𝑅𝑇 0 1 2 1 0 0 0
𝐵𝐴 0 4 2 0 0 0 1
𝐹𝐿𝑈 2 5 21 0 5 5 1
𝑀𝐼𝑁 0 0 0 9 0 0 1
𝐶𝐴𝑅 0 3 0 0 3 0 18
𝑁𝑂𝑅 0 0 0 0 0 0 0
𝑆𝑈𝐿 0 0 0 0 0 19 104
N
O
RT
BA FL
U
M
IN
C
A
R
N
O
R
SU
L
𝑁𝑂𝑅𝑇 0 1 2 0 0 0 15
𝐵𝐴 0 3 0 0 0 0 12
𝐹𝐿𝑈 0 2 21 0 5 2 3
𝑀𝐼𝑁 0 0 0 10 0 4 15
𝐶𝐴𝑅 2 6 1 0 3 0 18
𝑁𝑂𝑅 0 1 1 0 0 3 4
𝑆𝑈𝐿 0 0 0 0 0 15 58
N
O
RT
BA FL
U
M
IN
C
A
R
N
O
R
SU
L
𝑁𝑂𝑅𝑇 0 0 1 0 0 0 0
𝐵𝐴 0 6 0 0 0 0 0
𝐹𝐿𝑈 0 3 23 0 5 0 0
𝑀𝐼𝑁 0 0 0 10 0 0 4
𝐶𝐴𝑅 1 3 1 0 3 0 1
𝑁𝑂𝑅 0 1 0 0 0 13 1
𝑆𝑈𝐿 1 0 0 0 0 11 119
A.2 Cenário Crossdatasets
Tabela 14 – Quadro Comparativo dos Desempenhos dos Classificadores GMM-UBM,
iVectors e GMM-SVM no cenário Crossdatasets, com treinamento na base
de dados Braccent e teste na base de dados Ynoguti.
Algoritmo Acurácia F1-Score Taxa de
Reco-
nheci-
mento
Taxa de
Erro
GMM-UBM
256 1064 0.53 53% 37%
512 1065 0.53 53% 36%
1024 1072 0.53 53% 36%
2048 1073 0.54 54% 36%
iVectors
200 1049 0.52 52% 37%
300 1046 0.52 52% 39%
400 1037 0.51 52% 38%
GMM-SVM
32 1384 0.69 69% 23%
64 1466 0.73 73% 21%
128 1505 0.75 75% 20%
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Tabela 15 – Matrizes de confusão dos melhores resultados obtidos do cenário Crossdata-
sets com treinamento na base de dados Braccent e teste na base de dados
Ynoguti. Da esquerda para a direita, a primeira matriz corresponde ao ex-
perimento GMM-UBM com 2048 gaussianas, a segunda matriz corresponde
ao experimento iVector com 𝑇 = 200 e a terceira matriz corresponde ao
GMM-SVM com 128 gaussianas.
BA FL
U
M
IN
N
O
R
SU
L
𝐵𝐴 18 0 0 0 221
𝐹𝐿𝑈 8 52 0 0 243
𝑀𝐼𝑁 0 0 0 0 15
𝑁𝑂𝑅 0 0 0 0 57
𝑆𝑈𝐿 35 155 114 81 1003
BA FL
U
M
IN
N
O
R
SU
L
𝐵𝐴 20 1 0 0 219
𝐹𝐿𝑈 6 48 0 0 235
𝑀𝐼𝑁 0 3 0 0 58
𝑁𝑂𝑅 0 1 0 3 49
𝑆𝑈𝐿 35 154 114 78 978
BA FL
U
M
IN
N
O
R
SU
L
𝐵𝐴 0 0 0 0 10
𝐹𝐿𝑈 0 0 0 0 4
𝑀𝐼𝑁 0 0 0 0 2
𝑁𝑂𝑅 0 1 1 0 18
𝑆𝑈𝐿 61 206 113 81 1505
Tabela 16 – Quadro Comparativo dos Desempenhos dos Classificadores GMM-UBM,
iVectors e GMM-SVM no cenário Crossdatasets, com treinamento na base
de dados Braccent e teste na base de dados CFPB.
Algoritmo Acurária F1-Score Taxa de
Reco-
nheci-
mento
Taxa de
Erro
GMM-UBM
256 101 0.25 25% 39%
512 103 0.25 25% 39%
1024 105 0.26 26% 39%
2048 111 0.27 27% 40%
iVectors
200 47 0.11 11% 48%
300 38 0.09 9% 49%
400 49 0.12 12% 47%
GMM-SVM
32 115 0.28 28% 39%
64 116 0.28 28% 39%
128 116 0.28 28% 40%
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Tabela 17 – Matrizes de confusão dos melhores resultados obtidos do cenário Crossdata-
sets com treinamento na base de dados Braccent e teste na base de dados
CFPB. Da esquerda para a direita, a primeira matriz corresponde ao ex-
perimento GMM-UBM com 2048 gaussianas, a segunda matriz corresponde
ao experimento iVector com 𝑇 = 400 e a terceira matriz corresponde ao
GMM-SVM com 64 gaussianas.
N
O
RT
BA FL
U
M
IN
C
A
R
N
O
R
SU
L
𝑁𝑂𝑅𝑇 1 0 0 0 0 3 0
𝐵𝐴 0 9 0 0 0 0 0
𝐹𝐿𝑈 0 0 2 0 0 0 0
𝑀𝐼𝑁 0 0 2 4 0 0 0
𝐶𝐴𝑅 0 0 0 0 3 0 0
𝑁𝑂𝑅 0 0 3 0 0 17 0
𝑆𝑈𝐿 0 0 0 3 2 0 42
N
O
RT
BA FL
U
M
IN
C
A
R
N
O
R
SU
L
𝑁𝑂𝑅𝑇 0 0 0 0 0 0 2
𝐵𝐴 6 6 46 1 11 8 34
𝐹𝐿𝑈 3 2 16 0 3 1 8
𝑀𝐼𝑁 6 4 49 1 15 10 26
𝐶𝐴𝑅 2 0 4 0 0 2 4
𝑁𝑂𝑅 4 8 25 0 14 11 32
𝑆𝑈𝐿 1 2 14 2 5 8 15
N
O
RT
BA FL
U
M
IN
C
A
R
N
O
R
SU
L
𝑁𝑂𝑅𝑇 0 0 0 0 0 0 0
𝐵𝐴 0 0 0 0 0 0 0
𝐹𝐿𝑈 0 0 2 0 2 0 2
𝑀𝐼𝑁 0 0 0 0 0 0 0
𝐶𝐴𝑅 0 0 0 0 0 0 0
𝑁𝑂𝑅 9 6 13 0 9 9 14
𝑆𝑈𝐿 13 16 139 4 37 31 105
Tabela 18 – Quadro Comparativo dos Desempenhos dos Classificadores GMM-UBM,
iVectors e GMM-SVM no cenário Crossdatasets, com treinamento na base
de dados Ynoguti e teste na base de dados Braccent.
Algoritmo Acurária F1-Score Taxa de
Reco-
nheci-
mento
Taxa de
Erro
GMM-UBM
256 733 0.45 45% 41%
512 759 0.47 47% 40%
1024 769 0.48 48% 40%
2048 795 0.49 49% 40%
iVectors
200 544 0.33 33% 45%
300 589 0.36 36% 44%
400 488 0.30 30% 45%
GMM-SVM
32 701 0.43 43% 37%
64 674 0.41 41% 38%
128 703 0.43 43% 38%
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Tabela 19 – Matrizes de confusão dos melhores resultados obtidos do cenário Crossdata-
sets com treinamento na base de dados Ynoguti e teste na base de dados
Braccent. Da esquerda para a direita, a primeira matriz corresponde ao ex-
perimento GMM-UBM com 2048 gaussianas, a segunda matriz corresponde
ao experimento iVector com 𝑇 = 300 e a terceira matriz corresponde ao
GMM-SVM com 32 gaussianas.
BA FL
U
M
IN
N
O
R
SU
L
𝐵𝐴 0 0 0 1 1
𝐹𝐿𝑈 5 19 24 3 70
𝑀𝐼𝑁 39 26 1 28 49
𝑁𝑂𝑅 2 1 0 3 15
𝑆𝑈𝐿 136 102 57 324 710
BA FL
U
M
IN
N
O
R
SU
L
𝐵𝐴 3 5 5 26 44
𝐹𝐿𝑈 26 53 38 39 186
𝑀𝐼𝑁 30 21 2 25 63
𝑁𝑂𝑅 0 1 0 3 49
𝑆𝑈𝐿 35 154 114 78 978
BA FL
U
M
IN
N
O
R
SU
L
𝐵𝐴 4 0 0 1 1
𝐹𝐿𝑈 14 34 22 34 157
𝑀𝐼𝑁 3 8 0 3 20
𝑁𝑂𝑅 0 2 0 1 5
𝑆𝑈𝐿 161 104 60 320 662
Tabela 20 – Quadro Comparativo dos Desempenhos dos Classificadores GMM-UBM,
iVectors e GMM-SVM no cenário Crossdatasets, com treinamento na base
de dados Ynoguti e teste na base de dados CFPB.
Algoritmo Acurária F1-Score Taxa de
Reco-
nheci-
mento
Taxa de
Erro
GMM-UBM
256 115 0.34 34% 37%
512 118 0.35 35% 37%
1024 119 0.35 35% 40%
2048 122 0.36 36% 42%
iVectors
200 95 0.28 28% 40%
300 75 0.22 22% 45%
400 122 0.36 36% 43%
GMM-SVM
32 150 0.44 44% 38%
64 147 0.43 43% 37%
128 140 0.41 41% 40%
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Tabela 21 – Matrizes de confusão dos melhores resultados obtidos do cenário Crossdata-
sets com treinamento na base de dados Ynoguti e teste na base de dados
CFPB. Da esquerda para a direita, a primeira matriz corresponde ao ex-
perimento GMM-UBM com 2048 gaussianas, a segunda matriz corresponde
ao experimento iVector com 𝑇 = 400 e a terceira matriz corresponde ao
GMM-SVM com 32 gaussianas.
BA FL
U
M
IN
N
O
R
SU
L
𝐵𝐴 0 0 0 0 0
𝐹𝐿𝑈 0 1 0 0 0
𝑀𝐼𝑁 1 2 0 0 0
𝑁𝑂𝑅 0 0 0 0 0
𝑆𝑈𝐿 21 151 4 40 121
BA FL
U
M
IN
N
O
R
SU
L
𝐵𝐴 4 22 2 7 16
𝐹𝐿𝑈 2 47 0 10 20
𝑀𝐼𝑁 2 13 0 4 11
𝑁𝑂𝑅 4 27 1 4 7
𝑆𝑈𝐿 10 45 1 15 67
BA FL
U
M
IN
N
O
R
SU
L
𝐵𝐴 0 4 0 0 0
𝐹𝐿𝑈 1 56 0 7 20
𝑀𝐼𝑁 2 8 0 3 7
𝑁𝑂𝑅 3 7 0 0 0
𝑆𝑈𝐿 16 79 4 30 94
Tabela 22 – Quadro Comparativo dos Desempenhos dos Classificadores GMM-UBM,
iVectors e GMM-SVM no cenário Crossdatasets, com treinamento na base
de dados CFPB e teste na base de dados Ynoguti.
Algoritmo Acurária F1-Score Taxa de
Reco-
nheci-
mento
Taxa de
Erro
GMM-UBM
256 446 0.32 32% 43%
512 512 0.36 36% 42%
1024 530 0.38 38% 42%
2048 595 0.42 42% 41%
iVectors
100 388 0.28 28% 46%
150 416 0.30 30% 45%
200 - - - -
GMM-SVM
32 649 0.48 48% 38%
64 651 0.46 46% 39%
128 592 0.42 42% 38%
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Tabela 23 – Matrizes de confusão dos melhores resultados obtidos do cenário Crossda-
tasets com treinamento na base de dados CFPB e teste na base de dados
Ynoguti. Da esquerda para a direita, a primeira matriz corresponde ao ex-
perimento GMM-UBM com 2048 gaussianas, a segunda matriz corresponde
ao experimento iVector com 𝑇 = 400 e a terceira matriz corresponde ao
GMM-SVM com 32 gaussianas.
BA FL
U
M
IN
N
O
R
SU
L
𝐵𝐴 10 4 2 26 156
𝐹𝐿𝑈 1 42 38 30 168
𝑀𝐼𝑁 1 1 5 1 8
𝑁𝑂𝑅 3 13 7 14 164
𝑆𝑈𝐿 20 95 62 10 524
BA FL
U
M
IN
N
O
R
SU
L
𝐵𝐴 18 42 11 28 233
𝐹𝐿𝑈 2 47 37 25 161
𝑀𝐼𝑁 4 19 44 14 208
𝑁𝑂𝑅 3 8 2 12 123
𝑆𝑈𝐿 8 39 20 2 295
BA FL
U
M
IN
N
O
R
SU
L
𝐵𝐴 2 5 4 3 42
𝐹𝐿𝑈 2 85 41 46 244
𝑀𝐼𝑁 3 0 0 0 14
𝑁𝑂𝑅 4 5 16 17 145
𝑆𝑈𝐿 18 60 53 15 575
Tabela 24 – Quadro Comparativo dos Desempenhos dos Classificadores GMM-UBM,
iVectors e GMM-SVM no cenário Crossdatasets, com treinamento na base
de dados CFPB e teste na base de dados Braccent.
Algoritmo Acurária F1-Score Taxa de
Reco-
nheci-
mento
Taxa de
Erro
GMM-UBM
256 246 0.28 28% 37%
512 250 0.28 28% 40%
1024 254 0.29 29% 40%
2048 277 0.31 31% 39%
iVectors
100 277 0.32 32% 41%
150 278 0.32 32% 43%
200 275 0.31 31% 44%
GMM-SVM
32 269 0.30 30% 40%
64 282 0.32 32% 39%
128 300 0.34 34% 39%
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Tabela 25 – Matrizes de confusão dos melhores resultados obtidos do cenário Crossda-
tasets com treinamento na base de dados CFPB e teste na base de dados
Braccent. Da esquerda para a direita, a primeira matriz corresponde ao ex-
perimento GMM-UBM com 2048 gaussianas, a segunda matriz corresponde
ao experimento iVector com 𝑇 = 100 e a terceira matriz corresponde ao
GMM-SVM com 128 gaussianas.
N
O
RT
BA FL
U
M
IN
C
A
R
N
O
R
SU
L
𝑁𝑂𝑅𝑇 1 5 7 0 22 85 78
𝐵𝐴 0 4 7 3 0 0 6
𝐹𝐿𝑈 0 4 7 11 1 13 50
𝑀𝐼𝑁 0 0 0 0 0 0 0
𝐶𝐴𝑅 0 0 4 0 0 4 9
𝑁𝑂𝑅 0 4 0 0 0 2 4
𝑆𝑈𝐿 18 63 60 21 28 94 263
N
O
RT
BA FL
U
M
IN
C
A
R
N
O
R
SU
L
𝑁𝑂𝑅𝑇 2 9 11 3 20 114 85
𝐵𝐴 0 1 2 0 0 1 2
𝐹𝐿𝑈 0 0 7 2 1 9 25
𝑀𝐼𝑁 0 0 0 0 0 0 0
𝐶𝐴𝑅 0 0 3 5 0 1 17
𝑁𝑂𝑅 0 5 5 3 1 0 14
𝑆𝑈𝐿 17 65 57 22 29 73 267
N
O
RT
BA FL
U
M
IN
C
A
R
N
O
R
SU
L
𝑁𝑂𝑅𝑇 0 0 0 0 0 9 6
𝐵𝐴 0 0 0 0 0 0 0
𝐹𝐿𝑈 0 23 48 10 19 48 154
𝑀𝐼𝑁 0 0 0 0 0 0 0
𝐶𝐴𝑅 0 3 9 0 0 7 13
𝑁𝑂𝑅 6 12 10 4 4 40 25
𝑆𝑈𝐿 13 42 18 21 28 94 212
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APÊNDICE B – Informações Adicionais da
Base de Dados Braccent
Sotaque Sexo Idade do Locutor Grau de Escolaridade
Nortista
Feminino 17 anos Ensino Médio Incompleto
Feminino 32 anos Ensino Superior Incompleto
Masculino 30 anos Mestrado
Masculino 27 anos Mestrado
Baiano
Feminino 29 anos Ensino Superior Completo
Feminino 28 anos Doutorado
Feminino 21 anos Ensino Superior Incompleto
Feminino 19 anos Ensino Médio Completo
Feminino 72 anos Ensino Superior Completo
Feminino 29 anos Ensino Superior Incompleto
Feminino 60 anos Mestrado
Masculino 25 anos Ensino Superior Incompleto
Masculino 30 anos Doutorado
Masculino 40 anos Mestrado
Masculino 20 anos Ensino Superior Incompleto
Masculino 26 anos Ensino Superior Incompleto
Masculino 25 anos Ensino Médio Completo
Masculino 37 anos Ensino Superior Completo
Masculino 62 anos Ensino Médio Completo
Mineiro
Feminino 23 anos Ensino Superior Incompleto
Feminino 32 anos Mestrado
Feminino 21 anos Ensino Superior Incompleto
Feminino 19 anos Ensino Superior Incompleto
Feminino 25 anos Doutorado
Feminino 28 anos Doutorado
Feminino 28 anos Mestrado
Masculino 34 anos Ensino Superior Incompleto
Masculino 25 anos Ensino Superior Completo
Masculino 42 anos Ensino Superior Completo
Masculino 39 anos Ensino Superior Completo
Masculino 24 anos Ensino Superior Completo
Masculino 31 anos Ensino Superior Completo
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Carioca
Feminino 25 anos Ensino Superior Incompleto
Feminino 25 anos Ensino Superior Incompleto
Feminino 28 anos Mestrado
Feminino 28 anos Mestrado
Masculino 72 anos Ensino Superior Incompleto
Masculino 29 anos Ensino Superior Incompleto
Masculino 60 anos Ensino Superior Incompleto
Fluminense
Feminino 25 anos Mestrado
Feminino 35 anos Mestrado
Feminino 24 anos Ensino Superior Completo
Feminino 19 anos Ensino Superior Incompleto
Feminino 28 anos Ensino Superior Completo
Feminino 21 anos Ensino Superior Incompleto
Masculino 18 anos Ensino Superior Incompleto
Masculino 28 anos Ensino Superior Completo
Masculino 23 anos Ensino Superior Completo
Masculino 25 anos Ensino Superior Completo
Nordestino
Feminino 23 anos Ensino Superior Incompleto
Feminino 47 anos Ensino Superior Completo
Feminino 70 anos Ensino Superior Completo
Feminino 40 anos Ensino Superior Completo
Feminino 26 anos Ensino Superior Completo
Feminino 23 anos Ensino Superior Incompleto
Feminino 43 anos Ensino Superior Completo
Feminino 29 anos Ensino Superior Completo
Feminino 55 anos Ensino Superior Completo
Feminino 57 anos Ensino Superior Completo
Feminino 59 anos Ensino Médio Incompleto
Feminino 34 anos Doutorado
Feminino 25 anos Ensino Superior Completo
Masculino 27 anos Ensino Superior Completo
Masculino 45 anos Doutorado
Masculino 23 anos Ensino Superior Completo
Masculino 24 anos Ensino Superior Incompleto
Masculino 28 anos Mestrado
Masculino 26 anos Ensino Superior Completo
Masculino 26 anos Doutorado
Masculino 31 anos Ensino Superior Completo
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Masculino 42 anos Ensino Médio Completo
Masculino 26 anos Mestrado
Masculino 30 anos Mestrado
Masculino 52 anos Ensino Superior Completo
Masculino 43 anos Ensino Superior Completo
Masculino 26 anos Ensino Superior Completo
Masculino 35 anos Ensino Superior Completo
Masculino 36 anos Mestrado
Masculino 28 anos Ensino Superior Incompleto
Sulista
Feminino 23 anos Ensino Superior Completo
Feminino 23 anos Ensino Superior Completo
Feminino 31 anos Ensino Superior Completo
Feminino 31 anos Ensino Superior Completo
Feminino 53 anos Ensino Superior Completo
Feminino 19 anos Ensino Superior Incompleto
Feminino 27 anos Ensino Superior Completo
Feminino 25 anos Ensino Superior Completo
Feminino 31 anos Mestrado
Feminino 19 anos Ensino Superior Incompleto
Feminino 26 anos Ensino Superior Incompleto
Feminino 35 anos Ensino Superior Completo
Feminino 32 anos Mestrado
Feminino 32 anos Ensino Superior Completo
Feminino 21 anos Ensino Superior Incompleto
Feminino 21 anos Ensino Superior Incompleto
Feminino 21 anos Ensino Superior Incompleto
Feminino 21 anos Ensino Superior Incompleto
Feminino 26 anos Mestrado
Feminino 26 anos Ensino Superior Completo
Feminino 32 anos Doutorado
Feminino 25 anos Ensino Médio Completo
Feminino 30 anos Ensino Superior Completo
Feminino 20 anos Ensino Superior Incompleto
Feminino 24 anos Ensino Superior Completo
Feminino 21 anos Ensino Superior Incompleto
Feminino 24 anos Ensino Superior Completo
Feminino 31 anos Ensino Superior Completo
Feminino 28 anos Ensino Superior Completo
Feminino 25 anos Ensino Superior Completo
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Feminino 20 anos Ensino Superior Incompleto
Feminino 29 anos Mestrado
Masculino 33 anos Mestrado
Masculino 24 anos Ensino Superior Incompleto
Masculino 27 anos Doutorado
Masculino 19 anos Ensino Superior Incompleto
Masculino 23 anos Ensino Superior Incompleto
Masculino 21 anos Ensino Superior Incompleto
Masculino 32 anos Doutorado
Masculino 34 anos Ensino Superior Completo
Masculino 20 anos Ensino Médio Completo
Masculino 49 anos Ensino Superior Completo
Masculino 21 anos Ensino Superior Incompleto
Masculino 60 anos Ensino Superior Completo
Masculino 29 anos Ensino Superior Completo
Masculino 24 anos Ensino Superior Incompleto
Masculino 56 anos Ensino Superior Completo
Masculino 21 anos Ensino Superior Incompleto
Masculino 60 anos Ensino Superior Completo
Masculino 29 anos Ensino Superior Completo
Masculino 24 anos Ensino Superior Incompleto
Masculino 56 anos Ensino Superior Completo
Masculino 21 anos Ensino Superior Incompleto
Masculino 23 anos Ensino Médio Completo
Masculino 24 anos Ensino Superior Completo
Masculino 23 anos Ensino Superior Completo
Masculino 40 anos Ensino Médio Incompleto
Masculino 16 anos Ensino Médio Completo
Masculino 27 anos Doutorado
Masculino 28 anos Ensino Superior Completo
Masculino 18 anos Ensino Médio Completo
Masculino 27 anos Mestrado
Masculino 42 anos Ensino Superior Completo
Masculino 31 anos Ensino Superior Completo
Tabela 26 – Tabela com informações dos locutores da base de fala Braccent.
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APÊNDICE C – Transcrições Fonéticas das
Frases - Base de Dados Braccent
Neste capítulo, são apresentadas as transcrições fonéticas das frases que compõem
a base de dados Braccent para as variações na fala de cada sotaque regional, considerando
um locutor específico para cada sotaque regional, podendo ser do sexo feminino ou mas-
culino. Sabemos que cada pessoa tem seu sotaque, isto é, seu modo de falar. No entanto,
os falantes compartilham de uma mesma característica linguística e representatividade
fonética quando provenientes de uma mesma região. Desta forma, as transcrições foram
realizada escolhendo um arquivo de áudio aleatório e a consideramos como a representa-
ção do sotaque regional em questão. A ideia de apresentar textualmente as transcrições
fonéticas é para que os leitores verifiquem como os fones do português brasileiro variam
de acordo com o modo de falar em cada região especificada. Os fones todos os segmentos
consonantais e vocálicos identificados na transcrição fonética da base de dados.
As transcrições fonética têm como objetivo representar graficamente os sons exis-
tentes na língua. Os símbolos utilizados para a transcrição fonética são os propostos pela
IPA. Elas foram realizadas pelos alunos do curso de Letras do ano de 2018 do Instituto de
Estudos da Linguagem na Universidade Estadual de Campinas usando o software Praat.
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