Supplementary Methods

Structural change tests
Modulations in neuronal firing rates were assessed based on measures of firing rate averaged over trials of a given type (rewarded noise, unrewarded noise, reward tone, unrewarded tone). Each neuron's average firing rate was measured for the period from 0.2 sec before the stimuli (tones or noise) to 0.8 sec after the stimuli (referred to as the peri-stimulus period below).
For each trial, spike times were stored relative to stimulus onset with a resolution of 1 ms and this series of 0s and 1s was converted to a spike density function (see Matlab code below). Then, each neuron was evaluated using methods from statistical finance, available in the "strucchange" library for R (Zeilies et al., 2002) . Code for running these analyses in Matlab and R is given below. These methods were necessary because our task did not include a clear control period for making comparisons between task-related and spontaneous firing rates. Chow (1960) developed methods that allow for estimating when there is at least one significant change in the mean value of time series data (e.g., the price of a stock). Essentially, The method involves estimating the mean level of the firing rate over the entire peri-stimulus period and comparing that to the means of local data segments, measured using a moving window of 0.5 sec. Simple linear regression is used to estimate the mean level for the full data series and the local data segments. The coefficients from the two linear regressions (based on the full series and the local segment) for a particular data segment as then compared using a statistical test developed by Chow (1960) :
where there are 1 to N bins measured for the full and local data windows. The null hypothesis for this "Chow test" is that coefficients for the two data windows are equal, i.e., a Full = a Local . Chow's test statistic is calculated as follows:
where S Res is the sum of squared residuals for the full and local data windows, S Full is the sum of squared residuals for the full data window, S Local is the sum of squared residuals from the local data window, n and k represent the number of bins (i.e., for the analysis in our paper this was with n-2 and k degrees of freedom. See the function Fstats.R in the strucchange library.
In our manuscript, these methods were used to assess if and when there were changes in the firing rates of neurons around the auditory stimuli in the behavioral task, changes in the average firing rates of the neuronal ensembles recorded in medial and ventral striatum, changes in behavioral responding (Go responses and reaction times) around the changes in stimulusreward contingencies, and changes in behavioral responding (Go responses and reaction times)
around the changes in stimulus-reward contingencies.
Alternative methods for structural change analysis were used, including the function "efp" in the "strucchange" library (Zeileis et al., 2002) and "bcp" in the "bcp" library (Erdman and Emerson, 2008) . These methods differ in how they measure evidence for change in the mean level of, for example, firing rate or behavioral responding. Important for the results reported in our manuscript, we obtained equivalent results across these methods.
Alternative methods for decoding analysis
In our manuscript, we report results obtained with simple measures of neuronal activity (i.e., firing rate in a 0.6 sec bin) and simple methods for decoding (i.e., naïve Bayes). We also used several more advanced methods and obtained equivalent results with all methods that we used. This statement is true both for our dissociation of the medial and ventral striatum by the fraction of neurons that varied around the switch in stimulus set and for our analysis of the timing of changes in behavioral responding and neuronal predictions of the change in stimulusreward contingencies.
In addition to naïve Bayes, we used three other decoders in this study: regularized discriminant analysis (RDA; Friedman, 1989) , support vector machines (SVM; Chang and Lin, 2001) , and MCLUST (Fraley and Raftery, 2002) . MCLUST is an "unsupervised" clustering algorithm, and it did not have access to information about which trials in the training data were associated with rewarded or unrewarded outcomes. Decoding with the RDA and MCLUST algorithms was done in R using the klaR, and mclust libraries, respectively. R was called from Matlab, which was used for the bulk of the data analysis, using the R-link toolbox (http://www.mathworks.com/matlabcentral/fileexchange/5051). SVMs were constructed using the libSVM library (www.csie.ntu.edu.tw/~cjlin/libsvm/), implemented using a wrapper library for Matlab (http://www.csie.ntu.edu.tw/~cjlin/libsvm/matlab+zip). Default parameters were used for all decoders. SVMs were trained using linear support vectors. MCLUST was only told that there were two classes in the data sets. Leave-one-out cross-validation was used to estimate errors on testing data sets, which were comprised of single trials that were not used to train the decoder (i.e., 59 trials used for training, 1 trial used for testing).
In addition to examining firing rate as a measure of neuronal activity, we also measured temporal patterns in the neuronal spike trains using wavelet methods (Laubach, 2004) . Feature selection was carried out using matching pursuit and Haar wavelets using the WaveLab library (http://www-stat.stanford.edu/~wavelab/WaveLab701.html). This step in data analysis was not necessary for all classifiers (e.g., the same results were obtained for RDA and SVM on the raw spike density functions and on the reduced set of features extracted using wavelets). Coefficients for the five leading features from the wavelet method were used to train the decoders. We obtained equivalent results using simple measures of firing rate and these more complicated analyses of temporal firing patterns.
Calculating mutual information from a confusion matrix Confusion matrices were used to summarize the results of decoding. A confusion matrix represents the actual types of trials (before or after the switch) as its columns and the predicted types of trials (based on the output of a decoder) as its rows. We calculated the mutual information from the confusion matrix (see Kripendorff, 1989) according to the following equation:
where H AB is the conditional entropy (based on the sum of the main diagonal of the confusion matrix divided by the number of trials that were decoded), H A is the sender's entropy (based on the number of trials before and after the switch divided by the number of trials that were decoded), and H B is the receiver's entropy (based on the number of trials classified as either preor post-switch, including correctly and incorrectly classified trials, divided by the number of trials that were decoded).
The significance of the level of mutual information can be evaluated using maximum likelihood estimates (Krippendorff, 1989) , as 1.3863 * the number of trials that were decoded * I AB , with degrees of freedom equal to one less than the number of groups (2 groups in this study), and then the level of significance can be estimated based on the critical values from the Chi square distribution.
Matlab code for calculating spike density functions
function sdf = getsdf(SpkMat,dec,bs);
% sdf = getsdf(data,dec,bin_size); % % generates a Spike Density Function for the spike train in SpkMat % % dec is the factor for convolving with a Gaussian window & % for decimation, which aids in reducing data complexity by returning % a shorter sequence of number for the spike density function % % bs is the bin size in sec % % SpkMat is assumed to have trials as rows and bins as columns! % % Mark Laubach, mlaubach@jbpierce.org if nargin == 1, dec = 10; bs = dec * 0.001; end if nargin == 2, bs = dec * 0.001; end Population averages were made for neurons recorded in the medial and ventral striatum by trial type (SW+ blue, SW-orange). Peri-event histograms were created for the epoch from -0.5 sec before to 1 sec after the switching stimulus, using bins of 1 ms. Spike counts for each trial were stored in a vector. The vector was padded with 10 zeros at each end (zero padding), convolved with a 25-point Gaussian window, decimated 25 times (using the decimate function in Matlab), and the first and last points in the resulting vector were cut off (to eliminate the padding). This gave an estimate of spike density with an effective time resolution of 25 ms. Spike density functions were converted to firing rates through division by the effective bin size. Population averages were calculated for all neurons (A&C) and for neurons that significantly discriminated between trials in the block of 30 trials before and after a change in stimulus-reward contingencies (B&D). For each neuron, we normalized spike density functions for trials with SW-and SW+ by the maximum firing rate measured over both types of trials. Then, we calculated the average response of all neurons recorded in the medial (A&B) and ventral (C&D) striatum.
Significant changes in the average firing rates of the neurons populations were determined using the same methods as in the main text (sctest). The timing of significant change in firing rate was estimated using change-point analysis (Zeileis et al., 2002) , using the function breakpoints in the strucchange library for R. The change-point was estimated as time relative to stimulus onset with the maximum value for the F statistic. That is, the change-point was the time when there was the largest difference between the coefficients from the linear regression models based on the full and local data windows.
Raw population averages were not significantly modulated around the stimulus (Chow's test: p > 0.1). Modulations in population averages based on normalized firing rates (spike rate divided by the maximum firing rate from spike density functions calculated for trials before and after the switch) were more substantial, and occurred after the time of the stimulus (Panels A&C). Statistical analysis using change-point analysis showed that the modulations were significant (Chow's test: p < 0.05) in both the medial and ventral striatum for trials with SW+ (rewarded noise stimuli), but not for trials with SW-(unrewarded noise stimuli). Similar plots were made from neurons that decoded changes in the stimulus-reward contingencies (Panels B&D). These plots showed that neurons in the medial, but not the ventral, striatum were significantly modulated (Chow's test: p < 0.05) following the rewarded stimulus, and not following the unrewarded stimulus. The time at which the population average for the significantly decoding neurons changed activity was somewhat later in the reaction time period than the averages made from all neurons (~0.25 sec after stimulus onset). This result suggests that the neurons that were sensitive to changes in stimulus-reward contingencies were activated during the period of action selection, and not during response initiation. 
