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ABSTRAKT
Tato práce se zabývá problematikou více-kriteriálních optimalizací. Je vysvětleno, která
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několika metrik.
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ABSTRACT
This paper deals with multi-objective optimization problems (MOOP). It is explained,
what solutions in multi-objetive search space are optimal and how are optimal (non-
dominated) solutions found in the set of feasible solutions. Afterwards, principles of
NSGA-II, MOPSO and GDE3 algorithms are described. In the following chapters, ben-
chmark metrics and problems are introduced. In the last part of this paper, all the three
algorithms are compared based on several benchmark metrics.
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1 ÚVOD
Optimalizace je proces hledání a porovnávání vhodných řešení, s cílem nalézt co
možná nejlepší řešení. Řešení jsou nazývány dobrými nebo špatnými na základě
porovnání chování výsledného systému s představami uživatele. Odchylku od tohoto
chování vyčísluje tzv. kriteriální funkce (fitness function). Hodnota kriteriální funkce
je vypočtena na základě stavových proměnných optimalizovaného systému (decision
variable space).
Proces optimalizace poté lze chápat jako hledání minim nebo maxim kriteriálních
funkcí. Většina algoritmů je uzpůsobena k hledání minim a tak problém vyžadující
maximalizaci kriteriální funkce může být převeden na problém vyžadující minima-
lizaci kriteriální funkce vynásobením příslušné kriteriální funkce číslem -1.
Pokud optimalizační problém obsahuje pouze jednu kriteriální funkci, nazýváme
jej jedno-kriteriální optimalizační proces. Pokud ale problém zahrnuje více než jednu
kriteriální funkci, pak mluvíme o více-kriteriální optimalizaci (multi-objective opti-
mization problem - MOOP).
Mnoho prací v oblasti optimalizace se zabývá jedno-kriteriální optimalizací, avšak
v reálném světě do problému obvykle zasahuje více než jedno kritérium. Tato kritéria
jsou navíc často protichůdná. Z toho vyplývá, že neexistuje jedno jediné řešení, které
by bylo zcela ideální. Výsledkem je tedy množina kompromisních řešení (trade-off
solutions).
Problémy často nejsou definovány pouze formulací kriteriálních funkcí, ale jsou
ovlivněny také tzv. omezujícími podmínkami (constraints). Potom řešení, které po-
ruší omezující podmínky, přestože může jít z hlediska kriteriálních funkcí o ideální
řešení, nesmí být výsledkem operace.
Obecně lze optimalizační úlohu popsat vztahem [1]:
minimalizuj: 𝑓𝑚(𝑥), 𝑚 = 1, 2, ...𝑀 , (1.1a)
s ohledem na: 𝑥𝑠,min≤ 𝑥𝑠 ≤ 𝑥𝑠,max, 𝑠 = 1, 2, ...𝑆, (1.1b)
𝑐𝑘(𝑥) ≥ 0, 𝑘 = 1, 2, ...𝐾, (1.1c)
kde 𝑓𝑚 označuje 𝑚-tou kriteriální funkci, M je počet kriteriálních funkcí, 𝑥𝑠 je 𝑠-
tá stavová proměnná, S je počet stavových proměnných, 𝑐𝑘(𝑥) je 𝑘-tá omezující
podmínka a K je počet omezujících podmínek.
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2 PROBLÉMYKLASICKÝCHOPTIMALIZAČ-
NÍCH ALGORITMŮ
Mnoho klasických optimalizačních metod (Newtonova metoda, Metoda zlatého řezu,
Metoda váženého součtu atd.) dokáže najít pouze jedno řešení během jedné simulace,
čímž se stávají nevhodné pro více-kriteriální optimalizační problémy. Obvykle pou-
žívají neměnné pochody při hledání optimálního řešení. Taková optimalizace začne
v náhodně zvoleném nebo uživatelem zvoleném bodě a poté na základě předem spe-
cifikovaného pravidla určí směr vyhledávání. V tomto směru pokračuje vyhledávání
nejlepšího řešení. Takto nalezené řešení se stává novým řešením a celá procedura
je opakována. Takový postup je znázorněn na Obr. 2.1. Tyto algoritmy se pak liší
především ve způsobu určování směru vyhledávání. Tyto klasické metody se často
rozdělují na komparativní metody a gradientní metody [2]
Omezující podmínky
Optimum
Směr 
hledání
Počáteční 
odhad
Prostor vhodných řešení
Obr. 2.1: Postup při objevování optimálního řešení u klasických optimalizačních me-
tod. [3]
Komparativní metody nevyžadují výpočet nebo odhad derivace kriteriální funkce.
Jejich princip spočívá ve vyčíslení kriteriální funkce v určitých bodech a jejich porov-
nání s hodnotami z předchozího kroku. Iterace pokračuje, dokud dochází ke snižování
hodnoty kriteriální funkce. Příkladem je Fibonacciho metoda nebo Metoda zlatého
řezu.
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Gradientní metody využívají derivaci prvního (někdy i druhého) řádu k ur-
čení směru vyhledávání. Gradientní metody rychle konvergují k optimálnímu ře-
šení, avšak v případě nespojitého nebo nederivovatelného optimalizačního problému
nejsou efektivní. Příkladem je Newtonova metoda nebo metoda Regula-falsi.
Mnohé reálné problémy obsahují nespojité a komplexní proměnné a optimálních
řešení bývá více než jedno. Tato řešení jsou často pouze lokálně optimální a jsou tedy
nežádoucí a mají horší hodnoty kriteriálních funkcí. Pokud řešíme takový problém
klasickými metodami a algoritmus se dostane při prohledávání do oblasti tohoto
řešení, konverguje metoda právě k lokálnímu opitmu a tím poskytne nevhodný vý-
sledek.
Mnohdy je v praktických aplikacích nemožné volit stavové proměnné ze spojitých
intervalů. Často jsou omezeny na určité diskrétní hodnoty např. v důsledku cenových
nákladů. Příkladem mohou být elektronické součástky vyráběny pouze v určitých
řadách, a tedy jejich nominální hodnoty jsou diskrétní stavovou proměnnou. Při ta-
kovém požadavku je možné provést optimalizaci s běžnými spojitými proměnnými
a následně vyhledat nejbližší možné diskrétní hodnoty. Tento přístup však dovoluje
optimalizovat s nevhodnými hodnotami a tedy optimalizační proces stráví mnoho
času zbytečným zkoumání nevhodných řešení (infeasible solutions, viz kapitola 3).
Další čas zabere pozdější vybírání nejbližších diskrétních hodnot, což rovněž proces
zdržuje a nakonec se může stát, že daná kombinace nejbližších možných diskrétních
hodnot nenabídne řešení s požadovanou kvalitou. Všechny tyto nedostatky mohou
být eliminovány optimalizační metodou, která pracuje s diskrétními stavovými pro-
měnnými.
V komplexních problémech reálného světa optimalizační proces často vyžaduje
použití simulačních procesů zahrnující početně náročné metody (Metoda konečných
prvků, Metoda momentů apod.) k výpočtu kriteriální funkce (fitness function) a
omezujících podmínek (constraints). Kvůli početní náročnosti je vhodné použít k ta-
kovým optimalizacím paralelní početní systémy. Jelikož většina klasických metod
využívá přístup „bod-po-bodu“, kde během jedné iterace dojde ke zlepšení pouze
jednoho řešení, nemohou být výhody paralelních systémů plně zužitkovány.
Shrnutí hlavních nevýhod klasických algoritmů:
• Konvergence k optimálnímu řešení závisí na zvoleném počátečním řešení.
• Většina algoritmů je náchylná ke konvergenci k lokálně optimálním řešením.
• Algoritmus navržený k efektivnímu řešení jedné problematiky nemusí být efek-
tivní při řešení jiného optimalizačního problému.
• Algoritmy bývají neefektivní pří řešení diskrétních problémů.
• Algoritmy nemohou být efektivně paralelně zpracovávány.
14
Z předchozích odstavců je tedy zřejmé, že klasické metody bez výrazných úprav
nejsou schopny řešit většinu praktických optimalizačních problémů. Na druhou stranu
například evoluční algoritmy (EA) mohou některé z výše uvedených problémů od-
stranit nebo potlačit a proto často nahrazují, i přes jejich složitost, klasické metody.
15
3 VÍCE-KRITERIÁLNÍ OPTIMALIZACE
Optimalizační problémy s více kriteriálními funkcemi jsou tedy v přírodě nejčastější.
Jelikož kriteriální funkce jsou často protichůdné, výsledkem takové optimalizace by
mělo být vícero řešení. Výsledná řešení musí rovněž splňovat omezující podmínky.
Řešení, které nesplňuje tyto podmínky je nevhodné řešení (infeasible solution). Ře-
šení, které naopak splňuje všechny omezující podmínky je vhodné řešení (feasible
solution). Z toho vyplývá, že ne všechny kombinace stavových proměnných (spada-
jící mezi minimální a maximální hranici dané stavové proměnné) vedou na vhodná
řešení.
Ne všechna vhodná řešení (feasible solutions) jsou zároveň optimální. Vhodná
řešení jsou dále rozdělena na nedominovaná(non-dominated set) a dominovaná (do-
minated set).
Ideální řešení, tedy řešení, která jsou v něčem výjimečná, jsou Pareto-optimální
řešení. Více-kriteriální optimalizační proces je tedy jinými slovy hledání pareto-
optimálních řešení. Sada pareto-optimálních řešení je nazývána Paretovým čelem
(pareto-optimal front). Paretovo čelo vyjadřuje kompromis mezi všemi zvolenými
kritérii daného problému.
Je-li třeba určit, které z dvou řešení je lepší, je nutné se podívat na všechny
kriteriální funkce najednou. Pokud je první řešení ve všech hodnotách kriteriálních
funkcí lepší, pak toto řešení dominuje řešení druhé. V případě, že je ve všech hod-
notách kriteriálních funkcí horší, pak je řešení dominováno. Pokud je ale v několika
kriteriálních funkcích horší, avšak alespoň v jedné lepší, pak se nedá jednoznačně
určit, které z daných řešení je lepší - obě řešení jsou stejně důležitá.
Pro nedominovaný soubor platí tyto dvě podmínky:
1. jakékoliv řešení z nedominovaného souboru nemůže dominovat jiné řešení z to-
hoto souboru,
2. každé řešení, které nepatří do nedominovaného souboru je dominováno alespoň
jedním Pareto-optimálním řešením.
Na Obr. 3.1 je zobrazena množina řešení dvou-kriteriálního problému. Řešení
označené plným kruhem je lepší z hlediska obou kritérií. Prázdné kruhy označují
řešení dominovaná.
V Obr. 3.2 vidíme plnými kruhy označena ta řešení, která nejsou jinými domi-
nována. Souboru takových řešení se říká nedominovaná množina. Všechna ostatní
řešení (prázdné kruhy) mají hodnoty kriteriálních funkcí stejné nebo horší než ně-
které z nedominovaných řešení.
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dominovaná řešení
nedominované řešení
f2
f1
Obr. 3.1: Vztah dominance v dvou-
kriteriálním prostoru [4].
dominovaná řešení
nedominovaná řešení
f2
f1
Obr. 3.2: Dominovaná řešení z množiny
řešení [4].
3.1 Cíle více-kriteriální optimalizace
Jak již bylo řečeno, soubor řešení může být rozdělen na 2 skupiny: optimální a
neoptimální řešení. Pokud optimalizační problém obsahuje více kritérií, které jsou
navzájem konfliktní, potom Pareto-optimálních řešení je více než jedno. Bez dal-
ších informací o tom, které z kritérií je důležitější, jsou všechna tato řešení stejně
podstatná.
Cíle více-kriteriální optimalizace jsou tedy následující:
1. Najít řešení co nejvíce blízké Paretovu čelu.
2. Najít řešení co nejvíce rozdílné z hlediska jednotlivých kritérií.
První cíl je jednoznačný a stejný jako při jedno-kriteriální optimalizaci. Druhý cíl je
specifický pro více-kriteriální optimalizační proces. Řešení tedy nejen že musejí být
Pareto-optimální, ale také musejí být rozložena rovnoměrně po celém Paretově čele.
Jinými slovy, musejí mít mezi sebou co možná největší euklidovskou vzdálenost.
Pokud jsou obě podmínky naplněny, pak lze říci, že byl vyhledán dobrý soubor
možných optimálních řešení.
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4 HLEDÁNÍ NEDOMINOVANÝCH ŘEŠENÍ
Protože ve většině optimalizačních algoritmech je potřeba hledat množinu nedo-
minovaných řešení v každé iteraci, je nutné umět tato řešení hledat výpočetně co
nejefektivněji.
Hledání nedominovaných řešení může být podobné hledání minima mezi reál-
nými čísly. Pro hledání, resp. seřazení reálných čísel existuje řada algoritmů, z nichž
některé jsou efektivnější a některé méně. Pro hledání nedominovaných řešení exis-
tuje dnes rovněž mnoho metod. V následujících podkapitolách budou popsány tři
různé algoritmy podle [3]. První metoda je nejjednodušší, avšak nejméně efektivní.
Další dvě metody jsou řádově rychlejší než první metoda, ale také složitější.
4.1 Metoda 1: „Pomalá a naivní“
V této metodě se všechna řešení porovnávají každé s každým. U každého řešení
?⃗?𝑖 je zjišťováno, jestli není dominováno některým jiným řešením. Pokud se najde
alespoň jedno takové řešení, pak řešení ?⃗?𝑖 nemůže patřit do množiny nedominovaných
řešení. Pokud žádné řešení, které by dominovalo řešení ?⃗?𝑖, není nalezeno, řešení ?⃗?𝑖
je nedominované. Tento postup se opakuje pro každé řešení z množiny řešení 𝑃
o velikosti 𝑁 .
Takto je popsán algoritmus krok za krokem:
Krok 1: Čítač řešení 𝑖 = 1 a je vytvořena prázdná množina nedominovaných
řešení 𝑃 ′.
Krok 2: Pro řešení ?⃗?𝑗 z množiny řešení 𝑃 (?⃗?𝑖 ̸= ?⃗?𝑗) je zjištěno, zda dominuje
řešení ?⃗?𝑖. Pokud řešení ?⃗?𝑗 dominuje řešení ?⃗?𝑖, pokračuje se Krokem 4.
Krok 3: Pokud 𝑗 ̸= 𝑁 , pak 𝑗 = 𝑗 + 1 a dalším krokem je Krok 2. Pokud další
řešení v množině 𝑃 neexistuje, pak řešení ?⃗?𝑖 nebylo žádným jiným řešením
dominováno, a tedy řešení ?⃗?𝑖 patří do setu 𝑃 ′ (𝑃 ′ = 𝑃 ′ ∪ {?⃗?𝑖}).
Krok 4: 𝑖 = 𝑖+ 1. Pokud 𝑖 ≤ 𝑁 , následuje Krok 2.
Tato metoda vyžaduje maximálně 𝑂(𝑀𝑁2) porovnávání. 𝑀 je počet kriteriál-
ních funkcí.
4.2 Metoda 2: „Postupná aktualizace“
Tato metoda je v principu podobná metodě z kapitoly 4.1. Je však zrychlena tím,
že všechna řešení jsou porovnávána pouze s částečně naplněným „setem pro domi-
naci“ 𝑃 ′. Na počátku je do 𝑃 ′ vloženo první řešení z množiny 𝑃 . Poté jsou všechna
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řešení ?⃗?𝑖 z množiny 𝑃 (počínaje druhým řešením) porovnána se všemi členy setu 𝑃 ′.
Pokud řešení ?⃗?𝑖 dominuje některému členu 𝑃 ′, tento člen je z 𝑃 ′ odstraněn. Takto
jsou nevhodní členové ze setu 𝑃 ′ odstraňováni. Naopak pokud je řešení ?⃗?𝑖 domino-
váno některým z členů 𝑃 ′, je toto řešení ignorováno. Pokud není řešení ?⃗?𝑖 žádným
členem 𝑃 ′ dominováno, je řešení ?⃗?𝑖 přidáno do setu 𝑃 ′. Takto se množina nedomi-
novaných řešení 𝑃 ′ rozrůstá. Když jsou prověřena všechna řešení z množiny 𝑃 , je
proces ukončen a členové setu 𝑃 ′ jsou výsledným nedominovaným setem množiny
𝑃 .
Takto je popsán algoritmus krok za krokem:
Krok 1: Inicializace 𝑃 ′. Do 𝑃 ′ je vloženo první řešení z množiny 𝑃 . (𝑃 ′ = {1}).
Je nastaveno 𝑖 = 2.
Krok 2: Nastavení 𝑗 = 1.
Krok 3: Řešení ?⃗?𝑖 z množiny 𝑃 se porovná s řešením ?⃗?𝑗 z množiny 𝑃 ‘.
Krok 4: Pokud řešení ?⃗?𝑖 dominuje řešení ?⃗?𝑗, pak je řešení ?⃗?𝑗 odstraněno z 𝑃 ′.
Existují-li další řešení v množině 𝑃 ′, 𝑗 = 𝑗 + 1 a následuje Krok 3. Pokud
řešení ?⃗?𝑗 dominuje řešení ?⃗?𝑖, pak je rešení ?⃗?𝑖 ignorováno, 𝑖 = 𝑖+ 1 a následuje
Krok 2. Jestliže se řešení navzájem nedominují, pokračuje se Krokem 5.
Krok 5: Řešení ?⃗?𝑖 je vloženo do množiny 𝑃 ′. Pokud 𝑖 < 𝑁 , pak 𝑖 = 𝑖 + 1 a
pokračuje se Krokem 2. Pokud 𝑖 = 𝑁 , hledání je u konce a set 𝑃 ′ je označen
nedominovaná množina.
Tato metoda vyžaduje v nejhorším případě opět 𝑂(𝑀𝑁2) porovnávání. V praxi
je však počet porovnávání o mnoho menší, protože mnoho řešení je dominováno
některým řešením z množiny 𝑃 ′.
4.3 Metoda 3: „Kungova metoda“
V této metodě jsou všechna řešení nejdříve seřazena sestupně podle hodnoty první
kriteriální funkce. Poté jsou řešení rekursivně rozdělovány na dvě subpopulace: „top“
(𝑇 ) a „bottom“ (𝐵). Polovina 𝑇 je tedy lepší z hlediska první kriteriální funkce než
polovina 𝐵. Subpopulace 𝐵 je tedy porovnána z hlediska dominance se subpopulací
𝑇 . Řešení ze subpopulace 𝐵, která nejsou dominována žádným řešením ze subpopu-
lace 𝑇 , jsou spolu s subpopulací 𝑇 zkombinována do smíšené populace 𝑀 . Mísení a
zkoumání dominance začíná v nejvnitřnější rekurzi (obě subpopulace 𝐵 a 𝑇 obsahují
jen jedno řešení) a dále probíhají v postupném vynořování.
Takto je popsán algoritmus v krocích:
Krok 1: Řešení z množiny 𝑃 jsou seřazena sestupně podle hodnoty první kriteri-
ální funkce
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Krok 2: Volání funkce Front(𝑃 ). Pokud 𝑃 obsahuje pouze jedno řešení (|𝑃 | =
1), pak výstupem funkce Front(𝑃 ) je rovněž 𝑃 . Pokud 𝑃 obsahuje více než
jedno řešení, potom je 𝑃 rozděleno na dvě subpopulace 𝑇 a 𝐵. Každé řešení
ze subpopulace 𝐵, které není dominováno žádným řešením z množiny 𝑇 , je
vloženo do smíšené populace𝑀 a tato množina řešení je pak výstupem funkce
Front(𝑃 ). Po vynoření z poslední rekurze funkce Front(𝑃 ) je populace 𝑀
množinou nedominovaných řešení.
Na představu je tato metoda velmi obtížná, ale podle H.T. Kunga a jeho kolek-
tivu je toto početně nejefektivnější metoda. Její náročnost stanovili [3] na𝑂(𝑁𝑙𝑜𝑔𝑁𝑀−2)
pro 𝑀 ≤ 4 a 𝑂(𝑁𝑙𝑜𝑔𝑁) pro 𝑀 = 2 a 𝑀 = 3.
4.4 Úrovně nedominovaných množin řešení
V anglické literatuře je tento proces označován jako non-dominated sorting of popu-
lation. Evoluční algoritmy často rozdělují řešení pouze na nedominovaná a domino-
vaná. Existují však i algoritmy (například dále popsaný NSGA-II), které vyžadují
roztřídění celé populace na nedominované úrovně (non-domination levels). Nejlepší
nedominovaná řešení jsou nazývána nedominovaná řešení první úrovně. K nalezení
nedominovaných řešení další úrovně jsou obvykle nedominovaná řešení první úrovně
dočasně zanedbána a z takto vzniklé množiny jsou vybrána nedominovaná řešení
další úrovně. Nedominovaná řešení z takto vzniklé množiny jsou potom nedomino-
vaná řešení druhé úrovně. Takto se pokračuje, dokud všem řešením není přiřazena
nedominovaná úroveň (non-domination level).
Na Obr. 4.1 jsou barevně rozlišeny nedominované úrovně na příkladu s vetknutým
nosníkem kruhového průřezu.
4.5 Rychlé rozdělení populace do úrovní nedomi-
novaných množin řešení (fast non-sominated
sorting)
Jakoukoliv metodou je nalezena množina nedominovaných řešení. Tito členové jsou
pak odstraněni a nastává nové hledání. Protože jednotlivá hledání v nejhorším po-
třebují 𝑂(𝑀𝑁2) porovnávacích operací, pak celý proces, pokud v každé množině
nedominantních řešení bude pouze jedno řešení, může vyžadovat až 𝑂(𝑀𝑁3) po-
rovnávacích operací.
V rychlém rozdělení populace do úrovní nedominovaných množin řešení jsou
každému řešení přiřazeny dvě entity. První entita je počet dominací 𝑛𝑥. Tedy počet
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Obr. 4.1: Barevně odlišené nedominované úrovně na příkladu vetknutého nosníku
z prostředí MATLAB.
řešení, kterými je řešení ?⃗? dominováno. Druhá entita je 𝑆𝑥, což je seznam řešení,
kterým řešení ?⃗? dominuje.
Všechna řešení, která patří do první nedominované úrovně (non-dominated level),
mají počet dominací 𝑛𝑥 roven nule. Pro nalezení dalších úrovní je dekrementován
počet dominací 𝑛𝑥 o jedna pro každé řešení ?⃗?, které patří do seznamu 𝑆𝑥. Pokud
𝑛1 = 0 a v seznam 𝑆1 jsou řešení ?⃗?2, ?⃗?3 a ?⃗?4, pak řešení ?⃗?1 patří do nedominované
úrovně 1 (non-dominated level) a 𝑛2, 𝑛3 a 𝑛4 jsou sníženy o hodnotu 1. Všechny takto
aktualizované počty dominací 𝑛𝑥, které dosáhnou hodnoty nula, patří do nedomi-
nované úrovně 2. Celý postup se opakuje, dokud se všechny hodnoty 𝑛𝑥 nerovnají
hodnotě 0. Takové rozdělení vyžaduje pouze 𝑂(𝑀𝑁2) porovnávacích operací.
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5 ZAJIŠTĚNÍ DIVERZITY MNOŽINY NEDO-
MINOVANÝCH ŘEŠENÍ
Při více-kriteriální optimalizaci je důležité nejen nalézt řešení co nejblíže pravému
Paretovu čelu, ale také zajistit, aby nalezená řešení byla co nejvhodněji rozmístěna
na Paretově čele. Pro tento účel bylo představeno již mnoho metod z nichž nelze
určit jednu univerzální pro všechny optimalizační problémy. V následujících podka-
pitolách budou představeny dvě metody.
5.1 𝜖-dominance
První metoda se nazývá 𝜖-dominance [5]. Metoda využívá adaptivní sítě. Celý pro-
stor kriteriálních funkcí je rozdělen na 𝑁 hyperkrychlí (obdélník - 2D, krychle -
3D). Spadá-li více řešení z množiny nedominovaných řešení do jedné hyperkrychle,
je vybráno pouze jedno z nich (s menší vzdáleností od počátku hyperkrychle).
Hyperkrychle se mohou navzájem dominovat. Výsledkem této metody tedy mo-
hou být jen řešení v nedominovaných hyperkrychlích. Tato metoda je tedy poměrně
univerzální pro různé optimalizční problémy.
f1
f2
Obr. 5.1: Rozdělení dvou-kriteriálního prostoru na hyperkrychle podle koncepce
𝜖-dominance [5].
Přestože prostor kriteriálních funkcí nemusí být rozdělen pouze uniformně, je tato
metoda náchylná k potlačení příliš mnoho řešení (jinak řečeno nevybere přesně N
řešení). Nejhorší případ nastane, jsou-li řešení seskupena do dvou shluků na okrajích
Paretova čela (viz Obr. 5.1). V tomto případě pouhých pět hyperkrychlí obsahuje
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alespoň jedno řešení. Jelikož jen dvě z nich jsou vzájemně nedominované, pouze dvě
řešení nejblíže počátku těchto dvou hyperkrychlý budou vybrány jako výsledek této
selekce.
5.2 Shluková vzdálenost
Druhá metoda nazývaná shluková vzdálenost (crowding distance) umožňuje vybrat
právě 𝑁 řešení. Bez modifikací pracuje ale pouze pro dvou-kriteriální problémy.
Tato metoda používá k zajištění diverzity shlukové vzdálenosti 𝐶𝐷. Shluková
vzdálenost je veličina získaná jako kombinace vzdáleností od dvou (nebo více) sou-
sedních (nejbližších) řešení v prostoru kriteriálních funkcí. V mém případě jde o sou-
čin euklidovských vzdáleností (v Obr. 5.2 vzdálenosti 𝑑1 a 𝑑2). Řešení, které má
nejmenší hodnotu shlukové vzdálenosti 𝐶𝐷, je tedy úzce obklopeno sousedními ře-
šeními a je tedy nejméně vhodné.
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Obr. 5.2: Znázornění vzdálenosti řešení od sousedních řešení.
Nejjednodušším způsobem zajištění diverzity pomocí shlukových vzdáleností je
spočítat shlukové vzdálenosti všech řešení, odstranit jedno řešení s nejnižší shlu-
kovou vzdáleností a provést znovu výpočet všech shlukových vzdáleností. Takto se
pokračuje, dokud řešení není právě 𝑁 .Tento proces je však výpočetně neefektivní.
Je-li odstraněno některé řešení z množiny nedominovaných řešení, změní se shlu-
kové vzdálenosti pouze sousedních řešení eliminovaného řešení. Během procedury
výpočtu shlukových vzdáleností všech řešení jsou tedy zároveň zjištěna sousední
řešení (𝑖 + 1 a 𝑖 − 1) pro každé řešení. Po odstranění řešení s nejnižší shlukovou
vzdáleností se pouze zaktualizuje seznam sousedních řešení a velikosti shlukových
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vzdáleností pro přilehlá řešení. Toto odstraňování jednotlivých řešení je opakováno,
dokud nezbývá právě 𝑁 řešení.
Hlavním problémem v případě více kriteriálních funkcí je zjistit, která řešení
jsou sousední. Určit sousední řešení pokud řešení leží na přímce lze pomocí seřazení
všech řešení podle některé kriteriální funkce. Ve více-rozměrném prostoru však tento
postup nelze použít.
5.2.1 Hledání nejbližších sousedních řešení
Jak již bylo řečeno, určit sousední řešení lze poměrně jednoduše, pokud všechna
řešení leží na přímce. Z tohoto předpokladu vychází metoda equal-average nearest
neighbor search (ENNS [6]). 𝑀 -dimensionální prostor je promítnut na přímku pro-
cházející tímto 𝑀 -dimensionálním prostorem. Je-li prostor kriteriálních funkcí nor-
malizován, pak projekční vektor může procházet počátkem a bodem o souřadnicích
(1, 1, ... 1). Jsou-li všechna řešení promítnuta na tuto přímku, lze jednoduše pro
každé řešení určit řešení sousedící.
Pokud všechny kriteriální funkce mají být minimalizovány, bylo dokázáno[6], že
je vhodnější použít jako projekční osu přímku procházející body (0, 0, ..., 0, 1) a (1,
1, ..., 1, 0). Projekční osa pro dvou a tří-kriteriální problém je vyobrazena na Obr.
5.3 a Obr. 5.4.
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Obr. 5.3: Metoda ENNS v dvou-
kriteriálním prostoru [6].
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Obr. 5.4: Metoda ENNS v tří-
kriteriálním prostoru [6].
Z Obr. 5.3 a Obr. 5.4 je patrné, že pro dvou-kriteriální problém se jedná o hledání
průsečíku dvou přímek navzájem kolmých. První přímka (projekční osa) je určena
směrovým vektorem ?⃗? = (1,−1) a bodem např. (1, 0). Druhá přímka je určena
normálovým vektorem ?⃗? = ?⃗? = (1,−1) a řešením, které chceme na projekční osu
promítnout.
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V případě tří-kriteriálního problému jde o hledání průsečíku přímky a na ni kolmé
roviny. Přímka je opět určena směrovým vektorem ?⃗? = (1, 1,−1) a bodem např. (1,
1, 0). Rovina je určena normálovým vektorem ?⃗? = ?⃗? = (1, 1,−1) a řešením, které
chceme na projekční osu promítnout.
Jsou-li pro každé řešení známá řešení sousedící, pak lze pro každé řešení spočítat
shlukovou vzdálenost 𝐶𝐷 v prostoru kriteriálních funkcí. Tato procedura, přestože
složitá, je ale stále časově efektivnější, než opakovaný výpočet shlukových vzdáleností
pro celou populaci po každém odstranění nejméně vhodného nedominovaného řešení.
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6 ELITIST NON-DOMINATED SORTING GE-
NETIC ALGORITHM (NSGA-II)
Algoritmus Nondominated Sorting Genetic Algorithm (NSGA) byl jedním z prvních
více-kriteriálních genetických algoritmů. Algoritmus byl představen v roce 1994 [7].
Tento algoritmus byl však často kritizován z důvodů velké výpočetní náročnosti roz-
dělení populace do úrovní nedominovaných množin řešení (non-dominated sorting of
population), kvůli absenci elitismu (viz. 6.6) a potřebě vstupního parametru 𝜎-𝑠ℎ𝑎𝑟𝑒
(sharing parametr), jehož správná volba je nutná pro dosažení rovnoměrného rozlo-
žení nedominovaných řešení po celém Paretově čele.
S těmito neduhy se vypořádává genetický algoritmus NSGA-II. Dříve než bude
popsán samotný algoritmus, je třeba vysvětlit několik pojmů týkajících se genetic-
kých algoritmů.
Principy genetického algoritmu lze vysvětlit na principu jednoduchého příkladu
návrhu konzervy. Válcovitá konzerva má dvě stavové proměnné: výšku (ℎ) a průměr
(𝑑). Hledáme takovou kombinaci výšky a průměru, která zajistí nejmenší spotřebu
materiálu, tedy vyžadujeme minimalizaci povrchu válce. Objem by měl být alespoň
300𝑚𝑙. Tento příklad je popsán v [8].
Kriteriální funkce:
𝑓(𝑑, ℎ) = 𝑐 · 𝜋 · 𝑑
2
2 + 𝑝𝑖 · 𝑑 · ℎ, (6.1)
Omezující podmínka:
𝑔(𝑑, ℎ) = 𝜋 · 𝑑
2 · ℎ
4 ≥ 300, (6.2)
Limity stavových proměnných:
𝑑 ∪ ⟨0; 31⟩, (6.3)
ℎ ∪ ⟨0; 31⟩, (6.4)
Parametr 𝑐 vyjadřuje cenu za 𝑐𝑚2 materiálu.
6.1 Číselná reprezentace
Jednotlivé operátory (selekce, křížení, mutace) genetického algoritmu je možné mo-
difikovat pro práci s reálnými čísly, avšak nejčastěji se používá binární reprezentace
stavových proměnných. Taková reprezentace je vhodná zejména pro operace křížení
a mutace.
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Pro každou proměnnou může být definována jiná binární přesnost. Binární přes-
nost určuje počet binárních znaků, kterými bude daná stavová proměnná reprezen-
tována. V příkladu byla zvolena pro každou stavovou proměnnou binární přesnost
5 bitů. Máme-li dvě proměnné, pak celková délka binárního řetězce je 10 bitů.
Protože 5bitů dohromady dává 25 = 32 možností a hranice obou proměnných
jsou 0 a 31, převod z celočíselné reprezentace do binární je zde jednoduchý. Pro
konzervu o výšce 10𝑐𝑚 a průměr 8𝑐𝑚 tedy dostáváme binární řetězec 01000010102.
Číslo 23 značí metriku konzervy spočtenou podle rovnice 6.1. Binární reprezentace
je naznačena na Obr. 6.1 [8].
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h (d, h) = (8, 10) cmBinární řetězec = 01000  01010
Obr. 6.1: Binární řetězec konzervy o výšce 10𝑐𝑚 a průměru 8𝑐𝑚 [8].
To ale neznamená, že genetický algoritmus může pracovat pouze s celočíselnými
stavovými proměnnými. Změnou délky binárního řetězce a limitů stavových pro-
měnných lze dosáhnout libovolné hodnoty podle mapovacího vztahu:
𝑥𝑀𝐴𝑃 = (𝑥− 𝑥MIN) · (2
𝐵𝑃−1)
(𝑥MAX − 𝑥MIN) , (6.5)
kde 𝑥MIN a 𝑥MAX jsou hranice stavové proměnné a 𝐵𝑃 je binární přesnost. Výsledkem
tohoto mapovacího vztahu je mapovací hodnota 𝑥𝑀𝐴𝑃 , která se dále zaokrouhlí
(kvantizační chyba) a zaokrouhlenou hodnotu 𝑥𝑀𝐴𝑃 lze již snadno převést na binární
hodnotu.
Pokud by tedy v příkladu s konzervou byly jiné limity, např: 𝑑 ∈ ⟨10; 20⟩, pak
pro 𝑑 = 10 je požadováno, aby binární řetězec o délce 5 bitů byl 000002 a pro 𝑑 = 20
musí být binární řetězec 111112.
Pro 𝑥 = 20 je výsledek mapovacího vztahu 𝑥𝑀𝐴𝑃 = 31. Dále již jednoduše 3110
lze převést na 111112. Pro 𝑥 = 15 je výsledkem mapovacího vztahu 𝑥𝑀𝐴𝑃 = 15.5.
Po zaokrouhlení je 𝑥𝑀𝐴𝑃 = 16. Dále již jednoduše je 1610 převedeno na 100002. Lze
říci, že došlo ke ztrátě přesnosti (kvantizační chybě) kvůli malé přesnosti binárního
čísla 𝐵𝑃 .
Stavové proměnné mají díky mapovacímu vztahu následující vlastnosti:
• Jakákoliv přesnost může být dosažena použitím dostatečně velkého počtu bitů
binárního řetězce.
27
• Různé proměnné mohou mít různou binární přesnost (změnou proměnné BP).
• Stavové proměnné mohou nabývat kladných i záporných hodnot pouhým na-
stavením limitů dané stavové proměnné do kladných či záporných hodnot. Není
tedy nutné vyhrazovat v binárním řetězci entitu pro znaménko.
• Limity stavových proměnných jsou zákonitě dodrženy samotnou číselnou re-
prezentací díky použití mapovacího vztahu.
Čím menší je binární přesnost jednotlivých stavových proměnných, tím snáze
je prostor stavových funkcí prohledán. Pokud je však rozmezí stavové proměnné
příliš velké a binární přesnost malá, zaokrouhlovací chyba může znemožnit algoritmu
naléze pravé Paretovo čelo (viz Schafferova studie 10.1). Hodnota by tedy měla být
volena kompromisně.
6.2 Princip genetického algoritmu
Na Obr. 6.2 je vývojový diagram genetického algoritmu. Čítači generací přiřadíme
hodnotu 0 (𝑔 = 0). Celkový počet generací je označen 𝐺.
Start
Inicializace populace
g = 0
Výpočet kriteriálních funkcí Přiřazení metriky
g = G ?
Konec
Reprodukce
Křížení
Mutace
g = g + 1
Obr. 6.2: Vývojový diagram genetického algoritmu. [3].
Nyní se inicializuje „mateřská“ populace. Množina řešení (počet jedinců) bývá,
na rozdíl od klasických metod, větší než jeden. Počet jedinců se obvykle označuje
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písmenem 𝑁 . Každý jedinec má 𝑆 stavových proměnných. Pak tedy inicializace
je náhodné vygenerování 𝑆 · 𝑁 hodnot. Stavové proměnné jsou dále převedeny do
binární reprezentace. Celá populace je poté popsána 𝑁 binárními řetězci, kde každý
řetězec nese informaci o 𝑆 stavových proměnných.
Následuje výpočet 𝑀 kriteriálních funkcí a také omezujících podmínek (constra-
ints). Na základě hodnot kriteriálních funkcí (nebo nedominované úrovně) a splnění
omezujících podmínek je každému jedinci přiřazena metrika.
Pokud je hodnota čítače generací menší než celkový počet generací (𝑔 < 𝐺), pak
jsou provedeny na „mateřské“ populaci genetické operace selekce, křížení a mutace.
Výsledkem těchto operací je populace „potomků“.
Nyní inkrementujeme čítač generací (𝑔 = 𝑔 + 1) a opět vypočteme kriteriální
funkce a omezující podmínky a přiřadíme metriku. Pokud je hodnota čítače generací
menší než celkový počet generací (𝑔 < 𝐺), populace „potomků“ se stává pro další
generaci „mateřskou“ populací a celý proces je opakován do naplnění podmínky
(𝑔 = 𝐺).
Následně budou popsány na příkladu s konzervou [8] jednotlivé genetické operá-
tory.
6.3 Selekce (selection)
Operátor selekce má za úkol zvýhodnit pro další operace dobrá řešení a naopak elimi-
novat řešení špatná, zatímco velikost populace zůstane neměnná. Toho je dosaženo
ve třech krocích:
1. Identifikace dobrých (obvykle nadprůměrných) řešení v populaci.
2. Vytvoření několika kopií dobrých řešení.
3. Eliminace špatných řešení, takže dobrá řešení mohou v populaci nahradit ty
špatná.
Existuje více způsobů selekce, avšak zde popíši pouze „soutěžní selekci“ (tour-
nament selection).
6.3.1 Soutěžní selekce (tournament selection)
Tato selekce [9] náhodně vybírá určitý počet řešení a tato řešení mezi sebou „soutěží“
o místo v „listině vítězů“ (mating pool). Jedinci z této listiny jsou pak vybráni pro
vytvoření nových „potomků“. Protože geny členů „listiny vítězů“ jsou dále děděny
dalšími generacemi, je žádané, aby se „listina vítězů“ skládala z dobrých jedinců.
„Selekční nátlak“ (selection pressure) je mechanismus, který naznačuje, jak moc
jsou dobří jedinci upřednostňováni během selekce. Čím větší je „selekční nátlak“,
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tím rychleji celý genetický algoritmus konverguje k výsledku. Pokud je ale příliš
velký, může genetický algoritmus konvergovat i k lokálnímu řešení.
„Selekční nátlak“ je v „soutěžní selekci“ implementován velikostí jednotlivých
klání 𝑇𝑆 (tournamentSize). Tedy jeden člen „listiny vítězů“ je vybrán právě z 𝑇𝑆
náhodně vybraných členů populace. Je-li 𝑇𝑆 = 1, pak „selekční nátlak“ je v pod-
statě nulový a „listinu vítězů“ obsadí vlastně náhodní jedinci. Pokud 𝑇𝑆 = 𝑁 , pak
„listinu vítězů“ tvoří 𝑁 kopií jedince s nejlepší metrikou.
Jelikož je soutěžní selekce v algoritmu NSGA-II využita pouze v první iteraci,
nemá tento parametr veliký vliv na výsledky. Velikost klání bývá nejčastěji nastavena
na 𝑇𝑆 = 2.
Na Obr. 6.3 je znázorněna „soutěžní selekce“ pro příklad s konzervou, kde 𝑇𝑆 =
2. Jednotlivá čísla na konzervách naznačují metriku jedinců.
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Obr. 6.3: Šestero klání probíhá mezi šesti náhodně vybranými dvojicemi šesti růz-
ných jedinců. Jedinci ohraničeni rámečkem jsou členové „listiny vítězů“ [8].
6.4 Křížení (crossover)
Křížení je provedeno hned po selekci na členech „vítězné listiny“. Nyní už je jasné, že
operátor selekce sám o sobě nedokáže vytvořit žádné nové řešení. Objevování nových
řešení je doménou křížení a mutace. Základem křížení je náhodný výběr dvou členů
„vítězné listiny“ a náhodné části těchto dvou jedinců jsou zaměněny a tím vytvoří
dvě nová řešení.
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Náhodně jsou vybrána dvě řešení z „vítězné listiny“, poté je náhodně vygene-
rována poloha křížení (cross site). V této poloze jsou oba řetězce kříženy. To je
provedeno tak, že část řetězce vlevo od polohy křížení je ponechána a část vpravo je
převzata z druhého řetězce. Tím jsou vytvořena dvě nová řešení. Křížení je nazna-
čeno na Obr. 6.4.
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22(8, 10)   01000 01010
(14,6)    01110 00110
01010 00110   (10, 6)
01100 01010   (12, 10)
Obr. 6.4: Křížení dvou řešení [8].
Je patrné, že křížením jedinců s metrikou 23 a 37 jsme obdrželi dvě nová řešení
s metrikami 22 a 39. Šance že nově vzniklé řešení bude lepší než dosud nalezená
řešení jsou více než jen náhodné, protože křížení probíhá mezi jedinci, kteří přežili
předchozí fáze genetického algoritmu. Dvě řešení o délce ℓ bitů mohou vytvořit pouze
ℓ nových řešení a ne 2ℓ nových řešení a proto je předpokládáno, že dva „potomci“
budou alespoň tak dobří, jako jejich „rodiče“. Pokud jsou vytvořena horší řešení,
budou tato řešení pravděpodobně eliminována při další selekci. Dobrá řešení jsou na-
opak předurčena k tomu být před dalším křížením vícekrát zkopírována ve „vítězné
listině“ a dále křížena s dalšími dobrými řešeními.
Aby některá dobrá řešení byla zachována v nezměněné podobě, je křížení pro-
váděno s pravděpodobností 𝑃𝐶 . Některá řešení tedy mohou být pouze zkopírována
pro další operace. Hodnota pravděpodobnosti tedy může nabývat hodnot od nuly
do jedné. Většinou je volena u horní hranice intervalu.
6.4.1 Více-bodové křížení
Křížení nemusí probíhat pouze v jednom bodě, ale i ve více bodech. Rozlišujeme
tedy jedno-bodové (single-point), n-bodové (n-point) a uniformní (uniform) křížení.
Uniformní křížení je případ, kdy křížící práh je mezi každým bitem řetězce.
6.5 Mutace (mutation)
Operátor křížení je z největší části zodpovědný za hledání nových řešení. Po jistém
počtu iterací by mohlo dojít ke konvergenci k určitému řešení, které nemusí být
globálním optimem a algoritmus by v něm mohl uvíznout. Proto se zavádí operátor
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mutace. Mutace znamená, že s pravděpodobností 𝑃𝑀 je na náhodném místě binár-
ního řetězce potomků invertován bit. To pomáhá k udržení různorodosti populace.
Pravděpodobnost 𝑃𝑀 nabývá hodnot od nuly do jedné. Princip mutace je znázorněn
na Obr. 6.5.
22 (10, 6)   01010 00110 01000 00110   (8, 6) 16
Obr. 6.5: Mutace čtvrtého bitu řešení. Na konzrevách je znázorněna změna metriky
řešení [8].
6.6 Elitismus
Elitismus je mechanismus genetického algoritmu, který dovoluje ponechání dříve
nalezených nejlepších řešení pro další generace. To znamená, že určitý počet nejlep-
ších řešení stávající generace je ušetřen operací selekce, křížení a mutace a do další
generace jsou zachovány v nezměněné podobě.
6.7 Popis algoritmu NSGA-II
Na počátku algoritmu je náhodně vygenerována „mateřská“ populace 𝑃0. Populace
je poté seřazena podle nedominovaných úrovní (non-dominated levels) použitím al-
goritmu pro rychlé hledání úrovní nedominovaných množin řešení popsaném v 4.5.
Každému řešení je přidělena hodnost (rank) rovna jeho nedominované úrovni. Nej-
nižší hodnost znamená tedy nejvhodnější řešení. Pro uvedení omezujících podmínek
(constraints) v platnost byla zavedena penalizace hodnosti řešení, která omezující
podmínky nesplňují. Penalizace je nastavena na velikost populace 𝑁 , takže řešení,
která nesplňují omezující podmínky, mají hodnost (rank) horší než kterékoliv řešení,
které je splňuje.
Nyní je „mateřská“ populace podrobena operacím typickým pro genetický algo-
ritmus - selekce, křížení a mutace. Tím je vytvořena populace „potomků“ označena
𝑄0 o velikosti 𝑁 .
Protože tento algoritmus disponuje elitismem, který porovnává předchozí řešení
se současými, je postup v dalších generacích odlišný, než v první generaci. Dolní
index 𝑔 u následujících označení populací naznačuje 𝑔-tou generaci.
Nejprve je vytvořena kombinovaná populace 𝑅𝑔 = 𝑃𝑔 ∪ 𝑄𝑔. Populace 𝑅𝑔 má
velikost 2𝑁 . Poté jsou členové 𝑅𝑔 seřazeni podle nedominované úrovně 4.5. Protože
všichni jedinci z předchozí generace jsou v populaci 𝑅𝑔 s jedinci z aktuální generace,
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Obr. 6.6: Výběr právě 𝑁 řešení z populace 𝑅𝑔 pro populaci 𝑃𝑔+1 [10].
je zajištěn elitismus. Protože členové první úrovně 𝐿1 jsou nejlepšími jedinci populace
𝑅𝑔, měli by být vybrání všichni, pokud není počet členů první nedominované úrovně
větší než 𝑁 . Tato nedominovaná úroveň bude určitě součástí populace 𝑃𝑔+1. Takto
je vybráno 𝑁 členů pro populaci 𝑃𝑔+1 z několika nedominovaných úrovní.
Pokud se nedominovaná úroveň 𝐿𝑋 do populace 𝑃𝑔+1 nevejde beze zbytku, pak
musí být vybráno tolik členů z úrovně 𝐿𝑋 , aby populace 𝑃𝑔+1 měla přesně 𝑁 členů.
Abychom vybrali ty nejlepší členy úrovně 𝐿𝑋 , použijeme „shlukovou selekci“ (crow-
ded comparison) popsanou v kapitole 5.2.
Protože z populace 𝑅𝑔 o velikost 2𝑁 členů se vybírá pouze 𝑁 členů, není ve
skutečnosti nutné provádět třídění do nedominovaných úrovní pro všech 2𝑁 členů.
Rozdělení populace do úrovní nedominovaných množin řešení (non-dominated sor-
ting) můze být zastaveno ve chvíli, kdy v nedominovaných úrovních je více jak 𝑁
členů. Celý postup je naznačen na Obr. 6.6.
„Mateřská“ populace 𝑃𝑔+1 podstupuje operace křížení a mutace a tím se vytvoří
populace „potomků“ 𝑄𝑔+1. Tyto dvě populace tvoří kombinovanou populaci 𝑅𝑔+1
pro další generaci a celý postup je opakován po daný počet generací.
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7 VÍCE-KRITERIÁLNÍ PARTICLE SWARMOP-
TIMIZATION (MOPSO)
Optimalizace využívající roje částic (Particle swarm optimization) byla poprvé před-
stavena v roce 1995 Jamesem Kennedym a Russellem Eberhartem [11]. Byla navr-
žena pro práci v prostoru reálných čísel. Tato metoda simuluje pohyb roje včel při
hledání potravy. Protože při své činnosti pracuje s populací a protože je poměrně
jednoduchá, stala se po úpravách oblíbenou i pro více-kriteriální optimalizace.
Než bude popsán princip algoritmu, je potřeba uvést pár běžně používaných
termínů ve spojitosti s PSO [4].
• Roj (swarm) - populace jedinců.
• Částice (particle) - člen (jedinec) roje. Každá částice představuje potenciální
řešení daného problému. Pozice částice je definována řešením které momen-
tálně představuje.
• Osobní minimum (personal best) - nejlepší pozice, ve které byla částice během
dosavadních generacích. Tedy pozice, která se prokázala být nejvhodnější.
• Lokální minimum (local best) - nejlepší pozice, ve které byla některá přilehlá
částice.
• Globální minimum (global best) - nejlepší dosažená pozice mezi všemi části-
cemi.
• Lídr (leader) - částice, která je použita k určení směru hledání jiných částic.
Jde o částici, která se nachází v lokálním nebo globálním minimu.
• Rychlost (velocity) - tento vector ?⃗? určuje směr pohybu částice. Tedy určuje,
kterým směrem se částice v další generaci posunou s cílem zlepšení své pozice.
• Setrvačná váha (inertia weight) - označuje se 𝑊 a určuje míru účinku vektoru
rychlosti z předchozí generace. Tedy čím větší setrvačná váha, tím menší bude
změna vektoru rychlosti z předchozí generace. Hodnota může být v rozmezí
od nuly do nekonečna. Většinou však bývá volena z intervalu nula až jedna.
• Činitel učení (learning factor) - Určuje jak moc je částice ovlivňována osobním
a lokálním minimem. Existují dva typu tohoto činitele: kognitivní (cognitive)
a společenský (social). Kognitivní činitel učení (cognitive learning factor) bývá
označován 𝐶1 a označuje míru ovlivnění osobním minimem. Společenský činitel
učení (social learning factor) bývá označován 𝐶2 a naznačuje míru ovlivnění
lokálním, příp. globálním minimem. Obě hodnoty mohou nabývat hodnot od
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nuly do nekonečna. Většinou však bývají nastaveny na 𝐶1 = 𝐶2 = 1.5.
7.1 Jedno-kriteriální PSO
V optimalizaci využívající roje částic se pozice jedinců mění na základě společensko-
psychologické tendence napodobit v úspěchu ostatní jedince. Pozice každého jedince
je aktualizována na základě vlastní zkušenosti, ale i zkušeností jedinců poblíž. Pokud
?⃗?𝑖(𝑔) označíme aktuální polohu částice 𝑃𝑖 v generaci 𝑔, pak se pozice jedince během
jedné iterace změní přičtením vektoru rychlosti ?⃗?𝑖(𝑔) podle rovnice 7.1.
?⃗?𝑖(𝑔) = ?⃗?𝑖(𝑔 − 1) + ?⃗?𝑖(𝑔). (7.1)
Vektor rychlosti ?⃗?𝑖(𝑔) určíme ze vztahu 7.2.
?⃗?𝑖(𝑔) = 𝑊 · ?⃗?𝑖(𝑔 − 1) + 𝐶1 · 𝑟1 · [?⃗?𝑝𝑏𝑒𝑠𝑡𝑖 − ?⃗?𝑖(𝑔)] + 𝐶2 · 𝑟2 · [?⃗?𝑙𝑒𝑎𝑑𝑒𝑟 − ?⃗?𝑖(𝑔)], (7.2)
kde 𝑟1 a 𝑟2 jsou náhodné hodnoty z intervalu ⟨0; 1⟩, ?⃗?𝑝𝑏𝑒𝑠𝑡 je pozice osobního minima
(personal best) a ?⃗?𝑙𝑒𝑎𝑑𝑒𝑟 je pozice lídra (leader). V jedno-kriteriálním PSO algoritmu
se často jako leader volí globálně nejlepší řešení (global best). V rovnici 7.2 je tedy
?⃗?𝑙𝑒𝑎𝑑𝑒𝑟 nahrazeno ?⃗?𝑔𝑏𝑒𝑠𝑡, tj. pozicí globálního minima (global best), čímž je dosaženo
lepší konvergence celého algoritmu.
Ze vztahu 7.2 tedy vidíme, že setrvačná váha (inertia weight) ovlivňuje, jaká část
starého vektoru rychlosti se zkopíruje do nového vektoru rychlosti. Kognitivní činitel
učení (congitive learning factor) 𝐶1 spolu s náhodnou hodnotou 𝑟1 určují jaký vliv
na nový vektor rychlosti má osobní minimum daného jedince a společenský činitel
učení (social learning factor) 𝐶2 spolu s náhodou hodnotou 𝑟2 udávají vliv globálního
minima na výsledný vektor rychlosti.
7.1.1 Okrajová podmínka
Může se však stát, že nově vygenerované pozice budou mimo rozsah daných stavo-
vých proměnných. V takovém případě je třeba aplikovat okrajovou podmínku podle
[12], aby nedocházelo ke generaci dalších nevhodných řešení. To znamená provést
dvě akce:
• Nastavení částice, která neleží v rozsahu stavových proměnných na spodní
limit stavové proměnné, pokud se částice nachází pod spodním limitem nebo
naopak nastavení na horní limit stavové proměnné v případě, že se částice
nachází nad horním limitem.
• Upravení vektoru rychlosti dané částice [13]. Naznačeno v Obr. 7.1.
– Absorbující - vektor rychlosti je vynulován.
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– Reflektující - vektor rychlosti je převrácen.
– Náhodná - vektoru rychlosti je dán náhodný směr a náhodná velikosti.
– Neviditelná - vektor rychlosti je ponechán na své hodnotě. Předpokládá
se, že se vektor rychlosti během několika generací sám změní na vhodnou
hodnotu.
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Obr. 7.1: Čtyři různé typy hraničních podmínek. ?⃗? a ?⃗? označují pozici a rychlost
částice před zásahem hraniční podmínky a 𝑥′ a 𝑣′ označují pozici a rychlost částice
po zásahu hraniční podmínky [13].
7.2 Více-kriteriální PSO
Při více-kriteriální variantě PSO nastavají oproti jedno-kriteriální variantě tři hlavní
komplikace:
• Musejí být vybrána některá nedominovaná řešení jako lídři, avšak všechna
nedominovaná řešení jsou stejně dobrá.
• Musejí se ukládat nedominovaná řešení, která budou v dalších generacích po-
rovnány s nově vzniklými řešeními. Rovněž musí být zajištěno, aby tato řešení
byla co nejrovnoměrněji rozmístěna po celém Paretově čele.
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• Částice roje se nesmějí uchylovat k jedinému bodu v prostoru, čímž by mohlo
dojít k nalezení sub-optimálního řešení.
Doposud nalezená nedominované řešení se ukládají do externího archivu (ex-
ternal archive). Tato řešení se pak také využívají jako lídři, když je aktualizovaná
pozice částice. Po proběhnutí všech generací je obsah externího archivu prohlášen
jako výsledek simulace.
7.2.1 MOPSO algoritmus
Na Obr. 7.2 je naznačen pseudokód MOPSO.
Začátek
Inicializace roje
Inicializace externího archivu
g = 0
dokud (g < G)
pro každou částici
Vyber lídra
Aktualizace pozice (let)
Aplikace hraniční podmínky
Výpočet hodnot kriteriálních funkcí
Výpočet nových osobních minim
konec cyklu pro každou částici
Aktualizace obsahu externího archivu
g = g + 1
Po skončení všech iterací 
Výsledek simulace je obsah externího archivu
Konec
Obr. 7.2: Pseudokód hlavního MOPSO algoritmu [4].
Na počátku je náhodně vytvořen roj částic. Poté je vybrána množina lídrů (ne-
dominovaných řešení) a ti jsou uloženi do externího archivu. Čítač generací je poté
nastaven na jedna (𝑔 = 1). Nyní je vybrán pro každou částici lídr, k jehož pozici se
bude částice postupně uchylovat. Protože při první generaci není definován žádný
vektor rychlosti, je tento vektor naplněn náhodnými hodnotami podle rovnice 7.3
?⃗?𝑠 = 𝑟𝑎𝑛𝑑(1) · 12 · 𝑟𝑎𝑛𝑔𝑒𝑠, (7.3)
kde 𝑠 značí danou stavovou proměnnou, 𝑟𝑎𝑛𝑑(1) je náhodná hodnota v rozmezí [0, 1]
a 𝑟𝑎𝑛𝑔𝑒𝑠 je rozsah stavové proměnné.
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Poté, co je znám lídr každé částice, může být uskutečněn výpočet nových vektorů
rychlosti podle rovnice 7.2 a z nich následovně výpočet nových pozic částic podle
rovnice 7.1. Tato změna pozice se nazývá „let“ (flight). Na takto vygenerované nové
pozice je nutné aplikovat okrajovou podmínku.
Pro takto ošetřené pozice jsou pak vypočteny kriteriální funkce a na základě
nich se spočítá nové osobní minimum (personal best). Dále je třeba aktualizovat
členy externího archivu. Někteří členové mohou být dominováni novými řešeními
(takoví členové externího archivu jsou nahrazeni) a některá řešení jsou s řešeními
v externím algoritmu nedominovaná (non-dominated), a tak by i tato řešení měla být
do externího archivu přidána. Nyní je možné inkrementovat čítač generací (𝑔 = 𝑔+1)
a celý postup se opakuje po předem definovaný počet generací 𝐺. Po uplynutí všech
generací 𝐺 je jako výsledek optimalizace prohlášen obsah externího archivu.
7.2.2 Výběr lídra
Pro výběr lídra ?⃗?𝑙𝑒𝑎𝑑𝑒𝑟 každé částice bylo představeno již mnoho metod. Jedna z me-
tod vypočítává euklidovskou vzdálenost hodnot kriteriálních funkcí každého jedince
od všech řešení přítomných v externím archivu. Poté je pro každého jedince vybrán
člen externího archivu, které je mu nejblíže. Za předpokladu, že jsou v externím
archivu nedominovaná řešení dobře rozprostřena po celém Paretově čele, pak další
hledání probíhá rovněž v celém prostoru kriteriálních funkcí.
Tento předpoklad, především pro složitější testovací problémy (ZDT4, ZDT6
10), však nemůže být splněn a dojde tak k zachycení algoritmu do jednoho okraje
Paretova čela, odkud není návratu.
Z tohoto důvodu byl výběr lídra pro každé řešení změněn na náhodný. Každé
řešení tedy jako lídra používá náhodné řešení z externího archivu. To zajistí mnohem
lepší diverzitu a prostor i složitějších testovacích problémů je lépe prohledán.
7.2.3 Výběr řešení v externím archivu
Jak už bylo řečeno, řešení se může stát členem externího archivu pouze pokud je
nedominované s členy archivu a nebo pokud dominuje některé členy externího ar-
chivu. V takovém případě jsou všechna dominovaná řešení z archivu odstraněna.
Protože takových nedominovaných řešení během všech generací algoritmu může být
nalezeno velké množství, musí být maximální velikost externího algoritmu omezena.
Neomezená velikost by způsobila nadměrný početní výkon při hledání množiny ne-
dominovaných řešení.
Maximální počet částic v externím archivu bývá obvykle roven počtu částic v roji
𝑁 . Protože v externím archivu nemohou být všechna nedominovaná řešení, je třeba
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na základě určitého kritéria vybrat vhodné kandidáty. Přestože existují různé me-
tody, mnou implementovaná metoda je založena na již známé „shlukové selekci“
(crowding selection) z kapitoly 5.2.
7.2.4 Ošetření omezujících podmínek
Řešení, která nesplňují omezující podmínky (constraints) jsou během algoritmu po-
tlačována tím, že nemohou být členy externího archivu. Pokud by však na začátku
algoritmu bylo náhodně vygenerováno příliš nevhodných řešení (nesplňujících ome-
zující podmínky), prostor kriteriálních funkcí by byl prohledáván příliš málo agenty,
což by vedlo k slabým výsledkům. Proto po vygenerování náhodných pozic agentů
v počáteční generaci jsou řešení prověřena, zda-li splňují omezující podmínky. Pro
všechna nevyhovující řešení jsou vygenerovány nové pozice. Počáteční populace je
tedy vždy složena jen z vhodných řešení (splňujících omezující podmínky).
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8 GENERALIZED DIFFERENTIAL EVOLUTION
THIRD VERSION (GDE3)
GDE3 je rozšířením (Differential Evolution DE) pro více-kriteriální optimalizační
problémy s omezujícími podmínkami. Třetí verze Generalized Differential Evolu-
tion je v porovnání s předchozími GDE verzemi lepší především z hlediska lepšího
rozložení nedominovaných řešení na nalezeném Paretově čele. Jelikož GDE3 je pou-
hým rozšířením algoritmu DE, bude nejdříve vysvětlen princip algoritmu DE a poté
budou komentovány modifikace tvořící GDE3.
8.1 Diferenciální evoluce
Tento algoritmus byl představen v roce 1995. Základem Diferenciální Evoluce byla
jednoduchost, efektivita a práce s reálnými čísly. Jako typický Evoluční Algoritmus
(EA) i Differential Evolution obsahuje operátor selekce, křížení a mutace.
V každé generaci DE je vytvořen ze stavového vektoru ?⃗?𝑖,𝑔 zkušební vektor (trial
vector) ?⃗?𝑖,𝑔. Symbolem 𝑖 je označen 𝑖-tý jedinec v populaci a 𝑔 je index generace.
Zkušební vektor je vytvořen podle rovnice 8.1 [15].
𝑟1, 𝑟2, 𝑟3 ∈ 1, 2, ...𝑁
𝑟1, 𝑟2, 𝑟3 ̸= 𝑖
𝑠𝑟𝑎𝑛𝑑 ∈ 1, 2, ...𝑆
𝑓𝑜𝑟 (𝑠 = 1 : 𝑆)
𝑖𝑓(𝑟𝑎𝑛𝑑(1) < 𝑃𝐶 ∨ 𝑠 = 𝑠𝑟𝑎𝑛𝑑)
𝑢𝑠,𝑖,𝑔 = 𝑥𝑠,𝑟3,𝑔 + 𝐹 · (𝑥𝑠,𝑟1,𝑔 − 𝑥𝑠,𝑟2,𝑔)
𝑒𝑙𝑠𝑒
𝑢𝑠,𝑖,𝑔 = 𝑥𝑠,𝑖,𝑔
𝑒𝑛𝑑
𝑒𝑛𝑑,
(8.1)
kde 𝑁 je velikost populace, 𝑆 je počet stavových proměnných, rand(1) značí náhod-
nou hodnotu mezi 0 a 1, 𝑃𝐶 je pravděpodobnost křížení a 𝐹 je „váhovací faktor“
(scaling factor).
Zkušební vektor je tedy určitá kombinace stavových vektorů. Stejně jako v ob-
vykém Evolučním Algoritmu nedochází ke křížení vždy. Hodnoty 𝑃𝐶 a 𝐹 jsou uživa-
telem definované hodnoty. Hodnota 𝑃𝐶 označuje pravděpodobnost křížení a je tedy
volena v rozmezí 0 a 1. Hodnota 𝐹 se pohybuje obvykle také v rozmezí 0 a 1, avšak
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může být i vyšší. Pokud je hodnota 𝐹 zvolena nízká, algoritmus rychleji konverguje
k lokálnímu optimu.
Protože v počátečních iteracích algoritmu jsou řešení více vzdálena v prohledá-
vaném prostoru od sebe, rozsah mutace je značný. Se snížující se vzdáleností klesá i
rozsah mutace a konvergence k optimu je pomalejší.
Může se však stát, stejně jako u algoritmu MOPSO, že nově vygenerované pozice
budou mimo rozsah daných stavových proměnných. Částice, která neleží v rozsahu
stavových proměnných je nastavena na spodní limit stavové proměnné, pokud se
částice nachází pod spodním limitem nebo naopak nastavení na horní limit stavové
proměnné v případě, že se částice nachází nad horním limitem.
Poté je zkušební vektor ?⃗?𝑖,𝑔 porovnán se stavovým vektorem ?⃗?𝑖,𝑔. Pokud je zku-
šební vektor lepší než stavový vektor (dominuje jej), je vybrán zkušební vektor jako
stavový vektor pro další generaci ?⃗?𝑖,𝑔+1 a naopak pokud je zkušební vektor ?⃗?𝑖,𝑔 do-
minován stavovým vektorem ?⃗?𝑖,𝑔, zůstává stavový vektor pro další generaci ?⃗?𝑖,𝑔+1
stejný. Protože hodnoty kriteriálních funkcí v následující generaci v průměru ne-
mohou být horší než v předchozí generaci, je Differential Evolution považovaná za
elitistický algoritmus (viz 6.6)
8.2 Third Version of Generalized Differential Evo-
lution
Jak již bylo řečeno, algoritmus GDE3 je pouhým rozšířením algoritmu DE. Me-
chanismus popsaný výše 8.1 je základním kamenem algoritmu k němuž jsou pouze
přidány operace nutné pro více-kriteriální problémy. Tedy chování v případě kdy
zkušební vektor ?⃗?𝑖,𝑔 je nedominovaný se stavovým vektorem ?⃗?𝑖,𝑔 a poté mechanis-
mus zajišťující diverzitu.
Celý algoritmus GDE3 je popsán v rovnici 8.2 [15]. Písmeno 𝑚 označuje počet
řešení, o které je populace rozšířena díky přítomností nedominovaných zkušebních
a stavových vektorů. 𝐺 označuje celkový počet generací, 𝑔 představuje aktuální
generaci a 𝐶𝐷 označuje „shlukovou vzdálenost“ (crowding distance) podle 5.2.
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for (𝑔 = 1 : 𝐺)
∀𝑖 ≤ 𝑁
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Mutace a křížení:
𝑟1, 𝑟2, 𝑟3 ∈ 1, 2, ...𝑁 ∧ 𝑟1, 𝑟2, 𝑟3 ̸= 𝑖
𝑠𝑟𝑎𝑛𝑑 ∈ 1, 2, ...𝑆
∀𝑠 ≤ 𝑆 : 𝑢𝑠,𝑖,𝑔 =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
𝑥𝑠,𝑟3,𝑔 + 𝐹 · (𝑥𝑠,𝑟1,𝑔 − 𝑥𝑠,𝑟2,𝑔)
if (𝑟𝑎𝑛𝑑(1) < 𝑃𝐶 ∨ 𝑠 = 𝑠𝑟𝑎𝑛𝑑)
𝑥𝑠,𝑖,𝑔 else
selekce:
?⃗?𝑖,𝑔+1 =
⎧⎪⎨⎪⎩ ?⃗?𝑖,𝑔 if (?⃗?𝑖,𝑔 dominuje ?⃗?𝑖,𝑔)?⃗?𝑖,𝑔 else
rozšíření populace o nedominovaná řešení:
𝑚 = 𝑚+ 1
?⃗?𝑁+𝑚,𝑔+1 = ?⃗?𝑖,𝑔
⎫⎪⎬⎪⎭ if ?⃗?𝑖,𝑔 a ?⃗?𝑖,𝑔 jsou nedominované
while 𝑚 > 0
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
výběr právě 𝑁 nedominovaných řešení:
Výpočet shlukových vzdáleností 𝐶𝐷
Odtranění řešení s nejnižší 𝐶𝐷
𝑚 = 𝑚− 1
𝑔 = 𝑔 + 1
end.
(8.2)
8.2.1 Ošetření omezujících podmínek
Řešení, která nesplňují omezující podmínky (constraints) jsou během algoritmu po-
tlačována tím, že nemohou být vybrána jako členové nového stavového vektoru ?⃗?𝑖,𝑔+1.
Pokud by však na začátku algoritmu bylo náhodně vygenerováno příliš nevhodných
řešení (nesplňujících omezující podmínky), prostor kriteriálních funkcí by byl pro-
hledáván příliš málo agenty a to by vedlo k slabým výsledkům. Rovněž by mohlo
dojít k situaci, kdy stavový vektor ?⃗?𝑖,𝑔 i zkušební vektor ?⃗?𝑖,𝑔 nesplňují omezující
podmínky. Proto po vygenerování náhodných pozic agentů v počáteční iteraci jsou
řešení prověřena, zda-li splňují omezující podmínky. Pro všechna nevyhovující ře-
šení jsou vygenerovány nové pozice. Počáteční populace je tedy vždy složena jen
z vhodných řešení (splňujících omezující podmínky).
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9 TESTOVACÍ METRIKY
Při více-kriteriální optimalizaci je třeba nalézt nejen řešení blízká Pareto-optimálnímu
čelu, ale také nalézt řešení rozložená co možná nejlépe po celém Paretově čele. Tyto
dva požadavky nemohou být jednoznačně ohodnoceny pouze jednou metrikou. Proto
se v případě více-kriteriálních optimalizací používá řada testovacích metrik, z nichž
některé vyjadřují blízkost nalezených řešení a Pareto-optimálního čela, některé vyja-
dřují rozložení výsledné populace a jiné vyjádřují blízkosti i rozložení zároveň. Bližší
popis těchto metrik lze nalézt v [3].
Množina 𝑁 nalezených řešení bude označována písmenem 𝑄. Množina Pareto-
optimálních řešení je označena písmenem 𝑃 *.
9.1 Chybovost 𝐸𝑅 (Error Ratio)
Pro výpočet této metriky je nutné znát přesnou polohu Pareto-optimálního čela.
Tato metrika jednoduše počítá počet řešení množiny 𝑄 která nejsou zároveň i členy
množiny 𝑃 *. Matematicky vyjádřeno jako:
𝐸𝑅 =
∑︀|𝑄|
𝑖=1 𝑒𝑖
|𝑄| , (9.1)
kde 𝑒𝑖 = 1 když 𝑖 /∈ 𝑃 * a 𝑒𝑖 = 0 pokud 𝑖 ∈ 𝑃 *. Metrika 𝐸𝑅 tedy nabývá hodnot mezi
nula a jedna. 𝐸𝑅 = 0 znamená, že všechna nalezená řešení jsou zároveň i členové
množiny 𝑃 *.
Problém může nastat v případě, že Pareto-optimální čelo není dostatečně jemně
vzorkováno. V takovém případě může dojít k situaci, kdy řešení z množiny 𝑄, přes-
tože leží na Pareto-optimálním čele, není zároveň členem množiny 𝑃 *. Další nevý-
hodou této metriky je, že pokud ani jedno řešení z množiny 𝑄 není členem množiny
𝑃 *, nemá uživatel žádnou informaci o relativní blízkosti k Pareto-optimálnímu čelu.
Možností, jak první uvedené nepříjemnosti předejít, je nastavit určitou vzdále-
nostní toleranci mezi řešeními z množiny 𝑄 a 𝑃 *. Tato metrika kvůli svým nedo-
statkům tedy nebývá často užívána.
9.2 Generační vzdálenost 𝐺𝐷 (Generational
Distance)
Pro výpočet této metriky je nutné znát přesnou polohu Pareto-optimálního čela.
Tato metrika vypočítává průměrnou vzdálenost řešení z množiny 𝑄 od řešení z mno-
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žiny 𝑃 * podle vztahu:
𝐺𝐷 =
(︁∑︀|𝑄|
𝑖=1 𝑑𝑖
)︁
|𝑄| , (9.2)
kde parametr 𝑑𝑖 je vzdálenost mezi řešením 𝑖 ∈ 𝑄 a nejbližším členem množiny 𝑃 *.
V mém případě je počítána euklidovská vzdálenost podle:
𝑑𝑖 = min|𝑃
*|
𝑘=1
⎯⎸⎸⎷ 𝑀∑︁
𝑚=1
(︁
𝑓
(𝑖)
𝑚 − 𝑓 *(𝑘)𝑚
)︁2
, (9.3)
kde 𝑓 (𝑖)𝑚 označuje 𝑚-tou kriteriální funkci 𝑖-tého řešení z množiny 𝑄 a 𝑓 *(𝑘)𝑚 označuje
𝑚-tou kriteriální funkci 𝑘-tého řešení z množiny 𝑃 *.
Aby výpočet vzdáleností byl spolehlivý, je nutný velký počet řešení v množině
𝑃 *. Pokud jsou rozsahy hodnot jednotlivých kriteriálních funkcí rozlišné, měly by
být hodnoty kriteriálních funkcí normalizovány před výpočtem vzdáleností.
9.3 Spacing 𝑆𝑝
Tato metrika počítá relativní vzdálenost mezi jednotlivými řešeními ve výsledné
nedominované množině 𝑄. V tomto případě tedy není potřebné znát přesnou polohu
Pareto-optimálního čela. Matematicky lze vyjádřit jako:
𝑆𝑝 =
⎯⎸⎸⎸⎷ 1|𝑄| ·
|𝑄|∑︁
𝑖=1
(︁
𝑑𝑖 − 𝑑
)︁2
, (9.4)
kde 𝑑𝑖 je vzdálenost 𝑖-tého řešení od nejbližšího řešení z množiny 𝑄 podle vztahu:
𝑑𝑖 = min
𝑀∑︁
𝑚=1
|𝑓 𝑖𝑚 − 𝑓𝑘𝑚|, (9.5)
kde 𝑘 ∈ 𝑄 ∧ 𝑘 ̸= 𝑖. Nejde tedy o euklidovskou vzdálenost mezi dvěma řešeními.
Proměnná 𝑑 označuje průměrnou hodnotu vzdáleností vypočtených podle vztahu
9.5, tedy 𝑑 = ∑︀|𝑄|𝑖=1 𝑑𝑖/|𝑄|.
Spacing tedy vyjadřuje standardní odchylku hodnot 𝑑𝑖. Pokud jsou všechna ře-
šení uniformně rozmístěna na nalezeném Paretově čele, pak hodnota 𝑆𝑝 je nulová.
Algoritmus, který nalezne nedominovanou množinu s menší hodnotou 𝑆𝑝 je tedy
lepší.
Tato metrika má však jeden nedostatek. Pokud jsou nalezená řešení uniformně
rozložena, avšak pouze na určité (malé) části Pareto-optimálního čela, pak hodnota
𝑆𝑝 je malá a nedominovaná množina, přestože není ideální, je považována za ideální.
Tento nedostatek potlačuje následující metrika.
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9.4 Spread Δ
Metrika Spread vyjadřuje kvalitu rozprostření nalezených řešení. Rovněž do vý-
sledku zasahuje vzdálenost extrému nalezené nedominované množiny (𝑄) a extrému
Pareto-optimálního čela (𝑃 *). To však vyžaduje znalost alespon extrémů testova-
ného problému. Metrika je popsána vztahem:
Δ =
𝑀∑︀
𝑚=1
𝑑𝑒𝑚 +
|𝑄|∑︀
𝑖=1
|𝑑𝑖 − 𝑑|
𝑀∑︀
𝑚=1
𝑑𝑒𝑚 + |𝑄| · 𝑑
, (9.6)
kde 𝑑𝑖 je vzdálenost mezi sousednimi řešeními a 𝑑 je průměrná hodnota těchto vzdá-
leností. Euklidovská vzdálenost 9.3, součet absolutních vzdáleností 9.5 nebo jiný
parametr vyjadřující vzdálenost může být použit pro výpočet hodnoty 𝑑𝑖. Para-
metr 𝑑𝑒𝑚 je vzdálenost mezi extrémními řešeními množiny 𝑃 * a 𝑄 odpovídající 𝑚-té
kriteriální funkci.
Hodnota Δ tedy odpovídá nule pouze v případě, kdy extrémy množiny 𝑃 * a 𝑄
jsou totožná řešení (𝑑𝑒𝑚 = 0) a všechny hodnoty 𝑑𝑖 jsou stejné jako jejich průměrná
hodnota 𝑑.
9.5 Maximum Spread 𝐷
Tato metrika počítá délku uhlopříčky hyperboxu, který je ohraničen extrémy hodnot
kriteriálních funkcí v nalezeném Paretově čele podle rovnice:
𝐷 =
⎯⎸⎸⎷ 𝑀∑︁
𝑚=1
(︁
max|𝑄|𝑖=1𝑓 𝑖𝑚 −min|𝑄|𝑖=1𝑓 𝑖𝑚
)︁2
, (9.7)
kde 𝑓 𝑖𝑚 označuje hodnoty 𝑚-té kriteriální funkce 𝑖-tého řešení nedominované mno-
žiny.
Pro dvou-kriteriální problémy odpovídá vzdálenost D euklidovské vzdálenosti
mezi dvěma extrémními body hodnot kriteriálních funkcí.
Aby tato metrika nabývala pouze hodnot od nula do jedna, je třeba ji normali-
zovat podle:
?¯? =
⎯⎸⎸⎸⎷ 1
𝑀
·
𝑀∑︁
𝑚=1
⎛⎝max|𝑄|𝑖=1𝑓 𝑖𝑚 −min|𝑄|𝑖=1𝑓 𝑖𝑚
𝐹𝑚𝑎𝑥𝑚 − 𝐹𝑚𝑖𝑛𝑚
⎞⎠2, (9.8)
kde 𝐹𝑚𝑎𝑥𝑚 a 𝐹𝑚𝑖𝑛𝑚 jsou maximální a minimální hodnota𝑚-té kriteriální funkce Pareto-
optimálního čela 𝑃 *. Pokud tedy výsledná hodnota ?¯? → 1, pak získané Paretovo
čelo má velký rozsah v hodnotách kriteriálních funkcí.
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Pro normalizovanou verzi Maximum Spread metriky je ale třeba znát alespoň
extrémy Pareto-optimálního čela daného problému. Protože 𝐷 ani ?¯? nevyjadřuje
kvalitu distribuce mezilehlých řešení, nemá metrika sama o sobě příliš velký význam.
9.6 Hypervolume 𝐻𝑉
Hypervolume je prostor, který je dominován členy nedominované množiny 𝑄. Ma-
tematicky, pro každé řešení 𝑖 z množiny 𝑄, hyperkrychle (obdélník - 2D prostor,
krychle - 3D prostor atd.) ℎ𝑖 je sestavena z referenčního bodu 𝑊𝑅 a řešení 𝑖 jako di-
agonální rohy hyperkrychle. Pro dvou-kriteriální problém je hypervolume naznačen
numericky na Obr. 9.1.
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Obr. 9.1: Výpočet hypervolume v dvou-kriteriálním prostoru.
Hypervolume je tedy sjednocením všech hyperkrychlí. Referenční bod 𝑊𝑅 může
být zvolen buď uživatelem nebo jeho souřadnice tvoří nejvyšší hodnoty jednotlivých
kriteriálních funkcí. Čím vyšší je hodnota 𝐻𝑉 tím lepší je považována nedomino-
vaná nnožina. Tato metrika tedy vyjadřuje nejen blízkost nedominované množiny 𝑄
k Pareto-optimální množině 𝑃 *, ale také rovnoměrnost jejího pokrytí.
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10 TESTOVACÍ PROBLÉMY
V této kapitole budou představeny testovací problémy, na kterých budou algoritmy
otestovány. Pro každý testovací problém budou představeny kriteriální funce, limity
stavových proměnných a obrázek zobrazující Pareto-optimální čelo. To je na ob-
rázcích vyznačeno červenými body. Modré body naznačují řešení dosažená během
simulace.
10.1 Schafferova studie
Tento příklad byl převzat z [10]. Jde o dvou-kriteriální problém s jedinou stavo-
vou proměnnou. Podle velikosti rozsahu stavové proměnné se mění obtížnost testo-
vacího příkladu. Pokud je stavová proměnná 𝑥 ∈ ⟨−100; 100⟩, prohledávaný pro-
stor je poměrně malý. Pokud však zvětšíme interval stavové proměnné na 𝑥 ∈
⟨−100000; 100000⟩, prohledávaný prostor je veliký a je potřeba mnohem více ite-
rací k tomu, aby algoritmus mohl nalézt Pareto-optimální čelo.
Kriteriální funkce tohoto problému jsou:
𝑓1(𝑥) = 𝑥2, (10.1a)
𝑓2(𝑥) = (𝑥− 2)2, (10.1b)
kde:
−𝐴 ≤ 𝑥 ≤ 𝐴, 𝐴 ∈ ⟨1𝑒2; 1𝑒5⟩. (10.1c)
Na obrázku 10.1a je zobrazen celý prohledaný prostor pro 𝑥 ∈ ⟨−100; 100⟩. Na
obrázku 10.1b je celý prohledaný prostor pro 𝑥 ∈ ⟨−100000; 100000⟩. Lze vidět, že
prostor kriteriálních funkcí má velikost přibližně druhé mocniny stavové proměnné.
Na obrázku 10.1c je přiblíženo Paretovo čelo.
(a) (b) (c)
Obr. 10.1: Schafferova studie
Pro výpočet metriky hypervolume 9.6 byl zvolen referenční bod 𝑊𝑅 = [4, 4].
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10.2 Fonsecova a Flemingova studie
Tento příklad byl převzat z [10]. Jde o dvou-kriteriální problém s třemi stavovými
proměnnými. Protože jde o nekonvexní funkci, je pro mnoho algoritmů obtížné najít
správný výsledek.
Kriteriální funkce tohoto problému jsou:
𝑓1(𝑥) = 1− exp(−
3∑︁
𝑖=1
(𝑥𝑖 − 1√3)
2), (10.2a)
𝑓2(𝑥) = 1− exp(−
3∑︁
𝑖=1
(𝑥𝑖 +
1√
3
)2), (10.2b)
kde:
𝑥1 ∈ ⟨−4; 4⟩, (10.2c)
𝑥2 ∈ ⟨−4; 4⟩, (10.2d)
𝑥3 ∈ ⟨−4; 4⟩. (10.2e)
Na obrázku 10.2 je zobrazeno Paretovo čelo Fonsecovy a Flemingovy studie.
Obr. 10.2: Fonsecova a Flemingova studie
Pro výpočet metriky hypervolume 9.6 byl zvolen referenční bod 𝑊𝑅 = [1, 1].
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10.3 Kursaweho studie
Tento příklad byl převzat z [10]. Jde o dvou-kriteriální problém se třemi stavovými
proměnnými. Nespojitost Paretova čela může představovat pro mnoho algoritmů
obtíže.
Kriteriální funkce tohoto problému jsou:
𝑓1(𝑥) =
2∑︁
𝑖=1
[︂
−10 · 𝑒𝑥𝑝(−0.2
√︁
𝑥2𝑖 + 𝑥2𝑖+1)
]︂
, (10.3a)
𝑓2(𝑥) =
3∑︁
𝑖=1
[︁
|𝑥𝑖|0.8 + 5 · 𝑠𝑖𝑛(𝑥3𝑖 )
]︁
, (10.3b)
kde
𝑥1 ∈ ⟨−5; 5⟩, (10.3c)
𝑥2 ∈ ⟨−5; 5⟩, (10.3d)
𝑥3 ∈ ⟨−5; 5⟩. (10.3e)
Na obrázku 10.3a je zobrazen celý prohledaný prostor. Na obrázku 10.3b je při-
blíženo Paretovo čelo.
(a) (b)
Obr. 10.3: Kursaweho studie
Pro výpočet metriky hypervolume 9.6 byl zvolen referenční bod 𝑊𝑅 = [−14, 0].
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10.4 Poloniho studie
Tento příklad byl převzat z [10]. Jde o dvou-kriteriální problém se dvěma stavovými
proměnnými. Nespojitost Paretova čela může představovat pro mnoho algoritmů
obtíže.
Kriteriální funkce tohoto problému jsou:
𝑓1(𝑥) = [1 + (𝐴1 −𝐵1)2 + (𝐴2 −𝐵2)2], (10.4a)
𝑓2(𝑥) = [(𝑥1 + 3)2 + (𝑥2 + 1)2], (10.4b)
𝐴1 = 0.5 · 𝑠𝑖𝑛(1)− 2 · 𝑐𝑜𝑠(1) + 𝑠𝑖𝑛(2)− 1.5 · 𝑐𝑜𝑠(2), (10.4c)
𝐴2 = 1.5 · 𝑠𝑖𝑛(1)− 𝑐𝑜𝑠(1) + 2 · 𝑠𝑖𝑛(2)− 0.5 · 𝑐𝑜𝑠(2), (10.4d)
𝐵1 = 0.5 · 𝑠𝑖𝑛(𝑥1)− 2 · 𝑐𝑜𝑠(𝑥1) + 𝑠𝑖𝑛(𝑥2)− 1.5 · 𝑐𝑜𝑠(𝑥2), (10.4e)
𝐵2 = 1.5 · 𝑠𝑖𝑛(𝑥1)− 𝑐𝑜𝑠(𝑥1) + 2 · 𝑠𝑖𝑛(𝑥2)− 0.5 · 𝑐𝑜𝑠(𝑥2), (10.4f)
kde:
𝑥1 ∈ ⟨−𝜋; 𝜋⟩, (10.4g)
𝑥2 ∈ ⟨−𝜋; 𝜋⟩. (10.4h)
Na obrázku 10.4a je zobrazen celý prohledaný prostor. Na obrázku 10.4b je při-
blíženo Paretovo čelo.
(a) (b)
Obr. 10.4: Poloniho studie
Pro výpočet metriky hypervolume 9.6 byl zvolen referenční bod 𝑊𝑅 = [17, 27].
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10.5 ZDT1
Tento příklad byl převzat z [10]. ZDT je zkratka Zitzler, Deb a Thiele. Jde o dvou-
kriteriální problém s třiceti stavovými proměnnými. Přestože je prostor stavových
proměnných obrovský, Pareto-optimální čelo je ještě relativně snadno nalezitelné.
Kriteriální funkce tohoto příkladu jsou:
𝑓1(𝑥) = 𝑥1, (10.5a)
𝑓2(𝑥) = 𝑔(𝑥) · [1−
√︁
𝑥1/𝑔(𝑥)], (10.5b)
𝑔(𝑥) = 1 + 9 · (
30∑︁
𝑖=2
𝑥𝑖)/(30− 1)), (10.5c)
kde:
𝑥𝑖 ∈ ⟨0; 1⟩, 𝑖 ∈ {1, 2, ...30}. (10.5d)
Na obrázku 10.5a je zobrazen celý prohledaný prostor. Na obrázku 10.5b je při-
blíženo Paretovo čelo.
(a) (b)
Obr. 10.5: ZDT1
Pro výpočet metriky hypervolume 9.6 byl zvolen referenční bod 𝑊𝑅 = [1, 1].
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10.6 ZDT2
Tento příklad byl převzat z [10]. ZDT je zkratka Zitzler, Deb a Thiele. Jde o dvou-
kriteriální problém s třiceti stavovými proměnnými. Přestože je prostor stavových
proměnných obrovský, Pareto-optimální čelo je ještě relativně snadno nalezitelné.
Komplikací oproti problému ZDT1 je konkávnost Paretova čela.
Kriteriální funkce tohoto příkladu jsou:
𝑓1(𝑥) = 𝑥1, (10.6a)
𝑓2(𝑥) = 𝑔(𝑥) ·
[︁
1− (𝑥1/𝑔(𝑥))2
]︁
, (10.6b)
𝑔(𝑥) = 1 + 9 · (
30∑︁
𝑖=2
𝑥𝑖)/(30− 1), (10.6c)
kde:
𝑥𝑖 ∈ ⟨0; 1⟩, 𝑖 ∈ {1, 2, ...30}. (10.6d)
Na obrázku 10.6a je zobrazen celý prohledaný prostor. Na obrázku 10.6b je při-
blíženo Paretovo čelo.
(a) (b)
Obr. 10.6: ZDT2
Pro výpočet metriky hypervolume 9.6 byl zvolen referenční bod 𝑊𝑅 = [1, 1].
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10.7 ZDT3
Tento příklad byl převzat z [10]. ZDT je zkratka Zitzler, Deb a Thiele. Jde o dvou-
kriteriální problém s třiceti stavovými proměnnými. Paretovo čelo je nespojité, což
zvyšuje obtížnost nalezení Pareto-optimálního čela oproti problémum ZDT1 a ZDT2.
Kriteriální funkce tohoto příkladu jsou:
𝑓1(𝑥) = 𝑥1, (10.7a)
𝑓2(𝑥) = 𝑔(𝑥) ·
[︃
1−
√︁
𝑥1/𝑔(𝑥)− 𝑥1
𝑔(𝑥) · 𝑠𝑖𝑛(10𝜋𝑥1)
]︃
, (10.7b)
𝑔(𝑥) = 1 + 9 · (
30∑︁
𝑖=2
𝑥𝑖)/(30− 1), (10.7c)
kde:
𝑥𝑖 ∈ ⟨0; 1⟩, 𝑖 ∈ {1, 2, ...30}. (10.7d)
Na obrázku 10.7a je zobrazen celý prohledaný prostor. Na obrázku 10.7b je při-
blíženo Paretovo čelo.
(a) (b)
Obr. 10.7: ZDT3
Pro výpočet metriky hypervolume 9.6 byl zvolen referenční bod 𝑊𝑅 = [0.9, 1].
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10.8 ZDT4
Tento příklad byl převzat z [10]. ZDT je zkratka Zitzler, Deb a Thiele. Jde o dvou-
kriteriální problém s deseti stavovými proměnnými. Z obrázku 10.8a je patrné, že
prostor kriteriálních funkcí je mnohem větší než v ostatních ZDT problémech. Pro-
blém rovněž obsahuje 100 lokálních Pareto-optimálních čel, do kterých může být
algoritmus poměrně snadno zachycen. Problém je tedy nejobtížnějším problémem
z rodiny ZDT.
Kriteriální funkce tohoto příkladu jsou:
𝑓1(𝑥) = 𝑥1, (10.8a)
𝑓2(𝑥) = 𝑔(𝑥) ·
[︂
1−
√︁
𝑥1/𝑔(𝑥)
]︂
, (10.8b)
𝑔(𝑥) = 1 + 10 · (10− 1) +
10∑︁
𝑖=2
[︁
𝑥2𝑖 − 10 · 𝑐𝑜𝑠(4𝜋𝑥𝑖
]︁
, (10.8c)
kde:
𝑥1 ∈ ⟨0; 1⟩, (10.8d)
𝑥𝑖 ∈ ⟨−5; 5⟩, 𝑖 ∈ {2, 3, ...10}. (10.8e)
Na obrázku 10.8a je zobrazen celý prohledaný prostor. Na obrázku 10.8b je při-
blíženo Paretovo čelo.
(a) (b)
Obr. 10.8: ZDT4
Pro výpočet metriky hypervolume 9.6 byl zvolen referenční bod 𝑊𝑅 = [1, 2].
54
10.9 ZDT6
Tento příklad byl převzat z [10]. ZDT je zkratka Zitzler, Deb a Thiele. Jde o dvou-
kriteriální problém s deseti stavovými proměnnými. Problém je navržen, jako ostatní
ZDT problémy, tak, aby optimální stavové proměnné odpovídaly: 𝑥1 ∈ ⟨0; 1⟩ a
ostatní stavové proměnné jsou nulové. Pokud však 𝑥1 bude unifomně rozložena na
intervalu ⟨0; 1⟩, pak řešení na Paretově čele nebudou rozložena uniformně, což také
ztěžuje hledání Pareto-optimálního čela.
Kriteriální funkce tohoto příkladu jsou:
𝑓1(𝑥) = 1− 𝑒𝑥𝑝(−4𝑥1) · 𝑠𝑖𝑛6(6𝜋𝑥1), (10.9a)
𝑓2(𝑥) = 𝑔(𝑥) ·
[︁
1− (𝑓1(𝑥)/𝑔(𝑥))2
]︁
, (10.9b)
𝑔(𝑥) = 1 + 9
[︃
(
10∑︁
𝑖=2
𝑥𝑖)/(10− 1)
]︃0.25
, (10.9c)
kde:
𝑥𝑖 ∈ ⟨0; 1⟩, 𝑖 ∈ {1, 2, ...10}. (10.9d)
Na obrázku 10.9a je zobrazen celý prohledaný prostor. Na obrázku 10.9b je při-
blíženo Paretovo čelo.
(a) (b)
Obr. 10.9: ZDT6
Pro výpočet metriky hypervolume 9.6 byl zvolen referenční bod 𝑊𝑅 = [1, 0.95].
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10.10 DTLZ1
Tento příklad byl převzat z [15]. DTLZ je zkratka Deb, Thiele, Laumanns a Zitzler.
Jde o tří-kriteriální problém s dvanácti stavovými proměnnými. Problém, podobně
jako ZDT4 10.8, obsahuje mnoho lokálních Pareto-optimálních čel, do kterých může
být algoritmus zachycen. Tento problém je tedy nejobtížnějším problémem v této
práci.
Kriteriální funkce tohoto příkladu jsou:
𝑓1(𝑥) = 0.5 · 𝑥1 · 𝑥2 (1 + 𝑔(𝑥)) , (10.10a)
𝑓2(𝑥) = 0.5 · 𝑥1 (1− 𝑥2) (1 + 𝑔(𝑥)) , (10.10b)
𝑓3(𝑥) = 0.5 · (1− 𝑥1) (1 + 𝑔(𝑥)) , (10.10c)
𝑔(𝑥) = 100
(︃
10 +
12∑︁
𝑖=3
[︁
(𝑥𝑖 − 0.5)2 − 𝑐𝑜𝑠 (20𝜋 (𝑥𝑖 − 0.5))
]︁)︃
, (10.10d)
kde:
𝑥𝑖 ∈ ⟨0; 1⟩, 𝑖 ∈ {1, 2, ...12}. (10.10e)
Na obrázku 10.10a je zobrazeno Paretovo čelo pro první a druhou kriteriální
funkci. Na obrázku 10.10b je Paretovo čelo zobrazeno pro všechny tři kriteriální
funkce.
(a) (b)
Obr. 10.10: DTLZ1
Pro výpočet metriky hypervolume 9.6 byl zvolen referenční bod 𝑊𝑅 = [1, 1, 1].
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10.11 DTLZ2
Tento příklad byl převzat z [15]. DTLZ je zkratka Deb, Thiele, Laumanns a Zitzler.
Jde o tří-kriteriální problém s dvanácti stavovými proměnnými. Přiblížit se k pra-
vému Paretovu čelu není v tomto případě příliš obtížné, dosáhnout však dobrého
rozložení po celém Paretově čele obtížné je.
Kriteriální funkce tohoto příkladu jsou:
𝑓1(𝑥) = (1 + 𝑔(𝑥)) · 𝑐𝑜𝑠 (0.5 · 𝑥1 · 𝜋) · 𝑐𝑜𝑠 (0.5 · 𝑥2 · 𝜋) , (10.11a)
𝑓2(𝑥) = (1 + 𝑔(𝑥)) · 𝑐𝑜𝑠 (0.5 · 𝑥1 · 𝜋) · 𝑠𝑖𝑛 (0.5 · 𝑥2 · 𝜋) , (10.11b)
𝑓3(𝑥) = (1 + 𝑔(𝑥)) · 𝑠𝑖𝑛 (0.5 · 𝑥1 · 𝜋) , (10.11c)
𝑔(𝑥) =
12∑︁
𝑖=3
(𝑥𝑖 − 0.5)2 , (10.11d)
kde:
𝑥𝑖 ∈ ⟨0; 1⟩, 𝑖 ∈ {1, 2, ...12}. (10.11e)
Na obrázku 10.11a je zobrazeno Paretovo čelo pro první a druhou kriteriální
funkci. Na obrázku 10.11b je Paretovo čelo zobrazeno pro všechny tři kriteriální
funkce.
(a) (b)
Obr. 10.11: DTLZ2
Pro výpočet metriky hypervolume 9.6 byl zvolen referenční bod 𝑊𝑅 = [2, 2, 2].
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11 VÝSLEDKY
Tato kapitola je věnována porovnání algoritmů pro hledání množin nedominovaných
řešení a funkčnosti samotných optimalizačních algoritmů na testovacích problémech
představených v kapitole 10.
U algoritmů pro hledání množin nedominovaných řešení je nejdůležitější jeji vý-
početní náročnost, a tak jsou porovnávány právě na základě výpočetních časů.
Optimalizační metody jsou porovnány na základě metrik popsaných v kapitole 9
a to generační vzdálenost 9.2, spread 9.4 a hypervolume 9.6. Pouze orientačně jsou
uvedeny časy výpočtů.
Veškeré simulace probíhaly na počítači s procesorem Intel Core i7 860 s taktem
2,8GHz a operační pamětí RAM o velikosti 8GB.
11.1 Srovnání algoritmů pro hledání množin ne-
dominovaných řešení
V Tab. 11.1 jsou uvedeny časové náročnosti algoritmů pro hledání množiny nedo-
minovaných řešení pro různou velikost populace a různý poměr nedominovaných a
dominovaných řešení v množině. Uvedené hodnoty časů jsou průměrem deseti simu-
lací.
Z uvedených časů je zřejmé, že metoda 3 (4.3) je nejrychlejší metodou pro po-
pulace větší než 100 agentů. Pro velmi malé populace (10 agentů) je nejrychlejší
metodou metoda 2 (4.2).
S roustoucím podílem nedominovaných řešení v populaci výrazně roste výpočetní
čas právě u metody 1 (4.1) a metody 2. Proto jsou tyto metody méně vhodné pro užití
v optimalizačních algoritmech. Populace obsahuje malé procento nedominovaných
řešení obvykle pouze v prvních několika desítkách iterací. Metoda 3 je naproti tomu
relativně málo ovlivňována podílem nedominovaných řešení v množině řešení.
Metody 1 a 2 jsou rovněž závislé i na uspořádání řešení v populaci. Metoda 3 je
proti tomu zcela imunní, neboť všechna řešení jsou na počátku algoritmu seřazena
podle první kriteriální funkce.
„Efektivní metoda H.T. Kunga a kolektivu“ je tedy spolehlivější, co se předpo-
kládaného času simulace týče. Naopak metoda s „postupnou aktualizací“ a „pomalá
a naivní metoda“ může mít čas simulace velmi variabilní.
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N 10 100 500 1000 2000 5000 10000 20000 40000
metoda hodnoty kriteriálních funkcí obsahují 10% nedominovaných řešení
1 1,6E-4 3,8E-3 0,077 0,293 1,150 6,580 24,55 117,7 454,1
2 9,2E-5 7,5E-4 0,017 0,049 0,204 0,814 2,784 17,51 61,62
3 7,6E-4 6,3E-3 0,031 0,067 0,154 0,367 0,758 1,699 3,915
metoda hodnoty kriteriálních funkcí obsahují 30% nedominovaných řešení
1 1,8E-4 9,1E-3 0,207 0,804 3,118 19,81 76,43 323,1 1437
2 7,8E-5 3,4E-3 0,066 0,253 0,879 5,496 20,51 105,3 488,6
3 6,8E-4 6,1E-3 0,030 0,066 0,152 0,478 1,241 3,293 12,74
metoda hodnoty kriteriálních funkcí obsahují 50% nedominovaných řešení
1 2,2E-4 1,5E-2 0,336 1,359 5,494 31,64 131,6 619,3 2169
2 9,7E-5 6,9E-3 0,147 0,605 2,442 12,81 54,96 318,4 1044
3 6,9E-4 5,7E-3 0,029 0,066 0,168 0,652 2,184 8,020 25,12
metoda hodnoty kriteriálních funkcí obsahují 70% nedominovaných řešení
1 2,8E-4 1,9E-2 0,464 1,867 7,542 43,62 178,1 766,7 -
2 1,5E-4 1,0E-2 0,263 1,067 4,122 23,38 96,49 460,6 -
3 6,6E-4 5,1E-3 0,027 0,066 0,194 0,936 3,360 12,20 -
metoda hodnoty kriteriálních funkcí obsahují 100% nedominovaných řešení
1 3,0E-4 2,5E-2 0,600 2,412 9,877 62,40 238,4 955,5 -
2 2,1E-4 1,7E-2 0,433 1,731 7,031 45,22 173,5 689,9 -
3 5,4E-4 4,1E-3 0,026 0,070 0,215 1,529 5,501 20,79 -
Tab. 11.1: Časová náročnost metod pro hledání množin nedominovaných řešení (s).
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11.2 Nastavení algoritmů
V této části jsou zobrazeny grafy závislostí dosažené generační vzdálenosti 𝐺𝐷 na
parametrech více-kriteriálních optimalizačních algoritmů. Hodnoty v grafech jsou
průměrnou hodnotou 100 simulací. Simulace byly prováděny na třech testovacích
příkladech. Pro testovací příklad FON bylo použito 20 agentů po 20 iterací. Pro
testovací příklad ZDT1 bylo použito 100 agentů po 50 iterací a v případě ZDT4
bylo použito 100 agentů po 100 iterací.
11.2.1 Parametry 𝑃𝐶 a 𝑃𝑀 algoritmu NSGA-II
Pravděpodobnost křížení 𝑃𝐶 i pravděpodobnost mutace 𝑃𝑀 může nabývat hodnot
od nuly do jedné. Obě hodnoty byly měněny s krokem 0.1. Pro větší přehlednost
grafů byly křivky pro některé hodnoty 𝑃𝐶 vynechány.
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Obr. 11.1: Závislost GD na 𝑃𝑀 pro různé 𝑃𝐶 pro problém FON.
Z Obr. 11.1,11.2 a 11.3 je patrné, že pravděpodobnosti mutace i křížení by měly
být, pro dosažení nejmenší generační vzdálenosti, co nejvyšší. Některé studie [10]
[16] však uvádějí, že by pravděpodobnost mutace měla být 𝑃𝑀 = 1/sum(𝐵𝑃 ), kde
sum(𝐵𝑃 ) označuje délku binárního řetězce jednoho jedince. Tedy poměrně malé
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Obr. 11.2: Závislost GD na 𝑃𝑀 pro různé 𝑃𝐶 pro problém ZDT1.
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Obr. 11.3: Závislost GD na 𝑃𝑀 pro různé 𝑃𝐶 pro problém ZDT4.
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hodnoty pravděpodobnosti mutace. Proto byla pravděpodobnost mutace při simu-
lacích nastavena kompromisně na hodnotu 𝑃𝑀 = 0.7 a pravděpodobnost křížení
𝑃𝐶 = 0.9.
11.2.2 Parametry 𝐶1 a 𝐶2 algoritmu MOPSO
Kognitivní činitel učení 𝐶1 i společenský činitel učení 𝐶2 můžou nabývat hodnot
od nuly do nekonečna. Pro příliš vysoké hodnoty však bude docházet často k opuš-
tění prohledávaného prostoru a tedy zásahu okrajové podmínky 7.1.1. Obě hodnoty
tedy byly měněny v rozsahu 𝐶1 ∈ ⟨0; 2.4⟩ a 𝐶2 ∈ ⟨0; 2.4⟩ s krokem 0.2. Pro větší
přehlednost grafů byly křivky pro některé hodnoty 𝐶1 vynechány.
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Obr. 11.4: Závislost GD na 𝐶2 pro různé 𝐶1 pro problém FON.
Z Obr. 11.4 jsou zřejmé optimální hodnoty 𝐶1 = 0.6 a 𝐶2 = 0.6.
Z Obr. 11.5 jsou zřejmé optimální hodnoty 𝐶1 = 1.4 a 𝐶2 = 1.6.
Z Obr. 11.6 jsou zřejmé optimální hodnoty 𝐶1 = 1.6 a 𝐶2 = 0.8.
Protože jsou optimální hodnoty odlišné pro různé testovací problémy, byl spole-
čenský činitel učení zvolen kompromisně 𝐶2 = 1. Kognitivní činitel učení byl zvolen
𝐶1 = 1.5.
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Obr. 11.5: Závislost GD na 𝐶2 pro různé 𝐶1 pro problém ZDT1.
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Obr. 11.6: Závislost GD na 𝐶2 pro různé 𝐶1 pro problém ZDT4.
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11.2.3 Parametr 𝑊 algoritmu MOPSO
Setrvačná váha 𝑊 může být konstantní po všechny iterace algoritmu nebo může
být lineárně zvyšována či snižována v každé další iteraci. Parametr může nabý-
vat hodnot od nuly do nekonečna. Pro příliš vysokou hodnotu však může docházet
často k opuštění prohledávaného prostoru a tedy zásahu okrajové podmínky 7.1.1.
Během testování byl parametr W nastavován pomocí dvou proměnných. První pro-
měnná 𝑊𝑓𝑟𝑜𝑚 označuje hodnoty setrvačné váhy v první iteraci a proměnná 𝑊𝑡𝑜
značí hodnoty setrvačné váhy v poslední iteraci. Obě hodnoty byly měněny v roz-
sahu𝑊𝑓𝑟𝑜𝑚 ∈ ⟨0; 1.5⟩ a𝑊𝑡𝑜 ∈ ⟨0; 1.5⟩ s krokem 0.1. Pro větší přehlednost grafů byly
křivky pro některé hodnoty 𝑊𝑓𝑟𝑜𝑚 vynechány.
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Obr. 11.7: Závislost GD na 𝑊𝑡𝑜 pro různé 𝑊𝑓𝑟𝑜𝑚 pro problém FON.
Z Obr. 11.7 jsou zřejmé optimální hodnoty 𝑊𝑓𝑟𝑜𝑚 = 0.5 a 𝑊𝑡𝑜 = 0.
Z Obr. 11.8 se jako optimální jeví dvojice 𝑊𝑓𝑟𝑜𝑚 = 0.6 a 𝑊𝑡𝑜 = 0.6 nebo dvojice
𝑊𝑓𝑟𝑜𝑚 = 0.7 a 𝑊𝑡𝑜 = 0.4.
Z Obr. 11.9 jsou zřejmé optimální hodnoty 𝑊𝑓𝑟𝑜𝑚 = 0.7 a 𝑊𝑡𝑜 = 0.5.
Optimální hodnoty se tedy pro různé testovací problémy mírně liší. Setrvačná
váha tedy byla zvolena jako lineárně se snižující během všech iterací z hodnoty
𝑊𝑓𝑟𝑜𝑚 = 0.6 do hodnoty 𝑊𝑡𝑜 = 0.4.
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Obr. 11.8: Závislost GD na 𝑊𝑡𝑜 pro různé 𝑊𝑓𝑟𝑜𝑚 pro problém ZDT1.
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Obr. 11.9: Závislost GD na 𝑊𝑡𝑜 pro různé 𝑊𝑓𝑟𝑜𝑚 pro problém ZDT4.
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11.2.4 Parametry 𝑃𝐶 a 𝐹 algoritmu GDE3
Váhovací faktor 𝐹 může nabývat hodnot od nuly do nekonečna. Pro příliš vysoké
hodnoty však bude docházet často k opuštění prohledávaného prostoru a tedy nasta-
vení pozice agenta na limit příslušné stavové proměnné. Hodnota tedy byla měněna
v rozsahu 𝐹 ∈ ⟨0; 2⟩ s krokem 0.2 (důležité části křivek s krokem 0.1). Pravděpodob-
nost křížení 𝑃𝐶 může nabývat hodnot od nuly do jedné. Hodnota tedy byla měněna
v rozsahu 𝑃𝐶 ∈ ⟨0; 1⟩ s krokem 0.1. Pro větší přehlednost grafů byly křivky pro
některé hodnoty 𝑃𝐶 vynechány.
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Obr. 11.10: Závislost GD na 𝐹 pro různé 𝑃𝐶 pro problém FON.
Z Obr. 11.10 jsou zřejmé optimální hodnoty 𝐹 = 0.4 a 𝑃𝐶 = 1.
Z Obr. 11.11 jsou zřejmé optimální hodnoty 𝐹 = 0.2 a 𝑃𝐶 = 0.5.
Z Obr. 11.12 jsou zřejmé optimální hodnoty 𝐹 = 0 a 𝑃𝐶 = 0.
Optimální hodnoty pravděpodobnosti křížení se diametrálně odlišují pro všechny
tři příklady. Při zvolení vysoké hodnoty 𝑃𝐶 se však dopustíme značného zhoršení vý-
konu algoritmu pro složité problémy. Proto byla hodnota 𝑃𝐶 zvolena kompromisně,
tedy 𝑃𝐶 = 0.2. Váhovací faktor byl zvolen jako průměrná hodnota výsledků z těchto
tří problémů, tedy 𝐹 = 0.2.
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Obr. 11.11: Závislost GD na 𝐹 pro různé 𝑃𝐶 pro problém ZDT1.
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Obr. 11.12: Závislost GD na 𝐹 pro různé 𝑃𝐶 pro problém ZDT4.
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11.3 Srovnání optimalizačních algoritmů
Hodnoty v následujících tabulkách jsou průměrnou hodnotou deseti opakování si-
mulací. Simulace byly provedeny pro velikosti populace 𝑁 = 100 a 𝑁 = 1000 agentů
a počet generací byl v prvním případě 𝐺 = 100 a v druhém případě 𝐺 = 200. Op-
timalizační algoritmy hledaly Paretovo čelo jedenácti různých dvou-kriteriálních a
tří-kriteriálních testovacích problémů, které byly již představeny v kapitole 10.
Velikost klání algoritmu NSGA-II byla nastavena na 𝑇𝑆 = 2 a binární přesnost
𝐵𝑃 (binary precision) byla nastavena na 20bitů pro každou stavovou proměnnou.
V simulacích byly referenční body𝑊𝑅 pro výpočet hypervolume voleny manuálně
jako maximální hodnoty kriteriálních funkcí Pareto-optimálního čela. Tyto hodnoty
lze nalézt v kapitole 10 u každého testovacího problému. Fixní referenční bod je
nutný kvůli porovnatelnosti hodnot hypervolume pro nalezené různé nedominované
množiny.
11.3.1 Generační vzdálenost
U jednodušších problémů jako SCH, FON, KUR a POL byly poměrně dobře pro-
hledán prostory kriteriálních funkcí při velikosti populace 𝑁 = 1000 a počtu iterací
𝐺 = 200. Hodnoty generačních vzdáleností jsou velmi podobné 11.2.
problém
N = 1000, G = 200 N = 100, G = 100
NSGA-II MOPSO GDE3 NSGA-II MOPSO GDE3
SCH 0,00016 0,00016 0,00017 0,00397 0,00017 14013,0
FON 0,00012 0,00004 0,00010 0,00195 0,00008 0,00119
KUR 0,00128 0,00155 0,00129 0,04394 0,00667 0,00972
POL 0,00885 0,00754 0,00881 0,01235 0,03491 0,01100
ZDT1 0,00463 0,00101 0,00006 0,19624 0,25193 0,01007
ZDT2 0,00979 0,00086 0,00005 0,35021 0,37542 0,02839
ZDT3 0,00134 0,00050 0,00006 0,11826 0,25039 0,00597
ZDT4 0,34106 6,2385 2,99450 6,83944 15,8910 9,83909
ZDT6 0,01583 0,00038 0,00024 1,36566 0,11489 0,00063
DTLZ1 1,25666 86,3381 22,4791 8,31168 141,857 38,8355
DTLZ2 0,00704 0,00839 0,00943 0,00710 0,01891 0,00940
Tab. 11.2: Generační vzdálenost (-).
V případě 100 agentů a 100 generací již lze vidět, že algoritmy MOPSO a GDE3
konvergují rychleji a tedy hodnoty generačních vzdálností jsou nižší. To je ještě
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lépe vidět u problémů ZDT1, ZDT2, ZDT3 a ZDT6. V případě nejtěžších problémů
(ZDT4, DTLZ1, DTLZ2) lze vypozorovat převahu algoritmu NSGA-II.
Hodnota generační vzdálenosti algoritmu GDE3 u Schafferovy studie pro 100
agentů a 100 generací odráží skutečnost, že tento algoritmus není schopen měnit
pozici agentů při prohledávání tak rychle jako algoritmus MOPSO nebo NSGA-II.
Rozsah jediné stavové proměnné při simulaci byl 𝑥 ∈ ⟨−10000; 10000⟩ a během takto
krátkého běhu algoritmu nestihl docílit Paretova čela.
Vysoké hodnoty generační vzdálenosti u problémů ZDT4 a DTLZ1 podrhují ná-
chylnost algoritmů k zachycení v některém z lokálních Paretových čel, s čímž se
nejlépe vypořádává algoritmus NSGA-II.
11.3.2 Spread
Hodnoty v tabulce 11.3 víceméně kopírují hodnoty v tabulce 11.2 co se kvality nale-
zeného Paretova čela týče. Tedy pokud nalezené Paretovo čelo má dobrou generační
vzdálenost, pak se dá předpokládat, že i rozložení množiny řešení bude dobré.
problém
N = 1000, G = 200 N = 100, G = 100
NSGA-II MOPSO GDE3 NSGA-II MOPSO GDE3
SCH 0,10519 0,11382 0,11561 0,21603 0,11419 0,91168
FON 0,10454 0,11660 0,09571 0,12140 0,11641 0,11205
KUR 0,16423 0,23412 0,18565 0,28727 0,22688 0,24025
POL 0,19334 0,69582 0,19624 0,22071 0,28396 0,20058
ZDT1 0,41664 0,12953 0,11178 0,59959 0,42206 0,24561
ZDT2 0,47695 0,13596 0,10275 0,86764 0,82349 0,48486
ZDT3 0,45688 0,23321 0,16595 0,69681 0,69346 0,46465
ZDT4 0,40060 0,80249 0,82942 0,90766 0,98624 0,81507
ZDT6 0,88836 0,21072 0,09574 0,91058 1,20142 0,20277
DTLZ1 0,65561 0,57647 0,59970 0,55709 0,51080 0,61170
DTLZ2 0,87161 0,90653 1,31340 0,65339 0,89125 1,15282
Tab. 11.3: Spread (-).
To je způsobeno tím, že během konvergence k Paretovu čelu obsahuje populace
pouze část řešení nedominovaných a tak ani nedochází ke spuštění funkce pro zajíš-
tění diverzity 5.2. Když se však algoritmus dostane do blízkosti Paretova čela, více
a více řešení je nedominovaných, diversita je zajišťována a tedy výsledné hodnoty
jsou lepší.
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V hodnotě spread je rovněž započítána vzdálenost extrémů nalezené nedomino-
vané množiny od extrémů Pareto-optimálního čela. Proto v některých případech,
pokud je nalezená množina vzdálena od Pareto-optimálního čela a ještě jsou řešení
v ní špatně rozložena, je hodnota spread vyšší než 1.
To je právě důvodem, proč hodnota spread algoritmu GDE3 u Schafferovy studie
pro 100 agentů a 100 generací je takto vysoká. I kdyby řešení byla dobře rozložena,
jejich vzdálenost od Pareto-optimálního čela hodnotu spread zvýší.
Překvapivé jsou vysoké hodnoty u Poloniho a Kursaweho studie pro algoritmus
MOPSO. Ty však byly způsobeny rovněž vzdáleností extrémů Pareto-optimálního
čela a nalezené nedominované množiny. Přestože průměrná vzdálenost všech řešení
od Pareto-optimálního čela je dobrá, krajní řešení nejspíše nebyla příliš blízko a to
zvýšilo celkovou hodnotu spread.
11.3.3 Hypervolume
Tak jako hodnoty spread 11.3 korelují s hodnotami generačních vzdáleností 11.2, tak
hodnoty hypervolume 11.4 korelují s oběma hodnotami zároveň. Hypervolume, jak
již bylo řečeno, vyjadřuje jak blízkost nedominované množiny od Pareto-optimálního
čela, tak i její rozložení.
problém
N = 1000, G = 200 N = 100, G = 100
NSGA-II MOPSO GDE3 NSGA-II MOPSO GDE3
SCH 13,2820 13,3275 13,3275 11,9471 13,27629 1,32731
FON 0,34149 0,34166 0,34156 0,33444 0,33746 0,33591
KUR 398,046 398,038 398,049 397,284 397,606 399,813
POL 31,3240 30,9991 31,3237 31,0368 30,65645 31,0689
ZDT1 0,65860 0,66475 0,66618 0,39058 0,34491 0,64726
ZDT2 0,31779 0,33161 0,33282 0,03758 0,01612 0,28662
ZDT3 0,85906 0,86446 0,86679 0,59446 0,43690 0,83486
ZDT4 1,21229 NA 0,00127 0,06501 NA NA
ZDT6 0,27497 0,28950 0,28966 NA 0,26227 0,28636
DTLZ1 0,22285 NA NA NA NA NA
DTLZ2 7,37429 6,97598 7,24631 7,32140 6,74159 7,17713
Tab. 11.4: hypervolume (-).
Hodnoty hypervolume nejsou relativní, ale absolutní, a tak se pro jeden problém
mohou pohybovat v řádech desetin a pro jiný problém v řádech stovek.
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Platí tedy pravidlo, že hodnota hypervolume bude vysoká pro případy, kdy byla
dobrá generační vzdálenost i rozložení nedominovaných řešení.
Na hodnotě algoritmu GDE3 u Schafferovy studie pro 100 agentů a 100 generací
vidíme hodnotu asi desetkrát nižší, než pro zbylé dva algoritmy. To přesně odpovídá
tomu, že pouze pro jednu simulaci z deseti opakování algoritmus nalezl nedominova-
nou množinu blízkou Pareto-optimálnímu čelu. V ostatních případěch nemohla být
hodnota hypervolume vypočtena (NA).
Hodnoty NA vidíme ještě několikrát v tabulce 11.4. To jsou právě případy, kdy
ani při jednom opakování nebyla nalezena řešení, která by spadala do prostoru mezi
Pareto-optimálním čelem a referenčním bodem 𝑊𝑅.
11.3.4 Výpočetní čas
Uvedené časy výpočtů jsou pouze orientační. Algoritmus MOPSO je několikaná-
sobně rychlejší než algoritmus NSGA-II. Algoritmus NSGA-II pracuje podobně rychle
pro všechny testovací problémy. Naopak výpočetní čas algoritmu MOPSO je velmi
závislý na problému.
problém
N = 1000, G = 200 N = 100, G = 100
NSGA-II MOPSO GDE3 NSGA-II MOPSO GDE3
SCH 68,7011 33,3873 67,0531 0,95321 1,08392 0,55477
FON 64,4063 36,7251 55,4568 0,97234 1,31451 2,34926
KUR 65,5311 16,8319 57,5169 1,03005 0,76883 2,20970
POL 63,0836 10,1441 51,3084 0,99868 0,50868 2,17394
ZDT1 67,8609 19,5752 34,7424 1,37283 0,77583 1,64857
ZDT2 69,5720 23,9247 33,5009 1,38068 0,70864 1,62110
ZDT3 67,3802 10,9084 35,2021 1,38038 0,54271 1,61896
ZDT4 67,3747 26,0730 31,9758 1,04308 0,68256 1,57397
ZDT6 69,2362 20,0180 36,7163 1,02207 0,52239 1,59835
DTLZ1 71,7588 7,01508 35,4337 1,15874 0,40892 1,70146
DTLZ2 68,2060 37,3319 44,1811 1,12169 1,30651 1,80805
Tab. 11.5: Výpočetní čas (s).
Hlavním důvodem je fakt, že hledání nedominované množiny řešení je prováděno
mezi nově nalezenými řešeními a řešeními v externím archivu. Pokud je ale problém
složitý, pak externí archív je pomalu naplňován a hledání nedominované množiny
řešení je prováděno na menší populaci a je tedy rychlejší. To samé způsobuje rozdílné
časy i u algoritmu GDE3, avšak méně výrazně.
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U algoritmu NSGA-II je rychlé rozdělení populace do úrovní nedominvaných
množin řešení 4.5 aplikováno vždy na populaci o velikost 2𝑁 a je tedy vždy přibližně
stejně časově náročné.
11.4 Rozptyl hodnot generačních vzdáleností u vy-
braných simulací
V této části jsou graficky zobrazeny rozptyly hodnot generačních vzdáleností pro
testovací příklady FON, ZDT1, ZDT4 a DTLZ1. Ve všech případech byla velikost
populace 𝑁 = 100 a počet iterací 𝐺 = 100. Pro každou testovací funkci je uveden
jeden obrázek obsahující 3 percentilové grafy, tedy pro každý algoritmus jeden graf.
Statistický rozbor byl prováděn z hodnot sta běhů simulací.
Percentilový graf je statistické zobrazení dat. Červenou čarou uprostřed boxu
je vyznačen medián hodnot. Okraje boxu vyznačují 25. až 75. percentil hodnot.
Rozsah vyznačený čárkovaně označují přibližně 1. až 99. percentil hodnot při nor-
málním rozdělení analyzovaných hodnot. Červenými body jsou vyznačeny hodnoty
nespadající do toho intervalu.
NSGA-II MOPSO GDE3
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Obr. 11.13: Percentilové grafy pro testovací problém FON.
Z Obr. 11.13 je patrné, že algoritmus MOPSO pro testovací příklad FON do-
sahoval velmi konstantních hodnot generační vzdálenosti. Dokonce dosáhl ve všech
opakováních lepších hodnot generační vzdálenosti, než zbylé dva algoritmy.
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Obr. 11.14: Percentilové grafy pro testovací problém ZDT1.
Z Obr. 11.14 je patrné, že algoritmus MOPSO pro testovací příklad ZDT1 nao-
pak dosahoval nejméně konstantních hodnot generační vzdálenosti. Nejlepších hod-
not naopak dosáhl algoritmus GDE3. Dokonce dosáhl ve všech opakováních lepších
hodnot generační vzdálenosti, než zbylé dva algoritmy.
Z Obr. 11.15 je patrné, že algoritmus NSGA-II pro testovací příklad ZDT4 do-
sahoval nejnižších hodnot generační vzdálenosti, avšak v některých simulacích byly
dosažené generační vzdálenosti horší, než generační vzdálenosti algoritmu GDE3.
Algoritmus MOPSO v tomto případě poskytl velmi rozdílné výsledky během všech
opakování. V Obr. 11.16 jsou percentilové grafy pro testovací příklad DTLZ1. Přes-
tože se na první pohled zdají být výsledky jednotlivých algoritmů poměrně ustá-
lené, ve skutečnosti hodnoty generačních vzáleností velmi kolísají (velká dynamika
generační vzdálenosti v ose y). Jak již bylo možno vidět v tabulce 11.2, nejlepších
výsledků dosahoval algoritmus NSGA-II. Naopak algoritmus MOPSO v některých
opakováních naprosto selhal.
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Obr. 11.15: Percentilové grafy pro testovací problém ZDT4.
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Obr. 11.16: Percentilové grafy pro testovací problém DTLZ1.
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12 ZÁVĚR
V diplomové práci jsem popsal základy optimalizačního procesu. Poté jsem nastínil
problémy spojené s klasickými optimalizačními metodami (kapitola 2) a přesta-
vil více-kriteriální optimalizace v obecné sféře (kapitola 3). Následně jsem popsal
metody pro hledání množin nedominovaných řešení (kapitola 4) a problematiku za-
jištění diverzity množiny nedominovaných řešení (kapitola 5).
V další části byl představen algoritmus NSGA-II (kapitola 6), MOPSO (kapitola
7) a GDE3 (kapitola 8). V závěru těchto kapitol byla určena optimální nastavení
algoritmů na základě vlastního testování.
Testovací metriky na základě nichž byly algoritmy porovnávány byly popsány
v kapitole 9 a v kapitole 10 byly představeny testovací problémy, které se hojně
užívají v literatuře k porovnání optimalizačních algoritmů.
První metoda pro hledání množin nedominovaných řešení, „pomalá a naivní“
4.1, je vhodná spíše pro ilustraci principu hledání množiny nedominovaných řešení,
nikoliv však vhodná pro aplikaci v některým z optimalizačních algoritmů. Pro jisté
aplikace může být lepší metodou „postupná aktualizace“, avšak pro většinu apli-
kací je vhodnější „Kungova metoda“. Do optimalizačních algoritmů byla tedy im-
plementována právě „Kungova metoda“ 4.3 kvůli nižší početní náročnosti pro větší
nedominované množiny a stabilitě času výpočtu.
Pro všechny tři metody byly odvozeny optimální parametry na základě testování
11.2. Výsledky tohoto testování byly předvedeny formou závislostí generační vzdá-
lenosti na nastavovaných parametrech algoritmů. Takto byly algoritmy následovně
nastaveny pro jejich porovnání.
Více-kriteriální optimalizační metody NSGA-II, MOPSO a GDE3 byly porov-
nány na základě výsledků simulací jedenácti testovacích problémů a to pro dvě
různé velikosti populace a dva různé počty generací.
Pro několik testovacíh příkladů byly uvedena i statistická analýza dosažených
generačních vzdáleností formou percentilových grafů 11.4.
Nelze přesně říci, která z metod je nejlepší nebo naopak nejhorší. Pro každý
testovací problém může být vhodný jiný algoritmus a pokud jeden algoritmus do-
sáhne dobré generační vzdálenosti, druhý algoritmus může dosáhnout lepší diverzity
řešení.
Algoritmus MOPSO sice pracuje nejrychleji a mnohdy dosáhl i nejlepších vý-
sledků 11.13, ale v případě velmi těžkých problémů vykazuje nejhorší výsledky. Sys-
tém prohledávání prostoru tímto algoritmem je hodně náhodný 11.16.
Algoritmus GDE3 může vykázat velmi dobré výsledky, ale také velmi špatné.
Je to způsobeno tím, že algoritmus často (např. problém ZDT6) rychle konverguje
do jednoho místa (nalezne extrém Paretova čela) z něhož poté pokračuje právě
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po Pareto-optimálním čele (zvyšuje diverzitu). V případě, že je simulace ukončena
v čase, kdy algoritmus zkonvergoval do zmíněného jediného místa, nebo ještě dříve,
výsledek simulace je velmi slabý. Systém prohledávání prostoru kriteriálních funkcí
je rovněž velmi náhodný.
V algoritmu NSGA-II je míra náhody mnohem nižší. Přestože pozice křížení
je náhodná, je velmi pravděpodobné zlepšení pozice agenta (u MOPSO ani GDE3
nelze předpokládat). Algoritmus tedy mnohem systematičtěji konverguje k Pareto-
optimálnímu čelu. Proto algoritmus i při nejtěžších problémech vykazoval dobré
výsledky.
Algoritmus NSGA-II dokáže při dostatečném počtu agentů a iterací spolehlivěji
dosáhnout Pareto-optimální čela, zatímco u algoritmů MOPSO a GDE3 (díky vyšší
míře náhody při prohledávání) ani dostatečný počet agentů a iterací toto zaručit
nemůže.
Protože optimalizace může být pro větší populace časově velmi náročná, byl nej-
větší důraz kladem právě na optimalizaci programového kódu tak, aby byl výpočetně
co možná nejefektivnější.
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
B Bottom subpopulation - dolní subpopulace
𝐵𝑃 Binary precision - binární přesnost
𝑐 Constraint - omezující podmínka
𝐶1 Cognitive learning factor - kognitivní činitel učení
𝐶2 Social learning factor - společenský činitel učení
𝐶𝐷 Crowding distance - shluková vzdálenost
D Maximum Spread
DE Differential Evolution - Diferenční evoluce
Δ Spread
𝑑𝑖 Euklidovská vzdálenost 𝑖-tého řešení
DTLZ Deb, Thiele, Laumanns a Zitzler
EA Evolutionary Algorithms - Evoluční algoritmy
ENNS Equal-average Nearest Neighbor Search
ER Error ratio - chybovost
𝑓 Fitness function - kriteriální funkce
𝐹 Scaling factor - váhovací faktor
FON Fonseca’s and Fleming’s study - Fonsecova a Flemingova studie
𝑔 Actual generation - aktuální generace
𝐺 Number of generations - celkový počet generací
GA Genetic Algorithm - Genetické algoritmy
GD Generational distance - generační vzdálenost
GDE3 Third version of Generalize Differential Evolution
HV Hypervolume - hyperobjem
𝐾 Počet omezujících podmínek
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KUR Kursawe’s study - Kursaweho studie
𝐿 Non-dominated level - nedominovaná množina řešení 𝐿-té úrovně
𝑀 Počet kriteriálních funkcí
MOOP Multi-objective Optimization Process - více-kriteriální optimalizační
proces
MOPSO Multi-objective Particle Swarm Opitimization - více-kriteriální PSO
?⃗? Normálový vektor
𝑁 Number of agents - Velikost populace
NA Not available
NSGA Non-dominated Sorting Genetic Algorithm
NSGA-II Elitist Non-dominated Sorting Genetic Algorithm
𝑃 Obecná populace
𝑃 * Pareto-optimal front - Pareto-optimální čelo
𝑃 ′ Non-dominated set - množina nedominovaných řešení
𝑃𝐶 Probability of crossover - pravděpodobnost křížení
𝑃𝑀 Probability of mutation - pravděpodobnost mutace
POL Poloni’s study - Poloniho studie
PSO Particle Swarm Optimization - optimalizace využívající roje částice
𝑄 Offspring population - populace potomků
𝑅 Combined population - kombinovaná populace
𝑆 Počet stavových proměnných
?⃗? Směrový vektor
SCH Schaffer’s study - Schafferova studie
Sp Spacing
T Top subpopulation - horní subpopulace
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𝑇𝑆 Tournament size - velikost klání při soutěžní selekci
?⃗? Trial vector - zkušební vektor
?⃗? Velocity vector - vektor rychlosti
𝑊 Inertia weight - setrvačná váha
𝑊𝑅 Referenční bod pro výpočet hypervolume
𝑥 Position - pozice jedince, hodnota stavové proměnné
?⃗?𝑔𝑏𝑒𝑠𝑡 Global best - pozice globálního minima
?⃗?𝑙𝑒𝑎𝑑𝑒𝑟 Leader - pozice lídra
𝑥𝑀𝐴𝑃 Výsledek mapovacího vztahu
𝑥MAX Maximální hodnota stavové funkce
𝑥MIN Minimální hodnota stavové funkce
?⃗?𝑝𝑏𝑒𝑠𝑡 Personal best - pozice osobního minima
ZDT Zitzler Deb a Thiele
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