The line jitter of CCD images can considerably influence the precision and resolution of a high-accuracy vision-based automated inspection system. We report the experimental studies on the line jitter of CCD images. By use of a method of Harr wavelet transform, correlation, and statistics analysis to detect the line jitter of subpixels, the experiment reveals that the line jitter exhibits inherent nonuniformity and that different CCD cameras have different jitter characteristics. It was commonly thought that the jitter could be eliminated by detection of the jitter level and performing compensation. However, the nonuniformity revealed in the experiment makes jitter compensation much harder.
Introduction
Line jitter is a random line shifting in video imagery. The strongest line jitter is seen primarily as jagged vertical image edges. 1 Line jitter is also named phase drift by some authors. 2 In automated optical inspection systems and machine vision systems, a CCD camera is commonly used in the systems to capture image information. Precise calibrations of these systems have been thoroughly discussed. 3 Besides the deforming influences of lens and the CCD array on the image, the line jitter of a CCD camera is a nonnegligible factor. The jitter may fluctuate as much as Ϯ0.4 pixel, 2 so it may considerably affect the precision of an automated inspection system and the resolution of a machine vision system, in which the precision or resolution of a subpixel of, for example, 0.1 pixel is frequently required. However, only a few researchers have reported their studies on line jitter for precision vision systems. 2, 3 It is commonly thought that line jitter is caused by the inaccurate horizontal synchronization of the image acquisition hardware with respect to the video source because of a noisy synchronization signal [1] [2] [3] [4] and that the jitter is uniform within an image line. The accuracy of an image can be improved if the shifts of image lines are measured and compensation is performed. 2, 4, 5 For example, a phase-locked loop can be used to calculate an average line or field frequency and to reinsert any missing video pulses to smooth out jitter. 1 However, the experiment we conducted reveals that a nonuniform line jitter may occur, and this has not been reported before. This nonuniform jitter makes the jitter compensation much harder.
Detection of Line Jitter
To measure the line jitter of serial digital images, the detection technique must be capable of detecting the image shift of a subpixel precisely. It will be much easier to detect a designed target rather than a real object. A vertical black-and-white fringe pattern was used as a stationary target in the experiment ͑Fig. 1͒, and the positions of the white stripes were measured in subpixels to analyze the line jitter accurately.
Wang and Chen 2 proposed a method based on geometric analysis of a stripe profile model to measure the stripe position. In their method the edge image is assumed to be a linearly rising and falling ramp, and the stripe profile is modeled as a broken line. This assumption is not tenable unless the camera aperture is sufficiently large and the aberration is sufficiently low. In fact, it is sometimes confusing to find the intersection points of line segments that form a stripe profile in their model. Some methods of edge detection with subpixel resolution can be applied to measure the stripe position, such as the Chebyshev polynomial method, 6 the three-point interpolation method, 6 and the recursive algorithm of extremum finding. 7 A simple detection technique of stripe position proposed in Ref. 8 was adopted in the experiment. The detection method is based on a one-dimensional Harr wavelet transform of the image line crossing stripes to locate the stripe position. The schematic illustration is shown in Fig. 2 . The location of stripe's center point, C, is calculated with the following equation,
where t i and t i ϩ 1 are two wavelet transform values beside the zero crossing point; i.e., t i Յ 0 and t iϩ1 Ͼ 0, and i is the location of t i in pixels. The measurement deviation of C in Eq. ͑1͒ is estimated with the following equation,
where a is the dilation factor of a wavelet that is 2 pixels larger than the stripe width, n is the standard deviation of pixel noise, g c is the gray level at the stripe center, and g b is the gray level of the background. Because the value of 2͑ g c Ϫ g b ͒ is usually much larger than the value of ͌ a, the measurement deviation is small. A practical measurement precision of 1͞40 pixel was reported in Ref. 8 . The estimation of the standard deviation of measurement is used to check whether the deviation is induced solely by the image noise or with some other fluctuation.
Experiment of Line Jitter

A. Line Jitter Observation
The target of vertical black-and-white fringe and a CCD camera were fixed on a shockproof table. A total of ten horizontal image lines at certain intervals were continuously sampled with a frame grabber and stored for analysis. Each line was continuously sampled 1000 times, and the elapsed time was approximately 3.5 minutes. The positions of all stripes were calculated with the Harr wavelet transform method mentioned above. A measurement of a stripe was observed, as shown in Fig. 3 . Its standard deviation was 0.133 pixel. However, the estimation of the measurement deviation calculated according to Eq. ͑2͒ took a completely different value, which is introduced as follows. Because the CCD camera in the experiment has an automatic gain control unit, the noise level will be much higher when the camera is covered. The image noise was obtained by sampling a gray pixel 1000 times, and the standard deviation was figured out to be n ϭ 2.6 gray levels. By substituting the pixel value of the white stripe g c ϭ 230, the pixel value of the black stripe ͑background͒ g b ϭ 60, and the dilation factor a ϭ 14 into Eq. ͑2͒, the estimated deviation of the measurement was figured out to be 0.0286 pixel. Obviously, the estimated deviation is quite different from the measurement deviation, 0.133 pixel. This indicates that there was at least another fluctuation in the serial data besides random fluctuation caused by the pixel noise.
By correlating the measurement data sets of two different stripes, we obtained an apparent correlation peak, as shown in Fig. 4 . The peak indicated that there were identical fluctuations in both data sets. In other words, the image line was drifting horizontally. That is the so-called line jitter.
A reference background was acquired by subtraction of its mean from measurement data of a stripe. After this background compensation, the measure- ment standard deviation of the observed stripe turned out to be 0.049 pixel. This is in agreement with the estimated deviation calculated with Eq. ͑2͒ because the estimated standard deviation of an algebra sum of two random data sets is 0.0286 ϫ ͌ 2 ϭ 0.0405 pixel. The correspondence between measurement and estimation suggests further that there is line jitter in serial images, and it is possible to eliminate the line jitter by subtracting a reference background. However, it was observed that a reference background might not be effective for elimination of line jitter everywhere, owing to its nonuniformity.
B. Nonuniform and CCD-Related Line Jitter
All stripes were measured with a CCD camera labeled as CCD-A on the basis of 1000 samples of a horizontal line. With a reference background generated with the first left stripe, the measurements of the other stripes were compensated. The dashed curves in Fig. 5͑a͒ show the standard deviations of the uncompensated and compensated measurements. It can be seen that all measurements are almost corrected, but those of the stripes that are far from the first left stripe still contained some slight fluctuations. The further a stripe is from another stripe, the greater its fluctuation. The dashed curves in Figs. 5͑b͒ and 5͑c͒ show the compensations of two other CCD cameras, CCD-B and CCD-C, but much worse compensations can be seen. For CCD-B, the compensated measurements are even worse than the uncompensated measurements on the right side.
The experimental results in Fig. 5 prove that the line jitter is not uniform along an image line. Correlation peaks between measurements of different stripes were figured out to support this point. The solid curve in Fig. 6 shows the equalized peak values of cross correlation between the first left stripe and the others measured with CCD-A. It can be noticed that all the cross-correlation peak values are approximately equal. This indicates that the line jitter of all columns in the CCD-A image happen almost at the same rate. In other words, the image line of CCD-A drifts almost in its entirety.
CCD-B and CCD-C show different characteristics from CCD-A, which are drawn in Fig. 6 as long and short dashed curves, respectively. For CCD-B, the further the distance between stripes, the lower the correlation peak. The value of the correlation peak of the first left stripe and first right stripe is much less than that of adjacent stripes at the left side, only approximately 20%. This reflects that the line jitters of columns far from each other are quite differ- Because the line jitter is not uniform within an image line, one reference background is not suitable for the compensation of whole line. An adaptive reference should be used. The solid curves in Fig. 5 show the compensations of the three CCD cameras with the measurement of an adjacent stripe as the reference. Line jitter was eliminated cleanly.
The other nine horizontal lines were tested with the three CCD cameras, and the same results were obtained.
Discussion
To achieve high precision and resolution, some countermeasures against line jitter have been proposed. For video apparatuses, a VLSI device extracting line jitter on the basis of the similarity between two adjacent lines was fabricated to realign video lines, 5 and an algorithm relying on a two-dimensional autoregressive model of the image to measure the line displacement was also reported. 4 For camera calibration of machine vision system, fast-Fouriertransform analysis was used to measure the relative shift between scan lines, 3 and a plumb-line method was adopted in Ref. 2 , in which a vertical reference line was included in the acquired image and the jitter of each line was estimated by analyzing the reference line.
According to our experimental results, however, a nonuniform line jitter may occur. In such a case, compensation will not work if the image line is considered as a jittering "steel stick," i.e., jittering in its entirety. The jitter is different from place to place along an image line. It is therefore more appropriate to use adaptive line jitter, i.e., to estimate the distribution of line jitter along an image line. A method based on the content of an adjacent image line is possible for a video image, 5 but it is difficult to achieve a high precision owing to the uncertainty of the content. For a machine vision system, the plumb-line method is promising, 2 but the camera must be chosen carefully. A CCD-A-like camera is recommended. As mentioned above, it is difficult to eliminate the line jitter cleanly by use of only the first left stripe as a reference. A two-plumb-line method as shown in Fig. 7 is suggested in this paper; i.e., two vertical stripes are set at the left and right sides of the field of view, respectively. A local reference is more qualified than a remote one. The left stripe is used for the compensation of left half image and the right stripe is for compensation of the right half image, and every image line uses a slice of the stripe on its line as its reference.
Furthermore, it is possible to avoid the line jitter entirely for a machine vision system by employment of a complementary metal-oxide semiconductor imager, with which every pixel is addressed and each image can even be read out in a parallel way. 9, 10 Thus the image pixels are directly associated with the sensor elements of the CCD, thus avoiding the inaccurate timing, which causes the line jitter.
Further study is needed to reveal the exact mechanism that elicits such a nonuniform line jitter.
Conclusion
By the precise measurement of the locations of some vertical stripes, our experiments reveal a nonuniform line jitter that exists in the image lines of CCDs. For some cameras the image lines drift almost in their entirety as commonly expected, whereas for other cameras their image lines may drift nonuniformly; i.e., the line jitters at various columns may occur at different paces. As a remedy, a compensation method of two-plumb-line is proposed. 
