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Бучко О. А.
ВИкоРИСтАннЯ ДеСкРИптоРіВ фУР’Є ДЛЯ опИСУ фоРмИ
У статті розглянуто методи опису форми на основі дескрипторів Фур’є. Побудовано дескрип-
тори Фур’є на основі кутової і комплексної репрезентації форми, запропоновано новий дескриптор. 
Проаналізовано здібності дескрипторів характеризувати форми різних об’єктів.
Ключові слова: представлення форми, опис форми, дескриптори Фур’є.
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оптИміЗАЦіЙні ЗАДАЧі нА пеРеСтАВЛеннЯх:  
метоД комБінАтоРноГо ВіДСікАннЯ З ВИкоРИСтАннЯм 
АЛГоРИтмУ кАРмАРкАРА
Останнім часом інтенсивно досліджуються задачі комбінаторної оптимізації, що призводить 
до розробки нових підходів та методів до їх розв’язування. Актуальною є розробка поліноміальних 
алгоритмів для розв’язування задач комбінаторної оптимізації. 
У цьому дослідженні запропоновано використовувати алгоритм Кармаркара у методі комбіна-
торного відсікання для розв’язування допоміжних задач лінійного програмування. Викладено метод 
комбінаторного відсікання на основі алгоритму Кармаркара. Сформульовано та доведено теорему 
про скінченність запропонованого методу.
Ключові слова: переставлення, метод комбінаторного відсікання, метод Кармаркара.
Останнім часом із розвитком можливостей 
комп’ютерної техніки в математичному моделю­
ванні зростає актуальність задач комбінаторної 
оптимізації [4; 5; 8–10].
У працях [9, c. 56–86; 6–8] розглянуто метод 
комбінаторного відсікання на вершинно розта­
шованих множинах, зокрема на переставленнях. 
Актуальною є розробка поліноміальних алго­
ритмів для певних класів задач комбінаторної 
оптимізації. У методах комбінаторного відсікан­
ня для розв’язування допоміжних задач лінійно­
го програмування (ДЗЛП) використовуються 
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62 НАУКОВІ ЗАПИСКИ НаУКМА.  Том 125.  Комп’ютерні науки
симплекс-метод (СМ), М-метод та двоїстий СМ 
(ДСМ), що, як відомо, не поліноміальні.
Доцільно розглянути можливість викорис­
тання поліноміальних алгоритмів (напр., алго­
ритму Кармаркара [6; 7; 11; 12]) для розв’язування 
ДЗЛП у комбінаторному відсіканні.
постановка задачі
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{ }1,...,mJ m=  – множина перших m натуральних чисел, k, 
ν, m – задані натуральні сталі, Ekν(G) – загальна 
множина переставлень [10, c. 22–38], яка утво­
рюється з елементів мультимножини G, що має 
k елементів, серед яких ν різні.
Для розв’язування умовної лінійної задачі 
комбінаторної оптимізації на переставленнях, 
тобто для задачі (1) – (3) пропонується застосу­
вати метод комбінаторного відсікання для задач 
на вершинно розташованих комбінаторних мно­
жинах [9, c. 56–86; 1–3]. ДЗЛП, які треба роз в’я-
зувати при цьому пропонується використати ме­
тод Кармаркара.
Виникає проблема побудови відсікання точ - 
ки – розв’язку ДЗЛП, якщо вона не задовольняє 
комбінаторним обмеженням (якщо ґрунтуватися 
на першому [9, c. 56–86] методі комбінаторного 
відсікання).
метод комбінаторного відсікання на основі 
алгоритму кармаркара
крок 1. Будуємо допоміжну ЗЛП (ДЗЛП), за­
мінивши умову (2) на умову
 ( ),kx Gν∈П  (4)
де ( )k kconv E Gν ν=П  – загальний переставний 
многогранник [10, c. 14–38] – опукла оболонка 
множини Ekν(G), описана системою лінійних 
рів нянь [10, c. 22–24]: 
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де { }1,..., , ,kg g G= ω – кількість елементів у 
множині ω, та елементи у G пронумеровано так, 
що 
1 2 ... .kg g g≤ ≤ ≤
крок 2. Розв’язуємо ДЗЛП (1), (3), (4) мето­
дом Кармаркара [6; 7; 11; 12], перетворивши 
ДЗЛП у необхідну для цього форму. Якщо 
розв’язку ДЗЛП немає – вихідна задача нероз-
в’язна.
крок 3. Перетворюємо отриманий розв’язок 
в точку x* області (3), (4).
крок 4. Якщо x* ∈ Ekν(G) задача, розв’язана. 
Якщо  x* ∉ Ekν(G), перехід на крок 5.
крок 5. Визначаємо вершини, суміжні до x* 
в многогранній області ,kM Dν= П  де D – 
множина, що задається співвідношенням (3).
Для цього використовуємо означення суміж­
ної вершини x до вершини x* многогранної об­
ласті, що лежить на одному ребрі з x* та нале­
жить М.
При цьому перевірку того, що ,kx ν∈П  здій­
снюють використовуючи k – 1 перевірку по  одній 
нерівності з (k – 1)-ї спілки нерівностей много­
гранника ( )k GνП  на основі теореми (див. теоре­
му 3.12 [10, c. 92]).
крок 6. За одержаними k – 1 суміжними вер­
шинами будуємо відсікання точки x*. Потрібну 
k-ту точку x 0 вибираємо довільно (наприклад, 
початок координат).
Відсікання – це нерівність, що задає півпро­
стір, межа якого пролягає через суміжні до x* 
точки x 0,..., xk–1, і точка x* не лежить у цьому пів­
просторі.
Гіперплощина, що є межею півпростору-від-
сі кання задається рівнянням гіперплощини в Rk, 
що проходить через k точок:
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крок 7. Додаємо нерівність-відсікання, побу­
доване на кроці 6, до системи (3). Перехід на 
крок 2.
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Теорема. Метод відсікання на основі алго­
ритму Кармаркара скінчений.
Доведення. Очевидно, що множина вершин 
vert D  vert D многогранної області D скінчена 
vert D < ∞ , оскільки ( )
1
!
! ... !k k
kvert Gν = η ⋅ ⋅η
П , 
де ( )1,..., kη η  – первинна специфікація мульти­
множини G, vert D < ∞ , оскільки m, k – це сталі 
константи. Щоразу від області відсікається одна 
вершина, інші не утворюються. Що і треба було 
довести.
Висновки
Запропоновано й обґрунтовано метод комбі­
наторного відсікання на основі алгоритму Кар­
маркара для умовних лінійних задач комбінатор­
ної оптимізації на переставленнях.
На відміну від відомих методів комбінатор­
ного відсікання для задач на вершинно розташо­
ваних множинах ДЗЛП розв’язано не певною 
різновидністю симплекс-методу, а поліноміаль­
ним алгоритмом Кармаркара. При цьому ро з-
в’язано проблему побудови суміжних точок для 
розв’язку x* ДЗЛП та побудова нерівності-від-
сікання для x*. 
Надалі доцільно оцінити кількість операцій 
запропонованого методу під час числових експе­
риментів і теоретично.
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OPTIMIZATION PRObLEM ON PERMUTATIONS: COMbINATORIAL CUTTING 
METHOD USING ALGORITHM KARMARKARA
Combinatorial optimization problems have been intensively researched in recent years, which lead to 
the development of new approaches and methods to solve these tasks. Important is the development of 
algorithms for solving combinatorial optimization.
Method for solving combinatorial cut-off method of linear programming problems using Karmarkar’s 
algorithm is proposing in this paper. The article describes the method of combinatorial cut-off based on the 
Karmarkar algorithm. Formulated and proved a theorem about the finiteness of the proposed method.
Keywords: permutations, combinatorial cut-off method, Karmarkar’s algorithm.
