Without a doubt there is emotion in sound. So far, however, research efforts have focused on emotion in speech and music despite many applications in emotion-sensitive sound retrieval. This paper is an attempt at automatic emotion recognition of general sounds. We selected sound clips from different areas of the daily human environment and model them using the increasingly popular dimensional approach in the emotional arousal and valence space. To establish a reliable ground truth, we compare mean and median of four annotators with their evaluator weighted estimator. We discuss human labelers' consistency, feature relevance, and automatic regression. Results reach correlation coefficients of .61 (arousal) and .49 (valence).
INTRODUCTION
When it comes to emotion recognition from the acoustic channel, research investigating speech [1, 2] and music [3] dominate. However, there are a rich variety of sounds besides speech and music in a real acoustic environment, which -without a doubt -also evoke various emotions in a human listener. For instance, the shrill sound of chalk scraping on a blackboard would be unacceptable to most people, while the gentle sound of waves clapping the sand beach would usually make one feel relaxed. Actually, listeners feed back emotion to any sound they are listening to in their daily life, no matter what kind of sound it is and whether the sound itself is subjective or objective. Sound perception is thus wrapped up with emotional response and affect: Infants first attempts to overcome anxiety are centered on sound making [4] . Likewise, it can also be of importance for future intelligent systems to have such a comprehensive sound emotion 'perception' ability. Another obvious field of application is sound design and dubbing of audio plays and movies where one may search for specific emotional sound events such as an angry doorslam vs. a spooky door creek, etc. Yet, relevant research in this direction is quite deficient until now -in fact first steps in this direction have been taken only recently such as annotating 120 clips of the BBC Sound Effects Library in three affective dimensions and retrieval experiments based on mean and standard deviation per second of 12 MFCC features [5] . In this paper, we set our focus on sound emotion recognition of realistic acoustic environment conditions.
The first crucial problem that arises is the lack of specialized sound databases for emotion research. A suitable sound database in this case should cover rich varieties of sounds -especially those commonly encountered in the real world like sounds of human beings, animals, vehicles, musical instruments, etc., and each sound in the database should be annotated with an accurate emotion label. Of course, there already exist some accessible sound databases [6] , but they usually do not provide affective labeling. So the first aim of this work is to build up a sound database of annotated sound emotion. In existing work on emotion recognition from speech emphasis is usually put on subject's expressed emotion rather than listeners' emotions evoked by sound. This is more mixed for music emotion recognition. In fact, predicting emotion on the side of the listener is also very important in many cases where it can help identify human reaction ahead. In this paper, when we talk about 'sound emotions', we refer to the listeners' induced emotions.
Another typical problem in general emotion recognition is the selection of a suited emotion representation model. The commonly used representation models can be divided into so-called discrete and dimensional approaches. The former relies on a list of adjectives each describing an emotion tag such as happy, sad or depressed, and has been used in speech and music emotion recognition for long [1, 3] . However, such a discrete approach suffers from two main defects: being too ambiguous for a concise estimation of emotion and being too insufficient for real-life emotion representation if the number of categories stays in reasonable limits and no multiple assignments are allowed. By contrast, the latter describing emotions as points in a multi-dimensional (usually Cartesian) space often offers a more accurate way to represent emotions and becomes increasingly recognized lately [2, 3] . Thus, in this paper, Thayer's frequently encountered 2-D model [7] with VALENCE (i. e., how positive or negative the affect appraisal is) and AROUSAL (i. e., how high or low the physiological reaction is) as dimensions is adopted.
Owing to the novelty of emotion analysis in sound, we also provide an extended discussion on the reliability of our established annotation. Specifically the correlation coefficient and three different Kappa statistics between each labeler's annotation and established ground truth are given. Respecting the divergence between individual labelers, evaluator weighted estimator (EWE) [8] as ground truth is then proposed as -according to our experiments -its usage can improve the robustness of sound emotion recognition (here regression) results significantly.
In the remainder of this paper we introduce the Emotional Sound Database (Section 2), our experiments and results (Section 3) including the used features and regressor before concluding (Section 4). 
EMOTIONAL SOUND DATABASE
To build our 'Emotional Sound Database' 1 and evaluate our system, we selected the on-line freely available engine FindSounds.com 2 [9] . This huge database hosts sound files manually sorted into 16 main categories and 365 sub-categories. For our experiment, we chose 390 sound files out of more than 250 000 (10 000 different sound clips of which each can be downloaded in 25 different speeds). We decided to use the following eight categories taken from FindSounds.com: Animals, Musical instruments, Nature, Noisemaker, People, Sports, Tools and Vehicles. With this choice the database represents a broad variety of frequently occurring sounds in everyday environment. The stereo sound files were MPEG-1 Audio Layer III (MP3) or Audio Interchange File Format (AIFF) encoded at differing sample rates and bit rates of at least 128 kBit/s. To work with these files, they were converted to the free lossless audio codec (Flac) and .wav container audio format by changing the sample rate to 44.1 kHz (Flac) and 16 kHz (Wave) and keeping the original bit rate. More details on the used database are given in Table 1 . As can be seen, the corpus size is well in line with first datasets for emotion recognition in speech (such as the Berlin or Danish emotional speech databases) or music (such as the first MIREX mood classification task set).
Our Emotional Sound Database was annotated by four labelers (by ID: A: male, 25 years; B: female, 28 years; C: male, 27 years, plays guitar; D: male, 26 years, plays Chinese DiZi flute). They were all post graduate students working in the field of audio processing. All labelers are of Southeast-Asian origin (Chinese and Japanese) in order not to introduce strong cross-cultural effects -such ques- 1 Our labels and partitions for exact recreation are available at http://www.openaudio.eu. tions need to be left for further investigations. For the annotation these four listeners were asked to make a decision according to the two dimensions in the emotion plane assigning values on a five-point scale in {−2, −1, 0, 1, 2} for AROUSAL and VALENCE. They were instructed to annotate the perceived emotion and could repeatedly listen to the sounds that were presented in random order across categories. Annotation was carried out individually and independently by each of the labelers. The annotation procedure is described in detail in [10] and the tool can be downloaded as Foobar2000 plugin 3 . Due to the novelty of the regression task defined for this study, it has to be investigated whether it is well-defined, or, how to deduce a 'gold standard' ground truth from the individual human labels that is to be used as target for learning algorithms. Taking into account the ordinal scale nature of the dimensional emotion ratings, we calculate weighted Kappa (κ) statistics; in order to provide a rough comparison to the performance metric for the automatic regression, we consider correlation coefficients (CC) as well. Weighted κ (κ 1 , κ 2 ) statistics use the absolute value of disagreement or its square, respectively, to quantify the amount of disagreement on an ordinal scale; for reference, we also provide unweighted (Cohen's) κ. Inter-labeler agreement in terms of CC is determined by first computing the mean rating for each instance, then calculating the CC of each labeler with the mean. Inter-labeler agreement in terms of κ is calculated for each labeler with the majority vote of the labelers.
Results of agreement analysis are shown in Table 2 . Interestingly, the agreement is much higher (κ 2 = .699) for VALENCE than for AROUSAL (κ 2 = .436). Furthermore, a more detailed analysis by sound category reveals that the human agreement -particularly, on VALENCE -is strongly dependent on the sound cat- Regression functionals 1 (4) linear regression slope, and corresponding approximation error (linear), quadratic regression coefficient a, and approximation error (linear) Local minima/maxima related functionals 1 (9) mean and standard deviation of rising and falling slopes (minimum to maximum), mean and standard deviation of inter maxima distances, amplitude mean of maxima, amplitude mean of minima, amplitude range of maxima Other 1,3 (6) Linear Prediction (LP) gain, LP Coefficients 1 -5 egory. For instance, VALENCE of noisemakers are highly agreed upon (κ 2 = .747) while sounds from sports are not (κ 2 = .384); for AROUSAL, strongest agreement is found for musical instruments (κ 2 = .529), and vehicles (κ 2 = .281) are observed on the other end of the scale. Self agreement in a complete repetition (in shuffled order) of the labeler's original annotation after one full week of pause (only used for self conformity analysis) was highest for labeler B (κ 2 = .554 for AROUSAL, κ 2 = .772 for VALENCE) who also found highest agreement with the ground truth (cf. table 2). Considering the 'reliability' of individual labelers, i. e., their agreement with the 'consensus', we observe striking differences especially for AROUSAL: Here, CC ranges from .343 (labeler A) to .749 (labeler D), which is also reflected in the κ statistics (κ 2 = .099 for labeler A, κ 2 = .604 for labeler D). For VALENCE, differences are visible but less strong, with labeler B showing the strongest agreement with the 'consensus'. These observations motivate the use of the EWE as a robust estimate of the desired labeler-independent emotion rating in addition to the arithmetic mean. For each instance n, the EWE r d n is defined as:
where K = 4 is the number of labelers, d is the dimension (AROUSAL or VALENCE) and r d n,k is the rating of instance n by labeler k in dimension d. Informally, the EWE is a weighted mean rating, with CCs of the labelers as weights. The distribution of the EWE for each sound category is shown in Figure 1 as a box-andwhisker plot. Boxes range from the first to the third quartile and all values that exceed that range by more than 1.5 times the width of the box are considered outliers, depicted by circles. In our following experiments with automatic emotion regression, we will evaluate whether usage of the EWE instead of the arithmetic mean (or median) can improve robustness of the results.
EXPERIMENTS AND RESULTS
The audio feature set used is our openSMILE toolkit's AVEC set with 1 941 features brute forced by functional application to lowlevel descriptors (LLD). Details for the LLD and functionals are given in Table 3 . The set of LLD covers a standard range of commonly used features in audio signal analysis and emotion recognition. We avoid LLD/functional combinations that produce values which are constant, contain (very) little information, and/or high amount of noise. Features are computed per whole sound clips. For recognition, we consider a generalization of the random forest principle: We use Random Subspace meta-learning, which can provide very good generalization properties, in combination with REPTreea fast decision tree learner. Stemming from our experience, we decided for no pruning of the trees, a subspace size of 0.05 (i. e., 97 features are randomly chosen out of the 1 941 per tree), and experiment with three different numbers of trees in {100, 200, 500} to grow a forest. As our labeling and the feature extractor and its configuration are available for reproduction, we decided to further research reproducibility by choosing the implementations in the broadly used free and open Weka toolkit. The experiments were performed in stratified three-fold and ten-fold cross-validation 4 . Table 4 shows the correlation coefficients for AROUSAL and VALENCE employing EWE, median, and mean as methods to merge the evaluation results of the four evaluators. We can see that the regression of sound emotion performs well with CC of around .61 (AROUSAL) and up to .49 (VALENCE) when evaluating on EWE. The tendency that AROUSAL is better assessed by acoustics is well in line with experience from speech and music emotion analysis [1, 10] . It can also be seen clearly that the performance evaluated on EWE mostly (except for VALENCE in the case of ten folds) outperforms the other two methods, mean and median. Median on the other end always performs worst for its instability when evaluators show huge disagreement. Besides that, as expected, CCs by ten-fold cross validation are Fig. 2 . Boxplots of the 30 highest absolute correlation coefficients (CC) with the evaluator weighted estimator (EWE) per feature group: cepstral (CEPS), spectral (SPEC), sound quality (SOQU: voicing probability, logHNR, jitter, and shimmer), and prosodic features (PROS: loudness, zero-crossing rate, and F0). AROUSAL (top) and VALENCE (bottom).
mostly slightly higher as compared to three-fold cross-validating due to more data used for training -this holds especially for VALENCE. In Table 5 we look at the CC and its relation to sound category for one exemplary configuration. As can be seen, AROUSAL prediction is somewhat balanced across sound categories. However, as for VA-LENCE, especially Noisemakers and Nature can be identified well above others. Yet, comparing this with Figure 1 , it seems safe to argue that the regressor does not merely implicitly recognize the sound category, since VALENCE for Noisemakers is quite widespread despite the fact that there are considerable differences in the mean VA-LENCE, as one can expect ('nature is more pleasant than vehicles'). Finally, we investigate the 30 best features ranked by CC with the EWE as ground truth per each of four groups: cepstral, spectral, 'sound quality' (in analogy to voice quality), and prosody (longer term signal properties). The result is shown as boxplots per dimension in Figure 2 . There we can see that independent of the dimension, spectral features perform best on average, but the best individual feature is of prosodic nature, in each case. The following can be observed from the full list of top 30 features: AROUSAL is highly correlated with loudness. In fact, loudness features have almost as strong a correlation with the EWE as the regressor prediction. Highest CC is observed for the root quadratic mean of loudness (.587). Since the correlation is measured with the EWE, this seems to be the consensus; however, it should be pointed out that the first labeler strongly disagreed with the others on AROUSAL. Next, VALENCE is correlated with loudness as well, but not as strongly, and the correlation is negative: Loud sounds are unpleasant. Highest absolute CC with VALENCE EWE is observed for the third quartile of loudness (-.316). VALENCE is also negatively correlated with spectral flux, i. e., large spectral variations are perceived as unpleasant. The CC of the inter quartile range 1-2 of spectral flux is -.292. VALENCE is further negatively correlated with spectral harmonicity: The phenomenon here may be that quasi-sinusoidal sounds are unpleasant. The CC of 50 % up-level time of harmonicity is -.241.
CONCLUSION
We investigated the automatic recognition of emotion evoked by general sound events. We observed good agreement of independent labelers in this respect and were able to demonstrate feasibility of automatic assessment of emotion in sound in two dimensions. In fact, results were found in the rough range of typical dimensional speech and music emotion recognition when operating in high realism [1, 2, 3, 10] . And indeed, the sound events considered here were completely independent and often of lower acoustic quality. We further found spectral features to be most important as a group after individual prosodic features for this task. Future efforts need to be invested into creation of larger sound emotion resources, e. g., by shared community efforts or Amazon Mechanical Turk or similar. Naturally, deeper analysis of feature relevance including individual analysis per sound category is another interesting research question. Finally, multi-task learning of the sound category and the evoked emotion seems a promising avenue to improve both tasks in a synergistic way.
