We present a spatial model for the mean and correlation of highly dispersed count data, and apply it to individual-level counts of the nematode Wuchereria bancrofti, a parasite of humans which causes the disease lymphatic filariasis. Our model uses the negative binomial distribution, whose shape parameter is a convenient index of over-dispersion. Spatial association is quantified in terms of a characteristic length, which has an intuitive interpretation as the distance over which correlation decreases by half. Demographic surveillance and mapping enable us to include individual-level covariates such as age and sex. We discuss the distinctive features of our model and interpret the results in terms of the epidemiology of lymphatic filariasis and possible implications for control programmes.
INTRODUCTION
Vector-borne parasitic diseases often show high variability on small spatial scales (Greenwood, 1989) . Our aim in this article is to develop previous modelling in three ways. Firstly, individual, rather than arealevel data are included, permitting individual risk factors to be assessed. Secondly, we use the negative binomial distribution because of its good fit to a wide range of parasitological data, and its intuitive interpretation in terms of sampling (Grenfell et al., 1990) . Thirdly, our spatial model allows us to estimate a characteristic length of the infection pattern, over which the correlation reduces by half.
The work is motivated by studies on the epidemiology and control of lymphatic filariasis, a mosquitoborne parasitic disease. The pathogen is the nematode Wuchereria bancrofti; symptoms can include elephantiasis and adenolymphangitis (inflammation of lymph nodes and vessels). The current work includes an application to data from a drug trial performed in a rural area of the East Sepik Province of Papua New Guinea (Bockarie et al., 1998) .
Parasite counts are usually over-dispersed relative to the Poisson distribution, and are often described well by the negative binomial distribution (Anderson, 1993) . This is the case for many species of parasites (Shaw and Dobson, 1995) , and also for other organisms, particularly invertebrates (Elliott, 1977; Nedelman, 1983) . The high variability of parasite counts could make a map of raw means difficult to interpret (Mollié, 1996) . With our model we aim to obtain, mutatis mutandis, 'a map which would display regional variations in cancer incidence yet avoid the presence of unstable rates for the smaller counties' (Breslow and Clayton, 1993) . In our case, a particular objective is to highlight regions with increased risk of infection, which, in a pre-treatment situation, could help identify potential environmental risk factors. If repeated after the initial treatment, it could identify areas not responding well to the programme. This is not dissimilar to the objective of the geographical monitoring of the West African Onchocerciasis Control Programme (Molyneux and Davies, 1997) , although on a finer scale. In addition, estimating the scale of spatial correlation could provide some guidance on the relative risks of recrudescence in different areas.
THE MODEL
The parasite count Y i j of person j in hamlet i = 1, . . . , N is modelled as a negative binomial variate with mean µ i j . This means that
is clear that the second parameter of the negative binomial distribution k > 0 incorporates extra-Poisson variation. Larger values of k correspond to less variability, with the limiting case k = ∞ corresponding to the Poisson distribution. The relationship between the variance and mean can be interpreted in terms of Taylor's power law (Taylor, 1961) . For parasites, including nematodes, this is generally inconsistent with a linear variance function (Shaw, 1994) . As well as this empirical basis, the negative binomial can be derived as a gamma mixture of Poissons (Stuart and Ord, 1994) . This has a simple, and biologically intuitive, interpretation when counting parasites in finite quantities of blood, if each person's parasites are subject to Poisson sampling variability, and the variability between people has a gamma distribution (Grenfell et al., 1990) . On the other hand, the negative binomial can be generated by other Poisson mixtures, so is not dependent on this particular pair of assumptions (Anderson and May, 1991, p 456) . Other spatial models have used the gamma distribution (reviewed by Mollié, 1996) , but without a negative binomial interpretation.
We model the logarithm of the mean µ i j as an additive function of possible risk factors such as sex and age, and of a spatial hamlet effect parameter u i . The form for the joint distribution of the vector of spatial hamlet effects u = (u 1 , . . . , u N ) is similar to that adopted by Diggle et al. (1998) in the context of geostatistics. For this, u is assumed to have a multivariate normal distribution with mean 0 and variance matrix , such that the covariance between two hamlets is a negative exponential function of the distance between them. The model is shown graphically in Figure 1 for the simple case in which age is the only non-spatial risk factor, its effect being measured by the coefficient β.
We assume k is constant, although it is possible to model it as a function of covariates, linearly or otherwise (Thurston et al., 2000) . In principle, it would be possible to extend the above framework to model k spatially. However, this would considerably complicate the existing model, which, as we argue below, seems to perform adequately and yields satisfactory estimates of the parameters of most direct interest.
The full model can be written more explicitly as follows: in which the indicator function I {sex i j =male} takes the value 1 if person j in hamlet i is male and 0 otherwise; age i j is the age in years of this person; and d il is the distance between hamlets i and l. The parameters u can be thought of as a vector of spatially structured hamlet effects. Both φ > 0 and α > 0 measure aspects of the spatial smoothness of the parasite counts. The parameter φ measures the scale of the spatial variation, with var[u i ] = 1/φ. The parameter α measures the rate at which the spatial correlation decays over distance, with α log 2 being a characteristic length, which we call the 'half-distance', over which the correlation reduces by half, and 3α being the distance at which the correlation reduces by 95%.
To complete the description of our model we need to specify prior distributions for k, β 0 , β 1 , β 2 , φ and α. We adopt the following:
in which in general X ∼ gamma(r, d) means that the probability density f (x) is proportional to x r −1 exp(−dx). We set r k = 1.5, d k = 0.01 and the precisions τ β m = 10 −5 for m = 0, 1, 2 so that, a priori, k and β m have high variances. In Section 4 we discuss in detail the reasons for these choices, and the sensitivity of our results to them. With the above model formulation, and its graphical representation in Figure 1 , Bayes' Theorem can be used to write down the posterior distribution of . . . , u N , φ, α) given the data. We simulate realizations from this posterior distribution by means of a single-component Metropolis-Hastings algorithm (see Metropolis et al., 1953; Hastings, 1970; Gilks, 1996; Gilks et al., 1996) . When α is updated, the N × N symmetric positive-definite matrix must be inverted, which we do by Choleski decomposition (Stoer and Bulirsch, 1993) . This process of updating all the parameters in turn is repeated many times to provide a sequence of parameter vectors θ (1) , θ (2) , . . . , θ (G) . In order to remove the effect of the initial vector θ (0) , the first B members of this sequence are thrown away; we say that we have used a burn-in of length B. Inference is then based on the remaining members θ (B+1) , θ (B+2) , . . . , θ (G) , which are considered to have converged to a sequence from the posterior distribution. For our model we have always found convergence to be quite rapid and so we take G = 10 000 with B = 5000. Our software was originally developed in FORTRAN, with independently written C code being used for confirmation purposes. We tried to fit negative binomial distributions in the WinBUGS v1.3 package (MRC Biostatistics Unit, Cambridge, United Kingdom) but were unsuccessful.
APPLICATION TO PARASITE DATA
The study area comprises parts of the Urat and Urim census districts of the East Sepik Province of Papua New Guinea. Most people are engaged in shifting agriculture, with some cultivation of cash crops, and the terrain consists of steep forested ridges. Demographic surveillance tracks each person's residence, which for the current work we resolve to the level of hamlet, each of which is a cluster of a few houses defined by a name in the local language. Although some hamlets stand by themselves, most lie close to each other within linear ridge-top settlements, with no visible features marking their boundaries. Houses are almost invariably made of locally harvested materials.
As part of the drug trial, an annual survey was done, which included measurement of parasite densities. In 1994, before the first round of treatment, 1 ml blood samples were obtained from 2219 people aged 5 years and above, in 149 hamlets. Each sample was passed through a Nuclepore filter, and the number of parasitic worms-in their infective stage known as microfilariae-were counted under a microscope. Subsequent annual surveys cannot be used directly to estimate variability over time because of confounding with the anti-parasitic effect of the drugs (ivermectin and diethylcarbamazine). The study area was mapped with a hand-held Trimble Ensign Global Positioning System (GPS) machine. Latitude and longitude positions were recorded in decimal degrees and converted to kilometres by equating 1/60 of a degree to 1.852 km. This is a reasonable approximation close to the equator, as is the case here. Hamlets whose distance to their nearest neighbour was measured as less than 10 m were combined with their nearest neighbour. This procedure was undertaken due to the limited accuracy of the GPS. There were two such hamlets, so reducing the total number to 147.
RESULTS
As an initial analysis, we fitted single sample negative binomial and Poisson distributions to the data, with no covariates. We also fitted a Poisson distribution with an extra point mass at zero. Figure 2 shows a histogram of the data together with the fitted distributions. As expected, the Poisson is clearly inadequate, as is the modification with point mass at zero. The negative binomial is much better, although it does not fully capture the peak towards the upper end of the axis. A chi-squared goodness of fit is highly significant, indicating that this simple fit is not a full description of the data. Nevertheless, given the extreme skewness-even on a logarithmic scale-the negative binomial distribution seems a reasonable choice for modelling purposes. We also tried the truncated negative binomial (Grenfell et al., 1990) , but it did not fit as well as the full negative binomial. A statistic that is widely used for estimating the spatial covariance structure is the variogram (see Section 2.4 of Diggle et al. (1998) , for example). Figure 3(a) presents the empirical variogram of the average of the parasite counts for each hamlet:ȳ i· = n i j=1 y i j /n i , where n i is the number of people in hamlet i. The curve was produced using a loess smoother to aid interpretation. The fact that this variogram does not increase after about 6 km indicates both that the underlying spatial process is stationary and that beyond this distance the correlation is negligible. We also looked at directional variograms ofȳ i· . These did not indicate any anisotropy. We also fitted a non-spatial Poisson model:
where Po(λ i j ) stands for the Poisson distribution with mean λ i j , and a similar non-spatial negative binomial model with the same covariates. Results from these fits are given in Table 1 . The variogram of the average of the Pearson residuals for each hamlet from the non-spatial negative binomial model was very similar in form to the empirical variogram presented in Figure 3(a) . The variogram of the average of the Pearson residuals for each hamlet from the spatial negative binomial model is given in Figure 3(b) . The constant nature of this variogram suggests that no spatial correlation remains in these residuals. All this evidence strongly suggests that the spatial negative binomial model does a good job at explaining the spatial correlation. Table 1 presents approximate posterior means, medians and 95% credible intervals for the parameters k, β 0 , β 1 , β 2 , φ and α, based on the parameter vectors θ (B+1) , θ (B+2) , . . . , θ (G) . We see that the nonspatial negative binomial model has a low value of k, indicating again that the Poisson is not appropriate. This is reflected in the unrealistically tight confidence intervals for the Poisson regression parameters, corresponding to the tight peaks of probability density in Figure 2 . However, the point estimates of β 0 and β 2 are similar in the two non-spatial models. The point estimates of the remaining common parameter, β 1 , differ more substantially, although the negative binomial results suggest that it is not statistically significant. In the spatial model, the posterior mean of k-while still small-is slightly more than that obtained from simple maximum-likelihood models, which implies that, as expected, the spatial component of the model has accounted for some of the variability in the data. The credible interval for β 1 again contains 0, suggesting that the variable sex can be removed from the model. The results obtained for the other parameters when the variable sex is removed are almost identical to those that we present. On the other hand, the credible interval for β 2 lies completely above zero, leading us to conclude that parasite count increases with age. The posterior mean of 2.414 km for α corresponds to a 'half-distance' for correlation of 2.414 × log 2 ≈ 1.67 km, with 3 × 2.414 ≈ 7.2 km being the distance at which correlation reduces to 0.05. In other words, there is strong local correlation that dies off quickly. This is in agreement with the empirical variogram shown in Figure 3(a) . The posterior mean half-distance is very close to the value of 1.8 km which was found to be the maximum distance flown by the main mosquito vector, Anopheles punctulatus, in studies done in the same area (Charlwood and Bryan, 1987) . This value is therefore highly feasible biologically.
Figure 4(a) shows a statistic similar to the standardized mortality ratio (SMR) used for fatal diseases. Here we use the ratio of the observed parasite count to the expected value from the non-spatial negative binomial model with age and sex. This ratio is obtained for each person and averaged within each hamlet. Figure 4(b) shows the estimated posterior mean of exp(u i ) for each hamlet i. For both panels of Figure 4 we use white, light grey, dark grey and black to indicate the first, second, third and fourth quartile, respectively. The associated break points occur at observed/expected ratios of 0.18, 0.65 and 1.50, and at 0.56, 1.02 and 1.71 for the posterior means. We see that Figure 4 (b) is a smoothed version of Figure 4 (a). The general message of Figure 4(b) is an increase in parasite counts as we move towards the west. However, some 'hot spots' of infection also remain in the east. While several of the fourth quartile hamlets in Figure 4 (a) lie in the east of the study area, only one or two hot spots remain in Figure 4(b) . The smoothing process has highlighted those areas where high infection levels are unlikely to be due simply to sampling variability. We return to this point in Section 5.
In an extensive sensitivity study, we found that the results presented above for k were very robust indeed to the choice of the parameters r k and d k . This again confirms the appropriateness of the negative binomial. We take a Jeffreys prior for φ: f (φ) ∝ 1/φ. This transforms naturally to a Jeffreys prior for 
For further discussion about Jeffreys priors see, for example, O'Hagan (1994) . We got very similar results with φ ∼ gamma(r φ , d φ ) in which r φ = d φ = 0.01; the results obtained with this prior were quite robust to the choice of the parameters r φ and d φ provided that var[φ] = r φ /d 2 φ was large. The 1/α 2 prior was adopted for α for three reasons. Firstly, the algorithm failed to converge with an improper uniform prior for α. With a proper uniform prior on (0, α max ) for α, the 95% credible interval for α was almost equal to (0, α max ) for a wide range of α max . Secondly, the adopted prior is equivalent to an improper uniform prior on α * = 1/α, which could be taken as another parametrization of correlation; see the discussion of Diggle et al. (1998) . Thirdly, our prior has an intuitive appeal: a priori one would assign a higher credibility to the range of correlation being short rather than long. We also experimented with a gamma prior, gamma(r α , d α ) for α, but found that the results were quite sensitive to the choice of r α and d α , especially when var[α] = r α /d 2 α was small. In all cases we found that the map of hamlet effects presented in Figure 4 (b) was quite robust to prior specifications.
We attempted to generalize the exponential covariance model to il = exp{−(d il /α) δ }/φ, where δ ∈ (0, 2). This covariance model is discussed in Diggle et al. (1998) . This model led to considerable numerical difficulties. Other covariance models are of course possible. We found that the spherical model discussed in Section 2.3.1 of Cressie (1993) gave very similar results. Our experience is that the Matérn (1986) class of models are even more susceptible to numerical difficulties in the Markov chain Monte Carlo framework than the general exponential covariance model; see Moyeed and Papritz (2000) for a detailed discussion.
CONCLUSIONS
Fine-scale residence data-produced by a combination of demographic surveillance and Geographical Information System techniques-enabled us to include distance in our model, not simply neighbourhood structures as in, for example, Bernardinelli and Montomoli (1992) , who employ conditional autoregressive schemes. In turn, this enabled us to estimate a characteristic length for the spatial correlation of infection. This is in accordance with Rothman's suggestion that spatial modelling tends to be more useful when concentrating on the estimation of epidemiological effects, rather than tests of hypotheses, such as the presence or otherwise of clustering (Rothman, 1990) . For lymphatic filariasis, the magnitude of the characteristic length fits well with our knowledge of the transmission mechanism of the disease. In addition, individual-level data enable us to adjust for covariates such as age. Using the negative binomial distribution to model extra-Poisson variation gives a natural interpretation when dealing with parasite counts, with the k parameter being a convenient index of over-dispersion.
The results from our model confirm in more detail the impression that infection, and other disease parameters such as prevalence of oedema, are more severe towards the west of the study area. On a broad scale these are correlated with the intensity of transmission of the disease by mosquitoes (Kazura et al., 1997) . It would have been interesting to include in the spatial model more detailed entomological information such as locations of breeding sites, although systematic measurement of these would have been difficult (Service, 1976) , especially over extensive and inaccessible terrain-such as that surrounding the current study area-given that the main vector, Anopheles punctulatus, can breed in small puddles and ground holes (Charlwood et al., 1986) . Our smoothing process reduces the instability of estimates for small hamlets, and helps identify localities with high infection intensity. Some such localities are seen to persist even in the eastern part of the study area which, in general, has lower intensities. This methodology therefore has potential applications in terms of targeting disease-control efforts. In addition, we obtain an estimate of the scale over which spatial correlation operates. Such knowledge may also help control programmes by giving information on the likely risk of recrudescence from any missed pockets of infection. In future work we intend to compare these parameters for filariasis with those of malaria, using data from the same area.
