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Manoel MANGHI et Nicolas DESTAINVILLE

iLe problème avec les remerciements c’est que quand on commence on ne peut plus s’ar-
rêter, mais il faut commencer... N’ayant aucune idée de par où débuter, comme souvent dans
ma thèse, j’ai demandé conseil à mes maîtres Manoel Manghi et Nicolas Destainville (il ne
s’agit pas d’une remarque de servitude, mais d’une référence a mon biopic préféré sur la vie
de la famille Skywalker). Il m’ont dit «c’est une section où tu es libre et écrit ce qu’il te
plaît mais pas trop de conneries». Comme toujours, ou presque, j’ai suivi leurs conseils bien
que leurs notion de «conneries» soit subjective et sûrement très di érente de la mienne [et
j’insiste sur le très]. Dans cette section et uniquement cette section nous prendrons comme
convention les crochets pour symboliser ce que je pense mais n’écris pas dans mon manuscrit,
elles servent à autre chose dans la suite.
J’ai certains talents mais l’écriture n’en n’est pas un. Écrire quelques lignes est pour moi
une torture mais j’y prend tout de même plaisir en pensant au supplice qui vous attend vous
lecteurs [j’ai hésité pour le “s” ne sachant pas combien de lecteur j’aurai...]. Je pense que les
gens qui me connaissent ou ceux qui ont été obligés de lire ma «prose» ne me contrediront
pas. J’ai un style assez particulier reconnaissable entre tous : soit par l’orthographe, soit par
une utilisation un peu trop fréquente des guillemets, soit par l’organisation de mes phrases
digne de maitre Yoda, mais aussi par l’utilisation de mots dont le sens m’échappe, et surtout
par des phrases un peu trop longues [oui celle-ci est un exemple]... Par choix, j’ai décidé
d’écrire ces remerciements dans mon propre style c’est-à-dire avec mes propres mots, mes
propres phrases pour faire découvrir à certains et rappeler à d’autres ce à quoi aurait pu, a
priori [petite pensée à ma Professeur de latin et a mon binôme...], ressembler cette thèse.
Petite remarque avant de continuer, lors de mon premier jour en thèse j’ai du signer «la
charte du doctorant». Celle-ci était un peu dure à lire et comprendre, non pas en raison de
texte législatif [rébarbatif] mais plutôt de l’emploi systématique du masculin-pluriel-féminin-
pluriel : «le/la docteur/ante et son/ses/sa/ses directeur/s/trice/trice...». Ne voulant pas
alourdir [d’avantage] mon style je ne suivrai pas ces conventions, il ne faut y voir aucune
forme d’attaque.
Maintenant que nous avons introduit les formalités je vais pouvoir commencer. Mais avant
une dernière clarification concernant l’organisation de cette section. Les scientifiques peuvent
directement passer au paragraphe suivant, ces lignes de pré-requis ne sont pas nécessaires.
Pour les autres, médecins [et oui il ne s’agit pas de scientifique] et leur petit personnel [in-
firmiers/infirmières], littéraires et artistes [enseignant et hippie communiste], commerciaux
[vendeur de voiture], comptable [faute de gagner de l’argent il faut bien compter celui des
autres], et personnel administratif [jamais là quand on les cherche..] par organisation j’en-
tend ordre d’apparition. Il s’agit du premier dilemme du thésard [futur chômeur, déjà mon
cas] ; comment choisir l’ordre d’apparition ? Si j’ai appris quelque chose en science c’est que
l’ordre a autant, voir plus d’importance que la présence. Il est donc logique que je respecte
le protocole. Pour faire simple cela revient à classer les personnes ou groupe de personnes,
par ordre décroissant de «nuisance», c’est-à-dire que les personnes pouvant me nuire le plus
ce retrouve en haut [ou celles dont j’ai le plus besoin...].
Je rappelle que je suis au chômage (pas encore versé) et que les températures moyennes
sont inférieures a 10¶C donc oui Maman tu es la première... Il faut dire que tu payes mon
loyer, me fournit la nourriture et prend en charge mon chat. Je ne vais pas développer ici une
liste exhaustive des sacrifices que tu as fait pour moi [je t’aime mais pas au point d’écrire un
roman]. Sache cependant, que rien ne sera oublié et que le moment venu nous te trouverons,
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avec Yann, un «établissement» de qualité. De plus, nous nous engageons à venir te voir
chacun une année sur deux. Merci de ton soutien toutes ces années. [tu vois c’était pas grave
de pas savoir faire un gratin de pâtes].
En écrivant ce paragraphe, surtout les passages concernant la nourriture et l’«établissement»,
les personnes qui me viennent à l’esprit sont mes grands-parents. Pourquoi ? Pour le com-
prendre une petite explication concernant le style de ces remerciements. Si j’ai fait de la
physique c’est à cause [j’ai bien dit à cause...] du plus grand râleur que la terre est jamais
engendré : mon grand-père. Petit j’étais ce qu’on appelle un gamin plutôt chiant [«petit»,
comme si j’étais adulte ou moins chiant..]. Toujours à emmerder mon frère [j’ai du arrêter
quand il a eu une tête de plus que moi], les voisins [enfin surtout leurs poules et leurs la-
pins], mes parents [trop d’exemples], enfin vous l’aurez compris tout le monde ... C’est la que
mes grands parents ont trouvé «La Solution» : enfin remplacer la solution de mes parents
[qui consistait a me faire boire]. Cette solution a été d’ajouter à ma connerie de la curio-
sité, la physique étant un mélange des deux, il est donc logique que je soit rentré dans ce
«labyrinthe» [ma grand-mère reconnaîtra mon histoire préférée]. Bref, les appréciant énor-
mément [surtout leur jambon et leur prune] j’ai choisit d’écrire en évitant un arrêt cardiaque
à mon grand-père [il a jamais voulu me donner la recette du jambon...], et si j’avais fait dans
l’émotionnel je pouvais dire au revoir à l’héritage... Merci à tous les deux pour vos belles
histoires.
Nous ne sommes pas croyants dans la famille [et oui cinq frères et sœurs ça fait un peu
beaucoup, surtout à Noël...]. C’est marrant comment cette question revient souvent dans la
bouche des gens [trois personnes le jour de la soutenance], comme si les seuls à ne pas utiliser
de contraception était les catholiques... les gens oublient mais il y a aussi les violeurs [pour
citer un homme connu (Manoel a insisté pour ne pas donner son nom)], les policiers [c’est
pas avec une matraque qu’on tombe enceinte], les hippies [ceux la c’est juste qu’ils oublient,
puis les maladies c’est bio] ...désolé pour la digression mais me devais de faire la lumière sur
ce point. Merci à mon frère [j’ai jamais manqué de rhum]. Merci à ma sœur Cécile [sans qui
vous auriez mangé des chips]. Merci à l’ainée Annick [pour le fromage qui a enfumé mon
frigo].
Pour tout les autres de la famille vous n’avez pas le droit à un paragraphe [et oui fallait
être moins radin]. Je réalise qu’en écrivant c’est ligne vous avez un paragraphe... Merci à
vous.
Enfin certaines personnes n’étaient censées venir [hein le camping-car du 56 !]. Faut dire
qu’ils me tabassent et m’emmerdent depuis 27 ans, mais bon, fallait qu’ils viennent me
déconcentrer... C’est pas une menace juste un fait : la vengeance est un plat qui se mange
froid [surtout que tu as bien maigri]. Je te mets dans le même bateau chauve du 24 [c’est
moche de vieillir]. Merci à vous pour cette leçon sur l’amitié.
Je ne peux pas finir sur la famille sans une pensée pour les personnes qui n’étaient pas
là, mais sans qui je ne serai pas qui je suis : mon père, ma grand mère, ma tante.
Vous savez ce qu’on dit, le sort fait la famille, le choix fait les amis. Si on m’avait dit
ça il y a quinze ans je ne me faderais pas les mêmes cons depuis le collège, mais bon il est
trop tard maintenant... Surtout que ceux que j’ai rencontré récemment, que ça soit dans un
restaurant boui-boui où même à l’Irsamc, ne sont pas forcément mieux [à croire que je les
attire]. L’avantage c’est qu’ils s’entendent tous, faut dire qu’ils ont un gros point commun :
le whisky. Bon les cadurciens sont plutôt Jack alors que les instruits sont plutôt Lagavulin,
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comme quoi mon grand-père avait raison : les études ça donne du goût. Merci à vous pour
ces moments d’évasion. Une pensée particulière pour trois compères de longue date M. pha-
cochère, M. fouine [bienvenue au wombat] et à Caedes la mort.
Avant d’attaquer une partie plus sérieuse, il me reste à parler de deux personnes avec
qui j’ai travaillé. Pour ne pas les nommer, nous les appellerons Maître Obi-Wan et Maître
Qui-Gon Jinn [si vous avez lu du début vous savez ...].
Mes interactions avec Maître Qui-Gon Jinn étaient moins fréquentes, faut dire qu’être
au conseil Jedi implique un grand pouvoir et donc de grandes responsabilités. Mais il y a
quand même de quoi te remercier. C’est toi qui m’a présenté une alternative, quand j’étais en
licence, à la mécanique quantique et à la physique des solides [vraiment merci pour m’avoir
évité le second], c’est toi qui m’a proposé mon premier stage sur l’ADN et m’a donné envie
de poursuivre vers «LE MASTER». Merci à toi pour ta passion et ta bonne humeur. (Je suis
pas censé le dire ici mais merci de m’avoir tenu éveillé durant les séminaires labo ou ceux de
l’IBPS...)
Je me rappelle de ma rencontre avec mon mentor Obi-Wan [avant qu’il le soit]. J’étais
dans son cours de mécanique des fluides [c’est pas ce que tu penses Charles], n’arrivant pas
à lire le tableau je lui demande d’écrire plus gros. Il se retourne et me dis : «NON, il y
a des places devant, puis si il n’y en a pas, il vous su t d’arriver plus tôt», puis reprend
aussitôt son cours. J’aurais pu rester sur cette première impression [comme des générations
d’étudiants], mais ça aurait été une erreur ! ! De ce choix j’ai beaucoup appris, il a fait de moi
un Homme. En seulement trois ans j’ai appris à me faire un «vrai» café [court et fort], à ne
laver ma tasse qu’une fois par an et surtout à le boire sans sucre. Les premières années furent
di ciles, mais avec l’amertume en bouche, ma thèse est mieux passée. Une autre épreuve
compliquée a été de changer mes habitudes alimentaires d’étudiant... Je me rappelle de ce
fameux jour où j’ai fait une erreur qui aurait pu me coûter ma bourse [de thèse]... manger des
pâtes au restaurant CNRS, quelle folie ! Son sang s’est mis à bouillir, ses yeux sont devenus
rouges, même maître Qui-Gon a cru qu’il basculait du coté obscur. Il a fallu plusieurs mois
pour que mon erreur soit mis sur le compte de ma naïveté... Une fois cet épisode passé le
lien qui nous unissait été plus fort que jamais !
Plus sérieusement [c’est-à-dire sans ironie dans ce paragraphe], je voudrait te remercier,
Manoel, de m’avoir donné ma chance. J’ai vraiment apprécié de te côtoyer que ça soit sur le
plan professionnel où privé. Je pense que c’est dû à tes nombreuses qualités mais si il fallait
résumer, je dirais pour ta pédagogie, tes valeurs humaines, tes talents à la coinche, mais
surtout ta patience et «dieu» sait qu’il t’en a fallu pour moi. J’ai beaucoup appris durant
ces trois années, que ce soit sur la culture italienne [les pâtes], le cinéma [Miller’s Cros-
sing], le théâtre [Les Palmes de monsieur Schutz], la musique [Détroit], la grammaire [trop
d’exemples], mais aussi et surtout sur la physique [intégrer une gaussienne, Monte-Carlo (le
«-» est volontaire), la renormalisation]. En plus, même si tu aimes pas que je le dise, je me
suis énormément amusé [avant de rédiger]. Pour «cloturer» ce sujet, car tu sais que j’aime
les conclusions courte [ce qui ne te plait pas d’ailleurs...], un grand merci à toi pour tout ce
que tu m’as apporté.
Il y a énormément de gens de l’IRSAMC que je n’ai pas encore remerciés mais je com-
mence à en avoir assez d’écrire. Je vais donc faire des références en espérant que les personnes
concernées s’identifient [l’autre avantage étant, que si j’oublie quelqu’un, je pourrai dire que
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la référence était pour lui]. Je voudrais remercier la «maman» des doctorants qui nous couve
et qui est très arrangeante en cas de retard sur la paperasse... Je voudrai remercier la «bre-
tonne» de nous avoir si bien installé, de sa patience [surtout pour le cluster], et de ses
galettes ! [je te rendrais le cable]. Je voudrais remercier mes deux psychothérapeutes person-
nelles pour leurs conseils [je ne peux pas en développer la nature ici]. Et enfin, je voudrait
remercier tout les fumeurs pour leurs discussions, les dépannes, et les ouvertures de portes
[merci ZZR].
Et pour vous qui êtes de ceux dont je n’ai pas parlé ou de ceux dont je n’ai pas su sam-
ment parlé, un grand merci.
Ah, j’ai failli oublier... Je voudrais également remercier sincèrement les membres de mon
jury qui ont accepté de m’évaluer [heureusement ils n’avaient pas lu notre article], de se dé-
placer [sortir de Paris, c’est eux qui devrait dire merci...] et de m’écouter [sans s’endormir].
Un merci supplémentaire aux deux rapporteurs qui ont lu ma thèse [enfin je crois], leurs
commentaires judicieux [tu parles, je me suis tapé du boulot en plus moi !], leur patience
[rien à dire ici, ma faute], et à titre personnelle à Jean-Batiste Fournier de m’avoir accueilli
une journée à Paris. Merci à vous pour votre temps mais surtout pour le diplôme.
Ps : (*) j’ai l’impression d’avoir oublié quelqu’un moi ...(**) Finalement l’orthographe a
était corrigé sinon un humain normalement constitué ne pouvait pas lire.
Résumé
La membrane cellulaire est un objet jouant divers rôles en biologie. Elle sert en particulier
de barrière sélective entre l’intérieur et l’extérieur d’une cellule. Une membrane est une
bicouche majoritairement composée de lipides, particulièrement de phospholipides, entre
lesquels des protéines peuvent s’insérer. Les membranes ont besoin de contrôler l’organisation
des protéines pour répondre à di érentes fonctions biologiques. En physique de la matière
condensée une interface signifie généralement une frontière entre deux phases distinctes, les
fluctuations de cette frontière pouvant être étudiées avec les outils de la physique statistique
et ceux associés aux phénomènes critiques. C’est dans ce cadre que s’insèrent nos travaux.
Dans une première partie, nous nous sommes intéressés à l’organisation bidimensionnelle
des lipides dans la membrane. Nous avons développé un modèle analytique de vésicule, objet
tridimensionnel constitué d’une membrane fermée, où les lipides sont modélisés comme un
fluide binaire en proportions di érentes dans les deux feuillets de la bicouche. Un hamiltonien
de Landau, qui décrit les interactions entre les lipides dans un feuillet, est couplé à un ha-
miltonien d’Helfrich qui rend compte des propriétés élastiques du système via une courbure
spontanée et un module de courbure élastique qui dépendent de la composition locale. Dans
ce modèle, le système présente di érentes phases thermodynamiques qui peuvent être asso-
ciées à des domaines soit épais soit courbés. Les domaines épais sont de bons candidats pour
modéliser les radeaux (ou «rafts») lipidiques, qui jouent supposément le rôle de plate-forme
de signalisation pour les cellules.
La seconde partie porte sur l’impact de ces di érentes phases sur la forme globale des
vésicules. Pour répondre à cette question nous avons développé un programme numérique qui
simule des vésicules composées de di érents lipides. Lors de la comparaison de nos premiers
résultats avec les solutions du modèle analytique, nous nous sommes aperçus qu’il existe une
di érence importante entre les paramètres élastiques microscopiques et ceux associés aux
spectres de fluctuations mesurés. En e et, deux paramètres su sent pour décrire le modèle
de Helfrich, la tension de surface et le module de courbure élastique. Bien que les variations
du module de courbure soient faibles, celles de la tension de surface sont importantes. Nous
avons obtenus une formule simple qui relie la tension microscopique à celle du spectre des
fluctuations. A l’aide de simulations Monte Carlo extensives et précises nous avons vérifié
l’accord de ces résultats. De plus, nous avons étudié la transition de la forme sphérique à
la forme «érythrocyte» et montré qu’elle pouvait être associée à l’annulation de la tension
de Laplace du système. Nous avons également re-exploré la renormalisation des paramètres
du modèle d’Helfrich pour une membrane plane et fait une analogie avec le modèle ‡ non-
linéaire, un modèle de spins bien connu en matière condensée.
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Abstract
The cell membrane is an object playing many roles in biology. It is used in particular
as a selective barrier between the interior and the exterior of a cell. A membrane is a bi-
layer composed mostly of lipids, and in particular of phospholipids, in which proteins can
be inserted. The membrane needs to control the spatial organization of proteins to achieve
various biological functions. In condensed matter physics, an interface usually means a boun-
dary between two phases, the fluctuations of such border can be studied with the tools of
statistical physics and those of critical phenomena. It is in this context that our work is
inscribed.
In a first part, we are interested in the two-dimensional organization of lipids in the
membrane. We have developed an analytical model of a vesicle, a three-dimensional object
consisting of a closed membrane, where the lipid bilayer is modeled as a binary mixture with
di erent average compositions on both leaflets. A Landau hamiltonian describing the lipid-
lipid interactions on each leaflet is coupled to a Helfrich one, accounting for the membrane
elasticity, via both a local spontaneous curvature, and a bending modulus which depend on
the local composition of lipids. In this model there are di erent thermodynamics phases that
can be associated with thick or curved patches. These thick patches are good candidates for
modeling lipidic rafts, which serve as signaling platforms for cells.
The second issue concerns the impact of the di erent phases on the global shape of the
vesicles. To answer this, we developed a numerical code that simulates vesicles composed
of various lipids. When we compared our first results with analytical solutions, we realized
that there is a significant di erence between the microscopic elastic parameters and those
associated with the fluctuation spectrum in the output of the simulation. Indeed, two para-
meters are enough to describe the Helfrich hamiltonian, the surface tension and the bending
modulus. Although we observe small changes in the bending modulus, those of the surface
tension are important. We have obtained a simple formula which connects the microscopic
tension with the one associated with the fluctuation spectrum. Using extensive and accurate
Monte Carlo simulations we checked the agreement of these results. In addition, we have
studied the transition from the spherical shape to the "erythrocyte" one and showed that
it could be associated with the cancellation of the Laplace pressure. We also explored the
renormalization of Helfrich parameters for a flat membrane and proposed an analogy with
the nonlinear ‡ model, a well known spin model in condensed matter.
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1.1 Les membranes lipidiques et leur organisation
Les membranes biologiques sont une part importante de toutes les formes de vie sur Terre
car elles séparent le matériel cellulaire du monde extérieur, en maintenant un jeu complexe
de di érences en composition chimique entre les cellules et leur environnement [1]. En plus
de leur rôle de barrière, séparant l’intérieur et l’extérieur des cellules, les bicouches lipidiques
encapsulent presque toutes les cellules des organismes de la famille des eucaryotes [2]. Mais
leur rôle ne se limite pas à celui de barrière passive. En e et, elles doivent également ré-
pondre à de nombreuses contraintes pour assurer les fonctions biologiques des organismes
dont elles font partie. Les membranes assurent notamment le passage de nutriments, essen-
tiels à la cellule, et l’évacuation des déchets cellulaires. De plus, elles doivent être flexibles,
pour s’adapter à la croissance de la cellule ou à des contraintes extérieures, ainsi qu’être
capables de changer de forme et de topologie. Par exemple lors de la mitose une cellule se di-
vise en deux nouvelles cellules dont chacune possède une membrane fermée et continue. Afin
d’assurer leurs fonctions variées, les membranes biologiques possèdent une organisation com-
plexe. Dans la vision moderne de la biologie [3], il est admis que l’organisation de systèmes
complexes ne peut pas être entièrement programmée. Il est plus simple de coder des méca-
nismes. Pour cela, les systèmes biologiques utilisent toutes les propriétés physico-chimiques
à leur disposition. Ces propriétés sont bien sûr reliées aux molécules qui les composent.
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1.1.1 La membrane biologique : un système complexe
Les membranes biologiques sont des objets complexes à deux dimensions qui évoluent
dans un espace à trois dimensions. Cette remarque peut sembler naïve mais elle permet de
comprendre les questions fondamentales qui sont reliées à l’organisation des membranes. En
e et, elles possèdent deux échelles de structuration qui interagissent. La première concerne
leur organisation dans l’espace et la seconde leur organisation dans le plan.
Les travaux de Singer et Nicholson établirent en 1972 le «fluid mosaic model» des mem-
branes biologiques [4] à partir d’observations par microscopie et de biologie moléculaire. Ce
modèle décrit la membrane comme un fluide, une bicouche lipidique, constituée de lipides
et de cholestérol dans lequel d’autres macromolécules, telles que des protéines, sont insérées.
Nous donnons sur la fig. 1.1 une représentation du modèle de Singer et Nicholson. Cette
vision a ensuite évoluée pour rendre compte de la grande diversité de systèmes membra-
naires [2], notamment à propos des hétérogénéités. Par exemple, les membranes constituées
de di érents types de lipides non miscibles peuvent avoir une organisation très complexe.
Pour ces membranes, les lipides peuvent former des structures sous-jacentes telles que des
domaines de tailles micrométriques appelés «rafts» qui jouent le rôle de plateformes pour les
protéines : c’est-à-dire qui aident à la signalisation cellulaire. Ils sont principalement dû à la
présence de régions de concentration élevée en cholestérol. Celui-ci en rigidifiant la membrane
structure le système, comme l’illustre le schéma de la fig. 1.1 où les protéines sont entou-
rées de cholestérol. Ce point sera détaillé dans la suite du chapitre. Sur cette même figure
est représenté, en plus des protéines et des lipides, le cytosquelette. Celui-ci est composé
principalement de deux types de filaments :
• Les filaments d’actine : ils forment un gel cortical qui rigidifie la membrane. Leur
longueur de persistance est ¸p ≥ 10≠5 m.
• Les microtubules : Ces filaments très rigides (¸p ≥ 10≠2 m) s’organisent en une struc-
ture radiale à partir du centrosome de la cellule. Ils permettent notamment le dé-
placement de di érents moteurs moléculaires tel que les kinésines ou les dynéines. Ils
sont également impliqués dans le positionnement des chromosomes durant la mitose.
Le ratio en nombre entre les protéines et les lipides varie de façon drastique dans les cellules
de 1/4 à 4 [3]. Dans les membranes biologiques un grand nombre de protéines di érentes sont
présentes. Les principaux groupes sont représentés sur la fig. 1.1. Il s’agit des protéines trans-
membranaires qui sont incluses dans la bicouche lipidique et des protéines périphériques qui
sont ancrées à la membrane. De plus ces protéines peuvent exister dans des configurations
di érentes qui dépendent de l’environnement (par exemple la concentration en ion, la tempé-
rature, la pression). C’est le cas des canaux ioniques qui permettent à la cellule de contrôler
le flux de matière et d’information entre l’intérieur et l’extérieur de la cellule. Enfin, les deux
feuillets de la bicouche sont asymétriques et préservent leurs compositions grâce à un taux
d’échange lent entre les deux feuillets qui peut être contrôlé par la cellule. Les protéines
peuvent di user plus ou moins librement, leurs coe cients de di usions étant inférieures à
celui des lipides (D ≥ 10≠2cm2/s) [5].
Dans cette section, nous voulions donner un aperçu de la complexité des membranes
biologiques afin que le lecteur perçoive la nécessite d’étudier des systèmes modèles. En e et
les membranes étant des objets complexes et variés, elles sont caractérisées par un grande
nombre de mécanismes et de phases. Nous allons limiter notre discussion à des systèmes et
à des phénomènes particuliers. Nous reprenons la définition des lectures de S. Leibler [6] :
• Nous allons considérer des systèmes modèles simples : bicouche liquide pure (sans
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Figure 1.1 – Schéma d’une membrane plasmique, dont les composants sont évoqués dans le
texte. (source : G. Geibel, http ://sun.menloschool.org/≥cweaver/cells/c/cell_membrane/)
protéines), membrane de géométrie simple (sphère, plan).
• Nous nous concentrerons sur les propriétés d’équilibre de ces systèmes.
• Nous étudierons principalement des mécanismes universels, tels que les transitions de
phase ou encore la signification des grandeurs mécaniques qui les caractérisent.
Il est tentant de penser que les phénomènes que nous décrivons sont nécessaires à la compré-
hension des systèmes biologiques comme les membranes, et des phénomènes observés dans
celle-ci. Cependant, des précautions sont à prendre lorsque nous voulons les appliquer à de
«vraies» membranes biologiques pour les raisons énumérées ci-dessus :
• Les vrais systèmes sont complexes, ils contiennent un grand nombre de molécules
variées dont les propriétés sont souvent non triviales.
• Elles sont généralement hors équilibre.
• Leur forme ou leurs mécanismes sont spécifiques plutôt que génériques et donc bien
évidemment non universels.
Il est préférable de penser que les phénomènes que nous allons décrire sont des phénomènes
physiques induits par des objets biologiques. (S. Leibler, [6])
1.1.2 Formation de bicouches lipidiques
Le lipide : une molécule amphiphile
Le point de départ pour comprendre l’organisation spatiale dans les membranes est de
supposer que leur forme est contrôlée par les propriétés des molécules qui la composent,
constituées de deux sous-unités. Chacune possède des propriétés physiques di érentes. La
première est hydrophile, nous parlerons de tête, capable de former des ponts hydrogènes
avec les molécules d’eau. La seconde est une partie hydrophobe appelée queue fig. 1.2.a. La
relation conflictuelle d’a nité entre les deux régions de ces constituants font qu’elles sont
désignées comme molécules amphiphiles, c’est-à-dire qu’elles aiment et réprouvent à la fois
l’eau.
Dans la nature, ces molécules font généralement partie de la famille des lipides. Ces
lipides sont souvent considérés comme membres des 4 briques élémentaires avec lesquelles
le monde vivant est construit (avec les protéines, les sucres et les acides nucléiques) [2]. Il
s’agit d’une famille de molécules très riche, plus de mille lipides di érents sont répertoriés
4 Chapitre 1. Introduction
(a)
Queue
Tête
Phosphatidylcholine
1 nm
5 nm
bicouche(c)
liposome(d)
micelle(b)
Figure 1.2 – Représentation schématique en coupe d’un lipide et des di érentes structures
qu’il peut former en milieu aqueux. (a) Lipide de type phosphatidycholine avec la tête polaire
en bleu et la queue hydrophobe en rouge. (b) Micelles : deux exemples de structure formée
par des lipides possédant une courbure spontanée di érente. A gauche la courbure spontanée
est positive tandis qu’a droite elle est négative. (c) Bicouche lipidique composée de lipides
de courbure spontanée nulle. (d) Représentation d’une vésicule, les lipides en excès sur le
feuillet externe sont en bleu foncé.
dans le monde eucaryote et procaryote [1]. Cependant, ils peuvent être répartis en 3 groupes
principaux [3] :
• phosphoglycérides : Ils sont construits à partir du glycérol, les principaux sont : phos-
phatidylcholine (PC), phosphatidylsérine (PS), phosphatidyléthanolamine (PE).
• sphingolipides : de structure presque identique aux phosphoglycérides, mais le glycé-
rol n’est pas présent. Ils sont construits à partir de la molécule de sphingosine, par
exemple la sphingomyéline (SM).
• cholestérol : il a une structure complétement di érente. La queue hydrophobe consiste
en 4 cycles carbonés et un groupe hydroxyle constitue la tête polaire.
Même les lipides d’un même groupe possèdent une grande variabilité chimique. Notamment
à cause des variations possibles de groupe pour la tête polaire ou bien d’une chaine hydro-
carbonée di érente, soit par sa longueur, soit par son nombre d’insaturations.
Quand ces lipides sont présents dans l’eau, pour une concentration su samment éle-
vée [7], supérieure à la concentration micellaire critique, ils vont s’auto-organiser en une
structure tridimensionnelle de façon à minimiser les contacts des queues hydrophobe avec
l’eau environnante. Les têtes polaires forment ainsi une interface qui sépare les molécules
d’eau des queues hydrophobes des lipides. Le moyen le plus simple de réaliser une telle in-
terface est une bicouche lipidique, une représentation de celle-ci est donnée sur la fig. 1.2(c)
et sur la fig. 1.2(d) (bicouche fermée), mais il ne s’agit pas des seules structures possibles.
Pour le moment nous nous sommes concentrés sur les propriétés physico-chimiques des li-
pides. Cependant, pour comprendre la grande diversité de formes il faut faire appel à d’autres
caractéristiques, notamment leur géométrie. La géométrie de ces molécules est définie à par-
tir du ratio occupé par le volume de la tête polaire et celui de la queue hydrophobe. Il dépend
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de la composition chimique des lipides, c’est-à-dire du nombre de queues hydrophobes, du
nombre d’insaturations et de la taille du groupe de la tête polaire [8]. Sur la fig. 1.2(b,c)
nous avons représenté 3 géométries de lipides ainsi que les structures qu’ils formeront. Les
premières fig. 1.2(b) sont des micelles, les lipides qui la composent sont caractérisés par une
asymétrie entre leurs têtes et leurs queues : ils ont donc une géométrie conique. Pour di é-
rencier les deux cas de figure nous introduisons la notion de courbure, elle est définie comme
positive dans le schéma de gauche et négative dans celui de droite. Pour la courbure associée
aux lipides nous parlerons de courbure spontanée pour la di érencier de la courbure associée
à la forme de l’objet.
Enfin, la dernière forme possible est la bicouche fig. 1.2(c). Les lipides qui composent
cette bicouche sont de courbure nulle ou faible. Cependant cela n’implique pas que l’objet
soit plan. Par exemple ces bicouches peuvent former des liposomes ou vésicules dans le
cas d’une distribution asymétrique en nombre. En e et pour des objets fermés, la surface
donnant sur l’extérieur de la vésicule est supérieure à celle donnant sur l’intérieur. Il est
donc nécessaire que plus de lipides soient présents sur le feuillet externe que sur le feuillet
interne. Il s’agit d’un des mécanismes supplémentaires à l’origine de la courbure spontanée,
cf. fig. 1.2(d) où les lipides en excès sont représentés d’une couleur di érente. Les membranes
biologiques sont formées à partir de ces bicouches. Dans la suite nous allons nous restreindre
à l’étude des bicouches lipidiques sous forme soit de membrane plane, soit de vésicule.
Rôle de l’environnement
La compréhension de ces systèmes provient de l’étude systématique de membranes in
vitro appelées «Giant Unilamellar Vesicle» (GUV). Ces systèmes micrométriques voire
millimétriques sont obtenus à partir de solutions de lipides sur lesquelles une contrainte est
appliquée. Il peut s’agir, par exemple, d’un champ électrique [9]. Lors de l’étude des GUV,
il est devenu évident que l’environnement était un point central pour comprendre les formes
des vésicules ainsi créées [10]. En e et, expérimentalement il est possible d’observer une
transition morphologique lorsque les conditions thermodynamiques changent. Qu’il s’agisse
de la température [11], d’une force appliquée [12] ou même de la présence d’un champ
électrique [9]. Sur la fig. 1.3 est représentée une vésicule sphérique qui change de forme
sous l’e et de la température. Elle devient une vésicule ellipsoïde oblate avant de se séparer
en deux vésicules distinctes. Comme pour les lipides, un des paramètres importants pour
les vésicules est le ratio du volume de la vésicule et de son aire. Dans la littérature est
communément utilisé le terme de volume réduit v. Il est défini comme le ratio entre le
volume de la vésicule V et le volume d’une sphère d’aire égal à l’aire A de la vésicule :
v = 3
Ô
4ﬁV
A3/2 . (1.1)
Ce volume réduit permet de caractériser l’excès d’aire – accessible pour les fluctuations et
pour les changements de forme. Pour v = 1 la vésicule est une sphère parfaite tandis que
pour v < 1 la vésicule possède un excès d’aire (– > 0). Si les fluctuations peuvent ab-
sorber – la vésicule reste sphérique, sinon sa forme doit s’adapter. C’est ce qu’on observe
sur la fig. 1.3. Lorsque la température augmente la vésicule ne peut pas absorber – et doit
changer de forme, d’où la transition vers une forme oblate. À partir d’une certaine tempéra-
ture critique la vésicule finit par devoir «éjecter» l’aire en excès formant ainsi une nouvelle
vésicule. La séparation en deux vésicules correspond à ce qu’on appelle une transition de
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10 µm
T27.2 C 36.0 C 39.1 C
V = 12200 µm3
A = 2570 µm2
V = 12200 µm3
A = 2770 µm2
V = 12000 µm3
A = 2820 µm2
V = 12000 µm3
A = 2800 µm2
v = 0.99 v = 0.89 v = 0.86 v = 0.85
41.0 C
Figure 1.3 – Transition morphologique d’une vésicule, de volume V et d’aire A, composée
deDMPC en réponse à un changement de température avec v le volume réduit de la vésicule
définit à l’éq. (1.1). La vésicule initiale, à 27, 2¶C évolue vers une forme oblate avant une
transition de bourgeonnement («budding») à 41¶C. La figure est adaptée des travaux de J.
Käs et al [11].
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Figure 1.4 – Représentation schématique de la phase d’un mélange lipidique en fonction de
la température T . Deux phases sont représentées selon l’axe perpendiculaire à la membrane
(eˆx, eˆz) et selon l’axe tangent (eˆx, eˆy). La phase gel apparaît pour des températures inférieures
à la température critique, Tm, et le phase liquide pour T > Tm.
«budding», bourgeonnement en français. Les membranes des vésicules supportent un grand
nombre de changements de forme en réponse à des perturbations physiques ou chimiques de
l’environnement. L’étude de ces réponses permet de caractériser les membranes [9].
1.1.3 Organisation d’une membrane lipidique complexe
Fluidité de la membrane
En plus de l’organisation dans l’espace, il existe une organisation dans le plan tangent
à la membrane. En e et, généralement les lipides peuvent exister dans di érentes phases.
Deux exemples étant une phase gel et une phase liquide (Ld), celles-ci vont dépendre de la
température T du système. Pour un système à la température T en dessous d’une tempéra-
ture Tm le système sera dans une phase gel et transitera vers la phase liquide si T devient
supérieur à Tm. Cette température dépend bien sûr des lipides qui composent la membrane,
notamment de
• la longueur de la chaine carbonée, Tm augmente avec celle-ci
• du nombre d’insaturations, les chaines complètement saturées s’ordonnent plus faci-
lement.
La phase gel est caractérisée par son organisation spatiale périodique (ou pseudo-périodique),
autrement dit il existe des corrélations longue distance dans le plan transverse à la mem-
brane entre la position des lipides (voir fig. 1.4). Pour la phase liquide, de telles corrélations
n’existent pas. L’organisation des queues lipidiques est également di érente. Dans la phase
gel les queues sont ordonnées, presque toutes sont en configuration «trans» et les excita-
tions «cis» sont rares, tandis qu’elles sont désordonnées dans la phase liquide. Les coe -
cients de di usion des lipides dans les deux phases ne sont pas les mêmes [13] : phase gel :
DG ≥ 10≠3µm2/s, phase liquide : DL ≥ 1µm2/s. Enfin, il existe di érents types de phases gel
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(a) Phosphatidylcholine (b) Cholestérol (c)
1.25 nm
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Figure 1.5 – Représentation schématique en coupe, dans le plan perpendiculaire à la mem-
brane, de la phase liquide et de ses composants. (a) phosphatidylcholine, (b) cholestérol.
(c) E et de l’inclusion d’une molécule de cholestérol entre deux lipides. (c) Phase liquide
désordonné Ld, (d) phase liquide ordonné Lo.
et liquide, notamment la phase gel P—Õ introduite par Seifert [14], elle est représentée sur la
fig. 1.4. À la température physiologique, une grande partie des membranes biologiques sont
dans la phase fluide (Tm[DPPC] = 41¶C et Tm[DOPC] = ≠22¶C), il est donc naturel que
nous nous intéressions principalement aux membranes fluides.
En réalité les membranes cellulaires sont des objets bien plus complexes qu’un mélange de
lipides homogène. En e et, elles ne sont pas constituées d’un seul type de lipides mais d’un
mélange de plusieurs lipides. Pour les mammifères, les lipides qui composent la membrane
cellulaire sont principalement de la famille des phospholipides (PC, PS, PE, SM) et du
cholestérol (de 0 à 40%) [3]. Pour se rapprocher des membranes cellulaires, il faut donc
regarder comment se comportent les bicouches composées de lipides di érents.
Vers une bicouche complexe
Les variations de composition en lipides des membranes sont connues pour modifier leurs
propriétés. Par exemple, le cholestérol, représenté sur la fig. 1.5(b), rigidifie la membrane
en s’intercalant dans la région hydrophobe fig. 1.5(c) et en limitant ainsi l’espace accessible
aux queues des phospholipides [15, 16]. Pour ces membranes, contenant du cholestérol, il est
intéressant d’introduire le concept de phase liquide ordonné Lo. Il s’agit d’une phase liquide,
sans corrélation entre les positions des têtes polaires, mais, contrairement à la phase Ld, les
chaines carbonées hydrophobes possèdent un ordre orientationnel. Cela est dû au cholestérol,
qui en s’intercalant, abaisse le nombre de degrés de liberté des queues hydrophobes, ce qui
a pour e et de «peigner» la chaine carbonée et donc d’allonger la molécule [cf. fig. 1.5(e)]
créant ainsi la phase Lo. Ces deux phases peuvent être distinguées par des coe cients de
di usion di érents : DLd > DLo . Cela a été mesuré expérimentalement grâce à di érentes
techniques, notamment le FCS, «Fluorescence Correlation Spectroscopy» [17].
Quand deux où plusieurs lipides de di érentes tailles ou de di érentes géométries doivent
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cohabiter dans une unique structure cela peut aboutir à la formation d’une organisation
complexe dans le plan tangent à la bicouche. Notamment la formation de domaines de
composition ou de forme variées est possible : on parlera alors de système hétérogène. Ces
domaines sont entre autres dus au mésappariement (ou «mismatch»), c’est-à-dire à la dif-
férence de taille entre les type de lipide de la bicouche. Il est admis que le cholestérol, en
modifiant la longueur des lipides de la membrane, cf. fig. 1.5, joue un rôle important dans la
formation de ces structures [18]. De plus, les domaines lipidiques peuvent être corrélés entre
les deux feuillet de la bicouche ou non [19].
Les diagrammes de phase d’un grande nombre de mélanges binaires et tertiaires ont
été étudiés dans la littérature [15, 16]. Par exemple dans des GUV formés d’un mélange
de DOPC-SM-cholestérol, Baumgart et al ont mis en évidence la formation de domaines
circulaires ou en bandes [20]. Ces domaines consistent en deux phases distinctes :
• une phase liquide désordonné Ld riche en DOPC
• une phase liquide ordonné Lo riche en SM
Comme nous l’avons dit précédemment, la di érence entre ces phases est caractérisée par leur
organisation et par une chute de la mobilité. Sur la fig. 1.6 sont représentés di érentes GUV
que Baumgart et al ont obtenues pour des températures et des concentrations di érentes.
Des domaines Ld et Lo apparaissent, cependant ils peuvent être de tailles et de structures
très variées. Sur la fig. 1.6(a) les domaines sont circulaires tandis qu’ils sont organisés en
bandes sur la fig. 1.6(b). De plus la température peut jouer un rôle important sur la taille des
domaines. Sur la fig. 1.6(c) à basse température (25¶C) les lipides se séparent en deux grands
domaines, plus tard à l’aide du modèle de Landau nous verrons que cela correspond à une
macro-séparation de phase. Pour le même type de vésicule (même composition), mais pour
une température plus élevée, les lipides se séparent en domaines de tailles plus petite. Cet
exemple illustre une compétition entre deux mécanismes. L’un cherche à réduire la surface
de contact entre les deux phases Ld et Lo, on parle alors de tension de ligne. Le second, lui,
veut diminuer la surface des domaines. Ces mélanges, composés de DOPC-SM-Cholestérol
sont de bons candidats pour les «rafts» discutés au dessus.
La fig. 1.6, en plus de montrer une organisation dans le plan tangent à la membrane,
montre également une corrélation entre les deux échelles d’organisation. En e et, sur les
fig. 1.6(c,b), les zones les plus courbées sont principalement composées de lipides en phase
liquide désordonné Ld (représenté en rouge), tandis que les zones de plus faible courbure
semblent associées aux lipides en phase liquide ordonné Lo. L’interaction entre ces deux
échelles se traduit par deux mécanismes :
• Lipide-centré : les propriétés des lipides, telle que la courbure spontanée, contrôlent
la forme de la vésicule, celle-ci s’adapte à la courbure de ses constituants.
• Vésicule-centré : la forme de la vésicule s’impose comme une priorité et les lipides
s’adaptent en retour. Par exemple, dans le cas d’une transition de bourgeonnement,
cf. fig. 1.3, les lipides possédant une courbure spontanée préféreront se positionner sur
les régions les plus courbées comme sur la fig. 1.6(c).
En réalité les deux mécanismes sont couplés, cependant la vision dominante dans la littéra-
ture est la première.
Dans la section précédente nous rappelions le rôle de l’environnement dans la forme des
vésicules, nous savons maintenant que pour comprendre l’organisation complète de ces objets
il faut un modèle qui relie les deux.
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Figure 1.6 – Séparation de phase pour des GUV de composé de DOPC-SM-Cholestérol.
Les deux phases sont marquées avec des fluorophores pour les di érencier, la phase liquide
désordonné en rouge (Ld), la phase liquide ordonné en bleu (Lo). Les troisGUV sont données
pour di érentes compositions et di érentes températures. La figure (a) illustre l’organisation
en phase hexagonale, la figure (b) en phase bande. Les figures (c) et (d) montre le couplage
entre la forme et l’organisation des lipides, notamment les zones courbées. La figure est issue
de [20].
1.2 La membrane lipidique : un objet élastique
Pour étudier les membranes lipidiques, il est important de di érencier deux types de
propriétés pour les membranes :
• Les propriétés collectives : elles sont identiques pour toutes les vésicules d’un même
échantillon. Celles-ci dépendent principalement des grandeurs thermodynamiques du
système et de sa composition.
• Les propriétés individuelles qui sont di érentes pour toutes les vésicules, par exemple
leur volume réduit, éq. (1.1), ou encore la courbure spontanée des lipides.
Dans cette section nous allons nous concentrer sur la description des propriétés collectives
des membranes et plus précisément des propriétés élastiques d’équilibre de celles-ci. Tout
d’abord, nous présenterons les principales déformations élastiques qui s’appliquent aux mem-
branes ainsi que l’énergie qui permet leur modélisation. Dans une seconde partie, nous pré-
senterons le modèle de Helfrich, avant de présenter brièvement le plan de la thèse. Cette
section est construite, pour la partie théorique, à partir du cours de Master 2 intitulé Bio-
polymères et bio-membranes, biophysique de la molécule unique fait par N. Destainville et
M. Manghi à Toulouse, des lectures de D. R. Nelson et de celles de F. David issues de [6] et
de l’article de revue de R. Dimova et al [9].
1.2.1 Modes de déformation d’une membrane
Toutes les configurations d’une membrane peuvent être décrites à partir d’une combinai-
son de déformations élémentaires. Sur la fig. 1.7 nous représentons 4 des principaux modes de
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Figure 1.7 – Schéma représentant les di érents modes de déformation des membranes li-
pidiques : extension/compression («dilatation»), glissement relatif des feuillets («monoloyer
slipping»), courbure («bending»), cisaillement («shear») et les di érents constantes qui ca-
ractérisent la réponse des membranes à ces déformations. La figure est issue de la revue de
R. Dimova et al [9].
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déformations. Ces modes peuvent s’écrire en fonction des grandeurs géométriques associées
à la membrane [6] : la courbure moyenne 2H, la courbure de Gauss K et de l’aire par lipide
a. Un des moyens utilisés en physique pour modéliser un système est d’associer un coût en
énergie lorsque celui-ci s’éloigne de la configuration dite de référence.
Ici, nous allons décrire plus précisément deux modes de déformations : extension/compression
et la courbure, ainsi que l’énergie libre qui leur est associée. Les deux autres modes, le cisaille-
ment et le glissement relatif des feuillets ne vont pas nous intéresser. En e et, le cisaillement
n’est pas présent dans les fluides. Cela dit les bicouches lipidiques, selon la température et
de la composition, peuvent se trouver dans une phase gel et les membranes biologiques sont
polymérisées par le cytosquelette (Cf. fig. 1.1), ce qui confère à la bicouche une résistance
au cisaillement. Dans ces cas, ce terme est à prendre en compte. Le glissement des feuillets
lui est associé à la friction lors du déplacement d’un feuillets par rapport à l’autre. Pour
une description complète et réaliste de la dynamique de la membrane il est à prendre en
compte [9]. Nous allons nous concentrer sur une description des membranes à l’équilibre.
Extension/Compression
Ce terme pénalise les changement d’aire de la membrane par rapport à une aire de
référence, qu’il s’agisse d’une extension où d’une compression. Chaque lipide occupe une
surface, a0, qui dépend principalement de la taille du groupe de sa tête polaire et de la
température. Lorsque la membrane subit une compression ou une dilation, par exemple
lorsque une force s’applique sur le système, cette aire est modifiée à une valeur a = a0+ a.
On peut écrire le coût en énergie d’une telle modification comme :
Fa =
Ka
2
⁄
dS
A
 a
a0
B2
(1.2)
où dS est l’élément de surface élémentaire qui s’écrit dS = Ôgd2x avec g la métrique de la
surface. Ka est le module de compressibilité dont les valeurs caractéristiques sont comprises
entre 50 et 70 kBT/nm2 [21], où kB est la constante de Boltzmann (ƒ 1.38◊ 10≠23 J/K). Ce
module dépend de la phase dans laquelle les lipides se trouvent. Dans l’éq. (1.2),  a n’est
pas forcément homogène, c’est-à-dire que sa valeur pourrait dépendre de la position sur la
membrane, cependant généralement ce type de déformation est considéré comme homogène
et isotrope. Si la contrainte appliquée est supérieure à une valeur critique, appelée tension
de lyse, la membrane se déchire.
Courbure
Quand une région de la membrane est courbée par rapport à une référence, par exemple
le plan dans le cas de la bicouche fig. 1.2(c), les têtes et les queues des lipides doivent se
réorganiser au sein du feuillet afin de minimiser les contacts entre les queues hydrophobes et
les molécules d’eau environnantes. L’énergie associée à cette réorganisation peut s’écrire en
fonction du tenseur de courbure :
Fc =
Ÿ
2
⁄
dS (2H ≠ C)2 + Ÿ¯2
⁄
dS K (1.3)
avec 2H la courbure moyenne et K la courbure de Gauss. C’est deux termes s’expriment en
fonction des courbures principales qui sont les valeurs propres du tenseur de courbure Ki,j
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Figure 1.8 – Schéma représentant di érentes surfaces cas de courbure principale K1 et K2.
défini comme [6] :
Ki,j © DiDjX (1.4)
où X est la position et Di est la dérivée covariante par rapport à la coordonnée i = {1, 2}.
Une représentation de plusieurs cas de figure est donnée sur la fig. 1.8. À partir du tenseur de
courbure, nous avons 2H = Tr(Ki,j) etK = det(Ki,j). Ces deux grandeurs sont des invariants
du système et ils ne dépendent ni du système de coordonnées choisi ni de la paramétrisation
de la surface courbe.
De plus il est possible de montrer que le dernier terme de l’éq. (1.3) se simplifie. En
e et, la courbure de Gauss K est une grandeur intrinsèque, cette propriété se traduit par le
théorème de Gauss-Bonnet qui assure que l’intégrale de la courbure de Gauss sur une surface
fermée ne dépend que de la caractéristique d’Euler ‰ :⁄
dSK = 2ﬁ‰ = 4ﬁ(1≠ g) (1.5)
avec g Ø 0 le genre de la surface [6], un invariant topologique qui ne dépend que du nombre
de «trous» : g = 0 pour une surface sans trou, g = 1 pour un trou, etc. (cf. fig. 1.9).
Les trois paramètres de ce modèle sont :
• Le module de rigidité de courbure Ÿ ≥ 5≠ 50kBT : Il dépend des détails moléculaires
constituant la membrane (épaisseur de la membrane Ÿ Ã e3 pour une membrane
homogène, de l’interaction entre les têtes polaires et de l’organisation des queues), il
varie également avec les conditions thermodynamiques du système (T , pH).
• Le module de courbure gaussien Ÿ¯ ≥ Ÿ : Il caractérise l’énergie associée à la topologie
du système. Ÿ¯ est très di cilement mesurable, en e et il ne joue un rôle qu’en présence
de fluctuations topologiques. Ces fluctuations sont attendues à des échelles supérieures
à la longueur de persistance de la membrane.
• La courbure spontanée C : elle caractérise la courbure d’équilibre de la membrane et
dépend de la composition relative entre les deux feuillets. En e et, une asymétrie en
nombre de lipides et en composition entraine un C ”= 0.
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g = 1 g = 2g = 1
Figure 1.9 – Vésicules de di érentes topologies : (a) vésicule torique, (b) cyclide de Dupin
(c) vésicule bouton. La figure est issue de l’article de Michalet et al [22].
Pour un détail des valeurs des paramètres associé aux 4 modes de déformations de la
fig. 1.7 nous renvoyons à la revue de [9], qui présente des résultats expérimentaux obtenus
pour des GUV dans la phase liquide et dans la phase gel.
1.2.2 Modèle de Helfrich
Nous allons maintenant introduire le modèle de Helfrich [23]. Il s’agit d’un modèle continu
à deux dimensions (d = 2), l’aspect discret des lipides est oublié, basé sur la théorie de
l’élasticité. Il permet notamment de décrire les di érentes déformations bidimensionnelles qui
s’appliquent aux membranes. En e et pour simplifier le problème, l’épaisseur, e ƒ 5 nm, est
négligée devant les deux longueurs des directions latérales à la surface (de 100 nm à 10 µm),
la membrane est considérée comme un film d’épaisseur nulle et incompressible —Ka ∫ 1.
La fig. 1.10 représente une membrane liquide globalement parallèle au plan (x, y). Nous
allons utiliser la représentation de Monge pour cette membrane, c’est-à-dire écrire le vecteur
position X comme :
X = (x, y, h(x, y)) © (x, h(x)) (1.6)
Dans cette représentation le vecteur normal à la surface s’exprime comme :
n(x) = 1Ô
g
Qcaˆxhˆyh
1
Rdb (1.7)
où la métrique g =
Ò
1 + (Òh)2 dans cette paramétrisation etÒ est le gradient à deux dimen-
sions. «Si nous nous représentons les lipides de la membrane comme des bâtonnets rigides
amphiphiles, il est normal d’associer les vecteurs normaux à l’axe local d’un lipide.» [6]. En
discrétisant la surface comme représenté sur la fig. 1.10 nous pouvons écrire un modèle sur
réseau de l’énergie de courbure, éq. (1.3) :
Hh = Ÿ˜
ÿ
Èi,jÍ
ni · nj (1.8)
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Figure 1.10 – Membrane liquide de surface A projetée sur le plan cartésien. La surface
projetée As est discrétisée en un réseau carré. À chaque maille est associée au vecteur ni
normal à A.
où la somme se fait sur tous les couples de premiers voisins et Ÿ˜ est le module de rigidité
élastique.
L’éq. (1.8) ressemble à l’énergie du modèle ferromagnétique d’Heisenberg, les vecteurs
normaux étant analogues aux spins et Ÿ˜ joue le rôle de la constante d’échange. La symétrie
de rotation est brisée à T = 0, tous les spins sont alignés selon la direction eˆz, Nelson parle
de «phase ferromagnétique» [6]. Cependant, dans ce modèle à d = 2, toute structuration
à grande échelle est détruite par les ondes de spin pour T ”= 0. Il existe cependant une
di érence entre le modèle d’Heisenberg et celui qui nous permet de décrire les membranes.
En e et, n doit appartenir à la surface qui contraint les vecteurs normaux à s’exprimer selon
l’éq. (1.7). Cette restriction oblige les ondes de spin a être purement longitudinales. Dans le
Chapitre 5 nous développerons cette comparaison pour mieux comprendre la renormalisation
du modèle de Helfrich.
Nous allons maintenant prendre la limite continue de l’éq. (1.7),
Hh = Ÿ˜
ÿ
Èi,jÍ
ni · nj = cst.+ Ÿ˜2
ÿ
Èi,jÍ
(ni ≠ nj)2 æ Ÿ2
⁄ Ô
g d2x |Òn|2 (1.9)
où Ÿ Ã Ÿ˜ est le module de rigidité de courbure de l’éq. (1.3), le coe cient de proportionnalité
dépend du réseau, par exemple dans le cas d’un réseau triangulaire Gompper et Kroll ont
montré que Ÿ˜ =
Ô
3Ÿ [24, 25]. À l’ordre dominant en Òh, nous pouvons négliger le facteurÔ
g de l’élément d’intégration ainsi que celui de l’éq. (1.7), nous obtenons :
Hh ƒ Ÿ2
⁄
d2x
Ë
(ˆ2xh)2 + (ˆ2yh)2 + 2(ˆxˆyh)2
È
(1.10)
ƒ Ÿ2
⁄
d2x
Ë
(Ò2h)2 + 2 det(ˆiˆjh)
È
(1.11)
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Le premier terme est juste la courbure moyenne 2H et le second est la courbure de Gauss
K. Nous obtenons ainsi le hamiltonien d’Helfrich de courbure [23]. Avec le théorème de
Gauss-Bonnet nous pouvons négliger le second terme et nous obtenons finalement
Hh =
Ÿ
2
⁄
d2x (Ò2h)2 (1.12)
Il s’agit du modèle le plus utilisé pour décrire les bicouches lipidiques essentiellement pour
deux raisons :
• Sa simplicité : le hamiltonien associé est généralement pris à l’ordre gaussien et il est
contrôlé par un seul paramètre sans dimension qui intègre les paramètres élastiques
(module d’Young et coe cient de Poisson).
• Adaptabilité : Il su t d’ajouter à ce modèle di érents termes pour décrire des mem-
branes particulières [26]. Par exemple pour modéliser des membranes polymérisées il
su t d’ajouter un potentiel qui fixe la connectivité entre les sites du réseau.
Généralement on appelle hamiltonien de Helfrich non pas celui de l’éq. (1.12) mais plutôt :
Hh[h(x)] = ‡A+ Ÿ2
⁄
d2x (Ò2h)2 (1.13)
= 12
⁄
d2x
Ë
‡(Òh)2 + Ÿ(Ò2h)2
È
(1.14)
avec ‡ la tension microscopique. C’est un multiplicateur de Lagrange, homogène à une tension
de surface, qui permet de fixer la surface moyenne de la membrane, ÈAÍ. Ce terme est
à l’origine de nombreuses confusions comme relevé par Seifert [26]. La principale étant la
confusion entre ‡ et la tension de fluctuation r. Nous en reparlerons largement. La transformé
de Fourier de l’éq. (1.14) permet de diagonaliser le hamiltonien. Elle est définie comme :
f(x) =
⁄ d2q
(2ﬁ)2 fˆ(q)e
iq·x (1.15)
fˆ(q) =
⁄
d2x f(x)e≠iq·x (1.16)
Le hamiltonien de l’éq. (1.14) s’écrit dans l’espace réciproque
Hh[h(q)] =
1
2
⁄ d2q
(2ﬁ)2
1
‡q2 + Ÿq4
2
|h(q)|2 (1.17)
En utilisant le théorème d’équipartition nous obtenons pour le spectre de fluctuations
È|h(q)2|Í = 1
—(Ÿq4 + ‡q2) (1.18)
Cette équation nous permet de construire une longueur caractéristique,
› =
Ú
Ÿ
‡
(1.19)
qui est la longueur de corrélation du système, nous démontrerons ce point dans le Chapitre 4.
Cette longueur définit deux régimes qui dépendent de l’échelle, ¸, à laquelle on se place :
• ¸ Æ › : le système est contrôlé par la courbure ;
• ¸ Ø › : la tension de surface domine.
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Table 1. Bending modulus of EPC, SOPC, SOPC : CHOL.
Lipid Bending modulus Standard deviation
  (10 20 J)    (10 20 J)
EPC 4.25 0.87
SOPC 12.6 2.6
SOPC : CHOL 29.6 3.3
vesicles have been selected) and on the quality of the fit.
We have tested the reproducibility of our measurements.
The acquisition has been performed sequentially on the
same vesicle: 2000 contours were acquired, and after a
10 s pause another series of contours was stored, and so
on. This procedure was repeated 10 times. Curves for dif-
ferent series are found superimposed (data not shown).
In these conditions, for each vesicle, we have computed
the average value of the bending modulus  ¯ over several
series of contours, weighted by the inverse of standard
deviation. We have measured M series of contours for a
vesicle indexed by i, with a bending modulus  i and a
standard deviation for this value of  i . We computed the
weighted mean of the bending modulus as
 ¯ =
 M
i=1
 i
( i )
2 M
i=1
1
( i )
2
. (27)
Under these conditions, measurements with the highest
errors contribute less. A distribution of   values has been
measured for a series of typically 10 vesicles.
The mean   value for every lipid composition is even-
tually deduced as the average value over the vesicles,
weighted as above. The values found for the bending rigidi-
ties are reported in Table 1. These results are in good
agreement with data previously obtained with di erent
techniques (see Tab. 2 for comparison). The error bars
have not been reported in Table 2 on purpose, as the
methods of calculation are quite di erent among the pa-
pers and most often underestimate the errors. Besides, our
experiment aimed at measuring fluctuation spectra rather
than bending moduli; therefore we obtained a lower ac-
curacy than recent experiments specially designed for  
measurement [30].
The fits of our data produce values of the tension rang-
ing between 2   10 8N/m and 10 6N/m. This tension
range is similar to typical values found by other authors
with spectral-analysis methods [27,24] and to the lowest
tensions accessible in micropipet experiments [11].
5 Conclusion
The method of contour analysis presented here provides
a direct measurement of the fluctuation spectrum of vesi-
cles. Although we have given a detailed analysis in the
case of spherical vesicles, it is not restricted to that case:
Table 2. Bending modulus of EPC, SOPC, SOPC : CHOL
found by other authors.
Lipid Bending Technique Ref.
modulus
  (10 20 J)
EPC 10–20 Correlation functions [19]
EPC 4–5 Vesicle contour analysis [24]
EPC 11.5 Vesicle contour analysis [28]
EPC 8 Contour analysis [22]
EPC 2.5 Electric field [13]
EPC 6.6 Vesicle contour analysis [41]
SOPC 20 Tethers on vesicle [12]
SOPC 9 Micropipets [11]
SOPC 14.4 Vesicle contour analysis [27]
SOPC 12.7 Vesicle contour analysis [41]
SOPC 18.1 Vesicle contour analysis [42]
SOPC 12.7 Vesicle contour analysis [30]
SOPC :CHOL 24.6 Micropipets [11]
ratio 1 : 1
SOPC :POPS : 36 Tethers on vesicle [56]
CHOL ratio
39.2 : 0.8 : 60
high-q modes do not depend on the actual shape. The
vesicles fluctuation spectrum has been measured for clas-
sical lipid compositions, EPC, SOPC and SOPC : CHOL.
We have adapted the theoretical expression of the fluctu-
ation spectrum for planar membranes to our experimental
conditions, and obtained a very good fit of our data sets
with this expression. The bending rigidity moduli deduced
from these fits are in very good agreement with previous
data from other groups, and the membrane tensions range
from 2  10 8N/m to 10 6N/m, which is reasonable. We
have improved the contour analysis technique in two ways.
First, the fluctuation spectrum can be fitted up to high
mode numbers and not only for the first modes as in ref-
erences [15,24,28,29]. Second, the precision of the exper-
iment is high enough to allow for a real fit of the spec-
trum by a theoretical equation and not only a derivation
of the bending modulus by an average of values found for
each mode (excluding first modes and high modes) as in
references [27,23,20,21,19]. This is the first step for mea-
suring more complex fluctuation spectra as expected, for
instance, for non-equilibrium vesicles. New spectra with
di erent scaling laws of the wave vector have been pre-
dicted for active membranes [32,33]. With our new de-
velopment of the spectral analysis, we should be able to
measure directly the spectra of active membranes (mem-
branes containing ion pumps such as the light-activated
proton pump, the bacteriorhodopsin [34]) and not only an
e ective temperature.
We would like to thank P. Girard for valuable help in compu-
tations. This work was supported by the association Procope
and an ACI (Action Concerte´e Incitative) “Physico-Chimie de
Figure 1.11 – Modules de rigidité de courbure Ÿ de membranes EPC, SOPC, SOPC :
cholestérol, obtenus expérimentalement. Ce tableau est celui de J. Pécréaux et al issu de [27].
À partir du spectre de fluctuations, éq. (1.18), on peut calculer toutes les grandeurs associées
au hamiltonien d’Helfrich. Dans cette section nous nous intéressons seulement à deux d’entre
elles, la rugosité Èh2Í et l’excès d’aire –. Dans le Chapitre 4, nous détaillerons plus en détail
l’ensemble des grandeurs ss ciées au hamiltonien. La rugosi é ’écrit :
Èh2Íc = kBT2ﬁŸ
⁄  
ﬁ/L
qdq
q2(q2 + ›≠2) =
kBT
4ﬁ‡ ln
A
L2 2/ﬁ2
1 + (› )2
B
(1.20)
avec   un cut-o  ultraviolet correspondant à la taille des lipides   = ﬁ/a et ﬁ/L un cut-o 
infrarouge associé à la taille du système, nécessaires pour éviter la divergence logarithmique
de l’éq. (1.20). L’excès d’aire st défini comme :
–plan =
kBT
8ﬁŸ ln
Ë
1 + (› )2
È
(1.21)
Nous avons introduit ces deux grandeurs pour comprendre comment les paramètres de ce
modèle sont mesurés. Le modèle de Helfrich possèdent deux paramètres, Ÿ et ‡, mais un seul
parmi eux est physique. En e et, la membrane d’une vésicule peut être considérée comme
incompressible, la tension de surf ce microscopique ‡ sert à contrôler l’aire de la membrane.
Il est donc logique que le module de rigidité de courbure Ÿ intéresse les expérimentateurs en
priorité. Le tableau de la fig. 1.11, issu de l’article de J. Pécréaux et al [27], donne des valeurs
expérimentales de Ÿ pour des membranes de vésicules composées de di érents lipides.
Plusieurs techniques de mesure de Ÿ sont utilisées :
• Micro-pipe t : le principe de cette méthode se base sur la mesure de la modification
de l’excès d’aire,  –, déplié par l’aspiration, en fonction de la tension exercée par la
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Figure 1.12 – Schéma de l’extraction d’un tube membranaire à partir d’une vésicule aspirée
par micro-pipette où f est la force appliquée à une bille attachée à la membrane, permettant
ainsi la formation et l’extraction du tube membranaire. La figure est issue de [28].
Figure 1.13 – Mise en évidence expérimentale de la relation entre la force, f , nécessaire à
l’extraction de tube membranaire et le module de courbure Ÿ, éq. (1.23) avec ‡ noté · . [28].
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micro-pipette sur la vésicule. Il s’agit d’un méthode mise au point par E. Evans [12].
La relation qui relie ces grandeurs est :
 – ƒ kBT8ﬁŸ ln
3
‡
‡0
4
+ ‡ ≠ ‡0
Ka
(1.22)
avec ‡0 la tension de référence du système. Pour des petites tensions, la pente de
la droite permet de remonter à la valeur du module de rigidité de courbure Ÿ. Des
corrections on été ajoutées par Fournier et al [29], pour prendre en compte la géométrie
du système.
• Extraction de tubes membranaires : cette expérience ressemble beaucoup à la pré-
cédente, car il s’agit également d’une expérience avec un micro-pipette. Cependant
dans celle-ci, on mesure la force, f , nécessaire à la formation et l’extraction d’un tube
membranaire. Le schéma du montage est donné sur la fig. 1.12. La force nécessaire à
l’extension du tube, une fois celui-ci formé, et le module de rigidité de courbure sont
reliés selon :
f = 2ﬁ
Ô
2Ÿ‡ (1.23)
La relation linéaire entre ces deux grandeurs permet de remonter à la valeur de Ÿ
inclus dans la pente de la droite, un mise en évidence expérimentale est donnée sur
la fig. 1.13 issue des travaux de Svetina et al [28].
• Reconnaissance et analyse de contour : elle consiste en l’ajustement numérique du
spectre de fluctuations expérimental, obtenu par l’observation en microscopie optique
de la position de la membrane, et de l’équation théorique, éq. (1.18), modifiée selon
È|h(q)2|Í = 1
—(Ÿq4 + rq2) (1.24)
la tension de surface r sert de paramètre d’ajustement pour ajuster les courbes [27].
Il existe bien d’autres méthodes et nous renvoyons le lecteur à la Thèse de M. D. El
Alaoui Faris [30], à l’article de revue de R. Dimova et al [9] et à celui de C. Monzel et al [31]
pour une description plus complète de ces techniques de mesure.
1.3 Plan du manuscrit
Cette thèse porte essentiellement sur les deux échelles d’organisation de la membrane
lipidique constituant une vésicule quasi-sphérique.
Dans le Chapitre 2, nous proposons un modèle de vésicule quasi-sphérique dont la mem-
brane est constituée de di érents types de lipides. Il couple le modèle d’Helfrich décrivant
les propriétés élastiques de la membrane et le modèle de Landau caractérisant un mélange
de lipides (dans l’Annexe A sont présentés des résultats supplémentaires reliés au modèle de
Helfrich). Ce modèle permet de rendre compte de l’apparition de la phase liquide Lo, observé
expérimentalement notamment dans les bicouches contenant de cholestérol. Ce chapitre est
essentiellement composé de l’article publié dans EPJE en 2014 [32].
Dans le Chapitre 3 nous présentons le programme numérique que nous avons développé
pour décrire ce système.
Les résultats numériques sont ensuite présentés dans le Chapitre 4, dans lequel nous
nous concentrons sur les valeurs numériques obtenues pour la tension dite de fluctuations, r,
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définie à l’éq. (1.24), qui sont bien di érentes des valeurs de la tension de surface ‡ imposée
en entrée des simulations. Cela nous permet de décrire la transition de forme des vésicules
quasi-sphériques.
Enfin dans le dernier Chapitre 5, nous faisons la calcul complet de la renormalisation de
la tension de surface et du module de courbure. Les équations de renormalisation obtenues
couplent ces deux paramètres. Nous comparons ensuite à nos résultats numériques du Cha-
pitre 4 et aux résultats variés trouvés dans la littérature. Les perspectives sont présentées
dans le dernier chapitre.
Chapitre 2
Vésicule composée de plusieurs types
de lipides
Sommaire
2.1 Introduction au modèle de mélange de lipides . . . . . . . . . . 21
2.2 Bicouches lipidiques avec une courbure spontanée et un module
de courbure dépendant de la composition locale . . . . . . . . . 25
Dans une première partie nous allons introduire le cadre théorique des mélanges de
lipides avant d’étudier dans une seconde partie les propriétés élastiques de la membrane
d’une vésicule quasi-sphérique avec des paramètres élastiques qui varient localement avec la
composition lipidique, ce modèle s’inspire des modèles fondateurs de S. Leibler et D. An-
delman [33, 34]. Dans cette partie, nous reproduisons l’article, publié dans The European
Physical Journal E, intitulé «Mixed lipid bilayers with locally varying spontaneous curvature
and bending», vol 37, p. 76.
2.1 Introduction au modèle de mélange de lipides
Dans cette section, nous allons modéliser une membrane lipidique où chaque feuillet est
composé de deux types de lipides. Les lipides vont se répartir spatialement dans les feuillets.
Il va y avoir une compétition entre l’entropie de mélange Smel et l’énergie d’interaction du
mélange Umel. Smel favorise toujours le mélange (une seule phase), alors que Umel dépend des
interactions microscopiques entre les di érents lipides. Nous allons, dans un premier temps,
montrer à l’aide d’un modèle microscopique discret [35], comment il est possible de créer un
modéle mésoscopique continu qui permet de traiter ce mélange de lipides. Nous utilisons ici
plusieurs sources [7, 35, 36].
Pour cela, considérons d’abord un mélange composé de deux espèces A, B disposées
sur un réseau plan (cf. Fig. 2.1). Les deux espèces forment un mélange uniforme à l’échelle
macroscopique. Pour ce faire, on définit SA, la surface totale occupée par l’espèce A et SB
celle occupé par l’espèce B. La fraction surfacique de ces deux composants dans le mélange,
„A et „B, est :
„A =
SA
SA + SB
et „B =
SB
SA + SB
= 1≠ „A (2.1)
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A B
Jij
a
Figure 2.1 – Schéma du réseau de maille a où deux types de molécules A et B interagissent
via J
Dans la suite, on prendra „A = „. De plus, chaque molécule occupe une surface s0 (on
suppose que les deux types de molécules occupent la même surface). Le nombre total de sites
occupés n vaut alors :
n = SA + SB
s0
(2.2)
Le nombre d’états accessibles au système, noté   (nombre de façons de disposer les molécules
sur le réseau) nous permet de définir l’entropie : S = kB ln  avec kB la constante de
Boltzmann. Par unité de surface s0 l’entropie de mélange s’écrit :
 smel = ≠kB [„ ln„+ (1≠ „) ln(1≠ „)] (2.3)
Le système va chercher à minimiser l’énergie libre de mélange par site fmel = ≠T smel.
Sachant que „A,B < 1,  smel est toujours positive, le système va donc maximiser l’entropie
de mélange.
Maintenant, nous allons tenir compte des interactions à l’échelle microscopique entre les
molécules. On va utiliser un modèle d’Ising sur réseau de maille m : on considère que les
molécules A et B occupent la même surface (modèle de sphères dures). Deux voisins sont
donc séparés par une distance m. Le hamiltonien H du système doit prendre en compte les
interactions sur chaque site (i = 1...N). On utilise la notation si = 1 s’il y a une molécule de
type A sur le site i et si = 0 s’il s’agit d’une molécule de type B. Chaque type de molécule
aura une interaction spécifique avec ses voisins. C’est pourquoi il est necessaire d’associer
3 énergies d’interaction di érentes : une, JAAij , entre molécules A, une seconde, JBBij , entre
molécules B, et une dernière, JABij , pour l’interaction de molécule A avec une molécule B.
Avec ces notations, il vient,
H = ≠12
ÿ
i,j
Ë
JAAij sisj + JBBij (1≠ si)(1≠ sj) + JABij [si(1≠ sj) + sj(1≠ sj)]
È
(2.4)
En développant l’Eq. (2.4) et si on oublie les termes linénaires en si qui modifieront le
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potentiel chimique, H devient :
H = 12
ÿ
i,j
Jijsi(1≠ sj) ; Jij = JAAij + JBBij ≠ 2JABij (2.5)
Si Jij est positif, le sytème va chercher à maximiser les paires de même espèce, il tend donc
à séparer les phases.
Imaginons maintenant, que l’on regarde le système à une échelle supérieure à la maille
de notre réseau. Il est possible de construire un nouveau réseau de maille a > m, tel que
si puisse être remplacé par une moyenne sur plusieurs sites : „ = ÈsiÍ, où „ est la valeur
d’équilibre de la concentration locale de l’espèce A. On parle alors de «coarse graining» car
on «dé-zoome» notre vision du système afin que „i soit une variable continue sur [0, 1]. Avant
de prendre la limite continue, il est utile de mettre sous la forme suivante l’énergie par site :
1
2Jij„i(1≠ „j) =
1
4Jij
Ë
(„i ≠ „j)2 ≠ „i2 ≠ „j2 + 2„i
È
(2.6)
La limite continue conduit à :
„i æ „(x) (2.7)
(„i ≠ „j) æ aÒ„(x) (2.8)ÿ
ij
æ 1
a2
⁄
d2x
ÿ
j
(2.9)
Ce qui permet d’écrire l’énergie du système comme :
U ©
⁄
d2x u(„) =
⁄
d2x
;
J
4 [Ò„(x)]
2 + J2a2„(x)[1≠ „(x)]
<
avec J =
ÿ
j
Jij (2.10)
A partir des Eqs. (2.3,2.10) et en prennant la limite au continu pour l’entropie de mélange,
nous obtenons l’énergie libre par unité de surface du système :
f(„) = u(„)≠ T smel(„) (2.11)
= J4 [Ò„(x)]
2 + 1
a2
5
kBT („ ln„+ (1≠ „) ln(1≠ „)) + J2„(1≠ „)
6
(2.12)
Dans la limite de petites fluctuations autour d’une concentration d’équilibre „ = „0 + Â,
nous développons à l’ordre 4 le terme ≠kB smel(„) © „ ln„+ (1≠ „) ln(1≠ „),
≠ kB smel(„) ¥ ≠kB smel(„0) + Â ln
A
„0
1≠ „0
B
+ 12
Â2
„0(1≠ „0)
+ 16
1≠ 2„0
[„0(1≠ „0)]2Â
3 + 124
2(3„20 ≠ 3„0 + 1)
[„0(1≠ „0)]3 Â
4 (2.13)
Si on est proche de la composition critique ˆfˆ„
---
„c
= 0 ∆ „0 © „c = 1/2 [7], on obtient
l’energie libre suivante :
F =
⁄
d2x
5
‘
2[Â(x)]
2 + 14c[Â(x)]
4 + B2 [ÒÂ(x)]
2
6
(2.14)
=
⁄
d2x
5
V (Â(x)) + B2 [ÒÂ(x)]
2
6
(2.15)
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Figure 2.2 – Graphique représentant le potentiel V (Â) pour di érents paramètres : avec
‘/2 = ≠1 et c/4 = 1 (ligne pointillée) ; ‘/2 = 1 et c/4 = 1 (ligne continue).
Les coe cients mésoscopiques sont reliés aux paramètres microscopiques par les relations :
B = J2 ‘ =
1
a2
(4kBT ≠ J) = 4
a2kB
(T ≠ Tc) c = 16kBT3a2 (2.16)
L’expression Eq. (2.14) de l’énergie libre sous cette forme est connue comme le déve-
loppement de Ginzburg-Landau. Il s’agit d’un modèle e ectif mésoscopique pour lequel les
propriétés microscopiques du système ont été moyennées. De plus, ce modèle rend compte des
di érents comportements macroscopiques possibles pour le système : séparation de phase,
phase homogène. Les deux premiers termes (en ‘ et c) de l’Eq. (2.14) sont des fonctions du
champ È„(x)Í au point x seulement. Par analogie avec la mécanique classique, on l’appelle
potentiel : le tracé de ce potentiel est donné Fig. 2.2. En fonction des paramètres, V (Â) a
di érents points d’équilibre stables. Dans le cas où tous les coe cients du polynôme sont
positifs (ligne continue), en particulier pour ‘ > 0, il y a un seul point d’équilibre stable
Â = 0 : le système sera stable en phase homogène de composition „0. Lorsque ‘ < 0, le point
Â = 0 devient instable (ligne pointillée) : le système va se séparer en deux phases distinctes
de composition „1 = „0 + Â1 et „2 = „0 + Â2 (sur la Fig. 2.2 Â1 = ≠0.75 et Â2 = 0.75).
Le troisième terme Eq. (2.14), quant à lui, va pénaliser les gradients de „, c’est-à-dire qu’il
tend à rendre le système uniforme spatialement. Dans la suite, nous travaillerons à partir
d’une énergie libre ayant cette forme à l’ordre 2. Cependant nous nous plaçons dans le cas où
J > 0, ce qui signifie que les lipides de même type préfèreront être ensemble, avec ‘ > 0 car
on veut que les lipides soient en phase homogène : on travaille donc à «haute température»
(Eq. (2.16)). À noter que le développement conduisant à l’Eq. (2.14) présenté ici est approché.
En e et, les termes entropiques apparaissent lors de la sommation partielle du hamiltonien.
La démonstration communément admise, se fait à l’aide de la transformation d’Hubbard-
Stratonovitch [36, 37]. Dans la suite, on prendra l’énergie libre de la forme Eq. (2.14).
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Abstract. A model of lipid bilayers made of a mixture of two lipids with di erent average compositions on
both leaflets, is developed. A Landau Hamiltonian describing the lipid-lipid interactions on each leaflet,
with two lipidic fields  1 and  2, is coupled to a Helfrich one, accounting for the membrane elasticity, via
both a local spontaneous curvature, which varies as C0 + C1( 1    2)/2, and a bending modulus equal
to  0 +  1( 1 +  2)/2. This model allows us to define curved patches as membrane domains where the
asymmetry in composition,  1  2, is large, and thick and sti  patches where  1+ 2 is large. These thick
patches are good candidates for being lipidic rafts, as observed in cell membranes, which are composed
primarily of saturated lipids forming a liquid-ordered domain and are known to be thick and flat nano-
domains. The lipid-lipid structure factors and correlation functions are computed for globally spherical
membranes and planar ones and for a whole set of parameters including the surface tension and the coupling
in the two leaflet compositions. Phase diagrams are established, within a Gaussian approximation, showing
the occurrence of two types of Structure Disordered phases, with correlations between either curved or
thick patches, and an Ordered phase, corresponding to the divergence of the structure factor at a finite
wave vector. The varying bending modulus plays a central role for curved membranes, where the driving
force  1C
2
0 is balanced by the line tension, to form raft domains of size ranging from 10 to 100 nm. For
planar membranes, raft domains emerge via the cross-correlation with curved domains. A global picture
emerges from curvature-induced mechanisms, described in the literature for planar membranes, to coupled
curvature- and bending-induced mechanisms in curved membranes forming a closed vesicle.
1 Introduction
Biological plasma membranes are fluid mosaics made of
several thousands di erent types of lipids and proteins,
necessary for the cell to modulate its local membrane com-
position to achieve the various biological functions (e.g.
cellular signal transduction, and tra cking with either
the cytosol or the inter-cellular medium). Among the var-
ious heterogeneous structures of the plasma membrane,
the concept of lipid rafts has emerged more than 20 years
ago [1–4]. These nanoscopic domains are assumed to be
platforms of sorting and signalisation by recruiting specific
proteins. These rafts have a lipidic composition enriched
in sphingolipids and cholesterol which induces a liquid or-
dered phase thicker than the surrounding membrane.
Although this concept of raft is still under debate, it
has been connected to the observation of lipid-lipid phase
separation in model multicomponent bilayers [5–9]. For
instance, it has been observed very recently in giant unil-
a e-mail: manghi@irsamc.ups-tlse.fr
amellar vesicles the formation of nano-domains and mod-
ulated phases in mixtures of various phosphatidylcholines
(DSPC, DOPC and POPC) and cholesterol [10, 11]. The
experimental parameter that tunes the various modulated
phases is the fraction of DOPC lipids. Moreover coarse-
grained molecular dynamics simulations of binary lipid
mixtures in a flat monolayer [12, 13] have shown the for-
mation of nano thicker gel domains. These domains have
also been observed in numerical simulations of binary bi-
layers [14, 15].
Since the seminal works by Leibler and Andelman [16,
17], it has been shown that introducing a linear coupling
between the local curvature and the lipidic composition
—which means that one lipid species tends to curve the
membrane— leads to the formation of finite size domains
for planar mixed lipidic monolayers and bilayers [18, 19].
Indeed, for large coupling the homogeneous (or disor-
dered) phase becomes unstable at a critical wave vector q ,
at which the structure factor diverges, which leads to the
formation of modulated (or ordered) stripe or hexagonal
phases [20]. This phase transition is usually preceded by
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a homogeneous but structured phase where correlations
between lipids exist which reflects a tendency towards or-
der (maximum of the structure factor at q ). This regime
of liquid structured on a length       0/ , where  0
is the membrane bending modulus and   its surface ten-
sion, is consistent with the nano-domain, or “raft”, sizes
of 10 to 100 nm, for cell membrane elastic parameter val-
ues [19,21]. A slightly di erent model, where the coupling
is introduced between the lipid composition and a field
related to the lipidic unsaturated tail orientation, leads to
similar conclusions [22, 23]. Indeed by replacing this field
by  h (where h is the height of the membrane), the model
is equivalent to the local curvature-mediated one. However
these curvature-mediated models for bilayers considered
only planar membranes with a vanishing averaged spon-
taneous curvature, which we shall prove to be a drastic
restriction. They did not consider the most general and
much richer case of curved membranes forming a closed
vesicle.
In this paper, we develop a more general model, where
the membrane is considered to be possibly curved, in-
finitely thin and composed of a bilayer made of a mixture
of two types of lipids A and B. According to the relative
local composition in lipids in the two monolayers, either
curved patches or thick patches may appear, as sketched
in fig. 1. Since the thick patches are sti er, they are de-
scribed in the theory through a composition-dependent
bending modulus, following the model of ref. [24] for pla-
nar lipidic monolayers, a similar model having also been
developed for describing the elasticity of DNA close to its
denaturation [25]. In [24], the authors show that the de-
pendence of the bending modulus on the composition does
not play any role at the Gaussian level, but by consid-
ering a cumulant expansion in the height field, a micro-
phase can appear. We will also introduce below a new
term in the Hamiltonian that depends on the average
asymmetry of lipid compositions between both leaflets,
and we show it plays a pivotal role. These thick patches,
which are symmetric and rich in A-type of lipids, are
thus good candidates for lipid rafts with the condition
that a composite “lipid” A should be viewed as a sph-
ingolipid associated to a cholesterol as sketched in fig. 1
(in a strict sense, we should study a three-component bi-
layer, but the mathematics would then be virtually in-
tractable). Contrary to models where rigid inclusions in
the membrane are treated as boundary conditions for the
membrane height [26–28], the thicker patches are treated
with a third field which is the composition locally av-
eraged on the two leaflets. The local spontaneous cur-
vature is associated to the di erence between the com-
position of the two leaflets, as in real cells [29], and
both fields are coupled to the height fluctuations. In
refs. [30–33], the spontaneous curvature is also dependent
on the di erence between the two monolayer composi-
tions, but our Hamiltonian is written di erently. In this
model first proposed by Safran and collaborators, each
monolayer is frustrated by its own spontaneous curvature,
which depends on composition, whereas in our case, both
leaflets of the vesicle are stressed identically. We treat
the general case of an almost spherical membrane that
Fig. 1. Sketch of a fluctuating vesicle around a reference sphere
of radius R and definition of the spherical coordinates. The
insets show thick and curved patches induced by di erent local
composition in lipids of type A (red) and B (black) in the
bilayer membrane. A thicker patch and thus a locally larger
bending modulus is due to an excess of lipid A in both leaflets
(top) and a local curvature is due to di erent lipid compositions
in the two leaflets (bottom). The curved lipids A can be seen
as a model of sphingolipids with cholesterols (in red) inserted
between them.
lead to bending-mediated mechanism even at the Gaus-
sian level, which disappears in the limit of planar mem-
branes.
The paper is structured as follows. The general model
is presented in sect. 2. The correlation functions of the
curving and sti ening fields, which are a common way to
characterise modulated phases (see, e.g., [34]), are com-
puted in sect. 3. The case of a planar membrane is recov-
ered in sect. 4 in the limit of infinite vesicle radius and the
phase diagram is computed analytically. In sect. 5, are de-
scribed the structured disordered and ordered phases for
a spherical membrane. In particular, it is shown that con-
trary to the planar case, the bending-induced mechanism
favors the formation of ordered phase of rafts even for
a low coupling between the two monolayers. In sect. 6,
our theoretical results are compared to previous ones for
bi-component planar membranes, and we discuss to what
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extent our model, in which experimental values for the
elastic parameters are injected, can explain the nano-
domains observed in biological membranes or vesicles.
2 Model
We consider a lipidic bilayer made of two types of lipids,
A and B, where lipids A impose locally a spontaneous cur-
vature and a larger thickness in a lipidic monolayer. By
symmetry, if the two monolayers have the same composi-
tion on the same site, the average spontaneous curvature
due to lipid A is zero but the thickness can vary. In the
most general case, a global spontaneous curvature C0 is
imposed in equilibrium [35], in order to account for the
bilayer nature of the membrane. This spontaneous curva-
ture can be due to an asymmetry between the two leaflets,
either in the number of lipids (or the leaflet areas), or in
their lipidic composition. Note that this is the general case
in biological cell membranes.
We will work at constant enclosed volume V , which
defines an e ective radius R   ( 34V/ )1/3 of the reference
sphere corresponding to the sphere of volume V [36–39]. In
the absence of thermal fluctuations (i.e. formally at tem-
perature T = 0K), the geometry of the membrane would
then be a sphere of radius R. Due to thermal fluctuations
at temperature T > 0, the position of the membrane with
respect to the center of the vesicle is given by [36,38, 39]
r = r( , )eˆr = R[1 + u( , )]eˆr, (1)
where (eˆr, eˆ , eˆ ) is the natural base in spherical coordi-
nates (see fig. 1).
We consider the most general Hamiltonian of a lipidic
bilayer depending on three fields: the dimensionless po-
sition field u( ) where we use for short the notations
    ( , ) and d  = sin   d  d , and the surface frac-
tions of the lipid of type A in the upper and lower layers,
noted  1(r) and  2(r), respectively, (the surface fraction
of lipid of type B is therefore 1    i in the monolayer i).
Formally, these fields are coarse-grained functions of the
distributions  ˆi(r) = sA
 
j  (r  r(i)j ) where the lipids A
of surface sA have their center of mass located at positions
r(i)j on the leaflet i. We assume that for a planar mono-
layer, the average surface fraction  ¯i = NisA/Si are fixed,
where Ni is the average number of lipids A on the leaflet
i (and Si its area). In general, N1  = N2.
The Hamiltonian is
H[ 1, 2, u] =
 
A
dA
 
J
2
gij i 1 j 1 + m1
2
( 1    ¯1)2
+
J
2
gij i 2 j 2 + m2
2
( 2    ¯2)2
+
k
2
[( 1    ¯1)  ( 2    ¯2)]2
 
+ A+ 1
2
 
A
dA ( 1 +  2)
  [div(n)  C( 1    2)]2 , (2)
where A is the bilayer area and   the bare surface tension.
The first term is a Ginzburg-Landau Hamiltonian for the
lipid composition fields  1 and  2, living on a surface with
metric gij =  ij +  ir jr (the inverse metric tensor is
gij =  ij  ir jr/g and g = 1+( r)2 is its determinant).
We define the 2D gradients as     1r  ˜ where  ˜   eˆ   +
eˆ 
1
sin    . The element of area is dA = r2
 
gd .
The positive energetic parameter J favors lipids of the
same type being next to each other, and the potentials
mi( i    ¯i)2/2 ensures an homogeneous phase at high
temperatures, T > Tc, and a phase separation into two
phases at lower temperatures, T < Tc, where Tc is the
critical temperature for a planar monolayer made of lipids
A and B. The “mass” of the theory, mi, which depends
on  ¯i, is the coe cient that defines the transition for
a planar monolayer. Close to Tc, it can be written as
mi = ai(T   Tc) in a Landau theory. In the following,
we assume that m1 and m2 are positive, i.e. that the ho-
mogeneous (or liquid) phase is stable for a planar and
non-fluctuating monolayer. Note that higher-order terms
in  3 or  4 should be taken into account when the planar
and non-fluctuating monolayer phase-separates, i.e. when
mi < 0. These terms are necessary, for instance, to com-
pute the compositions in the two phases.
The quadratic term ( 1    ¯1    2 +  ¯2)2 couples the
composition of the two monolayers in a similar way as in
the area-di erence elasticity model where k can be seen
as a compression modulus [37]. It forbids large deviations
in the composition of the two monolayers. Moreover if
one takes a transversal interaction between both leaflets
into account, the authors of [20] show one obtains such a
quadratic term.
The second part of eq. (2) is a generalization of
the Hamiltonian of the Helfrich spontaneous curvature
model [35] where the bilayer bending modulus   and
the spontaneous curvature C are functions of the sum
 1+ 2 and the di erence  1  2 of the lipid composition
fields, respectively. The normal vector to the membrane is
n = (eˆr  r)/ g, and its divergence, div(n), is the local
membrane curvature [35,40].
We note  i =  ¯i +  i where we assume  i    ¯i. Note
that we do not require  ¯i to minimize the mean-field en-
ergy, because we are generically interested in live cells that
impose lipidic compositions of leaflets through active pro-
cesses [1,29]. Alternatively, a freshly created vesicle needs
a long time to reach equilibrium [41]. Instead of imposing
average values, one can use chemical potentials [17, 23]
in the grand-canonical ensemble that control the leaflet
compositions, which do not change the results (see ap-
pendix A).
We choose a linear interpolation for the bending mod-
ulus and the spontaneous curvature:
  =  0 +  1 +, (3)
C = C0 + C1  , (4)
where we have introduced the fields,
   =
 1    2
2
,  + =
 1 +  2
2
. (5)
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But contrary to previous studies where  1+ 2 is fixed and
constant [30–32], we only fix it globally (that is to say its
integral over the surface). Indeed, in ref. [20], the authors
show that  + is “a thermodynamic variable, which can-
not be integrated out to give a simpler model”. The mean
bending modulus is  0 =    + ( ¯1 +  ¯2) 1/2 and the
di erence in bending rigidities  1 =  +    with    (re-
spectively  +) the bending modulus of a membrane with
lipids of type B (respectively, A) only (see fig. 1). The
mean spontaneous curvature is C0 = C 0 + ( ¯1    ¯2)C1/2
where C1 is related to the lipid A geometry and C 0 is
the bare spontaneous curvature of the pure B vesicle. In
the case of a mono-component bilayer, it has been shown
by Seifert [36] that the spontaneous curvature model of
Helfrich leads to similar results as the area-di erence elas-
ticity model with C 0 = 0 (but with a constraint on the
total mean curvature). However, in the present case, we
will break the symmetry between the two leaflets through
either the bare spontaneous curvature C 0 or the di erence
in compositions  ¯1    ¯2.
Hence for regions where  1(r) =  2(r), the sponta-
neous curvature vanishes and the bending modulus inter-
polates between    for  1(r) =  2(r) = 0 and  + >   
for  1(r) =  2(r) = 1. Therefore, high values of  1 and
 2 favors large bending rigidities and theses regions of the
bilayer can be seen as thicker. It thus corresponds to the
rich-cholesterol and sphingolipid phase [15, 19]. In addi-
tion, the local spontaneous curvature is due, in this model,
to a mismatch between the compositions of the upper and
the lower monolayer.
In the following, we will work at constant bare surface
tension   for the purpose of modeling real cells. Indeed,
in a cell membrane, the surface tension is on the order of
10 4 J/m2, due to many factors, such as the membrane
composition (lipids and proteins), and more specifically
the presence of the cytoskeleton [42]. Hence, contrary to
many previous works on quasi-spherical vesicles (made of
one type of lipids only) [36,38–40], we do not work at con-
stant area, which, in the conventional approach, is forced
by a Lagrange multiplier, the e ective surface tension. The
free parameters are thus the surface tension   and the two
radii R and R0   2/C0, which enforce the volume and the
mean spontaneous curvature.
The Hamiltonian eq. (2) becomes
H =  A+
 
A
dA
 
Jgij( i + j + + i   j  )
+
m+
2
 2+ +
m 
2
 2  +m0 +  
 
+
1
2
 
A
dA ( 0 +  1 +) [div(n)  C0   C1  ]2 , (6)
where
m+ = m1 +m2, (7)
m  = m1 +m2 + 4k, (8)
m0 = m1  m2. (9)
In the following, we expand the full Hamiltonian,
eq. (6), up to quadratic order, with terms in u2, u  and  2.
Hence, we limit ourselves to the so-called quasi-spherical
vesicle approximation [36, 38]. Following Helfrich [40], we
have
dA   r2 g d    R2
 
1 + 2u+ u2 +
1
2
( ˜u)2
 
d , (10)
div(n)dA   2R
 
1 + u  1
2
 ˜2u+ 1
2
( ˜u)2
 
d , (11)
(div n)2dA   4
 
1  ˜2u+1
4
( ˜2u)2+u ˜2u+1
2
( ˜u)2
 
d 
(12)
and at this order the Landau term simplifies to
gij i  j dA   ( ˜ )2 d . (13)
The Hamiltonian eq. (6) can be separated in four parts:
H = Esph(R) +HHelf [u] +HGL[ +,  ]
+ H[  , +, u], (14)
where the first term
Esph(R) = 4 R
2  + 2  0(C0R  2)2 (15)
are the surface and bending energies of the reference
sphere of radius R. The second term is the usual Helfrich
Hamiltonian describing the height fluctuations
HHelf [u] =  0
2
 
S
d 
 
4( ˜   c0)u+ 2(c0   2) ˜2u
+2 ˜u2 + ( ˜2u)2 + ( ˜ + 2c0   2)( ˜u)2
 
,
(16)
where  ˜ =  ˆ+c20/2. For sake of clarity, we make all the pa-
rameters dimensionless by dividing all the lengths by the
radius R and the energies by the average bending modulus
 0: c0 = C0R, c1 = C1R, Jˆ = J/ 0 and mˆi = miR2/ 0,
and  ˆ =  R2/ 0 = (R/ )2 where
   
 
 0
 
(17)
is the usual correlation length for planar membranes under
tension.
The third term of eq. (14) is the Ginzburg-Landau
Hamiltonian written in the ( +,  ) basis
HGL[ +,  ] =  0
 
S
d 
 
Jˆ( ˜ +)2 + Jˆ( ˜  )2
+µ˜+ + + µ˜    +
mˆ+
2
 2+
+
m˜ 
2
 2  + m˜0 +  
 
(18)
with µ˜+ =  ˆ1(2  c0)2, µ˜  =  c1(2  c0), m˜  = mˆ + c21,
and m˜0 = mˆ0    ˆ1c1(2  c0).
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The last term of eq. (14) is the coupling contribution:
 H =  0
 
S
d 
 
[c1      ˆ1(2  c0) +]  ˜2u
+2c1(c0   1)u      ˆ1c0(2  c0)u +
 
. (19)
To proceed further, we follow the lines of ref. [39] and
we decompose the Hamiltonian eq. (16) using the standard
decomposition of u( , ) in spherical harmonics
u( , ) =
u00 
4 
+
 
 
ulmY
m
l ( , ), (20)
where
 
  =
 lmax
l=1
 l
m= l with lmax   R  being an
ultraviolet cuto  (where   1   1 to 5 nm is on the order
of the membrane thickness). Furthermore, following [36,
39, 43], we impose a constant volume to the cell, which
supposes that the membrane is impermeable to water. We
thus find
V   4 
3
R3 =
R3
3
 
S
d [1 + u( )]3, (21)
which implies
u00
 
4  =  
 
 
|ulm|2. (22)
It is thus straightforward to show that the mode l = 1
does not modify the cell area
A = 4 R2 +R2
 
 
 
l(l + 1)
2
  1
 
|ulm|2. (23)
By injecting this equality in the decomposition of
eq. (16) and using the usual properties of the spherical
harmonics, we obtain
HHelf =  0
2
 
 
H(l)|ulm|2, (24)
where
H(l) = [l(l + 1)  2]
 
l(l + 1) +  ˆ   c0
 
2  c0
2
  
(25)
a result which has been previously obtained by Milner
and Safran [39]. We have H(l = 1) = 0 which is the signa-
ture that the three modes l = 1 correspond to the simple
translation of the vesicle in the three directions of space
without cost in bending and surface energies. Hence in
the following the sum
 
  will be restricted to the values
l   2.
By decomposing in spherical harmonics the lipid com-
position fields following eq. (20):
   =
a00 
4 
+
 
 
almY
m
l ( , ), (26)
 + =
b00 
4 
+
 
 
blmY
m
l ( , ), (27)
we find for eq. (18)1
HGL =  0(2
 
4 (µ˜+b00 + µ˜ a00) + m˜0b00a00)
+ 0
 
 
  
mˆ+
2
+ Jˆ l(l + 1)
 
|blm|2
+
 
m˜ 
2
+ Jˆ l(l + 1)
 
|alm|2 + m˜0blma lm
 
(28)
and the coupling Hamiltonian eq. (19)
 H =  0
 
 
[ +(l)b
 
lm +  (l)a
 
lm]ulm, (29)
where
 +(l) =  ˆ1(2  c0)[l(l + 1)  c0], (30)
  (l) =  c1[l(l + 1) + 2  2c0]. (31)
3 Correlation functions in lipid composition
The full Hamiltonian being quadratic in ulm, we partially
integrate it following
Z   e  Esph
 
D  D + e  HGL
 
Du e  (HHelf+ H)
= e  Esph
 
2 
det( HHelf)
 
D  D + e  Heff , (32)
where Du= lmaxl=2 ( lm=0 dRe(ulm) lm=1 dIm(ulm)) [36].
The e ective Ginzburg-Landau Hamiltonian thus becomes
He  =  0
2
 
 
B†lmM(l)Blm, (33)
where B†lm=(b
 
lm, a
 
lm) and the three elements of the sym-
metric matrix M(l) are
M+(l) = mˆ+ + 2Jˆ l(l + 1)   
2
+(l)
H(l)
, (34)
M (l) = mˆ  + c21 + 2Jˆ l(l + 1) 
 2 (l)
H(l)
, (35)
M0(l) = mˆ0    ˆ1c1(2  c0)   +(l)  (l)
H(l)
. (36)
The three static structure factors S+(l), S (l), and S0(l)
are thus the elements ofM 1(l). As eq. (35) shows it, the
transversal coupling constant k plays a role through mˆ :
we shall see below that the mass of the system increases
such that the divergence of S (l) occurs for larger values
of mˆ0. The total free energy of the membrane is
F = Esph(R) + kBT
2
lmax 
l=2
(2l + 1)
 
ln[  0H(l)]
+ ln
 
(  0)
2(M+(l)M (l) M20 (l))
  
. (37)
1 Due to the property a lm = ( 1)mal m, one has
Pl
m= l
(blma
 
lm + b
 
lmalm) = 2
Pl
m= l blma
 
lm = 2
Pl
m= l b
 
lmalm.
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The expectation value of the area, given by  A  =  F   , is
 A 
4 R2
= 1 +
kBT
8  0
lmax 
l=2
2l + 1
l(l + 1) +  ˆ   c0
 
2  c02
 
 
 
1 +
M+ 2  +M  2+   2M0   +
H(M+M   M20 )
 
. (38)
In the bracket, the first term equal to 1 is the usual excess
area for a mono-component bilayer [36,40], and the second
term corresponds to the area induced by the lipidic com-
position of the two leaflets. Note that for mono-component
bilayers, the apparent surface tension  ˆ  =  ˆ c0(2 c0/2),
which is renormalized by c0, can be negative. However, it
does not correspond to the mechanical surface tension   ,
which can be even more negative. For instance  ˆ  =  4,
i.e.     10 8N/m (for R = 5µm and  0 = 10 19 J),
which is the lower limit for quasi-spherical membranes,
yields an excess area of 2.5% and a mechanical tension
     10 5N/m) [38]. Very large values of  ˆ  > l2max leads
to very small excess area and measurable mechanical sur-
face tensions of     10 4 J/m 2.
The correlation functions of the fields    and  + in
two points r1 and r2 are, due to the isotropy on the sphere,
functions of the angle   between the two vectors r1 and
r2, given by
cos   = cos  1 cos  2 + sin  1 sin  2 cos( 1    2). (39)
Hence we have
   ( )  (0)  = kBT
4 
 
l 2
(2l + 1)Pl(cos  )
M (l) M20 (l)/M+(l)
, (40)
  +( ) +(0)  = kBT
4 
 
l 2
(2l + 1)Pl(cos  )
M+(l) M20 (l)/M (l)
, (41)
   ( ) +(0)  = kBT
4 
 
l 2
(2l + 1)M0(l)Pl(cos  )
M20 (l) M+(l)M (l)
, (42)
where Pl(x) are the Legendre polynomials. These are com-
plicated expressions with 9 independent parameters: c0,
c1,  ˆ1,  ˆ, Jˆ , mˆ±, mˆ0, µˆ  which are related to the tempera-
ture T , the average compositions in each monolayers initial
 ¯1,  ¯2, and the initial parameters k,C 0 , C1,  , +, J, ,
and R. In the next section, we first consider the sim-
plest case where the membrane is planar on average, i.e.
R  .
4 Planar membrane
4.1 Planar case as the limit R  
Here we want to compare our results to the previous
works on the curvature-mediated model for planar mem-
branes [16–19, 23]. By choosing a squared patch of area
A = 4 R2, the wave vectors are quantified following
q = 2 / A(nx, ny) [38]. The number of modes in a corona
of radius q and thickness dq is thus 2 qdq/(2 /
 
A)2.
This should be equal in the limit R     to (2l + 1) l
(where  l = 1). Taking the continuous limit, we find
Aq dq/(2 ) = 2R2q dq = (2l + 1)dl and therefore q2 =
l(l + 1)/R2. Moreover, previous works were restricted to
the case C0 = 0. Here we need a prescription to reach
this limit when R  , which enforces the choice c0   2
(see appendix B for details). We thus find H(l)  H(q) =
R4q2(q2+  2) where q   0. Likewise, using eqs. (30), (31),
and keeping the terms of order R2, we have
 0M 
R2
  M (q) = m  + 2Jq2 +  0C
2
1
1 + (q )2
, (43)
 0M+
R2
  M+(q) = m+ + 2Jq2, (44)
 0M0
R2
  M0(q) = m0. (45)
Hence, by writing blm    +(q)/(4 R2), in the limit R 
 , the Hamiltonian, eq. (33), simplifies to
He  = 1
2
   
0
qdq
2 
 
M+(q)| ˆ+(q)|2 +M (q)| ˆ (q)|2
+ m0[ ˆ+(q) ˆ
 
 (q) +  ˆ
 
+(q) ˆ (q)]
 
. (46)
This is the expected Hamiltonian in the Fourier space for
a planar membrane where the local curvature varies with
the local composition C(  ) = C1   [17, 19, 23]. Note
that for planar membranes the dependence of  ( +) does
not play any role at the Gaussian level. This comes from
the fact that for a planar membrane C0 = 0, i.e. there is no
constant spontaneous curvature. Note that an expansion
in cumulants beyond the Gaussian level makes the e ect
of  1 observable [24]. This is a major di erence with the
spherical case. The free energy of the planar membrane of
area S becomes
Fplane =  S + kBT
2
   
0
q dq
2 
ln
 
 3 0q2(q2 +   2)
S+(q)S (q)  S20(q)
 
,
(47)
where the inverses of the structure factors S±,0(q) are
S 1  (q) = 2Jq
2 +m  +
 0C21
1 + ( q)2
  m
2
0
m+ + 2Jq2
, (48)
S 1+ (q) = 2Jq
2 +m+   m
2
0
m  + 2Jq2 +
 0C21
1+( q)2
, (49)
S 10 (q)=m0 
 
2Jq2 +m +
 0C21
1+( q)2
 
2Jq2+m+
m0
. (50)
4.2 Phase diagram
To begin with, one notices that, for m0 = 0, S  has a
maximum at a non-zero wave vector defined by
( q )2 =
C1
C 1
  1 for C1 > C 1  
 
2J 
 0
. (51)
As compared to refs. [20, 23], we obtain n di erent value
for q . Indeed, using our notations, they obtain: (q  )2  
1   (C 1/C1)2. Bot expressions are equivalent at small
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C1/C 1 . The main di erence is that they obtain a satura-
tion for large C1/C 1 , that we do not get. Following Hirose
et al. [23] we call this region Structured Disordered (SD)
phase although it is not a true new phase in the thermo-
dynamic sense but a liquid phase with high correlations in
lipid composition associated to membrane height fluctua-
tions between curved patches, with a correlation length on
the order of  . The wave vector q  (  ( /2J)1/4 C1 for
large C1 values) is thus the result of a balance between the
spontaneous curvature C1 which favors a large number of
curved patches, and thus a small separation between them
(  1/q ), and the line tension, characterized by J , which
tend to decrease the number of curved patches (and thus
decrease q ) which leads to a shorter total perimeter.
However the formation of mesophases (related to the
divergence of S  at q ) is not possible for m0 = 0,
since S  remains always positive as it can be checked
from eq. (48). This is in contradiction with previous re-
sults [16, 19–21, 23], where the coupling is introduced by
a term in   0C1
 
   2h contrary to the natural Hamil-
tonian 12 0
 
( 2h   C1  )2. The last one introduces a
renormalization of the mass by  0C21 in eq. (46), and for-
bids the divergence of the structure factor at q .
For a non-zero coupling constant m0, i.e. for di er-
ent compositions in the two leaflets, divergence at fi-
nite wave vector can occur leading to the formation of
mesophases. Figure 2(a) shows the adimensional struc-
ture factor S˜(q˜) = 2JS(q)/ 2 where q˜ =  q for  +   
2J/m+ = 0.5   and     
 
2J/m  = 0.3   (note that
from eqs. (7), (8), we must have  + >   ) and for vari-
ous values of   20   m0/2J and C1/C 1 . We classify the
behaviour of S˜ (q˜) in 4 cases which corresponds to the 4
phases shown in fig. 2(b).
i) For small values of m0 and C1 . C 1 (red curve
in fig. 2(a)), S˜ (q˜) has a maximum at q˜ = 0 and de-
creases monotonously when q˜ increases. This behaviour
corresponds to the Liquid (L) phase delimited by the blue
dotted and black lines in fig. 2(b). The black line corre-
sponds to the occurrence of a macrophase separation, i.e.
for S 1(0) = 0 which yields
  20 =  
 1
+
 
  2  +   2(C1/C 1 )2 (L/M). (52)
ii) For higher values of   20 , the system follows a
macrophase (M) separation and S (q) exhibits a diver-
gence at 0 (blue curve in fig. 2(a)).
iii) For C1 > C 1 and small m0 values (green curve
in fig. 2(a)), S (q) has a maximum at q   = 0. The SD 
region is defined by the existence of q    = 0 such that
S  (q  ) = 0. Similarly the Structure Disordered phase for
thick patches (SD+) is defined by the existence of q +  = 0
such that S +(q +) = 0. The equations of the blue and green
dotted lines are:
  20 =  
 2
+
 
(C1/C 1 )2   1 (L/SD ), (53)
  20 =
  2  +   2(C1/C 1 )2 
(C1/C 1 )2   1
(SD  /SD+). (54)
Fig. 2. (a) Dimensionless structure factor S˜(q˜) corresponding
to the 4 regions of the phase diagram (b) ( +/  = 0.5,   /  =
0.3): Liquid phase (L) in red (( / 0)
2 = 6.64, C1/C
 
1 = 0.25);
Macrophase separation (M) in blue (( / 0)
2 = 6.69, C1/C
 
1 =
0.25); Structure Disordered (SD ) in green (( / 0)2 = 9.97,
C1/C
 
1 = 4); and Ordered phase (O) in black (( / 0)
2 = 9.99,
C1/C
 
1 = 4). Inset: Blue and black curves on a larger scale.
(b) Corresponding phase diagram where ( / 0)
2   m0 is the
coupling between  + and   , and C1 is the local curvature
induced by   . (c) Correlation function associated to the three
structure factors shown in (a) : L (in red), SD  in green and
O in black.
We have checked numerically that for m0 > 0, ( q )2  
C1
C 1
 
1 + ( +/ 0)4   1. Hence, as shown in fig. 2(b), there
is a whole set of parameter values for which thick and thin
patches are not correlated whereas curved ones are highly
correlated (SD ).
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iv) Finally, for large C1/C 1 and intermediate m0 val-
ues [black curve in fig. 2(a)], there is a small region
in the phase diagram where both S (q) and S+(q) di-
verges at q   = 0, which corresponds to the occurrence of
mesophases (Ordered phase). Clusters of di erent lipidic
composition are formed. The red line in fig. 2(b) is de-
fined through detM(q2)   M (q2)M+(q2) m20 = 0 and
d(detM)/d(q2) = 0.
The four separating lines meet at the tricritical point,
the coordinates of which are
C1,T
C 1
=
 
1 + ( +/  )2
1  ( +/ )2 , (55)
  20,T =  
 1
+  
 1
 
 
 2 +  2 
 2    2+
. (56)
For  + =  , the tricritical point escapes to infinity and
no mesophase can be observed. Moreover, the line L/SD+
goes in the M phase and there are no SD phase for thick
and thin lipid patches. Note that we focus on the SD
phases since our model does not have any fourth-order
term. But with the asymmetry parameter m0, it is possi-
ble to have an ordered phase only if we already have a SD
one. Furthermore in [20,33], the authors study the e ect of
the temperature T on the phase diagram. In our case, that
would correspond to a change in the masses m1 and m2
that we do not consider in detail because we are mainly
interested in the role of membrane physical parameters at
a given temperature.
The correlation functions are computed by inverse
Fourier transform
   (r)  (0)  =
   
0
qdq
2 
J0(qr)S (q). (57)
Three examples of the normalized correlation functions
are shown in fig. 2(c) for the L, SD  and O phase. The
L phase (red curve) exhibits a single correlation length
on the order of    whereas a structuration emerges in the
SD , shown by oscillations of period 2 /q , the maximum
amplitude of which is obtained in the ordered phase. In
this phase, a single mode is selected and the correlation
function simplifies to    (r)  (0)  = q 2 J0(q r).
5 Spherical membranes
For spherical membranes, the spontaneous curvature C0
and the bending modulus  1 enter into play. Apart in
the renormalized surface tension, C0 also appears in the
functions  ±(l) in eqs. (30), (31) and in M0(l) (eq. (36))
together with the parameters  ˆ1 and c1, which will im-
pact the lipidic phases and the coupling between thick
and curved patches.
Due to the large set of independent parameters, we
only show some examples of the angular correlation func-
tions of the lipidic fields    and  + and discuss qualita-
tively the influence of these three parameters c0, c1 and
 ˆ1. We first study the case of  1 = 0 to compare to the
planar case and then look at the role played by  1.
Fig. 3. Normalized angular correlation functions, eqs. (40),
(41), for a spherical membrane with  1 = 0 (mˆ+ = mˆ  = 10,
c0 = 1.8, Jˆ = 0.05). (a) In the L phase close to the macrophase
transition (blue) ( ˆ = 1, c1 = 1.8, mˆ0 = 1.03) and close to the
O one (red) ( ˆ = 25, c1 = 11.6, mˆ0 = 1.95). Both functions
on    and  + are superimposed. (b) In the SD phase for  +
(black) and    (red) ( ˆ = 25, c1 = 11.6, mˆ0 = 1.94).
5.1 Curvature-induced mechanism only ( 1 = 0)
First, due to the finite size of the system, no true phase
transition can occur and the crossover between the dif-
ferent phases is smooth. This is reflected by the fact that
the divergence of the structure factor never occurs exactly
for an integer value of l. Figure 3(a) shows the correla-
tion functions given by eqs. (40), (42) in the liquid phase,
close to the “macrophase” separation, and close to the “or-
dered” phase. First of all, one finds a very similar behavior
as in the planar case. However, since the larger mode is for
l = 2, the correlation function has the C  symmetry and
the system phase separates in two phases, the first one on
the two poles   = 0 and   (maxima of the correlation func-
tion) and the second around the equator   =  /2 (blue
curve). In the O phase, these two poles are anti-correlated
(red curve) and, for these parameter values, 5 maxima
appear. Note that, as in the planar case,    ( )  (0) 
and   +( ) +(0)  are identical since the divergence of
the structure factor comes from the fact that the determi-
nant [the denominator of eqs. (40), (42)] reaches zero. The
typical correlation functions in the SD phase are shown in
fig. 3(b), again showing a fast damping (on   1 rad for
this set of parameter values).
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Fig. 4. Same as fig. 3(a) for c1 = 0 ( ˆ = 25, mˆ+ = mˆ  = 10,
Jˆ = 0.05). In the L phase close to the macrophase transition
(blue,    and  + are superimposed) ( ˆ1 = 2, c0 = 0.9, mˆ0 =
1.02) and close to the O one (red for  + and black for   )
( ˆ1 = 8.58, c0 = 0.8, m0 = 0).
5.2 Bending-induced mechanism ( 1 > 0)
More interesting are the cases where  1  = 0 since the
composition-dependent bending modulus plays a role only
for spherical membranes, at the Gaussian level. In fig. 4(a)
is shown the correlation functions in the L and O phases,
as in fig. 3(a), for c1 = 0 and  ˆ1 = 2 and 8.58. Although
the liquid phase is quite similar to the previous case (the
two maxima have di erent values because we are far from
the macrophase separation), one observes, even in the to-
tally decoupled case M0(l) = 0 (i.e. m0 = 0 and C1 = 0),
the signature of an O phase in   +( ) +(0) , whereas for
the same parameter values,    ( )  (0)  has a liquid be-
havior. The system prefers to have highly correlated raft-
like domains of large bending rigidity to minimize its free
energy. This e ect cannot be observed for planar mem-
branes.
5.3 Phase diagrams
In this section, we make the choice to present three di er-
ent phase diagrams for mˆ0 = 0, 5, and 11.25, which cor-
respond to reasonable values, but all the possible phase
diagrams cannot have been explored extensively. More-
over, we are not able to discuss the case of low tempera-
ture modulated phases like in [33], since we do not have a
fourth-order term in our Hamiltonian.
A phase diagram is shown for m0 = 0 in fig. 5. Note
that due to terms in  ˆ1 and c1 in eq. (36), both leaflets
are coupled, which makes the appearance of SD and O
phases possible. Figure 5 clearly shows a large region
where structured phases emerge, as soon as C1   C0 and
 1   3 0 which are reasonable values. For instance, the
theory of elasticity of continuous media shows that the
bending modulus of a thin plate varies with its thickness
e as     e3 [44]. Hence an increase of about 40% of the
thickness of each monolayer in the raft domains would be
enough to enter the SD regime. More precisely, for C1 = 0
Fig. 5. Phase diagram for uncoupled monolayers (m0 = 0) in
spherical membranes for  ˆ = 25, mˆ+ = mˆ  = 10, c0 = 1.6, and
Jˆ = 0.05. The L phase exists only for low coupling parameters
 ˆ1 and c1, the SD phases (blue and red dotted lines) set up
for intermediate values and the phase transition towards an
O phase (red line) occurs before the macrophase separation
(dotted black line).
and m0 = 0, the SD+ regime occurs for  1     1, where
the critical bending modulus is
  1 =
4
 
J 0
(2  c0)
 
6  c0
6 +  ˆ   c0(2  c0)
[ ˆ(2 + c0)  6(2  c0) + c30]3/2
.
(58)
Hence it is proportional to the line tension    J as C 1 in
eq. (51) and is defined for   = 0 as soon as the curvature
c0 is larger than 1.47 (the real root of the denominator
of eq. (58)). This is related to the renormalization of the
surface tension by curvature terms, as stressed in sect. 2.
Besides, eq. (58) shows that, in the planar case (c0   2),
  1   , i.e. the SD+ phase does not appear at C1 = 0.
When m0 is non-zero, the coupling between the two
monolayers is reinforced, and the L region in the phase
diagram becomes smaller, as shown in fig. 6 for m0 = 5
and 11.25. Furthermore the coupling increases slightly the
critical bending modulus for C1 = 0 according to
  1(mˆ0) =  
 
1
 
1 +
 
mˆ0
mˆ  + 6Jˆ
 2
. (59)
Form0 = 11.25, one observes a 2-phases region for small c1
and  ˆ1. Surprisingly, the L phase is favored by increasing
c1 or  ˆ1, which is essentially due to the decrease of M0(l)
due to the term in   1c1(2  c0) in eq. (36).
6 Discussion
Due to the large number of parameters, we have plotted
typical lipid-lipid correlation functions for spherical mem-
branes and the corresponding phase diagrams in figs. 3–6,
which show some general trends.
i) Due to the curvature-composition coupling, con-
trolled by C1, and the bending-composition one, con-
trolled by  1, Structured Disordered phase —also called
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Fig. 6. Phase diagram for coupled monolayers (m0 = 5 and
11.25) in spherical membranes (same parameter values as in
fig. 5). The increase in leaflet coupling leads to phase separation
(M) and reduces the L phase region. Note that a tricritical
point appears at (0,  1(m0)) for m0 = 5, which is shifted to
large c1 when m0 increases.
modulated— phases, showing oscillating correlation func-
tions of  1    2 (SD ) or  1 +  2 (SD+), emerge from
the homogeneous liquid (L) phase.
ii) For the first time to our knowledge, we propose the
occurrence of a structured disordered phase of thick and
flat patches (SD+ phase) for spherical membranes. This
phase is composed of transient (metastable) “rafts”, and
appears for large  1 >   1 at C1 = 0 (see eq. (58)) and
for even lower values of  1 when C1 > 0. At low coupling
between the two leaflets, this new bending-induced mech-
anism for the formation of rafts is the result of the compe-
tition between two forces: to minimize its bending energy,
the system prefers to form thick domains (rafts) with large
bending modulus,  1 (the mass m+ is renormalized by a
term in  ˆ21(2  c0)2, see eqs. (30), (34)), which is balanced
by the usual cost of demixing (line tension), in Jˆ( ˜ +)2,
which favors shorter interfacial lines between rafts and the
surrounding phase. Balancing these two terms leads to a
critical wave number l     1(2   c0)/
 
2J in agreement
with eq. (58).
iii) At large coupling between the leaflets (i.e. large
m0), which is related to di erences between the average
concentration  ¯1 and  ¯2, a structuration made of both
rafts and curved patches occurs driven by the high corre-
lation between curved and thick patches. For higher cou-
pling, a true (meso-)phase transition occurs towards an
Ordered phase, where the structure factor diverges at a
non-zero wave number l . However, since l  cannot be an
integer, this phase transition is actually a crossover. This
Ordered phase cannot be studied at the Gaussian level,
since high order terms in  4 should be properly included
to stabilize the membrane.
iv) We recover the planar membrane case by taking
the limit c0   2. The bending-composition coupling dis-
appears at the Gaussian level, and the structuration is
made of curved patches only (SD  phase), for
C1 > C
 
1
 
1 + ( +/ 0)4. (60)
A divergence of the structure factor at q   = 0 (phase
transition towards an Ordered phase) is possible only for
large coupling between the leaflets (i.e. large   20   m0).
This structured phase can be a stripe phase or an hexag-
onal one depending on the temperature and the concen-
trations [17, 20,33].
v) Contrary to previous works, where the rafts were
assumed to be curved patches according to the curvature-
induced mechanism [19,21,23], we identify the apparition
of rafts, which are known to be flat and thick (and thus
sti ) [2, 15], with the SD+ phase (an also the O one),
which, in the planar case, is only induced by the cross-
correlation between curved and sti  patches for large C1
and m0.
The values of the parameters  0 and  1 that we found
in the literature are consistent with the critical values
observed in the phase diagrams of figs. 5-6. Indeed, us-
ing micropipette pressurization of giant bilayer vesicles,
the bending moduli  0 and  1 and the surface tension
can be inferred. By changing the number of unsatura-
tions (from 1 to 6) or the lengths (from 13 to 22 car-
bons) of diacyl phosphatidylcholine (PC) lipids, Rawicz et
al. [45] found extreme values for  + = 1.2  10 19 J down
to    = 0.4   10 19 J, which yields  1 = 0.8   10 19 J
(around 20 kBT ) and thus values of  1/ 0 up to 2 for
these lipids. Vind-Kezunovic et al. [46] measured, in un-
perturbed human HaCaT keratinocytes, composed of a
mixture of lipids and cholesterol, values for the bending
modulus  0 = 2.7   10 19 J and  1   3 0. In intestinal
cells, rafts are lipid ordered domains enriched in sphin-
golipids and cholesterol [1], since the sphingolipids have
a higher a nity with cholesterol than the phospholipids
which essentially remain in the disordered phase. One im-
portant point in our study is the asymmetry in the leaflet
compositions. Usually this di erence in lipid average sur-
face fractions are maintained, in living cells, by the Golgi
complex [1] and by enzymes named flipases [29]. Typi-
cal values for C1 can be estimated from giant unilamellar
vesicles made of ternary lipid mixtures (sphingomyelin,
DOPC and cholesterol), which exhibit curved domains of
micrometric radius of curvature [9], which leads to values
of c1 = C1R from 0 to 10.
Most of the previous works on mixed membranes have
been done for planar membranes, and therefore, we focus
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here essentially on the comparison of our model with these
works [16–21,23]. First, a constant spontaneous curvature
C0  = 0 is not compatible with the planar geometry at
large length scales. The up/down symmetry can only be
broken locally. Hence these works focussed on the C0 = 0
case, which we have seen to be very restrictive. Second,
as already said above, only the curvature-induced mech-
anism subsists for planar membrane. In almost all these
studies, the coupling is introduced directly with a term in
  0C1
 
   2h, contrary to a more natural Hamiltonian
1
2 0
 
( 2h   C1  )2. The direct and unexpected conse-
quence is that, in the last case, the prefactor of  2  (the
mass of the field theory) is renormalized by a term in  0C21
which forbids the formation of mesophases a low coupling
between    and  + (fig. 2(b)). Hence our phase diagram
is di erent from the ones obtained in refs. [16, 18–20, 23].
Furthermore, in some of these works [16, 18, 20] a confu-
sion is made between the structured disorder phase and
the ordered one. Indeed, phase diagrams are drawn by
comparing the free energies of the liquid phase and the
structured disordered by selecting only q = 0 and q  in
the structure factors respectively (saddle point approxi-
mation), which is equivalent to not consider the damping
of the correlation functions show in fig. 2(c). Hirose et al.
and Schick pointed out this confusion recently [19,23]. We
find the same order of magnitude of   for the characteristic
correlation lengths and wave vectors. Note however that
we cannot compute analytically the poles of the struc-
ture factors, contrary to [19, 23] where the calculation of
the structure factors was limited to small wave vectors
q <   1. This is of course not verified for large C1.
In refs. [21, 23], the coupling is introduced directly
between the lipid compositions of the two monolayers,
which corresponds in our notations to a term in  k 1 2,
whereas the coupling with the membrane height fluctu-
ations is done separately on the two monolayers (only
on the upper one in [21]). Then the two height fluctua-
tion fields h1 and h2 are integrated out separately. In our
model, however, we keep h defined in the middle plane of
the bilayer and we suppose the membrane to be infinitely
thin, as usually done in elasticity [44]. It allows us to de-
fine properly rafts as thick patches which are not curved,
as seen in simulations [12, 15], contrary to the models of
refs. [19, 21] where the rafts are necessarily curved.
Meinhardt et al. have numerically addressed the is-
sue of the correlation between liquid ordered domains in
opposed monolayers [15]. They observed that when in-
creasing the concentration in lipids of type A, presumably
in both monolayers, the cross-correlation between liquid
ordered domains becomes significant, which can be trans-
lated, in our model, by an emergence of thick patches. This
is consistent with our model since increasing the concen-
tration in lipids of type A in both leaflets leads to the de-
crease of the masses m± (provided that it remains < 1/2)
though  0 increases. It thus corresponds to a decrease of
  1± and   1, which, from eq. (54) and for a given m0,
favors the SD+ phase.
Very recent simulations showing modulated phase pat-
terns on the surface of giant unilamellar vesicles, underline
the role played by a di erence in bending [47, 48] or/and
Gaussian moduli [49, 50] of the di erent lipid domains.
They assumed to be in the Ordered phase, and showed
that the observed patterns are similar to those observed
in experiments. As in our model, the morphology of these
domains results from the competition between the line
tension and the bending energy. However, they did not
consider any local spontaneous curvature C1. Note that
we do not consider the Gaussian bending rigidity in our
model, since we limit our discussion to deformations that
preserve the topology of the membrane (and the Gaussian
bending energy is constant). However, when finite domains
appear this Gaussian rigidity might play a role [47, 48].
This work can be further developed in several direc-
tions. First, by going beyond the Gaussian theory by per-
forming a cumulant expansion [24], we will introduce a
coupling term in  1 for planar membranes. This is a work
in progress. Note that, field-theoretic methods have been
used to treat an assembly of inclusions that both mod-
ify the bending rigidity modulus and the local sponta-
neous curvature for given inclusion distributions [51]. Sec-
ond, by introducing a di erent coupling between the two
monolayers, the case of asymmetric monolayers with dif-
ferent lipids could be explored. Furthermore, the model
can be refined by introducing diagonal inter-plane interac-
tions following [20]. Preliminary studies suggest that the
structure disordered and ordered phase are favored. Fi-
nally, an interesting development of this study would be
to explore the role of sti  patches in the budding of fluid
membranes [52–56]. To do so, the potentials V ( ) should
be extended up to  4 allowing us to compute the line
tension between sti  or curved ordered domains and dis-
ordered ones. The line tension of the curved domain edge
is known to play a crucial role in budding [52].
Appendix A. Chemical potential
In writing eq. (2), we do not impose that the minimum
of the free energy of the system is for  ¯1 and  ¯2, and we
assume that  ¯1 and  ¯2 are imposed by the cell itself or, in
the vesicle context, that we are in an out-of-equilibrium
state following the vesicle formation. But an alternative
possibility is to begin with a more general form of the
Hamiltonian [17,23,33]
H[ 1, 2, u] =
 
A
dA
 
J
2
gij i 1 j 1 + µ1 1 + m1
2
 21
+
J
2
gij i 2 j 2 + µ2 2
+
m2
2
 22 +
k
2
( 1    2)2
 
+ A+ 1
2
 
A
dA ( 1 +  2)
  [div(n)  C( 1    2)]2 (A.1)
and minimizing it a the mean-field level to compute the
average leaflet compositions  ¯i.
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It is still possible to use  + = ( 1 +  2)/2 and    =
( 1    2)/2 instead of  1 and  2 so that the Ginzburg-
Landau Hamiltonian becomes
HGL[ +,  ] =  0
 
S
d 
 
Jˆ( ˜ +)2 + Jˆ( ˜  )2
+µ˜+ + + µ˜    +
mˆ+
2
 2+
+
m˜ 
2
 2  + m˜0 +  
 
. (A.2)
By writing  ±( ) =  ¯± +  ±( ), we obtain eq. (18),
but with µ˜+ = µˆ+ +  ˆ1(2   c0)2, µ˜  = µˆ    c1(2   c0),
(same convention as in sect. 2 for dimensionless parame-
ters) where µˆ  = µˆ1   µˆ2 and µˆ+ = µˆ1 + µˆ2. The two
mean-field equations that fixe  ¯± are then:
µ˜+ + m˜+ ¯+ + m˜0 ¯  = 0, (A.3)
µ˜  + m˜  ¯  + m˜0 ¯+ = 0. (A.4)
The important result is that our e ective Hamiltonian is
unchanged. However, contrary to the case of given val-
ues for the average compositions  ¯1 and  ¯2, they are now
necessarily the positions of the minimum of HGL [20].
Appendix B. Curvature for planar limit
In this appendix, it is shown why, in the limit of planar
membranes, R    , we have to impose c0 = C0R = 2.
For planar single component membranes, the normalized
excess area is at leading order:
A
Ap = 1 +
1
2L2
 
L
dx2 ( h)2 
= 1 +
kBT
2
   
0
dq2
(2 )2
q2
 0q4 +  q2
= 1 +
kBT
8  0
ln
 
1 +
 2 0
 
 
. (B.1)
In the spherical case, using eq. (23), one writes a similar
expression:
A
Ap = 1 +
kBT
8  0
 R
l=2
2l + 1
l(l + 1) +  R
2
 0
  c0
 
2  c02
  .
In the limit of large vesicles, R    , we replace the
discrete modes of spherical harmonics l by a continuum
over q (sect. 4.1), lim
R  
l(l + 1)/R2 = q2, which allows us
to rewrite A/Ap. However, to properly take the mode q =
0 into account, the mode l = 1 (related to the translation
of the vesicle) must be included in the sum, which enforces
the choice c0   2 (so that l(l + 1)   c0(2   c0/2) = 0 for
l = 1). Then we simply get
A
Ap = 1 +
kBT
8  0
   
q=0
2qdq
q2 +   0
(B.2)
which yields the same result as eq. (B.1).
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Dans ce chapitre nous allons aborder les questions relatives aux simulations. Les notions
reliées au modèle, telles que la forme des hamiltoniens utilisés ou les di érentes tensions de
surface, seront développées plus loin.
La première section de ce chapitre est un rappel de la méthode Monte Carlo et plus
spécifiquement de l’algorithme de Metropolis. Nous synthétisons essentiellement le livre de
Newman et Barkema [38] (nous avons choisi d’utiliser les mêmes notations que les auteurs),
nous avons également utilisé [39, 40].
La seconde partie concerne le programme que j’ai développé au cours de ma thèse. Nous
détaillerons, dans un premier temps, la création d’un réseau triangulaire sur une sphère
et les grandes lignes pour obtenir et conserver la connectivité du système. Puis nous nous
concentrerons sur les spécificités liées aux hamiltoniens de Helfrich et d’Ising : c’est-à-dire la
discrétisation et le calcul des grandeurs associées.
Enfin, nous développerons les points qui concernent l’algorithme de Metropolis impor-
tants dans notre modèle, notamment au sujet des déplacements. Nous finirons par quelques
notions sur les fonctions de corrélation et les erreurs statistiques qui leurs sont associées.
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3.1 Simulations Monte Carlo
L’algorithme Monte Carlo est bien connu en physique statistique. Il s’agit d’une famille
d’algorithmes qui permet de simuler les états d’équilibres d’un système (voire hors équi-
libre [41] mais cela ne sera pas abordé ici).
Ces méthodes sont plus anciennes que l’ère du numérique contrairement à ce qu’on pour-
rait penser, même si le nom moderne «Monte Carlo» date des années cinquante. En e et il
s’agissait à l’origine de pouvoir calculer des intégrales pour lesquelles les méthodes classiques
n’étaient pas envisageables, notamment dans les espaces de dimensions élevées. Elles étaient
alors connues sous le nom d’«échantillonnage statistique».
L’idée du procédé serait due à Stan Ulam. Celui-ci en jouant aux cartes, s’est rendu
compte qu’il y avait deux moyens de prédire une victoire. Soit on fait une analyse des combi-
naisons possibles, ce qui peut s’avérer complexe, soit une réflexion basée sur l’expérience du
joueur. C’est avec John Von Neumann qu’ils l’appliquèrent à la physique. L’idée est de ré-
soudre un « problème physique pour lequel la solution est obtenue en étudiant convenablement
des procédés aléatoires» [38].
Les premiers calculs Monte Carlo ont été réalisés après la seconde guerre mondiale pour
résoudre des problèmes sur le transport des neutrons dans la bombe atomique (1947). Malgré
la réussite des premiers calculs, Metropolis et Von Neumann n’ont pas été en mesure de
publier leurs résultats à cause du secret défense. Ce n’est que quelques années plus tard en
l’appliquant à d’autres procédés physiques, comme le gaz de sphères dures, que la méthode
a commencé à attirer l’attention des physiciens et a émergé.
L’amélioration exponentielle de la puissance des ordinateurs et les développements des
di érents algorithmes Monte Carlo ont fait que cette méthode reste un outil très utilisé de
nos jours pour comprendre de nombreux mécanismes physiques.
3.1.1 Introduction
Le but des simulations Monte Carlo est le calcul de moyennes d’observables Q, telles
que l’énergie, ou encore les fonctions de corrélation. Pour cela, il faut faire la moyenne de
Q sur un ensemble d’états judicieusement choisis qui suivent la distribution de Boltzmann
(distribution des états d’équilibre).
Tout d’abord considérons un système dans un état µ, appelons R(µæ ‹)dt la probabilité
de passer de l’état µ à ‹ pendant l’intervalle de temps dt. Nous supposons que le taux de
transition R(µ æ ‹) est indépendant du temps (système sans mémoire). Il est possible de
définir un taux de transition pour tout les états ‹ que le système peut atteindre. La di culté
vient du fait que le nombre d’états accessibles est grand et après un petit laps de temps dt
le système peut être dans n’importe quel état ‹. Plutôt que de regarder l’état du système, il
est donc plus intéressant d’étudier la probabilité d’être dans un état µ à l’instant t, wµ(t).
Son évolution au cours du temps est gouvernée par l’équation maîtresse [38, 39, 40] :
dwµ
dt =
ÿ
‹
[w‹(t)R(‹ æ µ)≠ wµ(t)R(µæ ‹)] . (3.1)
Elle régit l’évolution wµ(t) au cours du temps. Le premier terme est la probabilité d’arriver
dans l’état µ à partir d’un état ‹. Le second correspond à celle de le quitter pour un autre
état ‹. La somme permet de prendre en compte les di érents cas de figure possibles. De plus,
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wµ(t) est une probabilité et donc obéit à :ÿ
µ
wµ(t) = 1 . (3.2)
Avec les éqs. (3.1,3.2) nous obtenons l’évolution du système au cours du temps. A partir de
wµ(t), nous pouvons calculer les moyennes des grandeurs qui nous intéressent,
ÈQÍ(t) =ÿ
µ
Qµwµ(t) . (3.3)
Cette façon de mesurer contient d’importantes informations sur la grandeur «réelle». En
fait, deux visions sont possibles : soit il s’agit d’une moyenne sur di érentes réalisations, plu-
sieurs mesures instantanées d’une expérience, soit d’une intégration temporelle, par exemple
la moyenne d’une observable qui fluctue. La seconde vision est plus en accord avec le point
de vue expérimental, où une prise instantanée à peu de sens. En e et, les appareils de mesure
donnent toujours accès à une moyenne temporelle d’un phénomène physique.
Le dernier point à ajouter est une contrainte sur nos états d’équilibre. En e et, nous
connaissons, grâce au travaux de Gibbs (1902), les valeurs des wµ(t) à l’équilibre, elles
suivent :
pµ = lim
tæŒwµ(t) =
e≠Eµ/kBTq
µ e≠Eµ/kBT
. (3.4)
avec Eµ est l’énergie de l’état µ, kB la constante de Boltzmann et T la température du
système. Nous pouvons donc écrire l’éq. (3.3) comme :
ÈQÍ = lim
tæŒÈQÍ(t) =
q
µQµe
≠Eµ/kBTq
µ e≠Eµ/kBT
. (3.5)
3.1.2 Principe de l’algorithme
La vision présentée dans la partie précédente, est théorique et non applicable générale-
ment en numérique : il nous est impossible en pratique de faire nos moyennes sur tous les
états d’un système, dont le nombre augmente avec la complexité. Cependant, nous pouvons
choisir un certain nombre d’états sur lesquels nous prendrons des mesures. De cette idée naît
la notion d’estimateur. Nous choisissons M états {µi, ..., µM}, notre estimation de l’éq. (3.5)
est alors :
QM =
qM
i=1Qµi p˜µie
≠Eµi/kBTqM
j=1 p˜µje
≠Eµj /kBT
(3.6)
où
lim
MæŒQM = ÈQÍ , (3.7)
et p˜µi la probabilité à laquelle nous sélectionnons l’état µi. Il nous reste à choisir cette
probabilité de façon que QM soit aussi proche possible de ÈQÍ. Il est trivial de voir que le
choix des états équiprobables (pµ=1), choix le plus simple, est un mauvais choix.
Comme expliqué dans la partie précédente nous pouvons regarder ÈQÍ comme une moyenne
temporelle sur les di érents états que le système traverse. Cependant, durant une expérience,
le système ne va pas visiter tous les états (trop nombreux ≥ 1023). En fait, le «vrai» système
fait en quelque sorte un Monte Carlo : c’est-à-dire qu’il va évaluer des moyennes en prenant
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un petit nombre d’états mais caractéristiques : «il s’agit d’un analogue à un ordinateur»[38].
Nous aussi, nous pouvons choisir «astucieusement» un certain nombre d’états qui seront
significatifs. Sont appelées méthodes Monte Carlo les moyens de sélectionner ces états.
La stratégie adoptée est la suivante. Plutôt que de faire transiter le système par M états
ayant la même probabilité et de calculer nos moyennes, nous allons sélectionner les états
visités de sorte qu’un état µ soit sélectionné avec la probabilité pµ définie dans l’éq. (3.4).
Finalement, notre estimateur QM devient :
QM =
1
M
Mÿ
i=1
Qµi (3.8)
Les états les plus souvent sélectionnés sont donc les plus probables. Plus précisément, la
fréquence à laquelle on choisit ces états correspond exactement au temps passé par le système
dans ces états.
Tout d’abord rappelons comment générer les di érents états du système et le «voyage»
dans ces états. Généralement, sont utilisés des processus markoviens. Ils s’agit d’un méca-
nisme qui à partir d’un état initial µ permet la création et le déplacement vers un état ‹.
Cependant, il ne créera pas systématiquement le même état ‹ et cet état ne sera pas sys-
tématiquement visité. La probabilité que l’état ‹ soit choisit à partir de l’état µ est appelé
probabilité de transition, notée P (µæ ‹).
Les chaînes de Markov doivent également respecter deux conditions supplémentaires : les
P (µ æ ‹) sont indépendantes du temps et ne dépendent que des états ‹ et µ (cela assure
que la probabilité d’aller sur ‹ à partir de µ est toujours la même). De plus, nous avons :ÿ
‹
P (µæ ‹) = 1 . (3.9)
Dans les simulations Monte Carlo nous répétons ce processus pour faire changer d’état notre
système.
Maintenant, nous allons contraindre ce procédé de façon à sélectionner nos états avec le
poids de Boltzmann éq. (3.4). Pour cela, deux conditions sont nécessaires.
La première est la condition d’ergodicité : c’est-à-dire que le processus de Markov doit
permettre d’atteindre n’importe quel état indépendamment du point de départ (si on laisse
évoluer le système su samment longtemps). En e et, chaque état ‹ à une probabilité p‹ ”=
0 dans la distribution de Boltzmann. Si un état ‹ est inaccessible depuis un état µ, en
commençant sur l’état µ, la probabilité d’atteindre ‹ sera 0 et non p‹ comme désiré. Il doit
exister au moins un chemin entre tout couple d’états.
La seconde condition à prendre en compte est celle du bilan détaillé. Cette condition
assure que nous obtenons la distribution de Boltzmann à l’équilibre. À l’équilibre, nous
voulons être stationnaire, c’est-à-dire que le taux d’entrée et de sortie d’un état µ soient
égaux, cela est traduit par : ÿ
‹
pµP (µæ ‹) =
ÿ
‹
p‹P (‹ æ µ). (3.10)
En utilisant le fait que nos probabilité soient normées, éq. (3.9), nous obtenons,
pµ =
ÿ
‹
p‹P (‹ æ µ). (3.11)
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Toute famille de probabilité de transition P (‹ æ µ) respectant l’éq. (3.11) fera de pµ une
distribution stationnaire de notre processus de Markov.
Cependant, cela n’est pas su sant pour garantir qu’à l’équilibre la distribution tende
vers pµ. En e et, il est possible que le système, à travers le procédé de Markov, atteigne un
«équilibre» dynamique [38, 39].
Un moyen de contourner ce problème est d’ajouter la contrainte suivante :
pµP (µæ ‹) = p‹P (‹ æ µ). (3.12)
C’est la condition dite de bilan détaillé du système. Il est facile de voir que toute famille de
probabilité respectant l’éq. (3.12) respecte également l’éq. (3.11). Il est cependant plus di -
cile de se convaincre que cela résoud le problème précédent. C’est pourtant le cas : pour des
détails nous conseillons au lecteur les références [38, 39]. De plus, une autre raison physique
pour le choix de la contrainte est qu’elle conserve la symétrie d’inversion du temps. Dans
des simulations le respect de cette symétrie n’est pas obligatoire mais elle l’est pour le vrai
système (dans la plupart des cas). Simuler un système de façon à être le plus proche possible
de la réalité est cependant intéressant pour sa compréhension. Grâce au bilan détaillé, nous
somme capables de choisir la distribution de probabilité d’équilibre que nous souhaitons.
Or nous voulons obtenir la distribution de Boltzmann à l’équilibre. Pour cela, il nous su t
d’avoir :
P (µæ ‹)
P (‹ æ µ) =
p‹
pµ
= e≠(E‹≠Eµ)/kBT (3.13)
Les contraintes, associées aux éqs. (3.9,3.13), et la condition d’ergodicité assurent que notre
procédé de Markov nous génére bien la distribution de Boltzmann pour les états d’équilibre.
La «famille» Monte Carlo est l’ensemble des algorithmes respectant ces conditions.
3.1.3 Algorithme de Metropolis
L’algorithme de Metropolis est un algorithme de la famille Monte Carlo : nous allons
maintenant l’examiner.
Pour commencer nous allons réécrire nos probabilités de transition :
P (µæ ‹) = g(µæ ‹)A(µæ ‹), (3.14)
avec A(µæ ‹) le taux d’acceptation, et, où g(µæ ‹) est la probabilité de sélection, c’est-à-
dire la probabilité de choisir l’état ‹ comme destination à µ. Ce choix nous donne une totale
liberté dans les choix des g(µ æ ‹) car l’éq. (3.13) ne fixe que le ratio. Nous pouvons donc
choisir g(µæ ‹) = 1/N où N est le nombre total d’états accessibles pour le système à partir
de l’état µ (bien souvent indépendant de µ), d’où l’éq. (3.13) devient :
P (µæ ‹)
P (‹ æ µ) =
g(µæ ‹)A(µæ ‹)
g(‹ æ µ)A(‹ æ µ) = e
≠(E‹≠Eµ)/kBT . (3.15)
Il faut maintenant fixer les taux d’acceptations. Comme expliqué dans la section pré-
cédente plusieurs choix sont possibles, cependant l’éq. (3.15) ne nous impose pas de forme
générale mais une relation par «paire» pour les taux d’acceptation : c’est-à-dire entre états
µ et ‹. La problèmatique est la suivante : nous allons chercher à maximiser le taux d’accep-
tation pour que notre algorithme soit le plus performant possible. Un moyen d’y parvenir
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est de toujours fixer au maximum (soit 1) le taux d’acceptation le plus élevé et d’adapter le
second pour respecter l’éq. (3.15). Le taux d’acceptation de cet algorithme, qui se nomme
algorithme de Metropolis, s’écrit :
A(µæ ‹) =
I
e≠(E‹≠Eµ)/kBT si E‹ ≠ Eµ > 0
1 autrement.
Seront toujours sélectionnés les nouveaux états ‹ d’énergie plus basse que celle de l’état
initial µ. Cependant, on acceptera quand même certains déplacements vers des états de plus
haute énergie avec la probabilité p = exp[≠(E‹ ≠ Eµ)/kBT ].
De nos jours, un grand nombre de simulations Monte Carlo sont basées sur l’algorithme
de Metropolis.
3.2 Modèle numérique d’une vésicule
Ici, nous allons d’écrire plus spécifiquement l’initialisation du code utilisé pour simuler
nos vésicules et la discrétisation des hamiltoniens qui sont à la base du modèle analytique.
Cette section est divisée en trois parties. Pour commencer nous détaillons la tesselation
de notre sphère et la méthode de stockage de la connectivité. La suite porte sur le modèle
qui décrit la partie élastique de la vésicule via le hamiltonien d’Helfrich. Nous introduisons
les méthodes de calcul des di érentes grandeur de ce modèle. Enfin, nous terminons avec la
modélisation des lipides qui la composent.
3.2.1 Tesselation d’une sphère
La première étape consiste à discrétiser la surface d’une sphère. Cependant, il ne faut pas
oublier quelles sont les grandeurs physiques que nous voulons calculer. Nous cherchons par
exemple, à obtenir l’énergie élastique de la vésicule. Pour cela, nous allons devoir calculer la
courbure principale en chaque point du système, il nous faut donc connaître la connectivité
de notre réseau.
Nous commençons avec un icosaèdre (fig. 3.1). Il s’agit d’un solide dont la surface est
composé de 20 faces triangulaires, que nous notons Ii avec i = {1, 2, ..., 20}. Il possède
également 12 sommets noté xj et j = {1, 2, ..., 12}. L’intérêt d’un tel objet est que les xj
sont inscrits dans une sphère de rayon R0. En vertu des symétries de l’objet, nous utilisons
les coordonnées sphérique xj © (R0, ◊j,Ïj).
On choisit arbitrairement deux sommets opposés comme pôles : x1 et x12. Ces pôles vont
permettre de définir de façon simple les autres points, leurs coordonnées sont x1 © (R0, 0, 0)
et x12 © (R0, ﬁ, 0). Pour les autres sommets, nous pouvons les répartir en deux groupes de
même ◊. Chaque groupe comprend un pentagone. Avec un peu de géometrie nous pouvons
déterminer l’angle ◊ = ﬁ/2≠ arctan(1/2) rad. et donc les coordonnées de tous les sommets :
xj © (R0, ﬁ/2≠arctan(1/2), [j≠1]2ﬁ5 ) pour {j = 2, ..., 6} et xj © (R0, ﬁ/2+arctan(1/2), [j≠
7]2ﬁ5 ) pour {j = 7, ..., 11}.
Maintenant que l’icosaèdre est généré (fig. 3.1), nous choisissons une de ses faces Ii , de
sommets xj avec j = {1, 2, 3}, pour introduire l’idée générale applicable à chaque face. L’idée
est la suivante : nous allons subdiviser le triangle Ii en trois nouveaux triangles. Pour cela,
en prenant les moyennes deux à deux des xj , nous obtenons un nouveau sommet au milieu
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Figure 3.1 – Icosaèdre initial où R0 = 1, N = 12, composé de 20 triangles.
d’une arrête. Ce sommet est ensuite projeté sur le sphère de rayon R0 (fig. 3.2.a). En faisant
cela pour tous les di érents couples de points, à partir d’un seul triangle nous en obtenons 4 :
nous avons subdivisé notre système. De plus, nous avons toujours un objet composé de faces
triangulaires, et donc nous pouvons répéter ce processus autant de fois que nous voulons. À
cause de notre tesselation, nous ne pouvons pas avoir n’importe quel nombre de points N
dans nos simulations : N = 10◊ 4n + 2 avec n le nombre de fois que nous subdivisons.
La clé est d’avoir un moyen de stockage e cace, c’est-à-dire qui garde en mémoire sim-
plement la connectivité de nos sommets. Pour cela, nous avons choisi d’associer les triangles
Ii à un tenseur Ti [l,m] de dimension k ◊ k ◊ 3 (k = 2n + 1). Le but de ce tenseur est
de stocker toutes les positions des vecteurs générés après les subdivisions successives. Nous
allons remplir nos Ti comme suit à chaque étape :Qcccccca
x1 0 0 0 0
x2 x3 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
Rddddddbæ
Qcccccca
x1 0 0 0 0
x4 x6 0 0 0
x2 x5 x3 0 0
0 0 0 0 0
0 0 0 0 0
Rddddddbæ
Qcccccca
x1 0 0 0 0
x7 x8 0 0 0
x4 x9 x6 0 0
x10 x11 x12 x13 0
x2 x14 x5 x15 x3
Rddddddb
En appliquant ce procédé, nous gardons l’arrangement «naturel» du système. La fig. 3.2.b
montre la projection des xj dans le plan du triangle Ii , il est facile de faire le lien avec le
système de rangement donné ci-dessus.
Pour les vecteurs qui ne sont pas sur les arrêtes de Ii, les voisins sont faciles à trouver.
En e et, un sommet de coordonnées (l,m) a pour voisins les vecteurs d’indice (l ≠ 1,m),
(l ≠ 1,m ≠ 1), (l,m ≠ 1), (l + 1,m ≠ 1), (l + 1,m), (l + 1,m + 1). L’autre information que
nous avons besoin de conserver est le sens positif de rotation. En e et, la moitié des triangles
sont orientés dans le sens opposé, par exemple ceux de l’hémisphère inférieur de l’icosaèdre
46 Chapitre 3. Simulations Monte Carlo d’une vésicule
x2
x1
x3
x4
x6
x5
a) b)
x1
x2 x3
x4 x6
x5
x7 x8
x9
x12 x13
x15
x11x10
x14
+
Ii Ii+1
Figure 3.2 – Schéma représentant la création de nouveaux sommets : a) Une seule subdivi-
sion est appliquée, les xj sont générés à partir des sommets xj du triangle initial. La surface
gris clair correspond à la surface projetée dans le plan du triangle initial et la courbe rouge en
pointillés représente le «squelette» de la sphère de rayon R0. b) Représentation dans le plan
du triangle initial, Ii , deux subdivisions sont appliquées. Les xj sont les sommets initiaux,
les xj la première génération et les xj la seconde. Le cercle associé au +, en haut à gauche
donne le sens de rotation positive sur la face. La surface en gris clair indique l’emplacement
du triangle voisin Ii+1.
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Figure 3.3 – Schéma représentant la connectivité des triangles initiaux Ii avec i = 1, 2...20
et les sommets xj qui leur sont associés. La ligne rouge discontinue est un grand cercle inscrit
dans la sphère de rayon R0. Les cercles associé au + donne les sens positifs de rotation. Les
triangles en gris clair sont les triangles présents deux fois sur le schéma.
fig. 3.1. Pour obtenir les vecteurs normaux n, il faut calculer di érents produits vectoriels, et
donc garder cette information (elle est représentée sur la fig. 3.2b). De plus, cette information
nous est aussi utile pour connecter les Ii entre eux.
Dans l’explication ci-dessus nous avons volontairement simplifié. Nous n’avons pas abordé
la question des points sur les arêtes. Pour ces sommets il est aussi possible de trouver une
récurrence pour déterminer la connectivité. Pour des raisons de simplicité nous ne rentrerons
pas dans les détails, mais donnons tout de même l’idée générale. À partir de la fig. 3.3, il est
possible de construire une matrice de connectivité entres les triangles initiaux. Cette matrice
indique le prochain voisin en tournant dans le sens positif. Par exemple, sur la fig. 3.3, sont
représentés les voisins au triangle I10 et le sens de rotation associé. En tournant dans le sens
positif nous parcourons, par exemple, le chemin I11 æ I10 æ I16. Nous avons donc 2/3 des
voisins, mais pour tous les triangles initiaux. Il est donc simple de se convaincre que nous
avons toutes les informations nécessaires pour créer la cartographie de notre réseau. En e et,
il est toujours possible de trouver un chemin qui relie deux triangles quelconques entres eux.
Avec notre système de classement, nous gardons en mémoire la position des sommets sur
les arêtes plusieurs fois. Pour l’éviter, lorsque le réseau est créé, nous rangeons les coordonnées
des sommets dans une matrice de réels de tailleN◊3. Nous gardons également la connectivité
dans une autre matrice, d’entiers cette fois, de taille N ◊6. Pour cela, il nous su t d’utiliser
la même logique que dans le paragraphe précédent, à savoir identifier les points réguliers et
ceux présents sur les arêtes.
Le dernier point à prendre en compte est la di érence de connectivité entre les sommets
initiaux (issus de l’icosaèdre) et ceux générés par les subdivisions successives. En e et, tous
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Figure 3.4 – Notre réseau composé de 5120 triangle, soit 4 itérations, où R0 = 1, N = 2542,
ce graphique est tracé sur Mathematica.
les nouveaux sommets sont de coordinance 6, tandis que les sommets initiaux sont de coor-
dinance 5. Il faudra être prudent lorsque nous calculerons les di érentes grandeurs associées
aux sommets.
En appliquant ce procédé nous obtenons notre réseau triangulaire sur la sphère, passant
ainsi de la fig. 3.1 à la fig. 3.4. De plus, toutes les informations pour calculer les hamiltoniens
associées à notre modèle sont en notre possession.
3.2.2 Modèle d’un vésicule élastique
Dans cette section nous allons détailler les points concernant le modèle élastique. Le
hamiltonien d’Helfrich est composé de deux termes (cf. Chapitre 1), le premier est relié
au coût pour courber la membrane, le second l’étirer. Ce second terme correspond à une
contrainte permettant de fixer l’aire moyenne de la membrane. Dans le cas d’une vésicule il
est naturel d’ajouter aussi une contrainte sur le volume. La façon dont ces contraintes sont
imposées définit l’ensemble thermodynamique du système.
Nous commençons par définir l’ensemble des grandeurs nécessaires à la construction de
notre modèle : courbure, aire, volume... Dans une seconde partie, nous discrétisons l’hamil-
tonien de Helfrich, avant d’introduire quelles vont être les contraintes à appliquer sur notre
vésicule.
Aspects géométriques
La méthode que nous utilisons, issue de [42], a di érents avantages. Premièrement, elle
nous permet d’obtenir simultanément la courbure mais également l’aire et le volume associés
à un point de la tesselation. En e et, au lieu de calculer la courbure, nous calculons l’opé-
rateur de Laplace-Beltrami qui contient l’information sur la courbure mais également celle
sur l’aire. Nous avons vérifié la convergence de notre méthode en calculant la courbure pour
nos sphères en augmentant N pour vérifier la convergence vers 2/R0. De plus, nous voulons
une méthode précise et robuste. Nous ne pouvons pas utiliser de développement limité. Pour
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Figure 3.5 – Schéma représentant nos éléments de surface et la construction des grandeurs
associées au point xi. a) Première couronne de voisins xj au point xi. Sont également repré-
sentés les angles opposés à l’arrête xjxi, (–ij , —ij), qui permettent de définir l’opérateur de
Laplace-Beltrami. b) Représentation de l’aire de Voronoï d’un triangle, en rouge, les angles
caractéristiques sont indiqués. c) Construction de l’aire de Voronoï, en rouge, à partir des
angles –ij et —ij . L’aire de cette figure fait le lien avec l’éq. (3.19). L’orientation, qui compte
ici, est indiquée en haut à gauche
le moment la notion d’aire et de volume associés à un point peut sembler obscure, nous y
reviendrons dans la suite.
Commençons par définir l’opérateur de Laplace-Beltrami :
Ki =
1
2Ai
ÿ
j
(cot–ij + cot—ij) (xi ≠ xj) (3.16)
Pour comprendre les grandeurs de l’éq. (3.16), il faut les associer à la fig. 3.5. Pour obtenir
Ki au point i à la position xi , il faut sommer sur tous les voisins j. Sur la fig. 3.5a. est
représentée la première couronne de voisins. Pour les angles –ij et —ij , ils sont définis par
rapport à l’arête xixj . Nous cherchons à calculer la courbure moyenne 2Hi au point i. Celle-ci
est donnée par :
2Hi = ±||Ki || (3.17)
De plus, 2Hi est une grandeur algébrique, son signe, arbitrairement défini, s’obtient par le
produit scalaire du vecteur normal sortant de la surface,
ni = Ki/||Ki ||, (3.18)
avec le vecteur xi/||xi ||. Nous prenons la convention suivante : si ni et xi sont orientés selon
la même direction, la courbure moyenne sera positive, sinon négative.
En ce qui concerne l’aire associée à un sommet, Ai , elle correspond à l’aire de Voronoï.
Nous séparons la surface de nos triangles pour la répartir équitablement entre leurs sommets.
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Par exemple, le point xi prendra 1/3 de l’aire de tous les triangles dont il est sommet.
La figure fig. 3.5.b montre cette aire pour un triangle, pour obtenir l’aire totale il su t
de sommer sur tous les triangles voisins (fig. 3.5.a). En réalité nous réutilisons une partie
des informations calculées dans l’éq. (3.16). Par construction géométrique cette aire peut
s’obtenir en utilisant les angles –ij et —ij (Cf. fig. 3.5.c). Nous avons :
Ai =
ÿ
j
Aij = 18
ÿ
j
(cot–ij + cot—ij) ||xi ≠ xj ||2, (3.19)
où Aij correspond, non pas à l’aire fig. 3.5.b, mais à celle représentée fig. 3.5.c. La somme
sur j porte sur les arêtes. Pour obtenir l’aire associée à un triangle il su t de décaler l’angle
–ij et l’arête qui lui correspond :
Ai =
ÿ
j
AÕij =
1
8
ÿ
j
cot–ij+1 ||xi ≠ xj+1||2 + cot—ij ||xi ≠ xj ||2, (3.20)
où j + 1 est défini par rotation positive (Cf. fig. 3.5). Cette fois nous obtenons bien que AÕij
est l’aire associée à un seul triangle.
Il y a cependant une complication. En e et, le centre du cercle circonscrit, point noir sur la
fig. 3.5.b, sort du triangle si celui-ci possède un angle obtus. Pour l’éviter il nous faut étendre
la définition de notre aire, pour cela nous suivons [42]. Si aucun des triangles entourant le
sommet fig. 3.5.a n’a pas d’angle obtus nous utilisons l’éq. (3.20). Si le triangle   est obtus
nous devons considérer deux cas : obtus en xi, AÕij = aire( )/2 sinon AÕij = aire( )/4 où
aire( ) est la définition usuelle en utilisant le produit vectoriel :
aire( ) = 12 ||(xj ≠ xi)◊ (xj+1 ≠ xi)||. (3.21)
La définition ainsi étendue de l’aire de Voronoï permet de ne pas compter de surface
supplémentaire.
De la même façon le volume associé à un sommet i et noté Vi est défini comme la somme
des volumes des tétraèdres qui l’entourent (fig. 3.5.a). Il s’agit, en quelque sorte, d’un «volume
de Voronoï». Par exemple, pour obtenir la contribution à Vi du triangle de la fig. 3.5.b, il
su t de multiplier l’aire rouge pour la hauteur (distance entre le triangle et le centre de la
sphère). Nous pouvons donc écrire :
Vi =
ÿ
j
Vij = 13
ÿ
j
AÕij xi · nfj (3.22)
avec nfj le vecteur normal de la face j, défini comme :
nfj =
(xj ≠ xi)◊ (xj+1 ≠ xj)
||(xj ≠ xi)◊ (xj+1 ≠ xj)|| (3.23)
En réalité, xi · nfj n’est pas la distance avec le centre de la sphère instantanée, OÕ, mais la
distance avec le centre initial de la vésicule, O. En e et, lors des itérations Metropolis le
centre du système di use lentement. Ce point n’a pas d’importance tant que le centre «réel»
ne sort pas de la vésicule. Nous définissons tout de même ce centre, car cette grandeur nous
sera utile pour calculer les moyennes sur la surface :
≠≠æ
OOÕ = 1A
Nÿ
i=0
xiAi (3.24)
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Tout comme le centre de masse, nous pouvons définir un ensemble de grandeurs qui
s’appliquent à l’échelle de la vésicule. On parlera alors de grandeur macroscopique, par
exemple la surface totale du système A, le volume V et son rayon moyen R :
A =
Nÿ
i=1
Ai (3.25)
V =
Nÿ
i=1
Vi (3.26)
R = 1A
Nÿ
i=1
||xi ≠
≠≠æ
OOÕ||Ai = 1A
Nÿ
i=1
riAi (3.27)
Aspects énergétiques
La seconde partie du travail consiste à discrétiser le hamiltonien élastique Hh. Commen-
çons par la partie facile, l’énergie de courbure, nous la rappelons ici, avant de la discrétiser,
Hh = 12
⁄
A
dA Ÿ[2H ≠ C]2 æ 12
ÿ
i
Ÿ[2Hi ≠ C]2 Ai (3.28)
où la somme se fait sur tous les sites, 2Hi est la norme de l’opérateur de Laplace-Beltrami
Ki au point i (éq. (3.17)) et Ai l’aire définie éq. (3.20). Nous rappelons que Ÿ est le module
de courbure élastique et C est la courbure spontanée. Il s’agit du modèle d’Helfrich discuté
plus en détails dans l’Introduction.
Comme décrit dans l’Introduction et dans le Chapitre 4, nous devons adapter les contraintes
du cas analytique à nos simulations. Dans le calcul analytique, pour les vésicules on ajoute
à l’énergie de courbure deux contraintes supplémentaires. Une sur la surface A et une sur
le volume V . Pour cela, di érents choix sont possibles : soit nous imposons des contraintes
dures, c’est-à-dire que l’aire ou le volume sont constants. Soit nous fixons la valeur moyenne
de ces grandeurs avec un multiplicateur de Lagrange. Pour la surface le multiplicateur asso-
cié est la tension de surface ‡, quant au volume il s’agit de la di érence de pression entre
l’intérieur et l’extérieur de la vésicule  p. Dans le cas analytique (cf. Chapitre 4), le plus
souvent, sont utilisés une contrainte dure pour V et un multiplicateur ‡ pour l’aire A [26].
À l’inverse, dans les simulations des contraintes dures sont parfois utilisées à la fois pour
l’aire et pour le volume [43]. Il y a donc 2 contraintes et deux moyens de les appliquer au
système : nous avons donc 4 ensembles thermodynamiques di érents, chacun pouvant être
associé à des conditions expérimentales di érentes ou choisi par raison de commodité.
Dans le Chapitre 4, nous détaillons ces ensembles. Ici, nous allons seulement présenter
comment imposer numériquement de telles contraintes. Nous partons donc de leurs défini-
tions :
• Ensemble (A,V) dit «Framed isolated systems» : deux contraintes dures, imposées
par :
Hc = KA2 (A≠ A0)
2 + KV2 (V ≠ V0)
2 (3.29)
où les coe cients KA et KV ∫ kBT (≥ 104 ≠ 106kBT ). En réalité, il ne s’agit pas
d’une vraie contrainte dure, mais d’une situation intermédiaire, la surface et le volume
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pouvant fluctuer avec un faible écart type ( A ≥ kBTA/KA, V ≥ kBTV/KV ). Nous
les fixons de cette façon, pour accepter plus facilement nos déplacement Monte Carlo.
Attention ici, comme pour le calcul analytique, V0 = 4/3ﬁR30 est le volume de la sphère
équivalente, tandis que A0 = 4ﬁR20(1 +–) avec – l’excès d’aire de la vésicule [44, 45].
Cet excès d’aire couplé à la contrainte de surface est responsable d’une tension de
surface e ective.
• Ensemble (‡,V) dit «Open, framed systems» : il correspond au cas étudié le plus
souvent analytiquement. L’aire est libre de fluctuer mais le volume est fixe. L’avantage
numérique par rapport au cas précedent est qu’il est di cile d’imposer à la fois A et
V , c’est pourquoi il s’agit de l’ensemble principalement étudié. L’hamiltonien s’écrit
alors
Hc = ‡A + KV2 (V ≠ V0)
2 (3.30)
où ‡ est la tension de surface microscopique (qui est di érente de celle correspondant
aux spectre de fluctuation comme nous le verrons plus loin).
Nous prendrons dans la suite R0 = 1 et KV = 106kBT sauf si le contraire est indiqué.
Dans nos simulations nous cherchons à éclaircir le lien qui existe entre l’excès d’aire –,
la tension de surface microscopique ‡, la tension de cadre · qui fixe l’aire projetée de la
vésicule et la tension ressentie par les modes de fluctuations r. Pour cela, une di érence par
rapport aux simulations précedentes [43, 46, 47] est que nous n’appliquons pas de potentiel
«sphère dure» entres les points du réseau, c’est-à-dire que la longueur des arrêtes est libre :
nous permettons notamment au système de changer de forme.
Le dernier point à prendre en compte concerne le centre de masse OÕ, lorsque la simulation
évolue, OÕ di use. L’e et que nous n’avions pas prévu quand nous avons commencé, est que
le réseau brise la symétrie d’isotropie car nos déplacement sont radiaux. En e et, seules
certaines positions sont accessibles celles qui sont sur les axes radiaux, ils sont représentés
sur la fig. 3.24. La conséquence est que le réseau initial est déformé au cours du temps.
À noter que le même phénomène se produit dans le cas plan : l’e et non linéaire discuté
dans [48] en est un exemple. Pour l’éviter nous ajoutons une énergie potentielle quadratique
supplémentaire sur notre barycentre :
HO = KO2 ||
≠≠æ
OOÕ||2 (3.31)
avec KO © 104kBT ∫ kBT . La position du centre est bien sûr calculée dynamiquement
lorsque notre simulation avance.
3.2.3 Modélisation des lipides de la membrane
Pour la modélisation des lipides via le modèle d’Ising introduit cf. Chapitre 2, le problème
est plus simple. En e et, il s’agit déjà d’un modèle discret qui décrit le comportement d’un
mélange binaire de deux espèce A et B. Ici A,B représenteront les lipides de notre vésicule.
Il s’agit d’un modèle connu de type Ising sur réseau où les résultats en deux dimensions
sont analytiques [49]. Avec ce modèle, il existe une compétition entre les interactions entre
lipides (van der Waals, électrostatique...) qui cherchent à minimiser le nombre de contacts
entre lipides d’espèces di érentes et l’entropie qui favorise le mélange.
Nous voulons également prendre en compte le caractère bicouche pour se rapprocher
le plus possible d’une membrane lipidique ou d’une cellule réelle. Comme dans le modèle
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Figure 3.6 – Schéma représentant la modification du réseau lors du déplacement du centre
de la vésicule. En noir est représenté le système à l’état initial et en rouge celui au temps t.
Le centre de la vésicule se déplace donc au cours du temps. Les déplacements n’étant que
radiaux, par rapport au centre initiale, les sommets doivent se trouver sur les axes radiaux
représentés avec des traits pointillés noir.
introduit Chapitre 2, nous utilisons deux hamiltoniens d’Ising : chacun modélise les lipides
d’un feuillet.
Le hamiltonien associé s’écrit :
Hin = U
(1)
2
ÿ
ij
Si(1≠ Sj) + U
(2)
2
ÿ
ij
Yi(1≠ Yj) , avec {Si , Yi} œ {0, 1} (3.32)
où la somme se fait sur tous les couples de voisins. Les termes constants dans l’énergie sont
omis. Avec U (1,2) = 2U (1,2)AB ≠ [U (1,2)AA + U (1,2)BB ] le paramètre d’interaction > 0 pour avoir une
interaction répulsive entres lipides d’espèces di érentes (cf. Chapitre 2). Avec ce modèle il
est possible de définir la température critique du système Tc. En dessous de Tc, le système
aura deux phases distinctes, les interactions entre lipides «gagnent», au dessus les lipides
sont mélangés c’est l’entropie qui domine.
Dans le cas de feuillets composés des mêmes types de lipides, cas qui nous intéresse,
U = U (1) = U (2). Attention à ne pas confondre avec les coe cients d’un hamiltonien de
Ginzburg-Landau qui eux dépendent de la composition relative entre les deux espèces (cf.
Chapitre 2). On peut alors écrire l’éq. (3.32) comme :
Hin = U2
ÿ
ij
Si(1≠ Sj) + Yi(1≠ Yj) , avec {Si , Yi} œ {0, 1} (3.33)
À noter que la di érence de coordinance entre les points devra être prise en compte
dans les coe cients d’Ising. Nous supposons que pour N ≥ 103 ∫ 12, les e ets reliés à la
coordinance 5 des 12 sommets concernés sont négligeables.
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Comme introduit Chapitre 2, dans notre modèle les paramètres du modèle d’Helfrich
dépendent de la composition en lipides sur les deux feuillets. C’est comme cela que les deux
hamiltoniens éqs. (3.28,3.33) sont couplés via Ÿi et Ci . Nous écrivons leur dépendance, comme
présenté dans le cas analytique, de la façon suivante :
Ÿi = Ÿ0 + Ÿ1(Si + Yi) et Ci = C0 + C1(Si ≠ Yi) (3.34)
Il est facile de voir que l’éq. (3.34) définit 4 états di érents, AA,BB,AB,BA, et qu’elle
couple les deux feuillets.
Pour le stockage des spins il nous su t de recréer une matrice de taille 2◊N d’entiers.
Nous rappelons que nous connaissons déjà la connectivité de notre réseau.
Finalement, le hamiltonien complet du système s’écrit :
H = Hh +Hc +Hin +HO (3.35)
3.3 Simulation d’une vésicule
Dans les sections précédentes de ce chapitre, nous avons introduit notre réseau et exprimé
les di érents hamiltoniens du système. L’algorithme de Metropolis, décrit dans le cas général
dans la section 3.1.3, est adapté ici à nos vésicules.
Après avoir créé notre réseau et stocké les positions, nous plaçons sur tous les sites deux
lipides : un pour chaque feuillet, la valeur des spins placés est aléatoire. Une remarque cepen-
dant, dans la plus grande partie de nos simulations nous n’avons pas «mélangé» les couplages
de nos paramètres élastiques [éq. (3.34)]. C’est-à-dire que nous avons étudié séparément l’ef-
fet de la dépendance des paramètres élastiques avec la composition : Ÿi(Si+Yi) et Ci(Si≠Yi).
Dans ce cas, un seul spin est nécessaire par site.
Nous calculons, ensuite, l’énergie de notre système dans l’état initial : E0 = Hh +Hc +
Hin +HO. Nous somme maintenant en mesure de lancer les itérations Metropolis.
3.3.1 Déplacements et moyennes
Nous cherchons à simuler le modèle théorique du cf. Chapitre 2. Il faut que nos déplace-
ments soient cohérents avec notre intégration fonctionnelle.
Pour les itérations Monte Carlo, chaque pas de temps th, nous déplaçons un point xi, tiré
au hasard avec une distribution de probabilité uniforme, radialement à la surface (fig. 3.7.a) :
xi(t+ th) = xi(t) + xi (3.36)
où  xi est colinéaire au vecteur radial défini à partir du centre de masse de la vésicule
OÕ éq. (3.24). Nous essayons de faire une analogie avec le cas plan. En e et, dans les si-
mulations de celui-ci, les déplacements se font dans la direction ez, c’est-à-dire la direction
perpendiculaire au plan moyen de la membrane. Dans notre cas, les déplacements équivalents
sont ceux dans la direction radiale, si nous supposons que la sphère est la forme moyenne :
 xi = ”r
xi ≠≠≠æOOÕ
||xi ≠≠≠æOOÕ||
= ”rer (3.37)
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xj(t + ts)
xi(t + ts)
Figure 3.7 – Schéma représentant les déplacements Metropolis. a) Déplacement de la po-
sition xi du vecteur dxi = ”rer [éq. (3.37)]. b) Représentation d’un échange de spin entre le
site à la position xi et celui en xj.
Cependant, ces déplacements éq. (3.37) créent une «entropie artificielle», car il ne s’agit
pas de déplacements physiques (normaux à la surface). Comme expliqué dans [50], un moyen
de l’éviter est de s’assurer que la norme du déplacement élémentaire est toujours la même
dans la direction normale. Le terme qu’ils introduisent est relié au facteur de Fadeev-
Popov [48] (cf. Chapitre 4). Un autre déplacement élémentaire que nous pouvons définir
est donc :
 xFPi =
”rer
ni .er
(3.38)
Avec ni défini dans l’éq. (3.18). Ce terme n’annule pas toute les contributions. En e et, pour
les vésicules très fluctuantes (Ÿ/kBT,R20‡/kBT π 1), c’est-à-dire proches de la transition de
forme, la correction s’e ondre. Nous renvoyons le lecteur au Chapitre 4 où tous ces points
sont étudiés en détail.
Tous les  ts nous échangeons aussi aléatoirement deux lipides voisins du même feuillet,
tiré au hasard avec une distribution uniforme. Ce déplacement est représenté sur la fig. 3.7.b.
Nous appliquons ensuite l’algorithme de Metropolis. Nous calculons la di érence d’énergie
entre deux itérations  E = E(t+ th/s)≠ E(t), pour nos deux types de mouvement. Pour
cela, il su t de calculer la di érence d’énergie dans les sous-système correspondant (fig. 3.8).
Concernant les positions, le sous système au point i est représenté sur la fig. 3.8, c’est
le point xi et ses premiers et seconds voisins (dans et sur l’hexagone rouge). En modifiant
le point i nous modifions les aires de Voronoï et la courbure de ces sommets. Pour le sous-
système concernant un échange entre le spin à la position xi et xj, il est également représenté
sur cette figure. Il s’agit de l’union des deux cercles, chaque cercle est relié à un spin. Pour
l’énergie  E associé aux échanges de spin, il ne s’agit pas seulement de Hin(éq. (3.33))
mais de toute l’énergie. En e et, il ne faut pas oublier le couplage entre Ÿi et Ci et la
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xi
xj
Figure 3.8 – Schéma représentant le sous-système à considérer. L’hexagone rouge est le
sous-système élastique. Lors d’un déplacement radial du sommet xi, les points présents dans
ou sur la frontière de l’hexagone rouge sont tous les points pour lesquels l’énergie élastique
doit être recalculée. L’union des deux cercles en pointillé est le sous-système de spins. Les
points noirs représente la première couronne de voisins : ce sont tout les spins en interaction
avec le spin en xi. Lors d’un échange de spins (schématisé par la double flèche) entre les
spins en xi et xj, il faut recalculer l’énergie des spins présents dans le cercle bleu pointillé et
ceux présents dans le cercle rouge pointillé.
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composition éq. (3.34).
Si  E < 0 le mouvement est accepté avec la probabilité p = 1, sinon avec la probabilité
p = e≠ E/kBT .
Dans un premier temps, nous choisissons de nous concentrer sur les états d’équilibre,
le ratio  th/ ts n’est donc pas encore pertinent. Il le serait si nous nous intéressions aux
propriétés dynamiques (ou hors équilibre) du système. On prend donc  th =  ts. Nous
répétons ce processus jusqu’à t = tmax.
Enfin, le but de l’algorithme Metropolis est le calcul de moyennes thermodynamiques
d’observables. Pour les obtenir, il faut faire une moyenne sur les di érents sites du système
mais aussi une moyenne temporelle. Cependant, nous ne pouvons pas considérer les grandeurs
liées aux spins de façon identique à celle de la vésicule. En e et, les di érents sites du système
ne vont pas avoir le même poids dans nos moyennes : les surfaces qui leurs sont associées
sont di érentes, elles vont fluctuer autour d’une valeurs moyenne, imposé par ‡ [éq. (3.30)].
Pour ces moyennes thermodynamiques concernant les grandeurs élastiques, nous utilisons :
ÈQÍ =
q
i
q–max
– Qi(t–)Ai(t–)q
i
q–max
– Ai(t–)
(3.39)
Il s’agit d’une extension des éqs. (3.24,3.27), où l’indice i correspond aux sites i avec Ai l’aire
qui lui est associé, t– © – t, avec – œ {0, 1, ...,–max}, est le temps au moment de la prise
de mesure et les mesures sont prises à intervalles réguliers T : tmax = –maxT .
3.3.2 Erreurs et corrélations
Les simulations Monte Carlo, comme dans les expériences, aboutissent à deux types
d’erreurs sur les observables : les erreurs statistiques et les erreurs systématiques. Ici nous
ne traiterons que les erreurs statistiques. Ces erreurs sont liées à l’algorithme lui-même. En
e et, comme expliqué dans la section 3.1 nous ne pouvons visiter toutes les configurations
et ne visitons pas les mêmes états entre deux simulations. Nous pouvons cependant estimer
ces erreurs en prenant plusieurs mesures des observables qui nous intéressent et en étudiant
leurs dispersion.
Dans cette section, nous présentons les deux méthodes que nous avons utilisées pour
rendre compte des erreurs statistiques [38]. La première est une extension de la variance
qui prend en compte le nombre de mesures faites de façon indépendante. La seconde est la
méthode de «bootstrap», il s’agit d’une technique de ré-échantillonnage. Chacune est utilisée
pour un type d’observable que nous obtenons : soit une mesure directe de la moyenne, soit
un ajustement avec une courbe théorique. Pour illustrer cette section nous appliquons ces
deux méthodes aux fonctions de corrélations temporelles des positions et aux fonctions de
corrélations positions-positions.
Avant de parler des erreurs, il est nécessaire d’introduire les fonctions d’auto-corrélation
temporelles. Elles mesurent la corrélation entre les valeurs d’une observable à une position
donnée mais à des temps di érents. La fonction d’auto-corrélation temporelle des positions
‰p(s), séparées de t = sTp, s’écrit :
‰p(s) =
qn
i=1
q–≠s
–=1 ui(t–)ui(t–+s)
Ò
Ai(t–)
Ò
Ai(t–+s)qn
i=1
q–≠s
–=1
Ò
Ai(t–)
Ò
Ai(t–+s)
(3.40)
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Figure 3.9 – Fonction d’auto-corrélation sur les positions des sommets éq. (3.40) en fonction
du temps en échelle semi-logarithmique. Les points sont issus des simulations, à partir du
programme décrit dans ce chapitre pour : N = 642, kBT = 1, Ÿ = 10, ‡ = 300. Pour avoir
l’éq. (3.40) en «vrai temps» il su t de multiplier s par le pas de temps de mesure Tp (= 15000
itérations). La courbe noire est un ajustement linéaire pour obtenir le temps de corrélation
pour les positions tc ≥ 1.5◊106. Pour cet ajustement les premiers et derniers 10% des points
sont exclus.
N 162 642 2562
tc 104 106 108
Table 3.1 – Estimation numérique des temps de corrélation en fonction de la taille du
système N .
avec ui(t–) = ri(t–)≠ R(t–), et ri est défini dans l’éq. (3.27). La racine sur les aires permet
de retrouver la définition des moyennes [éq. (3.39)]. Le temps pour lequel cette fonction
s’e ondre est appelé temps de corrélation :
‰(t) ≥ e≠t/tc . (3.41)
L’éq. (3.40) pour le hamiltonien de Helfrich seul (sans Ising) est représenté en échelle semi-
logarithmique sur la fig. 3.9. La pente de la droite nous donne tc. En réalité il faut remplacer
éq. (3.41) par une somme d’exponentielles. En e et, nous avons plusieurs temps caractéris-
tiques, pour chaque mode, nous appelons tc le temps le plus long mesuré. C’est pourquoi
dans l’ajustement sont exclus les premiers points. De plus, au grand temps, comme le montre
la fig. 3.9, ‰(t) est bruité, cela vient du fait que nous faisons une moyenne glissée et donc
nous avons un faible échantillonnage pour les derniers points. Dans la fig. 3.9 nous mesurons
tc ƒ 1.5 ◊ 106, nous donnons Table 3.1 l’ordre de grandeur des temps de corrélation pour
des N di érents avec les autres paramètres fixés (—,Ÿ,‡).
À cause de ce temps de corrélation, nous ne pouvons pas considérer les mesures dans
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Figure 3.10 – Fonction de corrélation position-position en fonction de l’angle solide entre
deux points,  . Les points sont issus des simulations et les barres d’erreurs sont données par
l’éq. (3.43) pour : N = 642, —Ÿ = 10, ‡ˆ = 33.26, kmax = 20, Tp = 5000 et tmax = 5◊ 109. Les
courbes rouge et noire sont issues des expressions analytiques (cf. Chapitre 4) ; (noir : ‡ =
33.26, rouge : ajustement numérique r = 25.83± 0.4, l’erreur est obtenue avec l’éq. (3.44)).
Les droites verticales en pointillée représentent la distance angulaire entre deux sites voisins.
nos moyennes éq. (3.39) comme indépendantes. La formule usuelle de l’écart type n’a donc
pas de sens ici. Une des façons de corriger ce problème est, non pas d’utiliser le nombre
de mesures prises, mais le nombre de mesures indépendantes. Nous considérons que nous
avons une nouvelle configuration de la surface de la vésicule tous les 2·p. L’écart type de
l’observable Q s’écrit alors [38] :
‡(Q) =
Û
2tc + Tp
tmax ≠ Tp (ÈQ
2Í ≠ ÈQÍ2) , (3.42)
où nb = (tmax ≠ Tp)/Tp est le nombre de mesures et (tmax ≠ Tp)/2tc le nombre de mesures
indépendantes. Le pré-facteur de l’éq. (3.42) prend en quelque sorte le nombre maximale de
mesure qui sont indépendante (nous rappelons que Tp est le pas de mesure et tmax le nombre
d’itérations Monte Carlo).
Il est facile de se convaincre que l’erreur, dans la limite où l’on prend un grand nombre
de mesures, tmax ∫ tc, l’éq. (3.42) tend vers :
‡(Q) =
Û
2tc
tmax
(ÈQ2Í ≠ ÈQÍ2) . (3.43)
Finalement nous prenons pour nos moyennes, une barre d’erreur de largeur ±2‡(Q). Un
exemple de grandeur pour lesquelles ces erreurs nous intéressent est donnée sur la fig. 3.10.
Cette grandeur est la fonction de corrélation position-position Èui(tl)uj(tl)Í © Èu(“k)u(0)Í,
60 Chapitre 3. Simulations Monte Carlo d’une vésicule
elle est tracée en fonction de l’angle “k © k “, qui est l’angle solide entre les deux som-
mets considérés avec k œ {0, 1, ..., kmax} et  “ = ﬁ/kmax. Nous choisissons de ne pas donner
son expression ici, car elle n’est pas nécessaire à ce stade pour comprendre la suite : nous
renvoyons le lecteur au Chapitre 4 où elles sont traitées. Les barres d’erreurs de cette figure
sont données par l’éq. (3.43), car chaque point correspond de fait à une moyenne thermody-
namique.
Cependant, sur ce graphique deux autres courbes sont présentes, il s’agit de courbes
analytique pour deux valeurs de la tension de fluctuation r (cf. Chapitre 1) : la première, en
bleu, est tracée pour r = ‡ où ‡ est la tension en entrée des simulations. La courbe rouge
quand à elle est un ajustement des points de la simulation avec la courbe analytique (certain
points sont exclus nous y reviendrons). Dans la suite, nous chercherons à comprendre le lien
entre ces di érentes tensions, il nous faut donc connaître les erreurs qui sont faites sur leurs
mesures. Pour la tension ‡, il n’y en a pas, par contre pour la seconde r, nos points ont des
barres d’erreurs : nous avons donc une incertitude sur sa valeur. Utiliser l’éq. (3.43) pour
définir l’erreurs sur r serait une perte de précision. En e et, nous avons plusieurs points
pour l’ajustement aux spectres de fluctuations théorique, nous abaissons donc l’erreur sur la
valeurs de la tension de fluctuation : pour ce type de donnée nous allons traiter les erreurs
avec la méthode de boostrap.
Afin de calculer l’erreur sur les grandeurs de ce type nous utilisons la méthode de «boos-
trap» qui est une méthode de re-échantillonnage. Chaque point, parmi les kmax = 20, de la
fig. 3.10 correspond à une moyenne sur di érents temps de m quantités (m = tmax/Tp). Nous
allons garder en mémoire ces valeurs et sélectionner un «ensemble modifié» de points, c’est
pour cela qu’on parle de re-échantillonnage : la méthode de boostrap est un des moyens de
choisir un nouvel ensemble.
Nous tirons, pour un k donné,m valeurs du produit u(“k)u(0) au hasard parmi les valeurs
gardées en mémoire. Ces valeurs peuvent être sélectionnées plusieurs fois mais pas plus de
deux fois chacune. Nous formons un nouvel échantillon composé de m valeurs où certain
u(“k)u(0) ont été dupliqués. En fait, il est possible de montrer qu’il y a 1 ≠ 1/e ƒ 63%
de copie. Avec cet échantillonnage pour chaque point k, nous créons une nouvelle fonction
Èu(“k)u(0)Í et donc déterminons une nouvelle valeur pour la tension de fluctuation r (issue
d’un ajustement avec la courbe théorique).
Efron a montré, [51] que en répétant ce processus X fois où X est choisi de l’ordre
de ≥ 102 ≠ 103, l’erreur sur r est donnée par :
‡(r) =
Ò
r2 ≠ r2 (3.44)
où la notation r¯ correspond à la moyenne sur l’ensemble des nouveaux échantillons de m
valeurs. Comme le montre la fig. 3.10 nous obtenons de faibles barres d’erreurs sur la fonction
de corrélation position-position mais aussi sur la valeur de la tension de fluctuation :
r = 25.8± 0.4 (3.45)
Nous réexaminerons ces questions dans le Chapitre 4. En e et, le programme présenté
dans ce chapitre permettra de confirmer des résultats analytiques et d’étendre notre étude
au cas de vésicules non sphériques afin d’étudier par exemple les transitions de forme.
Chapitre 4
Transition de forme des vésicules
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Lors des premières simulations Monte-Carlo, nous nous sommes aperçus que lorsque le
nombre de points dans les simulations, N , augmentait, les propriétés du système étaient mo-
difiées. En e et, les grandeurs telles que la rugosité Èu2Í, ou le carré de la courbure moyenne
ÈÒ2u2Í, des grandeurs a priori intensives, évoluent comme des fonctions de N (généralement
logarithmique). Dans le cadre de la simulation il est très di cile de simuler des systèmes de
taille réelle. Ici nous simulons de façon «coarse-grained» c’est-à-dire que nous remplaçons un
lipide par un ensemble de lipides. Il est donc important de comprendre comment modifier
les paramètres lorsque N change pour simuler des systèmes d’intérêt biologique. Ces e ets
ne sont généralement pas abordés dans les travaux numériques antérieurs concernant des
vésicules [43, 46, 47].
En étudiant ces comportements nous nous sommes en outre aperçus que certaines gran-
deurs comme la tension de surface n’avaient pas une signification claire. Notamment le lien
entre la tension de surface microscopique, ‡, qui fixe l’aire du système, celle qui contrôle les
fluctuations, r, et celle ressentie par la vésicule, “, c’est-à-dire l’analogue de la tension de
Laplace pour les bulles de savon. Dans ce chapitre nous aborderons ces questions.
Dans un premier temps nous détaillerons le développement du modèle analytique d’une
vésicule, avant d’étudier leurs propriétés dans le cas de vésicules quasi-sphériques. Puis nous
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regarderons le cas limite correspondant au cas plan. Dans une dernière partie nous ferons le
lien avec les résultats obtenus avec notre programme Monte Carlo (Cf. Chapitre 3).
4.1 Tension de surface pour di érents ensembles ther-
modynamiques
4.1.1 Préambule
Le but initial du programme Monte Carlo que nous avons développé, était d’étudier le
diagramme de phase obtenu dans le Chapitre 2 et de regarder l’impact de notre modèle qui
relie la concentration des lipides au modèle de Helfrich sur la forme de la vésicule. De plus
nous voulions également étudier l’e et symétrique, c’est-à-dire comment une force appliquée
à l’échelle de la vésicule pouvait modifier sa forme mais également les domaines lipidiques
qui la composent : le lien donc entre le microscopique et le macroscopique.
Cet objectif a été modifié pour di érentes raisons. Tout d’abord, la durée de conception
d’un tel programme. Avant même de commencer à programmer mes directeurs m’avaient
prévenu quant aux échelles de durée pour réaliser un tel algorithme. En e et, comme abordé
dans le Chapitre 3 il a fallu prendre en compte des éléments non prévus tels que la di usion, la
stabilité, etc. Une fois le programme achevé nous avons fait des vérifications de routine, c’est-
à-dire retrouver les prédictions théoriques calculées dans les travaux fondateurs de Helfrich
et Milner [52, 53] concernant les vésicules dans l’ensemble (‡,V) mais aussi des résultats
obtenus dans l’ensemble (A,V) par Seifert [26]. Pour cela nous avons calculé numériquement
la rugosité Èu2Í, l’excès d’aire – et les fonctions de corrélations des positions Èu( )u(0)Í dans
les deux ensembles.
Lorsque par exemple nous avons voulu ajuster la fonction de corrélation du champ de
hauteur calculée numériquement avec la prédiction analytique nous avons rencontré quelques
di cultés. En e et la tension de surface et le module de courbure, mis dans les expressions
analytiques pour les ajuster aux mesures numériques, ne correspondaient pas à ceux mis en
entrée des simulations. Nous avons tout d’abord amélioré la façon dont était calculées les
fonctions de corrélation et corrigé des erreurs sur les pas de déplacement (cf. Chapitre 3).
Pour les moments du champ de hauteur, nous avons par exemple pris en compte l’aire
associée à un sommet pour pondérer nos moyennes (éq. (3.39)) et intégré l’erreur statistique
à de nos mesures, éqs. (3.43,3.44). Concernant les déplacements nous avons pris en compte
la di usion du barycentre de notre vésicule qui entraîne une erreur systématique et rend
instables nos vésicules, éq. (3.31).
Cette instabilité est possible car dans notre programme nous ne fixons pas de contrainte
locale supplémentaire sur nos points, comme cela est souvent fait dans les simulations de
membranes tridimensionnelles [46, 47, 54], en plus de la contrainte sur le volume des éq. (3.29)
et éq. (3.30). Dans le cas d’une vésicule sphérique «tessellée» par des faces triangulaires,
il s’agit de contraintes sur la longueur des arrêtes de chaque triangle. Ces contraintes ne
correspondent pas à des membranes fluides mais à des membranes polymérisées [6]. Dans le
cas d’une membrane fluide de telles contraintes modifient le hamiltonien de Helfrich, nous
avons donc décider de ne pas en ajouter.
Après ces diverses modifications nous pensions être en mesure de reproduire les courbes
théoriques avec nos simulations mais ce n’était toujours pas le cas. Dans la littérature cet
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e et a déjà été observé et des explications ont été proposées [44, 55, 56, 57, 58] que nous allons
réexaminer. Les paramètres microscopiques du modèle d’Helfrich ne correspondent ainsi pas
à ceux du spectre de fluctuations. Principalement la tension de fluctuations r, éq. (1.24), est
très di érente de la tension de surface microscopique ‡ qui fixe l’aire. Depuis une dizaine
d’années il existe un débat quant au sens physique de ces di érentes tensions. C’est dans ce
contexte que nous avons décidé de modifier nos objectifs initiaux.
Dans cette section nous allons tout d’abord reprendre et apporter certaines précisions
sur les di érents ensembles thermodynamiques associés aux membranes [26, 56, 59]. Cette
précision est nécessaire car la tension de surface ‡ est associée à un ensemble thermodyna-
mique. C’est elle qui va fixer l’aire moyenne ÈAÍ de la vésicule. Mais d’autres ensembles sont
possibles et donc d’autres tensions de surface peuvent être définies. Ensuite nous détaillerons
le modèle analytique des vésicules fluctuantes [26, 45, 52, 53, 60].
4.1.2 Ensembles thermodynamiques décrivant une vésicule
Pour décrire la membrane fluctuante d’une vésicule, il y a 4 grandeurs thermodynamiques
indépendantes [61]. La température T , le nombre de lipides qui la composent N qui varie
lors d’échange de lipides avec ceux présents dans la solution, la surface totale A qui peut
généralement varier avec la compressibilité et le volume V qui peut être modifié par des
échanges de molécules entre l’intérieur et l’extérieur de la vésicule ou par des contraintes
extérieures. D’après Helfrich [23] et Seifert [14, 26], l’aire A et le volume V d’une vésicule
sont constants. En e et, ces objets sont généralement considérés comme incompressibles et
de volume et d’aire constants car :
• seulement peu de lipides sont présents en solution, il y a donc peu d’échanges avec ceux
de la bicouche. Les échelles de temps d’échange avec la solution sont très supérieures
à celles des expériences ;
• les membranes sont essentiellement imperméables aux molécules d’eau.
Il est admis que les membranes sont principalement contrôlées par leur courbure, Ÿ et non par
la tension de surface, alors que c’est pourtant le cas pour les interfaces liquide-liquide [59, 61]
pour lesquelles la courbure ne joue aucun rôle. C’est pourquoi les membranes sont souvent
considérées comme des objets avec une faible tension de surface, mais il faut faire attention
à quelle tension de surface nous parlons.
La première tension de surface que nous allons introduire est celle de Laplace, notée “.
Comme rappelé par Diamant [56], nous pouvons écrire la relation de Laplace :
 p © pin ≠ pout = 2
RL
“ où RL © 3V
A
(4.1)
avec RL est le rayon thermodynamique de courbure : il est aussi celui qui minimise l’énergie
du système, défini selon ˆF/ˆR|RL = 0 [63]. Dans le cas de vésicule quasi-sphérique ce
rayon est identique au rayon de la sphère R à température nulle. Cependant à T ”= 0, les
fluctuations thermiques font que celui-ci est di cilement mesurable expérimentalement. De
plus, il est montré pour les vésicules avec Ÿ ”= 0, (Cf. Chap 1), que Rm dépend de celui-
ci mais également de la courbure spontanée C [60]. La tension de Laplace “ est celle qui
peut être mesuré expérimentalement par micro-pipettes [12, 21] ou par extraction de tubes
membranaires comme vu dans l’Introduction (Chapitre 1).
L’énergie libre totale d’une vésicule en solution et du fluide environnant (à l’intérieur et
à l’extérieur) est, dans l’ensemble (T,A, V0,V , N,M0), avec M0 le nombre de particules dans
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Figure 4.1 – Représentation schématique du système (vésicule, fluide). Le volume total du
système est V0. La vésicule est composée de N lipides, d’un volume V et d’une surface A.
Le fluide est sépare en deux parties : l’intérieur de la vésicule consitué de M particules de
fluide (en bleu) et l’extérieur constitué de M0 particules de fluide (en rouge).
le fluide à l’extérieur de la vésicule, M celui à l’intérieur et V0 le volume total du système
(voir fig. 4.1),
F = Fin(T,V ,M) + Fout(T, V0 ≠ V ,M0) + Fmemb(T,A,V , N) (4.2)
L’énergie libre associée à l’intérieur de la vésicule est notée Fin et celle à l’extérieur, Fout. De
plus V et A sont des contraintes internes au système associé. À l’équilibre thermodynamique,
l’énergie libre totale du système doit être minimale par rapport aux variations de V et A.
Nous pouvons donc écrire : A
ˆF
ˆV
B
A
= 0 ,
A
ˆF
ˆA
B
V
= 0 . (4.3)
La première équation conduit à
≠
A
ˆFout
ˆV
B
A
=
A
ˆFin
ˆV
B
A
+
A
ˆFmemb
ˆV
B
A
(4.4)
Les pressions à l’extérieur et à l’intérieur de la vésicule sont définies selon
pout/in = ≠
A
ˆFout/in
ˆV
B
A
(4.5)
Finalement par identification de l’éq. (4.4) avec l’éq. (4.1), nous avons pour la tension de
Laplace
“ = 32v
A
ˆf
ˆv
B
a
(4.6)
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avec
Fmemb = Af(T, a © A
N
, v © 6Ôﬁ VA3/2 ) (4.7)
où a est la surface d’un lipide et v le volume réduit (Chapitre 1). Minimiser par rapport à
A aboutit de la même façon à
“ = f + a
A
ˆf
ˆa
B
v
(4.8)
Cette dernière équation est équivalente à la relation usuelle Fmemb = “A + µN ou µ =1
ˆFmemb
ˆN
2
A = ≠a
2
1
ˆf
ˆa
2
A est le potentiel chimique des lipides formant la membrane [63].
Dans cet ensemble nous pouvons définir la fonction de partition Z du système selon
Z =
⁄
Dr ”(A≠ A[r]))”(V ≠ V [r])) exp(≠—Hh[r]) (4.9)
Les fonctionnelles A[r] et V [r] expriment respectivement l’aire et le volume de la vésicule en
fonction de l’ensemble des points r définissant la surface de la membrane. Le hamiltonien
Hh[r] est celui de Helfrich défini au Chapitre 1. L’énergie libre associée à la fonction de
partition est donnée par Fmemb = ≠kBT lnZ.
4.1.3 Ensemble grand-canonique
Cependant dans les calculs analytiques il est très compliqué de se placer dans l’ensemble
(A,V) introduit ci-dessus [26, 59]. En e et à cause des fluctuations, l’aire A de la vésicule
est di érente de celle associé au volume (de sphère équivalente de rayon R) c’est-à-dire
As © 3V/R = 4ﬁR2. Il est donc nécessaire de définir – qui représente l’excès (ou le déficit)
d’aire du système :
– © A≠ As
As
(4.10)
Si – = 0, aucune aire n’est accessible aux fluctuations. Ainsi il faut – ”= 0 dans nos si-
mulations pour que les mouvements Monte Carlo soient possibles. Pour 0 < – π 1, nous
montrerons que cet excès d’aire est absorbé par les fluctuations et la vésicule reste donc de
forme «moyenne» sphérique. Cependant la surface de notre objet n’est pas lisse. Dans l’autre
limite, c’est-à-dire pour – ≥ 1, le système ne peut pas absorber cet excès d’aire et la forme
moyenne de la vésicule change : nous détaillerons cette transition de forme dans la suite.
Usuellement dans les travaux théoriques, est utilisée une transformation de Legendre pour
changer d’ensemble thermodynamique. En e et, comme dit précédemment travailler avec
A = cst. est compliqué, il est préférable d’utiliser un multiplicateur de Lagrange ‡ homogène
à une tension de surface pour fixer l’aire du système tout en conservant la contrainte dure
sur V . En réalité ‡ va aussi fixer –, éq. (4.10). Cette tension de surface, ‡, n’est donc a priori
pas celle mesurée expérimentalement, “. La nouvelle fonction de partition devient
Q =
⁄ Œ
0
dA e≠—‡AZ(A)
=
⁄
Dr ”(V [r]≠ V ) e≠—(Hh[r]+‡A[r]) (4.11)
Cette fois, l’énergie libre associée est Gmemb = ≠kBT lnQ qui est maintenant une fonction
de (T,‡,V , N). La surface moyenne A0 de la vésicule est :
A0 = ÈA[r]Í =
A
ˆGmemb
ˆ‡
B
V
(4.12)
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Figure 4.2 – Schéma représentant l’application de la tension de cadre · sur les bords d’une
membrane de surface A. Cette dernière est parallèlle au plan de projection (surface As).
Cette équation relie ‡ et A0. Calculons la tension de Laplace dans cet ensemble, en rempla-
çant RL dans l’éq. (4.1) par ÈRLÍ = 3V/A0 :
“ = 32
V
A0
A
ˆGmemb
ˆV
B
‡
(4.13)
où Gmemb = As g(‡, as) avec As = (4ﬁ)1/3(3V)2/3 est l’aire équivalente de la sphère de volume
V . De la même façon que dans l’éq. (4.7) nous définissons l’aire projetée par lipide as = As/N .
Finalement nous avons dans cet ensemble thermodynamique :
“ = As
A0
C
g + as
A
ˆg
ˆas
B
‡
D
(4.14)
Enfin, une autre tension, utile pour la suite, est la tension de cadre, notée · . Elle est pour
la première fois introduit par F. David dans [59] pour les membranes planes. Cette tension
est la contrainte appliquée sur le plan moyen de la membrane d’aire projetée As. Le schéma
est donné sur la fig. 4.2. Dans le cas d’une vésicule le choix de la surface de référence est plus
complexe et dépend du scénario [45, 64] : soit nous développons autour de la vésicule ayant
la même surface [52], soit autour de la vésicule de même volume [26, 45, 53]. Dans chacun de
ces ensembles nous pouvons définir un rayon qui sert de référence. À chaque rayon va être
associée une tension de cadre. Dans l’ensemble (‡,V) décrit ci-dessus la surface de référence
est As. Mais il existe quand même plusieurs définitions pour · . Dans [48, 59] la tension de
cadre est l’énergie par unité de surface c’est-à-dire g(‡, as), pour d’autres [44, 55] elle est
définie selon :
· ©
A
ˆGmemb
ˆAs
B
N
(4.15)
Dans la suite, nous allons utilisé la définition de l’éq. (4.15) pour · . Comme démontré par
H. Diamant [56], les contraintes sur As et sur V sont mutuellement dépendantes, une seule
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des deux est nécessaire. La tension de cadre joue donc le même rôle que la pression. En e et,
en utilisant l’éq. (4.14) nous pouvons relier ces deux tensions :
“ = As
A0
· = ·(1 + –) (4.16)
Comme nous l’avons dit, dans la suite nous nous plaçons dans l’ensemble (‡,V). Mais nous
aurions pu faire d’autres choix. Ici nous rappelons les noms donnés au di érents ensembles
thermodynamiques pour les vésicules. Nous définissons la grandeur conjuguée du volume  P
(totalement équivalente à ·). Nous avons pour chaque contrainte 2 choix possibles. Chaque
couple forme un ensemble thermodynamique. Nous avons donc 4 ensembles mais seulement
3 vont nous intéresser :
• (A,V) «Isolated framed systems»
• (‡,V) «Open framed systems»
• (‡, P ) «Open unframed systems»
Ces ensembles sont reliés à ceux introduits par F. David et S. Leibler dans [59] pour le cas
plan. Dans celui-ci, l’équivalent du volume est la surface projetée As et · le multiplicateur
de Lagrange qui lui est associé défini à l’éq. (4.15).
4.2 Calcul analytique de la tension de Laplace
Dans la suite de ce chapitre nous allons nous concentrer sur le hamiltonien élastique de
Helfrich. Nous oublions la dépendance de Ÿ et de C avec la composition. Notre objectif est
de comprendre les transitions de formes des vésicules et le sens de la tension associée aux
fluctuations. Pour cela, nous commençons par travailler sur le cas sphérique avant d’étu-
dier le cas plan comme une limite de celui-ci. En e et, le cas sphérique est un bon moyen
d’étudier le cas plan. Premièrement les problèmes reliés aux conditions au bord sont évités.
Deuxièmement, cela renseigne sur le lien entre les di érentes tensions et permet de relier As
au volume. Il est aussi plus facile de comparer les di érents ensembles dans le cas sphérique.
Enfin, si la structure «globale» de la vésicule change nous l’observerons plus facilement que
dans le cas plan.
4.2.1 Vésicule quasi-sphérique
Dans cette section, nous réintroduisons rapidement les développements analytiques pour
les vésicules quasi-sphériques. Une petite partie des calculs du Chapitre 2 sont donc repris par
souci de clarté. Plusieurs choix sont possibles lorsqu’on développe le hamiltonien d’Helfrich.
Nous pouvons développer autour de la sphère qui fixe le volume à T = 0 K, de la sphère
qui impose l’aire, ou encore autour de la sphère de rayon le rayon moyen. Le choix usuel
est celui de la sphère qui impose le volume. Dans un premier temps, nous calculerons et
commenterons les di érentes grandeurs thermodynamiques pour les vésicules dans l’ensemble
(‡,V) avant de revenir sur les di érentes tensions de surface abordées dans l’introduction.
Puis, nous ferons une rapide excursion dans l’ensemble (‡, P ), dans lequel le hamiltonien
est développé autour de son rayon d’équilibre. Nous montrerons que les deux ensembles sont
équivalents.
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Figure 4.3 – Schéma représentant la vésicule fluctuante
Ensemble (‡,V)
Nous travaillons à volume constant (éq. (4.11)) et nous définissons le rayon associé à ce
volume R © (34V/ﬁ)1/3. Il est le rayon de la sphère, de volume V , qu’aurait la vésicule sans les
fluctuations thermiques (soit à T = 0 K). Nous allons développer les petites perturbations
autour de cette sphère [45, 53] (d’autres choix sont possibles [65]). La position de la membrane
par rapport au centre de la vésicule est [26, 45],
r = r(◊,Ï)eˆr = R[1 + u(◊,Ï)]eˆr (4.17)
où (eˆr, eˆ◊, eˆÏ) est la base usuelle des coordonnées sphériques (Cf. fig. 4.3). Le hamiltonien
de Helfrich associé à la membrane peut s’écrire :
H =
C
‡ + Ÿ2
3 2
R
≠ C
42D
A+ Ÿ2
⁄
dA
3
2H ≠ 2
R
42
+ Ÿ
3 2
R
≠ C
4 ⁄
dA
3
2H ≠ 2
R
4
(4.18)
où nous avons volontairement choisi de l’écrire en fonction de (H ≠ 2/R).
Nous rappelons que ‡ est le multiplicateur de Lagrange qui fixe l’aire moyenne de la
vésicule, éq. (4.12), A0 = As(1 + –). Le vecteur normal à la surface est n et sa divergence
div(n) permet de définir la courbure moyenne 2H. On introduit la notation Ò˜ © eˆ◊ˆ◊ +
eˆÏ 1sin ◊ˆÏ et l’aire élémentaire dA = r2
Ô
gd  avec d  = sin ◊d◊d„. Nous développons le
hamiltonien éq. (4.18) à l’ordre gaussien en u, avec nos notations [52], il vient
dA ƒ R2
5
1 + 2u+ u2 + 12(Ò˜u)
2
6
d  (4.19)
(2H)dA ƒ 2R
5
1 + u≠ 12Ò˜
2u+ 12(Ò˜u)
2
6
d  (4.20)
(2H)2dA ƒ 4
5
1≠ Ò˜2u+ uÒ˜2u+ 14(Ò˜
2u)2 + 12(Ò˜u)
2
6
d  (4.21)
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Les détails pour l’obtention de ces équations sont dans les références [52, 53, 60].
Nous allons maintenant décomposer le hamiltonien dans la base des harmoniques sphé-
riques. Dans cette base u(◊,Ï) s’écrit :
u(◊,Ï) = u00Ô
4ﬁ
+
lmaxÿ
l=1
lÿ
m=≠l
ulmY
m
l (◊,Ï) (4.22)
avec lmax le cut-o  associé au nombre de modes, égal au nombre de degrés de liberté N :
N =
lmaxÿ
l=0
(2l + 1) = (lmax + 1)2 = (R )2 (4.23)
Nous définissons le cut-o  dans l’espace réciproque   =
Ò
4ﬁ/as et nous rappelons que as est
l’aire projetée par lipide. De plus d’après [26, 53, 64] imposer le volume revient à contraindre
u00. En e et,
V © 4ﬁ3 R
3 = R
3
3
⁄
S
d [1 + u( )]3 ƒ R
3
3
⁄
S
d [1 + 3u( ) + 3u( )2] (4.24)
ce qui implique à l’ordre gaussien
u00
Ô
4ﬁ = ≠
lmaxÿ
l=1
lÿ
m=≠l
|ulm|2 (4.25)
Dans la base sphérique, Ò˜2 est diagonalisé. En e et, avec les propriétés des harmoniques
sphériques nous avons :
Ò˜2Y ml (◊,Ï) = ≠l(l + 1)Y ml (◊,Ï) (4.26)
Nous utilisons également une intégration par parties pour les termes qui ne sont pas sous
cette forme, sur une surface fermée nous avonsj
(Ò˜u)2 d  = ≠
j
uÒ˜2u d  (4.27)
En injectant la décomposition dans l’éq. (4.18) et en utilisant les éqs. (4.26,4.27), il vient
H = Esph(R) + Ÿ2
lmaxÿ
l=1
lÿ
m=≠l
H(l)|ulm|2 +O(u3lm) (4.28)
avec
Esph(R) = 4ﬁR2‡¯ (4.29)
H(l) = [l(l + 1)≠ 2]
C
l(l + 1)≠ 2 + R
2
Ÿ
‡¯
D
(4.30)
où nous définissons la tension de surface e ective
‡¯ = ‡ + Ÿ2
3 2
R
≠ C
42
(4.31)
Une remarque importante : à cet ordre, le dernier terme de l’éq. (4.18) s’annule à cause de la
contrainte sur le volume. En fait la courbure spontanée ne joue aucun rôle, à part modifier
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la tension de surface selon l’éq. (4.31) : si le rayon R de la vésicule n’est pas le même que
celui, 2/C, associé à la courbure spontanée une contribution supplémentaire apparaît pour
la tension de surface éq. (4.31). Le hamiltonien éq. (4.18) s’écrit :
H © Ÿ2
⁄
dA
3
2H ≠ 2
R
42
+ ‡¯A (4.32)
Le résultat de l’éq. (4.30) est essentiellement celui obtenu par Milner et Safran [53]. Nous
retrouvons bien sûr H(l = 1) = 0 qui correspond aux trois modes mous de translation (m =
0,±1). En intégrant la fonction de partition, Q de l’ éq. (4.11), avec la mesure [26]
Dr ©
lmaxŸ
l=2
A
lŸ
m=0
R dRe(ulm)
lŸ
m=1
R dIm(ulm)
B
(4.33)
l’énergie libre Gmemb = ≠kBT lnQ s’écrit
Gmemb = Esph(R) + kBT2
lmaxÿ
l=2
(2l + 1) ln
C
—ŸH(l)
R2
D
(4.34)
Notons que dans Gmemb, comme pour une membrane plane dans la représentation de Monge,
l’argument du logarithme est dimensionné. Cela vient du fait que l’intégration fonctionnelle
utilisée est une approximation. Par exemple nous ne prenons pas en compte les molécules
de solvant qui sont déplacés par les mouvements de la membrane ou les déplacements des
constituants de la membrane. Dans le cas des gaz, la fonction de partition est rendue sans
dimension grâce à la longueur d’onde thermique de de Broglie : ⁄B =
Ò
2ﬁ~2
mkBT
avec m la
masse d’un lipide et ~ la constante de Planck. Ici nous choisissons d une petite longueur
constante (≥ épaisseur de la membrane). Un point important à noter pour la suite est que
les degrés de libertés sont définis sur As et non sur A. Les «vraies» membranes étant quasi-
incompressibles, varier l’aire revient à changer le nombre de lipides, autrement dit la tension
de surface ‡ est reliée au potentiel chimique : ce n’est pas le cas dans cet ensemble, c’est
As/N © as = cst. Finalement, l’énergie libre par unité de surface projetée est :
g = Gmemb4ﬁR2 = ‡¯ +
kBT
8ﬁR2
lmaxÿ
lØ2
(2l + 1) ln
C
—Ÿd2
R2
H(l)
D
(4.35)
Nous ne prenons pas en compte le fait qu’il s’agit de particules indiscernables. En ef-
fet dans le cas de particules indiscernables un préfacteur ANs /N ! doit apparaître dans les
éqs. (4.9,4.11). Dans le cas le plus simple d’un gaz bidimensionnel, cela ajouterait à l’éq. (4.35)
un terme classique d’origine entropique :
gGP(as) = ≠kBT 1 + ln(as)
as
(4.36)
Nous verrons plus loin les conséquences de ce terme sur la tension de surface.
À partir de l’énergie libre par unité de surface, éq. (4.35), il est possible de calculer
les di érentes fonctions de corrélation du système. La fonction de corrélation à 2 points,
Èu(r1)u(r2)Í, qui grâce à l’isotropie de la sphère, ne dépend que de l’angle   entre les vecteurs
r1 et r2, est donnée par
Èu( )u(0)Í = kBT4ﬁŸ
lmaxÿ
lØ2
(2l + 1)Pl(cos )
H(l) (4.37)
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Figure 4.4 – Représentation graphique de la fonction de corrélation Èu( )u(0)Í définie à
l’éq. (4.37) pour R = 1, —Ÿ = 10, lmax = 40 et ‡¯ = 100.
où r1 · r2
R2
© cos  = cos ◊1 cos ◊2 + sin ◊1 sin ◊2 cos(Ï1 ≠ Ï2) (4.38)
les angles ◊ et Ï sont définis sur la fig. 4.3 et les Pl(x) sont les polynômes de Legendre. Un
exemple est proposé sur la fig. 4.4.
Revenons alors sur un point concernant la contrainte de volume, éq. (4.25). Cette équation
relie le rayon moyen aux fluctuations de u selon :
Èu2Í = kBT4ﬁŸ
lmaxÿ
lØ2
(2l + 1)
H(l) = ≠ÈuÍ (4.39)
où Èu2Í est la rugosité (éq. (4.37) prise en   = 0) et ÈuÍ l’écart moyen au rayon R, éq. (4.17).
Le rayon moyen est donc
Rm © ÈrÍ = R(1 + ÈuÍ) = R(1≠ Èu2Í) < R (4.40)
Le rayon moyen de la vésicule est inférieur à celui de la sphère équivalente de volume V : la
forme de la vésicule s’adapte aux fluctuations. Sur la fig. 4.3 de gauche nous avons représenté
cet e et. Un autre e et dû à la conservation du volume est son couplage à la surface de
la vésicule, pris en compte dans les Pl(x) de l’éq. (4.37). On observe ainsi sur la fig. 4.4
représentant un exemple de fonction de correlation une anti-corrélation à l’équateur (◊ =
ﬁ/2) et une corrélation forte entre les pôles (◊ = ﬁ).
D’après l’éq. (4.12), la valeur moyenne de l’aire s’écrit [26, 45, 52]
A0 = As
Qa1 + kBT8ﬁŸ
lmaxÿ
lØ2
2l + 1
l(l + 1) + ‡ˆ ≠ 2
Rb (4.41)
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Figure 4.5 – Excès d’aire – (en pourcentage) en fonction de la tension de surface sans
dimension par mode ‡ˆ/N éq. (4.42) pour di érents N (R = 1, —Ÿ = 10, échelle log-log). Le
cas plan est représenté en pointillés.
avec
‡ˆ © R
2‡¯
Ÿ
= R
2‡
Ÿ
+ (2≠RC)
2
2 (4.42)
la tension de surface adimensionnée. L’excès d’aire, défini à l’éq. (4.10), est donc :
– = A0 ≠ As
As
= kBT8ﬁŸ
lmaxÿ
lØ2
2l + 1
l(l + 1)≠ 2 + ‡ˆ (4.43)
En e et, comme anticipé dans l’introduction la tension de surface microscopique ‡ est un
paramètre qui permet de fixer –. Ce dernier est la grandeur physique du système, c’est l’excès
d’aire autorisé aux fluctuations pour une vésicule quasi-sphérique.
Sur la fig. 4.5 est représenté l’excès d’aire – [défini à l’éq. (4.43)] en fonction de ‡ˆ/N pour
di érentes valeurs de N . Rappelons que N apparaît dans l’éq. (4.43) via lmax donné dans
l’éq. (4.23). Les courbes peuvent être découpées en deux parties : elles se superposent pour
‡ˆ/N > 10. Pour une valeur de – fixée la tension de surface augmente proportionnellement
à N . L’aire en excès est donc totalement absorbée par les N modes du système. Quand
‡ˆ/N décroît, – augmente et de plus en plus d’aire est accessible aux modes de fluctuations.
Pour ‡ˆ/N < 10 des e ets de taille finie apparaissent. En e et, – atteint un plateau (nous
montrerons plus loin qu’il s’agit en fait d’une croissance logarithmique) qui dépend de N et
—Ÿ mais plus de ‡ˆ.
Comme le montre U. Seifert [26], dans le régime –π 1, – se répartit équitablement entre
tous les modes de fluctuations. Cependant tous ces modes ne sont pas identiques et n’ont pas
la même «capacité» en aire. En e et, plus les modes sont de grande longueur d’onde (petit
l) plus ils sont capables d’absorber d’aire. Donnons une image simple. Imaginons que nous
avons N verres de di érentes tailles dans lequel nous voulons verser le contenu liquide d’une
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Figure 4.6 – Schéma représentant le rayon associé au volume R, le rayon de Laplace RL,
le rayon moyen Rm et les quantités qui les relient
carafe. Lorsque nous avons peu de liquide, nous pouvons partager le liquide équitablement
entre tout les verres. Cependant si nous choisissons une carafe de plus grande contenance
(ou que nous avons moins de verres), nous sommes limités par la contenance du plus petit
verre. Ici, – se partage entre les modes jusqu’à être limité par la taille du plus petit d’entre
eux, d’où le plateau. Cette dépendance avec le nombre de modes est caractéristique des
transitions de phase dans les systèmes de taille finie. Nous pensons que ce plateau est la
signature de la transition de forme des vésicules : la vésicule abandonne sa forme sphérique
car elle ne peut plus absorber la totalité de –. Le premier mode instable est alors le mode
l = 2 [26, 60].
De plus, – relie deux des rayons introduits précédemment, celui de Laplace RL éq. (4.1)
et le rayon du volume R selon :
RL =
R
1 + – (4.44)
Pour – > 0, RL < R mais également RL < Rm. Nous avons vérifié cette dernière inégalité
numériquement en comparant les éqs. (4.39,4.43). De plus cela se démontre [26] dans le cas
où l’on se sert de ‡ pour imposer la surface ou dans l’ensemble (A,V). Nous avons représenté
ces di érents rayons sur la fig. 4.6.
La dernière grandeur que nous allons introduire est la valeur moyenne de l’énergie par
unité de surface associée aux fluctuations de courbure, È EbÍ/A0. Nous rappelons le déve-
loppement de l’écart à la courbure et son carré (cf. Chapitre 2) :
3
2H ≠ 2
R
4
dA ƒ 2R
5
≠u≠ 12Ò˜
2u+ u2 + uÒ˜2u
6
d  (4.45)3
2H ≠ 2
R
42
dA ƒ 4
5
u2 + 14(Ò˜
2u)2 + uÒ˜2u
6
d  (4.46)
À partir de ces expressions et en utilisant les éqs. (4.26,4.27), nous pouvons calculer la
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grandeur qui nous intéresse :
 Eb
A0
©
K
Ÿ
2A0
⁄
dA
3
2H ≠ 2
R
42L
(4.47)
ƒ kBT8ﬁR2(1 + –)
lmaxÿ
lØ2
(2l + 1)
H(l) [l(l + 1)≠ 2]
2 (4.48)
ƒ kBT8ﬁR2(1 + –)
lmaxÿ
lØ2
(2l + 1)[l(l + 1)≠ 2]
l(l + 1) + ‡ˆ ≠ 2 (4.49)
ƒ kBTN
Õ
A0
≠ –1 + –‡¯ (4.50)
avec N Õ = qlØ2(2l + 1) = N ≠ 4.
Dans la suite lorsque nous allons calculer la tension de cadre · et la tension de Laplace
“ cette grandeur prendra tout son sens.
Ensemble (‡, P )
Dans l’ensemble où le volume V (et donc R) n’est pas fixé, il est naturel de développer
le hamiltonien autour du rayon moyen, Rm. Il faut ajouter un multiplicateur de Lagrange
associé au volume,  P . L’éq. (4.18) devient :
H = ‡A+ PV + Ÿ2
⁄
A
dA (2H ≠ C)2 (4.51)
En développant à l’ordre gaussien, r = r(◊,Ï)eˆr = Rm[1 + f(◊,Ï)]eˆr , il vient
dV ƒ 13R
3
m
Ë
1 + 3f + 3f 2
È
d  , dA ƒ R2m
5
1 + 2f + f2 + 12(Ò˜f)
2
6
d  (4.52)
Nous allons maintenant regrouper les termes par ordre en puissances de f . Pour l’ordre 0
nous recomposons Esph(Rm) défini à l’éq. (4.29). Pour les termes linéaires nous obtenons le
préfacteur suivant :
R3m P + 2R2m‡¯m + 2Ÿ(RmC ≠ 2) (4.53)
avec ‡¯m défini à l’éq. (4.31) mais pour R = Rm. A l’équilibre, ce terme doit s’annuler
comme l’a montré Helfrich dans [60], ce qui fixe la valeur de Rm en fonction de la pres-
sion, de la tension de surface et de la courbure spontanée. Dans la base des harmoniques
sphériques éq. (4.22), nous obtenons finalement à l’ordre 2 en f :
H = 4ﬁR2m‡¯ +
4ﬁ
3 R
3
m P +
Ÿ
2
lmaxÿ
lØ2
H(l)|flm|2 (4.54)
où
H(l) = [l(l + 1)≠ 2]2 +R2m
‡¯m
Ÿ
[l(l + 1) + 2] + 2
Ÿ
[R3m P + 2Ÿ(RmC ≠ 2)] (4.55)
Si on utilise la condition d’équilibre [60], le dernier terme de H(l) se simplifie selon :
2
Ÿ
[R3m P + 2Ÿ(RmC ≠ 2)] = ≠
4R2m‡¯
Ÿ
(4.56)
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Finalement nous obtenons à nouveau
H(l) = [l(l + 1)≠ 2][l(l + 1)≠ 2 + ‡ˆm] (4.57)
avec
‡ˆm © Rm
2‡¯
Ÿ
= Rm
2‡
Ÿ
+ (2≠RmC)
2
2 (4.58)
Nous retrouvons donc le résultat de l’éq. (4.30) pour H(l). Souvent ce hamiltonien est vu
comme un polynôme en l(l+1) alors qu’il est plus intéressant de le voir comme un polynôme
en l(l + 1) ≠ 2. En e et, le terme ≠2 rend compte de la conservation du volume dans les
deux ensembles. Il faudra y faire attention lors de la prise de la limite au cas plan.
L’énergie libre   de la vésicule dans cet ensemble est :
  = 4ﬁRm2‡¯ +
4
3ﬁRm
3 P + kBT2
lmaxÿ
lØ2
(2l + 1) ln
C
—ŸH(l)
Rm
2
D
(4.59)
Les deux ensembles peuvent être considérés comme équivalents [60] puisque le hamiltonien
est identique. Dans la suite nous nous concentrons donc sur celui présenté dans la section
précédente.
Tension de cadre et tension de Laplace
Commençons par la tension de cadre, · , elle est la force qui s’applique tangentiellement
sur la surface associée au volume. Cette grandeur est intéressante dans le cas plan, car elle
contrôle l’aire projetée de la membrane (cf. fig. 4.2) et elle a un sens physique. Cependant
dans le cas sphérique usuellement lui est préférée la tension de Laplace “ qui est reliée au
rayon de la vésicule selon l’éq. (4.1). C’est “ et non · qui est mesurée expérimentalement
avec une micro-pipette. Ces deux grandeurs sont reliées par l’éq. (4.16) et il est très di cile
de les di érencier. Il existe un débat concernant la tension associée au spectre de fluctuations
r qui serait égale à · [45, 55, 57, 59]. Comme nous le montrerons par la suite, la réponse ne
peut venir d’un calcul gaussien mais vient d’un calcul de renormalisation du hamiltonien de
Helfrich [48] et des simulations numériques [50, 58, 66]. Dans le Chapitre 5 nous revenons
sur le calcul de renormalisation de Ÿ et de ‡.
Pour le moment, nous supposons que nous avons une membrane dont la courbure spon-
tanée est l’inverse du rayon associé au volume (C = 2/R) pour simplifier les équations. La
tension de surface sans dimension définie éq. (4.42) devient ‡ˆ © R2‡/Ÿ. La définition de
la tension de cadre est donnée dans l’éq. (4.15). Dans Gmemb seul lmax dépend de N , nous
pouvons calculer · à N constant sans précaution supplémentaire. Nous verrons que dans le
cas plan ce n’est pas le cas [45] :
· =
A
ˆGmemb
ˆAs
B
N
= 14ﬁ
ˆGmemb
ˆR2
(4.60)
= ‡ + kBT8ﬁ
lmaxÿ
lØ2
(2l + 1)
Y][ˆ ln[—ŸH(l)]ˆR2 + ˆ ln
1
1
R2
2
ˆR2
Z^
\ (4.61)
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En regroupant les deux termes nous obtenons finalement pour la tension de cadre
· = ‡ ≠ kBT8ﬁR2
lmaxÿ
lØ2
(2l + 1)[l(l + 1)≠ 2]
l(l + 1) + ‡ˆ ≠ 2 (4.62)
= ‡(1 + –)≠ kBT8ﬁR2
lmaxÿ
lØ2
(2l + 1) (4.63)
= ‡(1 + –)≠ N
ÕkBT
2As
(4.64)
Le second terme de l’éq. (4.64) est quasiment identique à  Eb/A0 de l’éq. (4.50). La seule
di érence est un facteur (1 + –). Ce facteur n’est pas anodin : le second terme de la tension
de cadre est l’énergie associée au fluctuations, non pas par unité d’aire A0, mais par unité
d’aire As. Nous pouvons donc écrire
· = ‡ ≠  Eb
As
(4.65)
Cette relation, très simple, peut se comprendre de di érentes façons. Dans une vision énergé-
tique, la membrane étant principalement sphérique, elle a une énergie par unité de surface ‡
moins une partie entropique associée aux fluctuations de courbure. Une autre vision possible
est une vision mécanique, la membrane est à l’équilibre si la force tangentielle qui s’applique
sur ses bords, · , est compensée par la combinaison de la tension de surface, ‡, et d’une force
e ective induite par les fluctuations de courbure tendant à augmenter l’aire de la membrane,
 Eb/As.
Nous avons tracé, sur la fig. 4.7, |· |/N = f(‡ˆ/N) pour di érentes valeurs de N . À noter
que nous aurions aussi pu travailler avec le cut-o    ou le rayon de la vésicule R au lieu de
N , comme l’ont fait C. Barbetta et al dans [45]. En fait ces 3 grandeurs sont équivalentes dès
l’instant où l’une d’entre elle est fixée. Cette courbe montre que |· |/N ne dépend pas de N
sauf autour de · = 0. Même dans cette région, la di érence n’est pas évidente à voir, à cause
de sa sensibilité en ‡, c’est pourquoi nous avons fait un zoom dans la fig. 4.7. La valeur de
‡ˆ/N correspondant à l’annulation de · converge vers –plan,cr lorsque N æ Œ, en pratique
Ø 2500 (–plan,cr sera défini dans la section suivante concernant le cas plan). Ce résultat est
équivalent à celui obtenu dans [45] où les auteurs ont montré la convergence à   fixé mais
en faisant varier R.
La tension de Laplace est obtenue à partir de l’éq. (4.16). Comme pour la tension de
cadre plusieurs écritures sont possibles :
“ = ·(1 + –) = ‡ ≠
kBTN Õ
2A0
(4.66)
Comme précédemment pour · , le second terme de l’éq. (4.66) est relié à  Eb donné dans
l’éq. (4.50), mais cette fois par unité d’aire de la membrane :
“ = ‡1 + – ≠
 Eb
A0
(4.67)
Les deux tensions calculées dans cette section sont en pratique di cilement discernables.
En e et, sur la fig. 4.8 est représenté |“|/N = f(‡ˆ/N) et il est di cile de voir une di é-
rence avec le graphique représentant · de la fig. 4.7. Le fait que ces deux grandeurs soient
4.2. Calcul analytique de la tension de Laplace 77
N=625
N=2500
N=10000
10-4 0.01 1 100 10410-10
10-8
10-6
10-4
σ /N
|τ|/N
([N/m
])
2.0 2.5 3.0 3.5 4.0
10-11
10-10
10-9
10-8
10-7
Figure 4.7 – Tension de cadre par mode, |· |/N en échelle log-log en fonction de ‡˜/N pour
di érentes valeurs de N et R = 1, —Ÿ = 10.
di cilement discernables rend leur comparaison avec la tension de surface r du spectre de
fluctuations compliquée. En e et, pour une simulation numérique d’une vésicule de N ≥ 104
lipides, de rayon R = 1, et pour —Ÿ ≥ 10, l’excès d’aire est compris entre 0 < – Æ 0.05 pour
une large gamme de tensions de surface. Nous pouvons donc écrire :
“ = ·(1 + –) ƒ ·(1≠ –) (4.68)
La di érence entre les deux tensions tombe donc souvent dans les erreurs statistiques propres
aux simulations Monte Carlo (cf. Chapitre 3).
En utilisant la relation de Laplace éq. (4.1) et en injectant la relation entre les deux
rayons éq. (4.44), nous avons :
pin ≠ pout = 2
RL
“ = 2
R
· (4.69)
Les deux tensions jouent donc en apparence le même rôle selon le rayon autour duquel le
modèle théorique est développé.
Deux remarques sont importantes. La première porte sur l’écriture de · et de “. Généra-
lement est utilisée l’écriture en fonction du nombre de modes éqs. (4.64,4.66). Nous préférons
utiliser les expressions éqs. (4.65,4.67) en fonction de l’énergie de courbure moyenne, car lors
des simulations celle-ci est facilement mesurable, ce qui nous permet d’obtenir une valeur
numérique de · et de “. Nous n’imposons pas cette valeur contrairement à H. Shiba et
al dans [50]. La seconde remarque concerne le calcul de ˆGmemb/ˆAs|N . Nous avons écrit
l’éq. (4.61) sous cette forme pour établir une connexion avec le calcul de Barbetta et al. [45].
En e et, le dernier terme, comme le font remarquer les auteurs, «vient des R2» des éléments
de surface de l’intégrale fonctionnelle. Comme dans le cas plan habituel (pas vu comme une
limite du cas sphérique), il faut faire attention à la dimension de Dr qui modifie le résultat
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Figure 4.8 – Graphiques représentant |“|/N en échelle log-log en fonction ‡ˆ/N pour di é-
rentes valeurs de N : R = 1, —Ÿ = 10.
obtenu pour la tension de cadre et pour la tension de Laplace. Si le terme en R2 n’était pas
présent nous aurions : · = ‡(1 + –) et “ = ‡.
Dans la situation où l’on prend en compte la courbure spontanée une contribution sup-
plémentaire apparaît dans · et “ (éqs. (4.65,4.67)), car :
 Eb
A0
= Ÿ
A0
ˆGmemb
ˆŸ
(4.70)
= kBTN
Õ
2A0
≠ –1 + –‡¯
ce qui fait apparaître le second terme en plus. Finalement, la tension de Laplace et la tension
de cadre avec courbure spontanée “C sont données par :
“C =
‡¯
1 + – ≠
 Eb
A0
≠ Ÿ(1 + –)R
3 2
R
≠ C
4
(4.71)
·C = ‡¯ ≠  Eb
As
≠ Ÿ
R
3 2
R
≠ C
4
(4.72)
ce qui, en plus de la tension de surface di érente, ‡¯, fait apparaître le troisième terme en
plus.
Enfin nous revenons sur la prise en compte des déplacements latéraux des lipides. En
ajoutant la contribution gaz parfait 2D gGP de l’éq. (4.36), un terme supplémentaire de
pression à 2D s’ajoute à l’éq. (4.66) : “GP = ≠ GP = ≠kBTN/A0. L’éq. (4.66) est donc
modifiée par un facteur 3 sur le second terme. Pour un liquide 2D, le terme d’ordre suivant
dans le développement du viriel est généralement non négligeable. Il serait ≠kBTb2(N/A0)2
où b2 est le second coe cient du viriel. Il faudrait éventuellement inclure tout ces termes pour
permettre un ajustement avec des courbes expérimentales. Pour le moment, nous cherchons
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seulement à éclaircir le lien entre ces di érentes tensions pour les comparer aux résultats
observés dans les simulations.
Plus loin dans ce chapitre, les simulations Monte Carlo vont nous permettre d’aller au-
delà de ces considérations analytiques, notamment lorsque l’approximation quasi-sphérique
n’est plus valable. Mais avant cela nous examinons la limite R æ Œ où la vésicule quasi-
sphérique tend vers une membrane quasi-plane.
4.2.2 Cas plan : limite thermodynamique d’une vésicule sphérique
Pour le cas sphérique, les considérations analytiques sont limitées à cause des sommes
discrètes. Dans cette section, nous montrons que le modèle sphérique, pris dans la limite
thermodynamique R æ Œ et N æ Œ mais en gardant as = 4ﬁR2/N = 4ﬁ/ 2 constant,
correspond au cas plan pour lequel les calculs analytiques sont plus simples. Nous pour-
rons en particulier réécrire ‡ en fonction de l’excès d’aire, l’unique paramètre physique des
simulations (As étant fixée). Nous montrons également que les di érentes tensions de sur-
face, introduites dans de la section précédente, calculées dans le cas plan sont de bonnes
approximations du cas sphérique.
Montrons dans un premier temps que les expressions éqs. (4.34,4.37) sur l’énergie libre
et la fonction de corrélation de hauteur convergent vers celles usuellement obtenues dans
le cas plan dans la limite thermodynamique. Ce calcul se trouve déjà dans l’article [32] du
Chapitre 2. Nous le redéveloppons en particulier pour bien montrer que la courbure spontanée
redéfinit uniquement la tension de surface, ‡¯. Pour faciliter la comparaison avec les travaux
antérieurs dans le cas plan nous appellerons dans cette section As © Ap [45, 55, 59]. En
choisissant un patch carré d’aire Ap = L2 = 4ﬁR2, les vecteurs d’onde sont quantifiés comme
q = 2ﬁ(nxeˆx+nyeˆy)/L [45]. Le nombre de modes dans la couronne de rayon q et d’épaisseur
dq est donc 2ﬁqdq/(2ﬁ/L)2. Ce nombre doit être égal à (2l + 1) l (où  l = 1). En prenant
la limite continue et en utilisant les propriétés d’isotropie (avec |q| = q Æ  ) nous trouvons
Apqdq/(2ﬁ) = 2R2qdq = (2l + 1)dl et donc q2 = [l(l + 1) ≠ 2]/R2. En gardant les termes à
l’ordre R2 nous trouvons :
H(l)æ H(q) = R4q2(q2 + ›≠2) avec q Ø 0. (4.73)
avec
›≠2 = ‡¯
Ÿ
= ‡
Ÿ
+ C
2
2 (4.74)
Le hamiltonien de l’éq. (4.32) se simplifie selon
H = ‡¯Ap + Ÿ2
⁄  
0
qdq
2ﬁ q
2(q2 + ›≠2)|hˆ(q)|2 (4.75)
nous obtenons bien le hamiltonien de Helfrich plan avec hˆ(q) la transformée de Fourier de
h(x) = Ru(x) et h(x) est le champ de hauteur de la membrane dans la paramétrisation de
Monge. Ce hamiltonien dans l’espace réel s’écrit
H = ‡¯A+ Ÿ2
⁄
Ap
d2x [Ò2h(x)]2 © ‡¯A+Hh (4.76)
Dans cette limite nous gardons ‡¯ = ‡+ŸC2/2 qui dépend de la courbure spontanée, mais la
courbure moyenne ÈÒ2hÍ = 0 à cet ordre (le dernier terme de l’éq. (4.18) disparait comme
l’a fait remarquer Meunier [67]).
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L’énergie libre associée à la membrane de éq. (4.34) devient :
Gplan = ‡¯Ap +R2kBT
⁄  
0
qdq ln
Ë
—Ÿd2R2q2(q2 + ›≠2)
È
(4.77)
et donc par unité de surface Ap,
gplan = ‡¯ +
kBT
4ﬁ
⁄  
0
qdq ln
Ë
—Ÿd2R2q2(q2 + ›≠2)
È
= ‡¯ + kBT 
2
8ﬁ
Ó
ln
1
—‡¯d2 2R2
2
≠ 2 +
Ë
1 + (› )≠2
È
ln
Ë
1 + (› )2
ÈÔ
(4.78)
Pour l’éq. (4.37), comme nous l’avons dit, les harmoniques sphériques sont remplacées
par les transformées de Fourier. Nous avons alors
Èh(x)h(y)Íc ƒ 1
—Ÿ
⁄ +Œ
≠Œ
d2q
(2ﬁ)2
eiq·|x≠y|
q2(q2 + ›≠2) (4.79)
= 1
—
G(|x≠ y|) = 1
—‡
[GŒ(|x≠ y|)≠G›(|x≠ y|)] (4.80)
où GŒ(x) est solution de ≠Ò2GŒ(x) = ”(x) et G›(x) solution de ≠Ò2G›(x) + ›≠2G›(x) =
”(x) en 2 dimensions [68] :
GŒ(x) = ≠ 12ﬁ ln
A |x|
R
B
(4.81)
G›(x) =
1
2ﬁK0
A |x|
›
B
(4.82)
avec K0 la fonction de Bessel de seconde espèce d’ordre 0.
A partir de la fonction de corrélation position-position, il est possible d’écrire :
ÈÒh(x) ·Òh(y)Íc = ≠ 1
—
Ò2G(x≠ y) (4.83)
ÈÒ2h(x)Ò2h(y)Íc = 1
—
Ò4G(x≠ y) (4.84)
D’où
ÈÒh(x) ·Òh(y)Íc ƒ Èn(x) · n(y)Íc ƒ kBT2ﬁŸK0
A |x≠ y|
›
B
(4.85)
ÈÒ2h(x)Ò2h(y)Íc ƒ kBT2ﬁŸ›2
C
2ﬁ›2”(x≠ y)≠K0
A |x≠ y|
›
BD
(4.86)
avec n(x) = (≠Òh(x)+ eˆz)/Ôg, le vecteur normal au point x. De plus éq. (4.85) montre que
› de l’éq. (4.74) est la longueur de corrélation du système. Le calcul des di érents moments
du champ de hauteur sont donnés dans l’Annexe A.
L’exces d’aire pour un membrane plane s’obtient à partir de l’éq. (4.12) :
–plan =
kBT
8ﬁŸ ln
Ë
1 + (› )2
È
(4.87)
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À la limite thermodynamique, –plan diverge de façon logarithmique quand ‡¯ æ 0, contrai-
rement au cas sphérique pour lequel la divergence est régularisée. Afin de régulariser cette
divergence nous utilisons un cuto  ultraviolet qmin = ﬁ/L (où L est la taille du système). De
plus, la rugosité diverge également de façon logarithmique comme :
Èh2Íc = kBT2ﬁŸ
⁄  
ﬁ/L
qdq
q2(q2 + ›≠2) =
kBT
4ﬁ‡ ln
C
L2 2/ﬁ2
1 + (› )2
D
(4.88)
L’énergie moyenne associée aux fluctuations de courbure  Eb par unité de surface A0 s’ex-
prime comme :
 Eb
A0
© Ÿ2A0
K⁄
Ap
d2x [Ò2h(x)]2
L
(4.89)
= 12—(1 + –plan)
⁄  
0
qdq
2ﬁ
q2
q2 + ›≠2
= kBT8ﬁ(1 + –plan)›2
Ë
›2 2 ≠ ln
1
1 +  2›2
2È
(4.90)
= kBT 
2
8ﬁ(1 + –plan)
≠ ‡¯–plan(1 + –plan) (4.91)
Ces résultats sont bien en accord avec les di érentes fonctions de corrélation des éqs. (4.79,4.85,4.86)
en prenant la limite |x ≠ y| æ 1/  dans celles-ci (il faut faire attention pour le ”(x) ≥s  
0 d2q/(2ﬁ)2 =  /4ﬁ lorsque xæ 0). De plus, nous avons vérifié qu’en prenant directement
la limite thermodynamique à partir des fonctions obtenues dans le cas sphérique les résultats
étaient identiques. Nous donnons ici l’exemple de la rugosité pour s’en convaincre :
Èh2Í = lim
RæŒR
2Èu2Í = lim
RæŒ
kBT
4ﬁŸ
lmaxÿ
lØ2
R4
H(l)
2l + 1
R2
(4.92)
En utilisant 2R2qdq = (2l + 1)dl, q2 = [l(l + 1) ≠ 2]/R2 et l’éq. (4.73) nous obtenons bien
l’éq. (4.88).
Un point important concerne la relation entre les rayons RL, R,Rm à la limite thermody-
namique. La définition de l’aire de référence Ap est généralement choisie telle que ÈhÍ = 0.
L’introduction du cuto  ultraviolet fixe la valeur de Èh2Í. Dans le cas d’une vésicule sphé-
rique, la référence prise correspond à la sphère de volume V équivalente. Cela qui n’implique
pas a priori ÈuÍ = 0 (contrairement au cas plan), mais Èu2Í = ≠ÈuÍ. Nous avons donc à la
limite thermodynamique È(Ru)2Í æ Èh2Í = cst. et donc Rm = R + cst.. Les deux rayons
jouent un rôle semblable (on peut montrer que c’est la cas aussi pour RL) et cela ne modifiera
pas les fonctions de corrélation connexes. Le terme ≠2 dans q2 = [l(l + 1) ≠ 2]/R2 permet
donc en fait de retrancher la rugosité ≠Èu2Í dans les di érentes fonctions connexes et donc
à décaler la référence pour imposer ÈhÍ = 0.
Tension de cadre et tension de Laplace
Deux calculs sont possibles pour l’obtention de la tension de cadre · à la limite thermo-
dynamique. Nous avons fait le calcul de la tension de cadre dans le cas sphérique, éq. (4.62),
nous allons prendre la limite thermodynamique. Dans un second temps nous ferons le cal-
cul à partir de l’énergie libre de la membrane plane (éq. (4.77)) et nous montrerons ainsi
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que les deux résultats sont identiques à condition de faire attention. Pour la clarté de la
démonstration nous utiliserons les notations suivantes :
·plan,1 = lim
N,RæŒ
A
ˆGmemb
ˆAp
B
N
(4.93)
·plan,2 =
C
ˆ
ˆAp
3
lim
N,RæŒGmemb
4D
N/Ap
=
A
ˆGplan
ˆAp
B
N/Ap
(4.94)
et oublions pour le moment la courbure spontanée qui modifie d’une constante la tension de
surface.
Dans [45], les auteurs expliquent que ·1 ”= ·2 et a rment que le bon calcul correspond
à l’éq. (4.93), en accord avec un calcul élastique à partir du tenseur des contraintes. Nous
montrons ci-dessous qu’elles sont bien équivalentes. En partant de l’expression de · pour
une vésicule sphérique (éq. (4.62)), nous avons
·plan,1 = lim
R,NæŒ
Qa‡ ≠ kBT8ﬁR2
lmaxÿ
lØ2
(2l + 1)[l(l + 1)≠ 2]
l(l + 1) + ‡ˆ ≠ 2
Rb
as≠1
(4.95)
= lim
R,NæŒ
Qa‡ ≠ kBT4ﬁ
lmaxÿ
lØ2
(2l + 1)
2R2
[l(l + 1)≠ 2]/R2
l([l + 1)≠ 2]/R2 + ‡/Ÿ
Rb
as≠1
(4.96)
En utilisant 2R2qdq = (2l + 1)dl, q2 = [l(l + 1)≠ 2]/R2 et en remplaçant la somme par une
intégrale nous obtenons :
·plan,1 = ‡ ≠ kBT4ﬁ
⁄ qmax
0
q3dq
q2 + ‡/Ÿ (4.97)
avec qmax ƒ lmax/R ƒ   dans la limite où lmax ∫ 1 (voir éq. (4.23)). Finalement,
·plan,1 = ‡ +
kBT
8ﬁ›2 ln
Ë
1 + (› )2
È
≠ kBT 
2
8ﬁ (4.98)
= ‡(1 + –plan)≠ kBT 
2
8ﬁ (4.99)
résultat identique à celui obtenu dans le cas plan par Imparato [55].
Pour le calcul de ·plan,2, il faut faire attention. En e et, cette fois nous prenons la limite
thermodynamique avant de di érencier. Dans le cas plan, la quantification de nos modes
dépend de la taille du système à travers qmin = ﬁ/L. Nous allons raisonner par analogie avec
le calcul de la pression osmotique d’une solution colloïdale à la limite thermodynamique.
Tout d’abord il faut écrire l’énergie libre par unité de surface, gplan à l’éq. (4.78). Ensuite il
faut remplacer tous les R2 par 4ﬁN/ 2, puis prendre la dérivée suivante :
·plan,2 =
ˆ(asgplan)
ˆas
© ≠ 4ˆgplan/ 
2
ˆ 2 (4.100)
Nous obtenons,
·plan,2 = ‡ ≠ kBT 
4
4ﬁ
ˆ
ˆ 2
⁄  
0
q
 
dq
  ln
I
4ﬁ—ŸN 2
3
q
 
42 C3 q
 
42
+ 1( ›)2
DJ
(4.101)
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Après changement de variable q˜ = q/  et inversion de l’intégrale et de la dérivée,
·plan,2 = ‡ ≠ kBT 
4
4ﬁ
⁄ 1
0
q˜dq˜ ˆ
ˆ 2 ln
I
(4ﬁ)2—ŸN2q˜2
C
q˜2 + 1( ›)2
DJ
≠kBT 
4
4ﬁ
⁄ 1
0
q˜dq˜ ˆ
ˆ 2 ln
A
 2
4ﬁN
B
(4.102)
De la même façon que dans le cas sphérique le second terme de l’éq. (4.102) vient des R2
élément de l’intégrale fonctionnelle [45]. Finalement nous retrouvons bien ·plan,1 = ·plan,2.
Dans la suite nous utiliserons la notation ·plan pour parler de la tension de cadre. Il est à
noter que –(Ÿ = 0) = kBT 28ﬁ‡ et donc que ·plan(Ÿ = 0) = ‡ : la tension de cadre est donc la
tension de surface renormalisée par les fluctuations de courbure. Par comparaison entre la
tension de cadre, ·plan, éq. (4.99) et l’énergie de courbure du système, éq. (4.91), on a
·plan = ‡ ≠  Eb
Ap
(4.103)
comme dans le cas sphérique.
Grâce à la relation entre ·plan et “plan éq. (4.16), nous pouvons également obtenir la
tension de Laplace
“plan = ‡ ≠ kBT 
2
8ﬁ(1 + –plan)
(4.104)
= ‡1 + –plan
≠  Eb
A0
(4.105)
La courbure spontanée ne modifie pas les di érentes équations introduites ici. En e et, il
su t de remplacer ‡ par ‡¯ pour la prendre en compte. Nous aurions par exemple pour la
tension de Laplace :
“plan = ‡ +
1
2ŸC
2 ≠ kBT 
2
8ﬁ(1 + –plan)
= ‡¯ ≠ kBT 
2
8ﬁ(1 + –plan)
(4.106)
mais l’éq. (4.105) n’est plus vérifiée.
La tension de cadre et la tension de Laplace ont les mêmes propriétés que dans le cas
sphérique. Dans le cas plan nous pouvons tracer ces grandeurs en fonction de –plan. En e et,
dans le cas plan la relation entre –plan et ‡ est analytique comme montré par W. Helfrich
dans [52]. Cette relation s’obtient en inversant l’éq. (4.87). Nous obtenons :
‡ = Ÿ 
2
e8ﬁ—Ÿ–plan ≠ 1 (4.107)
En injectant l’éq. (4.107) dans les relations de ·plan et “plan (éqs. (4.99,4.104)), nous obtenons :
·plan =
Ÿ 2(1 + –plan)
e8ﬁ—Ÿ–plan ≠ 1 ≠
 2
8ﬁ— (4.108)
“plan =
Ÿ 2
e8ﬁ—Ÿ–plan ≠ 1 ≠
 2
8ﬁ—(1 + –plan)
(4.109)
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Figure 4.9 – Graphiques représentant |“plan|/N et |·plan|/N en échelle log-log en fonction de
l’excès d’aire –plane en pourcentage. —Ÿ = 10. Sur ce graphique sont représentées di érentes
valeurs de N = 625, 2500, 10000. Les courbes sont cependant parfaitement superposées.
et retrouvons ainsi le résultats de [44, 45] pour la tension de cadre et une expression pour
la tension de Laplace dans le cas plan. Nous représentons ces équations sur la fig. 4.9. De
nouveau, les deux tensions sont di cilement discernables. En e et il est possible de distinguer
la di érence entre ces deux courbes que dans la partie de droite du graphique, c’est-à-
dire après que ces tensions se sont annulées. Sur ce graphique les éqs. (4.108,4.109) sont
également représentées pour di érentes valeurs de N (équivalent à di érents  ). Cependant
aucune di érence entres ces courbes n’est visible. Comme nous l’avons déjà dit dans le cas
sphérique, très rapidement la position où les tensions s’annulent converge vers une position
indépendante de la taille du système : nous pouvons parler de point fixe. En e et dans
l’éq. (4.108) les deux termes sont proportionnels à N , ainsi la valeur de – pour laquelle la
tension de cadre (où la tension de Laplace) s’annule ne dépend donc que de (—,Ÿ,–).
Pour quelle valeur ‡cr la tension de cadre s’annule-t-elle ? Pour Ÿ ”= 0, l’annulation de
l’éq. (4.99) conduit à 8ﬁŸ+ ln[1 + (› )2] = (› )2 qui se résout pour —Ÿ∫ 1 comme
‡cr =
kBT 2
8ﬁ
Ë
1 + ln(8ﬁ—Ÿ+1)8ﬁ—Ÿ
È ƒ kBT 28ﬁ
C
1≠ ln(8ﬁ—Ÿ+ 1)8ﬁ—Ÿ
D
(4.110)
avec des corrections en ln[ln(8ﬁ—Ÿ)]. L’excès d’aire critique associée est
–plan,cr =
ln(1 + 8ﬁ—Ÿ)
8ﬁ—Ÿ (4.111)
La comparaison entre la solution numérique de ·plan(–plan,cr) = 0 et cette solution analytique
(éq. (4.111)) est donnée sur la fig. 4.10. Il est évident que les deux courbes se superposent
dans la gamme de paramètres biologiques (8ﬁ—Ÿ ƒ 500). Ce résultat est le même que celui
obtenu par J. B. Fournier et al dans [44].
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Figure 4.10 – Graphique en échelle log-log représentant –plan,cr solution de ·plan(–plan,cr) = 0
en fonction du produit —Ÿ. La solution analytique approchée éq. (4.111) est tracée en noir.
Les points rouges sont les points obtenus numériquement.
Au delà de –plan,cr le système va changer de forme. Dans le Chapitre 5, nous monterons que
lorsque la tension de cadre, · , s’annule la membrane se trouve dans une phase «crumpled».
Cette phase à été introduite et caractérisé par de Gennes et Taupin dans [69], elle est
caractérisée par une longueur de persistance :
›p = a exp
3 4ﬁŸ0
3kBT
4
(4.112)
À partir de celle-ci deux régimes peuvent être définis :
• Si on se place à des échelles inférieures à ›p, il y a une décroissance exponentielle de
la fonction de corrélation des vecteurs normaux à la surface (celle-ci est plane).
• Si on se place à des échelles supérieures à ›p les vecteurs normaux sont décorrélés, la
membrane ne peut plus être considérée comme plane.
Les membranes biologiques (où numériques) sont de tailles finies c’est-à-dire que, souvent,
cette phase ne se verra pas à l’échelle du système. Des détails complémentaires seront donnés
dans le chapitre suivant.
Un problème apparait lorsque certains auteurs comparent leurs résultats de simulations
numériques de membranes planes aux formules analytiques obtenues ci-dessus. En e et Fa-
rago [70] a montré que la fonction de corrélation obtenue dans le cas de membrane plane,
éq. (4.79), correspond à la forme de sa fonction numérique mais pour des valeurs de pa-
ramètres di érentes. De nombreux auteurs ont observé ce phénomène numériquement et
di érentes explications théoriques sont apparues. Les principales étaient que la tension de
fluctuation r est soit la tension microscopique ‡, soit la tension de cadre · éq. (4.99) [71], soit
celle de Laplace éq. (4.104) [56, 57], soit l’énergie par unité de surface éq. (4.78) [48, 59]. Ini-
tialement le résultat favori était r = · . Mais deux résultats étaient observés numériquement :
r = · [72, 73], r ”= · [44, 55]. Plus tard, Farago à montré que que la di érence venait de la
86 Chapitre 4. Transition de forme des vésicules
0 2¥108 4¥108 6¥108 8¥108 1¥109
0.86
0.88
0.90
0.92
0.94
0.96
0.98
t
XR\
RL   0.875R0
R¯
(t
)/
R
0
Figure 4.11 – Évolution du rayon moyen de la vésicule R¯(t) au cours du temps. N = 642,
tmax = 1.109, —Ÿ = 10, ‡ˆ = 150,  P = 300, C = 2/R.
non prise en compte des termes d’ordre supérieur qui entrainaît une brisure de symétrie [58].
En e et, les résultats numériques ont fini par conforter l’idée qu’il est nécessaire de prendre
les termes d’ordre supérieur pour di érencier r de ‡ [50, 58]. Ces auteurs ont montré numé-
riquement que si ces termes n’étaient pas pris en compte dans le hamiltonien initial, alors
r = ‡. En e et, la tension microscopique ‡ est renormalisée par les terme d’ordre 4 (et plus)
du hamiltonien de Helfrich [48, 67]. La renormalisation du cas plan sera faite proprement
dans le Chapitre 5.
Pour éclairer ces questions, la section suivante traite des mesures numériques de r pour
des vésicules sphériques.
4.3 Simulations Monte Carlo et mesure de la tension
de surface
Dans cette section nous présentons les résultats obtenus avec l’algorithme Monte Carlo
présenté dans le Chapitre 3 permettant d’étudier numériquement le modèle de Helfrich as-
socié aux vésicules. Le résultat principal que nous obtenons numériquement est que, pour
une vésicule sphérique, la tension associée aux fluctuations, r, est égale à la tension de cadre
· ou à celle de Laplace “. En e et, comme nous l’avons montré analytiquement, nous avons
vu que · et “ sont di cilement discernables (cf. fig. 4.9). De plus nous allons relier la tran-
sition de forme des vésicules, observée dans les simulations, à l’annulation de cette tension
de Laplace.
Une remarque préliminaire importante : nous avons fait nos simulations dans l’ensemble
(V ,‡) car celles faites dans l’ensemble ( P, ‡), ne permettaient pas d’obtenir une vésicule
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Figure 4.12 – Graphique représentant le centre de masse de la vésicule durant la simulation
et son déplacement quadratique moyen ÈO˛OÕ2Í en fonction de t/tmax dans l’ensemble (‡, P ).
Pour N = 2542, tmax = 1.109, —Ÿ = 10, ‡ˆ = 100.
stable pour des longs temps de simulation. En e et, dans cet ensemble nous commençions les
simulations avec une sphère de R0 = 2‡/ P , le rayon de Laplace sans l’énergie de courbure
(Ÿ = 0). Nous nous sommes aperçus que les vésicules semblaient se stabiliser autour d’un
rayon Rm toujours inférieur au rayon R0. Nous avons donc mesuré lim
tæŒ R¯(t) © Rm. Nous
représentons sur la fig. 4.11 l’évolution de ÈR(t)Í en fonction du temps. Pour R0 = 1, nous
mesurons Rm = 0.875R0. Cette valeur correspond au rayon de Laplace RL = 2“/ P pour la
tension de Laplace “ = 130.3. Cependant dans cet ensemble les vésicules ne sont pas stables
pour des grands temps de simulation : soit elles s’e ondrent, soit le rayon finit par diverger.
Elles sont donc métastables. C’est pourquoi nous n’avons pas travaillé dans cet ensemble.
4.3.1 Caractérisation de la vésicule
Dans cette partie, nous présentons les di érentes observables, telles que les fonctions de
corrélation éq. (4.37), la rugosité éq. (4.39) où l’énergie de courbure éq. (4.50), permettant
de caractériser les vésicules simulées et nous les comparons aux résultats analytiques de la
section précédente.
La première observable est la trajectoire du centre de masse de la vésicule, dans le cas où
la position du centre n’est pas imposée (KO = 0, cf. éq. (3.31)). On observe sur la fig. 4.12
que celui-ci suit bien une loi de di usion : È≠≠æOOÕ2Í = D t avec un coe cient de di usion D qui
diminue avec le nombre de points choisis dans la simulations, N (loi en N≠2 comme attendu,
résultats non montrés).
Sur la fig. 4.13.a est représentée la moyenne de l’énergie de courbure par unité d’aire
 Eb/A0 des vésicules simulées en fonction de N et pour di érentes valeurs de —Ÿ. Cette
énergie moyenne est calculée selon l’éq. (4.47) et mesurée numériquement comme indiqué
dans le Chapitre 3. Nous observons que l’énergie de courbure est indépendante de —Ÿ et aug-
mente linéairement avec N . Augmenter N correspond à augmenter de façon proportionnelle
l’énergie de courbure du système, une illustration du théorème d’équipartition en physique
statistique. Nous avons ajusté ces données par une droite, car pour les petits excès d’aire
(ou grande tension de surface, – = 0.005 sur la fig. 4.13), nous avons montré que la li-
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Figure 4.13 – a) Énergie de courbure moyenne  Eb/A0, avec la courbure spontanée fixée
à C = 2/R, en fonction de N pour di érentes valeurs de Ÿ. Les points correspondent aux
simulations et les droites sont des ajustements linéaires d’équation b + 0.04N pour tmax =
1.109, – = 0.005, —Ÿ = 5, 20, 80. b) Rugosité Èh2Í en fonction de N . Les points correspondent
aux simulations et la courbe continue est un ajustement selon b + 0.011 lnN/N (mêmes
paramètres que ci-dessus avec —Ÿ = 25).
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N 162 642 2562 10242
 Eb/A0 6.82 26.16 102.29 405.89
Table 4.1 – Estimation numérique de l’énergie de courbure moyenne en fonction de la taille
du système N (– ƒ 0.01≠ 0.05).
mite thermodynamique est valable. La moyenne de l’énergie de courbure est alors donnée
par l’éq. (4.91) qui peut se reécrire
 Eb
A0
= N2—A0
+O(lnN) (4.113)
Pour R = 1, on obtient bien un coe cient directeur de 1/(8ﬁ) = 0.0398. Le coe cient ajusté,
0.004 est donc en très bon accord. Nous pensons que la di érence pour les grands N vient
d’un temps de simulation trop court.
La seconde grandeur qui nous a intéressée est la rugosité éq. (4.88) calculée en fonction
de N et représentée sur la fig. 4.13.b. Nous observons une dépendance en lnN/N pour une
petite valeur de –, selon b + 0.011 lnN/N . Cette loi est en accord avec celle calculée par
U. Seifert [26] pour un excès d’aire donné :
Èh2Í = È(Ru)2Í = 2–
N
lmaxÿ
lØ2
(2l + 1)
l(l + 1)≠ 2 ƒ
2–
N
⁄ lmax
2
(2l + 1)dl
l(l + 1)≠ 2 ƒ 2–
lnN
N
(4.114)
Nous avons vérifié que la formule avec la somme discrète était encore plus précise. Pour
– = 0.005, l’éq. (4.114) donne un facteur 2– = 0.01 en très bon accord avec le 0.011 trouvé
par ajustement. Dans ce régime l’excès d’aire se répartit équitablement entre tous les modes
de fluctuations, comme attendu [26]. Le bon accord des solutions analytiques et numériques
confirme que les vésicules peuvent être considéré comme étant à la limite thermodynamique
pour ces valeurs de paramètres.
Ces deux grandeurs n’ont pas été introduites au hasard. Toutes deux permettent de
remonter aux di érentes tensions de surface du système. Dans le cas de l’énergie de cour-
bure par unité d’aire nous avons montré dans la section précédente qu’elle est reliée par les
éqs. (4.103,4.105) (dans le cas plan) à la tension de cadre et à celle de Laplace.
Pour obtenir une mesure numérique de · , nous avons donc mesuré l’énergie de fluctuations
de courbure moyenne, comme nous l’avons fait sur la fig. 4.13. Cette valeur est ensuite injectée
dans l’éq. (4.65) que nous redonnons ici :
· = ‡ ≠  Eb
As
(4.115)
Nous obtenons alors une valeur construite à partir de la tension de surface en entrée du
programme ‡ (voire de la courbure spontanée si non nulle éq. (4.71)) et d’une mesure numé-
rique. Les valeurs de  Eb/A0 pour di érentes valeurs de N sont reportées sur la Table 4.1.
La valeur de la tension de surface n’est pas précisée, car les fluctuations de courbure n’en
dépendent que très peu (correction logarithmique) dans le régime des petits excès d’aire. Ce
tableau nous permet d’avoir un ordre de grandeur pour ces fluctuations qui dépendent peu
du module de courbure Ÿ éq. (4.113) (cf. fig. 4.13).
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Figure 4.14 – Clichés instantanés d’une vésicule pour di érentes valeurs du module de
courbure —Ÿ = {1, 5, 10} et R = 1, N = 642, ‡ˆ © R2‡/Ÿ = 30, C = 2/R, tmax = 2.108.
Avant de mesurer · , nous discutons du choix des valeurs de Ÿ. Nous donnons sur la
fig. 4.14 des clichés instantanés des vésicules simulées en fonction du module de courbure
Ÿ. Nous voyons que les vésicules deviennent plus «lisses» à mesure que Ÿ augmente. La
rugosité diminue, cela revient donc à diminuer l’excès d’aire – éq. (4.114). Il est tout de
même important de ne pas prendre de trop petites valeurs pour Ÿ si nous voulons qu’il joue
un rôle. En e et, si › de l’éq. (4.74) est inférieur à la taille d’une maille, la courbure ne joue
aucun rôle : c’est le cas de l’image de gauche sur la fig. 4.14.
De plus, il faut faire attention à la renormalisation du module de courbure Ÿ [59, 67, 74, 75]
qui entraine une diminution de ›, qui sera longuement discutée dans le Chapitre 5 suivant.
En supposant que la renormalisation dans le cas sphérique suit la même loi que pour le cas
plan, on peut relier cette valeur renormalisée de Ÿ à l’excès d’aire – éq. (4.87) selon :
ŸÕ(–) ƒ Ÿ(1≠ 3–) (4.116)
C’est une correction à incorporer dans notre expression théorique de l’énergie de courbure
par unité de surface  Eb à l’éq. (4.47) :
 Eb
A0
©
K
ŸÕ(–n)
2A0
⁄
dA
3
2H ≠ 2
R
42L
(4.117)
avec –n l’excès d’aire mesuré numériquement.
Une remarque, nous ne pouvons di érencier · et “ avec la précision de notre programme
(cf. fig. 4.9 pour le cas plan), la di érence étant de l’ordre –n.
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Figure 4.15 – Fonction de corrélation position-position Èu( )u(0)Í en fonction de l’angle
solide entre deux points  . Les points sont issus des simulations et les barres d’erreurs sont
données par l’éq. (3.43) pour R = 1, N = 642, —Ÿ = 10, ‡ˆ = 33.26, C = 0, kmax =
20, Tp = 5000 et tmax = 5 ◊ 109. Les courbes rouge et noire sont issues de l’expression
analytique éq. (4.118) avec lmax ƒ 40. L’erreur est obtenue avec l’éq. (3.44)). Les droites
verticales en pointillés représentent la distance angulaire entre deux sites voisins. En noir :
rˆthéo = 31.02, rouge : ajustement numérique rˆ = 25.8± 0.4.
4.3.2 Fonction de correlation position-position
Nous sommes maintenant en mesure de comparer les fonctions de corrélation théoriques
et celles issues des simulations et de comparer la tension de flucutations, r, ainsi obtenue à
la tension de cadre · mesurée numériquement. La fonction de corrélation dans le cas d’une
vésicule quasi-sphérique est :
C (Ÿ, ‡ˆ) = Èu( )u(0)Í = kBT4ﬁŸ
lmaxÿ
lØ2
(2l + 1)Pl(cos )
[l(l + 1)≠ 2] [l(l + 1)≠ 2 + ‡ˆ] (4.118)
avec
‡ˆ © R
2‡¯
Ÿ
= R
2‡
Ÿ
+ (2≠RC)
2
2 (4.119)
La fonction C (Ÿ, rˆ) nous sert à obtenir la tension de fluctuations, que nous notons r =
Ÿrˆ/R2, et qui a toujours une valeur di érente de celle du paramètre ‡ après ajustement aux
points de la simulation.
Nous représentons C (Ÿ, rˆ) en fonction de l’angle   entre deux sommets sur la fig. 4.15.
Les points sont les données numériques et les courbes viennent de l’éq. (4.118). Dans ce
graphique, la courbe rouge est un ajustement numérique, nous obtenons rˆ = 25.83. La
courbe noire quant à elle est cette même fonction mais pour ·ˆ = 31.02 défini à l’éq. (4.115),
avec toujours ·ˆ = R2·/Ÿ. Nous voyons que les deux courbes ne sont pas en accord même si
la correction va dans le bon sens. En e et, dans le Chapitre 3, nous avions déjà représenté
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cette fonction fig. 3.10 mais la courbe noire représentait C (Ÿ, ‡ˆ) avec ‡ˆ la tension de surface
en entrée du programme. Il est facile de constater que nous nous sommes approchés de la
valeur de rˆ ajustée. Essayons de comprendre, pour cela revenons sur la table 4.1 donnant
 Eb/A0 en fonction de N . Pour la fig. 4.15 nous avons ‡ˆ ≠ rˆ = 33.26 ≠ 25.83 = 7.43 et
‡ˆ≠ ·ˆ = 33.26≠31.02 = 2.24. Nous avons un facteur ƒ 3 entre la valeur issue de l’ajustement
et celle prédite par l’éq. (4.115). Qu’avons nous oublié ?
En fait nous n’avons pas encore abordé les deux types de déplacements. Pour les déplace-
ments de la simulation associés à la fig. 4.15 nous utilisons des déplacement radiaux éq. (3.37)
et non des déplacements normaux. Or dans le Chapitre 5 suivant, nous montrerons qu’utili-
ser des déplacements radiaux conduit à un facteur 3 (au lieu de 1) à la correction en N à la
tension de surface, c’est-à-dire qu’il ajoute 2( Eb/A0) à celle-ci.
C’est pourquoi nous introduisons une tension de fluctuations théorique modifiée, rthéo,
construite à partir de l’éq. (4.115), qui s’écrit comme :
rthéo = ‡ ≠ ‘Eb
A0
+O(lnN) (4.120)
avec ‘ un coe cient qui prendra deux valeurs :
• ‘ = 3 dans le cas de déplacements radiaux éq. (3.37)
• ‘ = 1 dans le cas de déplacements «normaux» éq. (3.38)
Pour ‘ = 1 nous avons rAs ƒ As‡≠NkBT/2 = · où N sont les degrés de liberté, sinon pour
‘ = 3, rAs ƒ As‡≠ 3NkBT/2. La di érence entre les deux types de déplacement correspond
aux déplacements tangents à la surface. Dans le cas de déplacements «normaux», il faut donc
retirer les degrés de liberté dans les deux directions perpendiculaires à la normale : ainsi 3N
se transforme en N .
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Figure 4.16 – Même figure que fig. 4.15 mais la courbe noire correspond à rˆthéo = 26.53
donnée dans l’éq. (4.120).
Revenons à la fonction de corrélation C (Ÿ, rˆ) représentée sur la fig. 4.15 mais en cor-
rigeant la tension de fluctuation prédite selon éq. (4.120) avec ‘ = 3, ce qui conduit à
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Figure 4.17 – Temps de corrélation éq. (3.41) en fonction de la tension de fluctuation
théorique rthéo éq. (4.120) en échelle log-log. Les points noirs sont issu des simulations, à
partir du programme décrit dans le Chapitre 3. Pour : R = 1 N = 642, —Ÿ = 10, C = 0.
La courbe rouge est un ajustement linéaire pour obtenir la dépendance de tc avec rthéo :
tc Ã rthéo≠0.64.
rˆthéo = 26.53. Elle est en noire représentée sur la fig. 4.16. La courbe rouge est toujours le
même ajustement numérique, rˆ = 25.83. Nous voyons que les deux courbes se superposent,
confirmant ainsi notre prédiction. Plus loin nous le montrerons pour un échantillon plus
large, c’est-à-dire pour di érentes tensions initiales et di érents N .
Ayant montré que la tension r donnée par l’éq. (4.120) contrôle la fonction de corrélation
position-position éq. (4.37), nous revenons sur les temps de corrélation introduits dans le
Chapitre 3. Comme la tension de flucutations est di érente de ‡, on peut se poser la question
si ces temps de corrélations ne dépendent en fait pas de r plutôt que de ‡. Nous retraçons
donc les temps de corrélation (notés maintenant tc) de la Table 3.1 en fonction de rˆthéo
sur la fig. 4.17. L’utilisation de rthéo permet un ajustement numérique. Nous obtenons tc Ã
rthéo≠0.64, alors que nous n’avions pas de loi simple en fonction de N avec le paramètre ‡ˆ.
Lorsque nous nous rapprochons de r = 0, le temps de corrélation tc va diverger à cause
du ralentissement critique. Il ne s’agit pas de mesures très précises, elles servent seulement
à avoir une idée de comment les choses évoluent et nous renseigne sur les précautions à
prendre. Nous avons également vérifié la correspondance pour des valeurs de N plus élevés
et les résultats donnent également tc Ã rthéo≠⁄ avec ⁄(2562) = 1.12. Nous ne comprenons pas
encore pourquoi nous obtenons ces exposants. Il peut s’agir d’une erreur liée à la contrainte
sur le centre de masse.
La divergence du temps de corrélation est une des caractéristiques des transitions de
phase [49, 76, 77]. Di érents outils numériques peuvent être utilisés pour étudier des systèmes
près de la transition, voir les Refs. [38, 39, 40] : il pourrait s’agir d’un moyen di érent de
remonter à la tension de fluctuation r.
Dans la littérature sur les simulations de membranes planes [50, 55, 57, 58, 66] les temps
de corrélation sont très peu mentionnés, même lorsque les systèmes étudiés sont près de la
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transition. Ces simulations se font sur des temps de ≥ 106 ≠ 107 unités Monte Carlo pour
N ≥ 2500, des temps de l’ordre de grandeur de tc dans notre cas, soit probablement bien
trop faibles. Il faut donc faire attention sur les conclusions sur la transition de forme dans ces
travaux. Enfin, il pourrait être intéressant de tracer les temps de corrélation obtenus pour
di érentes valeurs de N mais pour une valeur de r constante ce qui permettrait surement
d’obtenir l’exposant dynamique.
4.3.3 Mesures des di érentes tensions de la membrane
À partir de l’ajustement de la fonction de corrélation théorique aux simulations nous
sommes en mesure d’obtenir la valeur de r. Avec la méthode de «bootstrap» présentée dans
le Chapitre 3 et les données numériques sur lesquelles nous avons un temps de corrélation
précis, nous allons maintenant développer notre étude sur ces di érentes tensions. Dans
le chapitre suivant, le calcul de renormalisation du hamiltonien de Helfrich apportera une
explication claire à l’origine de cette formule.
Tout d’abord vérifions que notre expression de l’éq. (4.120) est bien en accord avec les
di érents déplacements considérés aux éqs. (3.37,3.38). Sur la fig. 4.18 nous représentons les
di érentes tensions de surface de la membrane, obtenues numériquement, pour di érentes
tensions microscopiques et N = 642. Chaque graphique est associé à un type de déplacement.
Pour la fig. 4.18a, il s’agit des déplacements définis à l’éq. (3.37) tandis que la fig. 4.18b
correspond à ceux définis à l’éq. (3.38). Les deux graphiques correspondent à la partie de
droite du graphique représentant · = f(N) sur la fig. 4.7, pour laquelle la tension de cadre
suit une loi linéaire en N . Nous avons bien sûr vérifié la forme sphérique des vésicules simulées
et exclu celles qui ne l’étaient plus.
Sur la fig. 4.18a nous constatons un très bon accord entre les points issus des simulations
et traités statistiquement (en noir) et l’éq. (4.120) définissant rthéo avec ‘ = 3 (points verts).
Les tensions de cadre · et de Laplace “ sont également représentées (points bleus et rouges),
la di érence entre les deux est dans la taille des symboles. Les formules analytiques des di é-
rentes tensions [voir éqs. (4.115,4.120)] pouvant être approchées par des droites en fonction
de ‡, nous avons tracé deux ajustements linéaires. Les deux droites sont en accord avec les
prédictions, avec des coe cients directeurs ƒ 1 et un facteur ƒ 3 entre les deux valeurs à
l’origine, comme attendu.
La fig. 4.18b est obtenue avec une simulation utilisant les déplacements de l’éq. (3.38). Jus-
qu’à maintenant nous faisions des déplacements radiaux ou «normaux». Cependant comme
le montrent les éqs. (3.37,3.38) tous deux sont en réalité radiaux même si une partie du
déplacement est annulée (dans le cas de ceux que nous appelons «normaux»). Il s’agit d’une
correction et non de la prise en compte totale de déplacement normaux. Sur ce graphique
les codes couleurs sont identiques. En vert est représenté rthéo avec ‘ = 1, nous avons donc
rthéo © · . Pour ‡ˆ > 30, nous montrons bien numériquement ce résultat. Nous corrigeons
donc bien le r de la fig. 4.18a. En revanche, les deux droites ne se superposent pas pour
‡ˆ . 30 et l’écart entre r et · augmente, ce qui signifie que dans cette gamme de paramètres,
la correction n’est pas su sante d’où pas de facteur 3 entre les 2 ordonnées à l’origine. Cette
région correspond à la région où 3 Eb/A0 et ‡ sont du même ordre de grandeur, soit pour
r ≥ 0.
Nous avons également vérifié pour N = 2562 que les conclusions tirées ici n’était pas
remises en question. Sur la fig. 4.19 est représenté l’analogue du graphique fig. 4.18. De
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Figure 4.18 – Di érentes tensions de surface en fonction de la tension microscopique sans di-
mension ‡ˆ pour les déplacements MC radiaux en a) et «normaux» en b). Les points noirs sont
les points des simulations avec les barres d’erreurs obtenues par la méthode de «boostrap».
Les autres tensions représentées sont définies par les équations : rˆthéo © R2rthéo/Ÿ éq. (4.120),
·ˆ © R2·/Ÿ éq. (4.115), “ˆ © R2“/Ÿ où “ = ·/(1+–). Pour les paramètres nous avons R = 1,
N = 642, —Ÿ = 10, C = 0, kmax = 20, Tp = 5000 et tmax = 5 ◊ 109. a) Simulations avec
déplacements selon eˆr éq. (3.37), rthéo est pris pour ‘ = 3 éq. (4.120). Les courbes continues
sont des ajustements linéaires : rˆ = ≠8.37+1.04 ‡ˆ et ·ˆ = ≠2.64+1.02 ‡ˆ. b) Simulations avec
déplacements selon nˆ éq. (3.38), rthéo est pris pour ‘ = 1 éq. (4.120). Les courbes continues
sont des ajustements linéaires : rˆ = ≠5.80 + 1.08 ‡ˆ et ·ˆ = ≠2.61 + 1.01 ‡ˆ.
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Figure 4.19 – Même figure que fig. 4.18a pour N = 2562, Tp = 5000000 et tmax = 7◊ 109.
rthéo est pris avec ‘ = 3 éq. (4.120). Les droites ajustées ont pour équations, rˆ = ≠35.80 +
1.11 ‡ˆ et ·ˆ = ≠10.58 + 1.02 ‡ˆ.
la même façon, rthéo avec ‘ = 3 s’ajuste bien avec les points des simulations. Les temps de
corrélation étant bien plus grands ƒ 107≠ 108 il est di cile d’avoir une mesure précise, d’où
des barres d’erreurs plus importantes.
4.3.4 Transition de forme
Maintenant étudions rapidement ce qu’il se passe près de r = 0. Sur les fig. 4.18,4.19 nous
pouvons prédire la valeur de ‡ qui annule la tension de fluctuation par extrapolation jusqu’à
l’origine. Comme nous l’avons dit, le temps de corrélation du système diverge en r = 0,
nous allons donc encadrer la valeur r = 0 par des clichés instantanés de vésicules simulées
pour des temps de simulation de l’ordre de 10 tc. De plus, comme nous avons montré que
la correction aux déplacements, éq. (3.38), n’est pas e cace pour des petites tensions de
surface, nous utilisons uniquement des déplacements radiaux. Nous n’avons alors pas r = ·
mais r donné par l’éq. (4.120) avec ‘ = 3.
À partir de la droite d’ajustement de la fig. 4.19, nous obtenons ‡ˆr,c = 32.16. De plus,
en regardant la seconde droite d’ajustement, il existe une région pour laquelle nous avons
· > 0. En e et la tension solution de ·ˆc = 0 est ‡ˆc = 10.39. Si nous prenons une valeur de
tension appartenant à l’intervalle 10.39 < ‡ˆ < 32.16, nous aurons une tension de fluctua-
tion renormalisée égale à 0 mais une tension de cadre positive. Nous montrons ainsi que la
transition de forme correspond à l’annulation de la tension de fluctuation et non à celle de
la tension de cadre.
Sur la fig. 4.20 sont représentés des clichés instantanés d’une vésicule. Nous observons
clairement une transition de forme, l’analogue de la transition de «buckling» dans le cas plan.
Il y a une brisure de symétrie selon un des deux axes de la vésicule. Les clichés indiquent que
la transition apparait bien pour r ƒ 0. Sur cette même figure nous avons séparé les vésicules
en deux groupes, de courbure spontanée 0 et 2/R. Nous voyons que la forme obtenue dépend
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Figure 4.20 – Clichés des vésicules pour di érentes valeurs de la tension de surface sans
dimension ‡ˆ, pour R = 1, N = 2562, —Ÿ = 10 tmax = 2 ◊ 109 et deux valeurs de courbure
spontanée C = 0 et C = 2/R.
clairement de la courbure spontanée alors qu’avant la transition les vésicules sont toutes
quasi-sphériques. En e et sur la vésicule en haut à droite nous avons deux faces planes,
tandis que sur la vésicule du bas une moitié est restée quasi-sphérique. À la transition, la
membrane minimise donc bien son énergie de courbure.
L’annulation de la tension de fluctuations, r, correspond donc à un changement de forme
de la vésicules. Dans le chapitre suivant, nous montrerons que pour r = 0 la forme des
vésicules n’est alors contrôlée que par le module de courbure Ÿ et par la courbure spontanée
C et plus par la tension de surface. Pour des tailles infinies, cela correspond à la phase
«crumpled». Cette transition de forme n’est donc que la signature de cette vraie transition
de phase plan–«crumpled» pour une vésicule de taille finie. Pour comprendre les di érences
entre le cas plan et le cas sphérique pour C = 0, nous donnons sur la fig. 4.21 une image de
ce qu’il se passe.
4.3.5 Discussion des simulations d’un membrane plane de Shiba
et al. [50]
Nous allons montrer que les résultats précédents sont également observés dans le cas d’une
membrane plane. Des simulations numériques du cas plan ont été faites très récemment par
Shiba et al. [50]. Plusieurs points sont à discuter.
Les déplacements «normaux» considérés par H. Shiba et al [50] sont en fait équivalents
au terme de Fadeev-Popov (FP) introduit par W. Cai et al [48] et discuté dans le Chapitre 5
suivant. Nous pensons que les auteurs de [50] n’ont pas vu la connexion, cependant ces deux
termes sont identiques. Dans la représentation de Monge, nous verrons que le terme FP
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Figure 4.21 – Schéma résumant les résultats observés sur les vésicules simulées à la tran-
sition r = 0. La forme moyenne est représenté en pointillés rouges, et la forme fluctuante en
noir. Dans le cas plan, on parle de membrane «crumpled», mais la membrane simulée étant
de taille finie, elle reste plane en moyenne. Pour C = 2/R, nous supposons que la membrane
resterait courbée en moyenne.
s’écrit comme
V [h] ©
Nÿ
k=1
1
2— (Òh)
2 (4.121)
Les auteurs de [50] corrigent leurs déplacements en ajoutant à leur hamiltonien un terme
correctif :
Hcorr = ≠ 1
—
ÿ
i,j
ln[cos(◊i,j)] (4.122)
avec ◊i,j l’angle entre les vecteurs normaux positionné aux sites (i, j). En fait le cosinus de
l’angle peut s’exprimer en fonction de la métrique, nous avons cos(◊i,j) = [1 + (Òh)2]≠1/2.
Les deux termes sont donc égaux. Dans le Chapitre 5 nous monterons que ce terme vient en
réalité du modèle sous-jacent au modèle de Helfrich.
Une des principales di érences entre les travaux de [50] et les nôtres est la façon dont
sont corrigés les déplacements pour être «normaux». Nous corrigeons directement les dépla-
cements dans l’algorithme MC alors que Shiba et al. ajoutent le terme correctif éq. (4.122) à
leur hamiltonien. Les deux corrections sont bien sûr équivalentes pour les petits excès d’aire,
mais pas près de la transition. Nous pensons qu’il s’agit d’une des raisons pour laquelle ils
n’observent pas de transition à r = 0.
Dans [50], les auteurs représentent sur leur fig. 5 di érentes tensions de fluctuation en
fonction de la tension de cadre · . Nous redonnons ce graphique à la fig. 4.22 et avons re-
pris leurs notations. Les di érentes tensions de fluctuation qu’ils abordent sont associées à 4
hamiltoniens di érents. Ces hamiltoniens viennent des di érentes façons de prendre le hamil-
tonien tronqué à l’ordre gaussien ou non et de prendre ou non en compte le terme correctif
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Figure 4.22 – Tensions de fluctuation r, rEL et rL mesurées par rapport à · et normalisées
par ‡ en fonction de · . r correspond au cas des déplacement normaux à la surface, rEL à
l’hamiltonien de Helfrich gaussien mais avec déplacement normaux, et rL à l’hamiltonien de
Helfrich gaussien mais avec déplacement radiaux. Cette courbe est issue de [50].
Hcorr introduit à l’éq. (4.122). Pourquoi ces choix ? Comme montré par O. Farago [58], les
termes d’ordre 4 jouent un rôle important pour la tension de fluctuation, ils restaurent la
symétrie du hamiltonien d’origine. Le second choix consiste à étudier les di érents dépla-
cements des éqs. (3.37,3.38). Il y a donc 4 tensions r di érentes associées, mais ils se sont
concentrés sur 3. Ils les appellent r la tension pour un hamiltonien non tronqué et contenant
Hcorr, rEL et rL lorsque le hamiltonien est tronqué et, respectivement, contient la correction
ou non.
Montrons que la tension qu’ils mesurent est bien rthéo de notre éq. (4.120). Sur la fig. 4.22
la première étape est de repérer la grandeur  Eb/A0 qui connecte toutes les tensions de
surface. En fait d’après l’éq. (4.120), nous avons avec ‘ = 1 :
‡ ≠ · ƒ Ÿ
Õ(–n)
2
e
[2H]2
f
(4.123)
Shiba et al. représentent cette grandeur adimensionnée par ‡ en rouge sur fig. 4.22. Par
lecture graphique nous obtenons ŸÕ(–n) È[2H]2Í /2‡ ƒ 1 pour · = 10≠2. Dans le cas d’un
hamiltonien contenant tous les ordres et le terme Hcorr, les auteurs obtiennent r ƒ · . Il est
impossible de savoir s’il s’agit de “ ou de · . En e et, la di érence, d’ordre –, est comprise
dans la taille des symboles. La preuve en est le léger décalage entre les courbes représentant
(‡≠·)/‡ et (rL≠·)/‡. Il vient de la prise en compte de ŸÕ(–n) pour la solution à l’ordre gaus-
sien alors qu’il n’y a pas de renormalisation à l’ordre 2. Cela aboutit à un décalage de l’ordre
de 3–. Si maintenant nous regardons la dernière courbe représentant (rEL ≠ ·)/‡ = f(·), le
hamiltonien étant à l’ordre deux, il n’y a pas de terme à ajouter concernant la renormali-
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sation. Cependant, la correction est prise en compte il faut donc ajouter ŸÕ(–n) È[2H]2Í à ‡
pour obtenir rEL. Avec notre vision il vient :
rEL ≠ · ƒ ‡ ≠ · + ŸÕ(–n)
e
[2H]2
f
(4.124)
ƒ 3Ÿ
Õ(–n)
2
e
[2H]2
f
(4.125)
En injectant la valeur obtenue, ŸÕ(–n) È[2H]2Í /2‡ ƒ 1 pour · = 10≠2, nous obtenons bien
un facteur ƒ 3 entre ces courbes. Le fait que la courbe soit légèrement inférieure vient des
corrections d’ordre –. Ici nous ne les avons pas utilisées, car les auteurs font une erreur systé-
matique de cet ordre (ils utilisent un module de courbure renormalisé pour des hamiltoniens
gaussiens).
Enfin, dans les simulations de Avital et al. [66] et Shiba et al. [50], une transition de
forme est observée pour · < 0. Cela vient probablement du fait que leur membrane a une
taille caractéristique L π ›p ≥ a e40, ils ne peuvent donc pas observer la transition plan-
«crumpled» à cette échelle.
4.3.6 Conclusion
Nous avons montré que la formule simple prédite à l’éq. (??) pour rthéo est en excellent
accord avec les mesures numériques de la tension de flucutations, r, dans le cas de dépla-
cements radiaux. Nous expliquons ainsi le facteur 3 entre la tension mesurée et la tension
attendue. Dans le cas de déplacements pouvant être considérés comme normaux, nous obte-
nons bien r = · pour le régime des petits excès d’aire, équivalent à ‡ˆ ∫ 1. Cependant nous
ne pouvons conclure quant à l’égalité proche de r = 0. En e et, lorsque r ƒ 0 les temps de
corrélation du système divergent et la correction pour rendre nos déplacements «normaux»
n’est plus su sante. Il serait intéressant de faire une étude plus poussée avec des vrais dé-
placements normaux afin de comparer les di érence avec des déplacements radiaux (selon eˆz
dans le cas plan). Notamment vérifier si pour de petites tensions microscopique nous avons
bien r = · .
Notre programme a certains avantages. Nous pouvons obtenir la tension de fluctuation r
par un ajustement avec l’ensemble du spectre ce qui en fait une valeur très précise. De plus
nous ne sommes pas confrontés au problème de bords qui apparaissent dans la transitions
de forme ce qui nous permet d’étudier l’e et de la courbure spontanée, contrairement au cas
plan pour lequel des bords périodiques sont généralement utilisés.
Cependant, nous prenons une valeur de · obtenue par une équation analytique, probable-
ment fausse près de la transition. Pour pousser l’étude il faudrait avoir un moyen de mesurer
directement la tension de cadre numériquement : soit nous pourrions essayer de nous placer
dans l’ensemble (‡, P ) et faire une mesure à partir du rayon d’équilibre ; soit par exemple
par un calcul numérique à partir de la méthode développée par Fournier, basée sur le tenseur
des contraintes [44, 45, 78].
Enfin pour la transition présentée sur la fig. 4.20, les techniques standards [38] des transi-
tions de phase pourraient être utilisées pour déterminer plus précisément la valeur de ‡ pour
laquelle la vésicule change de forme (r ƒ 0). Lorsque r s’annule le système rentre dans la
phase «crumpled», cependant dans le cas d’une membrane de taille finie le module de cour-
bure reste non nul. Cela sera confirmé dans le Chapitre 5 par un calcul de renormalisation
du cas plan. À la transition, pour un Ÿ ”= 0 les faces adjacentes s’alignent les unes avec les
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autres selon la valeur de C. Nous pensons qu’à la transition c’est la courbure spontanée qui
détermine la forme des vésicules.
Les résultats de cette section nous ont permis de tester et de comprendre les possibilités
de notre algorithme. L’objectif suivant serait de rendre les vésicules stables dans l’ensemble
(‡, P ) pour éclaircir une fois pour toute le lien entre la tension de cadre et celle de Laplace.
Enfin une exploration systématique de toutes les formes obtenues pourrait être intéressante
afin de vérifier que nous obtenons bien celles observées en biologie et mises en évidence par
G. Lim et al [79] .
Finissons par une remarque concernant le rayon autour duquel est mesurée la fonction
de corrélation numérique. Nous avons fait le choix du rayon associé au volume, r = R[1 +
u(◊,Ï)]eˆr éq. (4.17), alors que nous aurions pu faire le choix du rayon de Laplace, r =
RL[1 + v(◊,Ï)]eˆr avec RL défini à l’éq. (4.69). Nous pensons que si le rayon de référence
était celui de Laplace nous obtiendrons “ au lieu de · pour la tension de fluctuation r. Il
pourrait être intéressant de vérifier cette idée numériquement. De plus, si le rayon de référence
détermine la tension du spectre de fluctuation, il jouera également dans la renormalisation
du module de courbure Ÿ.
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Dans ce chapitre, nous présenterons une partie des travaux de recherche e ectués en
troisième année. Ils portent sur la renormalisation des paramètres élastiques du modèle
de Helfrich. Les résultats sur celle-ci sont controversés. En e et, durant les trois dernières
décennies, de nombreux auteurs ont obtenus des résultats di érents qui ont fini par conver-
ger [65, 74, 80, 81, 82, 84] vers un même résultat. La renormalisation de ces paramètres, Ÿ le
module de courbure et ‡ la tension de surface, aboutit à des paramètres e ectifs qui régissent
le système. En e et, ce sont les valeurs renormalisées qui apparaissent dans les simulations
ou les expériences. Il est donc important de comprendre la renormalisation pour comprendre
le lien entre les di érentes tensions de surface présentées dans le chapitre précédent.
Nous commencerons par introduire le groupe de renormalisation en nous appuyant sur les
ouvrages [76, 85, 86], tout d’abord de façon conceptuelle avant une introduction plus formelle.
Nous appliquerons ensuite cette technique au hamiltonien de Helfrich (cf. Chapitre 1) et
discuterons les di érents résultats trouvés dans la littérature. Enfin, nous développerons
le lien qui existe entre le modèle ‡ non-linéaire et le modèle de Helfrich [6, 25, 75, 86].
Il nous a paru important d’éclaircir ces di érents points pour comprendre la signification
des di érentes tensions dans la littérature [44, 58]. En e et, dans la littérature ce calcul
est incomplet, il est nécessaire de combiner di érents articles pour le recomposer. De plus,
nous allons appliquer une procédure di érente, celle de Wilson (généralement est utilisée la
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Figure 5.1 – Représentation schématique du diagramme de phase de l’eau dans les coor-
données pression température. Le point C est le point critique du système. Pour l’eau ses
coordonnées sont Pc = 217 atm et Tc = 647 K.
procédure  ) [59, 80, 81, 82]. Cette procédure combinée à la comparaison avec le modèle
‡ non-linéaire permettra la mise en lumière des termes dits de Fadeev Popov et celui non-
linéaire introduit dans [48] par Cai et al..
5.1 Introduction au groupe de renormalisation
Beaucoup de phénomènes qui nous entourent sont complexes car ils font intervenir une
très grande diversité d’échelles. Reprenons l’exemple historique deWilson [76] : dans un océan
existent des courants sur des milliers de kilomètres, des marées à l’échelle de la planète ; sont
présents également des vagues pouvant aller du centimètre à plusieurs dizaines de mètres ;
enfin, si on regarde encore à une échelle plus fine, l’eau est formée d’agrégats de molécules.
La di culté dans la description physique de ces phénomènes vient du fait que les di érentes
échelles sont connectées entre elles et s’influencent, nous ne pouvons donc pas les traiter
indépendamment les unes des autres.
Ces échelles ne sont pas, en général, fortement connectées. En e et, les événements séparés
par de grandes échelles peuvent être considérés comme indépendants. Dans la plupart des
problèmes, la clé est d’isoler un certain nombre d’échelles. Si nous reprenons notre exemple,
pour décrire les vagues nous utilisons l’hydrodynamique et donc nous oublions les propriétés
microscopiques. En fait, le terme «oublier» est un peu fort, nous allons prendre en compte
certaines d’entre elles, par exemple aux travers des coe cients de viscosité de notre modèle.
Cependant, il existe une famille de problèmes pour lesquelles ces échelles de longueurs ne
peuvent pas être séparées et seront toutes importantes. Cette famille est celle des transitions
de phase. Par exemple en chau ant de l’eau en phase liquide en dessous d’une pression P de
217 atmosphères, elle bout. Si on se place à Pc = 217 atm il faut maintenant chau er jusqu’à
Tc = 647K pour que l’eau bout. Ce couple (Pc, Tc) définit le point critique du système, il
est représenté sur la fig. 5.1. À ce point la distinction entre liquide et gaz disparaît. En
e et, si la pression était légèrement supérieure, peu importe de combien nous élèverions la
température, l’eau ne bouillirait pas. Près de ce point critique, les fluctuations en densité
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sont présentent à toutes les échelles du système. Ces fluctuations prennent la forme de bulles
de liquide séparées par des bulles de gaz et peuvent avoir toutes les échelles de tailles : d’un
groupement de molécules à l’ensemble du système.
Si nous voulons décrire le comportement du système près du point critique il faut donc
considérer toute les échelles de longueur du système. Le groupe de renormalisation est un
moyen de comprendre comment les propriétés d’un système se propagent d’échelle en échelle.
Il n’est pas spécifique à un problème en particulier, c’est une «méthode».
Même si la théorie moderne concernant le groupe de renormalisation date des années
70 telle qu’introduite par Wilson [76, 85, 86] de nombreux travaux précurseurs ont permis
l’émergence de cette théorie. En e et, depuis la découverte de «divergences» en physique,
notamment ultraviolette dans des calculs d’électrodynamique quantique de Weisskopf, dif-
férents chercheurs ont essayés de résoudre ces problèmes. Des méthodes empiriques comme
celles proposées par Feynman, Dyson, Tomonaga sont apparues dans les années 50. Ce n’est
qu’en 1966 que Kadano  propose une méthode générale pour éliminer ces divergences, les
travaux de Wilson s’appuient principalement sur ceux-ci.
5.1.1 Principe de la renormalisation
Nous introduisons dans cette section les éléments nécessaires à la compréhension du cal-
cul de renormalisation de la section suivante. Nous nous appuyons sur [76, 77, 85, 86] mais
également sur des cours suivis lors de mon cursus universitaire, notamment du cours «In-
troduction au groupe de renormalisation» de Manoel Manghi et Pierre Pujol de l’université
de Toulouse. Nous avons également utilisé celui de François David du Service de Physique
Théorique (CEA Saclay).
La vision actuelle des transitions de phase a commencé avec la théorie de Landau en 1937.
Pour celui-ci une «transition de phase est souvent définie par la brisure d’une des symétries
du système». Le modèle qu’il a développé décrit le passage de la phase basse température
notée BT à la phase haute température HT à travers le paramètre d’ordre m. La symétrie
étant plus élevée dans la phase BT que dans la phase HT on parle de brisure de symétrie.
La description du modèle de Landau est faite dans le Chapitre 2.
Le modèle d’Ising, appliqué au ferromagnétisme va nous servir d’exemple pour introduire
le groupe de renormalisation. Les matériaux ferromagnétiques ont la propriété de posséder
une magnétisation spontanée si le système est à une température en dessous d’une tempé-
rature critique appelée température de Curie. Ils ont une structure complexe, cependant les
propriétés essentielles peuvent être capturées à l’aide du modèle d’Ising, en utilisant comme
paramètre d’ordre la magnétisation m. Dans ce modèle, il y a une compétition entre l’aligne-
ment uniforme des spins selon deux directions up-down (S = ±1) et l’agitation thermique
qui crée du désordre dans le système. La force de couplage entre spins voisins est donnée
par K : il est pris inversement proportionnel à la température T pour rendre compte de
l’agitation thermique (il s’agit en fait d’une quantité sans dimension K = —K˜ où K˜ est une
énergie). K détermine la probabilité d’être ou non dans le même état que le voisin. À haute
température le système est désordonné et inversement lorsque T ≥ 0 tout les spins sont dans
le même état. Lors du passage BT æ HT , plus précisément à la température de Curie, la
symétrie du système est brisée.
Imaginons que nous avons un réseau de spins A,B à 2 dimensions et que certains sont
bloqués dans un état. Quel est l’e et sur les autres spins du réseau ? Pour les spins adjacents,
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Figure 5.2 – Schéma symbolisant le réseau carré supportant N spins : les spins bleus et
rouges (A,B) représentent les deux états ±1, K symbolise la force de l’interaction entre deux
spins voisins séparés d’une distance p.
4 sites directement connectés (cf. fig. 5.2), ils auront une probabilité plus forte d’être dans le
même état car ils sont couplés directement parK. Les spins plus éloignés n’ont pas d’influence
directe, même si l’interaction entres spins ne s’éteint pas avec les premiers voisins. En e et, le
premier voisin à plus de chance d’être dans le même état et transmet donc cette probabilité
à ses voisins. De cette façon l’interaction se propagent de spin en spin sur de nombreux sites
du réseau. La distance maximale typique à laquelle cette interaction se propage est appelée
distance de corrélation du système notée ›.
Dans un réseau à haute température, › est proche de 0. Les spins sont distribués aléa-
toirement sur le réseau, et nous avons autant de spins dans les deux états, la magnétisation
totale du système est 0. En abaissant la température, des corrélations entres spins de plus
en plus éloignés apparaissent. Quand la température est précisément celle de Curie T = Tc,
› æŒ : tous les couples de spins sont corrélés peu importe la distance qui les sépare. Il faut
donc des systèmes de plus en plus grands pour calculer leurs propriétés à mesure que l’on
s’approche du point critique. En e et, proche de Tc il faut un système de taille supérieure à
la plus grande fluctuation observée. À l’heure actuelle les ordinateurs ne permettent pas un
tel calcul «brut» : par exemple pour un › ≥ 100 en unités de pas du réseau, les plus grandes
fluctuations couvrent 1002 = 10000 sites ce qui fait 210000 configurations possibles, soit trop
pour un ordinateur.
Les méthodes de renormalisation permettent de séparer de tels problèmes en une série
de problèmes de plus en plus petits et donc plus faciles. Au lieu de garder tout les spins
d’une région de la taille ›◊›, nous déduisons les propriétés du système à partir de grandeurs
renormalisées, comme K dans ce cas précis, qui incorporent l’e et de plusieurs spins. Pour
y arriver il existe di érentes techniques, nous décrivons celle issue de [76] dite «des blocs de
spins».
Elle consiste en trois opérations, dans un premier temps, le réseau de spin est divisé en
blocs de spins de tailles identiques. Chaque groupe de spins est ensuite remplacé par un
seul nouveau spin qui est une moyenne des spins présents dans le bloc, la fig. 5.3 est une
schématisation de la procédure. Le système de taille N est divisé en N/4 groupes de spins.
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Figure 5.3 – Schéma symbolisant la procédure de renormalisation sur le réseau carré de
la Fig. 5.2. K Õ symbolise la force de l’interaction entre deux blocs de spins voisins, après
renormalisation.
Nous associons à ces groupes un nouveau spin : nous formons un réseau de taille N/4 spins
et de pas a. La dernière étape consiste à ré-dimensionner toutes les longueurs. En e et, le
pas a est deux fois plus grand que celui du réseau initial p, il faut le diviser par 2. Ces trois
étapes définissent un groupe de renormalisation, elles éliminent toutes les fluctuations de
taille inférieure à celle d’un bloc de spin.
Que gagne-t-on avec cette procédure ? Près du point critique il nous faut toujours consi-
dérer des systèmes de grande taille. Cependant, cette méthode nous permet d’extraire des
informations sur les nouveaux spins sans prendre en compte explicitement toutes les configu-
rations. En e et, chaque bloc de spins correspond à 4 spins du système initial, mais l’ensemble
des blocs de spins forme un nouveau système. Pour ce système nous définissons un couplage
K Õ (Cf. fig. 5.3) qui détermine la probabilité de deux blocs voisins à s’aligner. Il est clair
que K Õ ”= K. En e et s’ils étaient égaux nous n’obtiendrions pas une distribution de pro-
babilité en accord avec celle du système avant la procédure : seules certaines valeurs de K Õ
permettent d’être en accord avec le système initial. La renormalisation est l’étude de ces
di érentes valeurs de couplage.
Une fois que ce jeu de valeurs est trouvé, nous pouvons reconstruire un réseau de taille
N avec K Õ comme constante de couplage. Pour poursuivre la renormalisation du système
il faut appliquer à nouveau la procédure : le réseau est redécoupé en blocs de spin et les
longueurs sont réajustées. À chaque itération nous obtenons une nouvelle valeur pour la
force de couplage entres spins. Nous introduisons la notation Kn où n indique le nombre de
fois que la procédure est appliquée. L’étude de l’évolution de cette force de couplage permet
de comprendre le système proche de Tc. En e et, si le couplage initial vaut K0 = 1/2 après
une itération nous avons, en égalisant la distribution de probabilité, K1 = (1/2)2 = 1/4.
De la même façon, après deux itérations la constante de couplage vaut K2 = 1/16 et ainsi
de suite. La valeur du couplage après une infinité d’itérations tend vers 0. Or K Ã 1/T , ce
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Figure 5.4 – Schéma de l’évolution de la force de couplage K d’un système de spins en
réponse à la procédure de renormalisation de blocs de spins. Les lignes rouges sont la re-
présentation des trajectoires pour di érentes valeurs initiales de la force couplage : K0. En
fonction de la valeur initiale les trajectoires convergent vers les points fixes, les trois cas de
figures sont représentés ici. Ce schéma est issu de l’article de Wilson [76].
qui signifie que le système tend vers la limite de température infinie : tous les spins sont
indépendants. À l’inverse si K0 = 2 nous obtiendrions KŒ æ Œ, tous les spins seraient
alignés.
Il existe un point pour lequel la procédure de renormalisation ne change pas le système :
K0 = 1. En e et, peu importe combien de fois nous appliquons les itérations de renormali-
sation le système ne change pas. Ce point est appelé point fixe du système. En fait les point
K0 = 0 et K0 = Œ sont eux aussi des points fixes. Il est également facile de se convaincre
que le point fixe K0 = 1 est instable. Par exemple nous nous plaçons en K0 = 1 + ‘, avec
0 < ‘π 1 nous avons KŒ æŒ (et inversement si ‘ < 0 =∆ KŒ æ 0).
«La transformation du système d’un état à l’autre peut être représentée par le déplacement
d’une bille sur une surface. La forme de la surface impose la vitesse et la direction de ce
déplacement» [76]. La forme correspondant à l’exemple précédent est donnée sur la fig. 5.4.
La pente de la surface détermine comment on approche le point critique. Connaître cette
surface permet donc de savoir comment le système évolue en fonction des paramètres initiaux
choisis : c’est l’information qu’il nous faut pour comprendre les transitions de phase ou la
renormalisation des paramètres du système.
La procédure décrite ici n’est plus la méthode utilisée de nos jours. En e et elle crée des
bords aux systèmes et tout les blocs ne sont pas équivalentes, il faut passer dans l’espace
réciproque pour résoudre ce problème. Cependant, cette méthode donne une idée de la
marche à suivre. Dans la section suivante nous introduisons la méthode formelle qui est
faite dans l’espace de Fourier en suivant [77, 85, 86].
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Figure 5.5 – Zone de Brillouin approchée par un disque de rayon  .
5.1.2 Procédure de renormalisation pour Ising 2D
Comme nous l’avons rappelé précédemment, la procédure de renormalisation consiste à
décimer les degrés de liberté d’un système avant de le contracter en redimensionnant les
longueurs pour le faire revenir à la taille initiale. La procédure de renormalisation peut
également être appliquée dans l’espace réciproque : c’est-à-dire qu’au lieu d’intégrer sur les
degrés de libertés dans l’espace réel nous allons intégrer sur les petits vecteurs d’onde du
système. L’avantage de procéder ainsi et que nous conservons les symétrie du système. En
e et, lors de la procédure décrite dans la section précédente, en choisissant des blocs nous
faisions apparaître des «bords» dans le système, tous les points n’étaient pas équivalents.
Nous allons dans un premier temps donner les étapes de la procédure de renormalisation
générale dans l’espace réciproque (Cf. fig. 5.3). Puis nous illustrerons la renormalisation
perturbative avant de l’appliquer au hamiltonien de Landau. Nous n’avons pas choisi ce
hamiltonien par hasard, il s’agit tout d’abord de la version continue du modèle d’Ising
(nous renvoyons le lecteur au Chapitre 2 pour le passage à la limite), mais également du
hamiltonien que nous utiliserons pour décrire le comportement des lipides, cf. Chapitre 2.
De plus, il servira aussi d’introduction au calcul du hamiltonien d’Helfrich. En e et, comme
discuté dans de nombreux articles il existe un lien entre les modèles d’Helfrich et d’Heisenberg
(extension du modèle de Landau) [6, 25, 87] ; nous reviendrons sur ce point dans la suite du
chapitre.
Les transformées de Fourier nous permettent de passer du paramètre d’ordre Â(x), défini
sur le réseau de site x et de pas a, à un champ Â(q) où q est le vecteur d’onde restreint à la
première zone de Brillouin (noté BZ) du réseau réciproque. Il y a N vecteurs q si le réseau
contient N sites, la surface de BZ est (2ﬁ/a)2, la surface par site est donc (2ﬁ/a)2/N . En
fait le plus facile pour faire le calcul est d’approcher le réseau de la BZ par un disque de
rayon   et de surface 4ﬁ 2 = (2ﬁ/a)2 (Cf.fig. 5.5). En e et comme le montre le schéma de
la fig. 5.6, il su ra d’intégrer sur le module des vecteurs d’ondes compris dans la couronne
définie par  /b < q <   avec b le facteur de décimation pris > 1. Cette opération est
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Figure 5.6 – Zone de Brillouin approchée par un disque de rayon   qui est réduit d’un
facteur b durant la procédure de renormalisation.
similaire à la première étape décrite dans la partie précédente. Elle nous permet de créer
des «blocs» de vecteurs d’onde, comme nous l’avions fait pour les degrés de liberté : nous
obtenons un nouvel hamiltonien avec cette fois N Õ = N/b degrés de liberté et avec le cut-o 
ultraviolet qmax =  /b. La réduction du cut-o  est équivalente à une augmentation du pas du
réseau aÕ = ab. Après avoir intégré, l’étape suivante est le redimensionnement des longueurs
de telle façon que le hamiltonien soit exprimé dans les unités naturelles du système. Pour cela,
nous introduisons le nouveau vecteur d’onde qÕ = bq, le cut-o  de qÕ est  , comme il l’était
pour le système initial c’est à dire pour q. C’est l’étape qui correspond à la transformation
xÕ = x/b de la procédure de renormalisation dans l’espace réel. Enfin il faut renormaliser le
champ Â(q) via Â(qÕ/b) = ’Â(qÕ).
Décimer les degrés de liberté est plus simple si Â(x) est défini sur un réseau. Cependant
dans l’espace de Fourier, les modes de courte longueur d’onde d’un champ sur un réseau et
ceux définis pour tout point de l’espace sont les mêmes [85]. Nous pouvons donc appliquer la
procédure de renormalisation sur les vecteurs d’onde du système qu’il s’agisse d’une descrip-
tion continue ou discrète. Dans la suite nous détaillons les étapes pour un champ continu.
Nous commençons par séparer le hamiltonien initial H en deux parties, l’une porte sur les
modes de petites longueurs d’onde Â>(q) et l’autre sur les grandes Â<(q).
Â(q) = Â<(q) + Â>(q) (5.1)
avec
Â<(q) =
I
Â(q) si 0 < q <  /b
0 si  /b < q <   (5.2)
Â>(q) =
I
0 si 0 < q <  /b
Â(q) si  /b < q <   (5.3)
Les champs Â<(x) et Â>(x) sont définis comme les transformées de Fourier inverses de Â<(q)
et Â>(q). La décimation des degrés de liberté est accomplie en intégrant le champ Â>(q) ce
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qui conduit à obtenir un nouveau hamiltonien H /b[Â<(q)] défini comme :
e≠—H /b[Â<(q)] =
⁄
DÂ>e≠—H [Â<(q)+Â>(q)] (5.4)
avec  /b le nouveau cut-o . Enfin nous redimensionnons les vecteurs d’ondes via qÕ = q/b
et le champ en suivant
Â<(qÕ/b) = zÂÕ(qÕ) (5.5)
Ces deux étapes définissent la procédure de renormalisation dans l’espace réciproque. Il
nous reste à choisir le le facteur de renormalisation du champ ’. Il est généralement choisi
tel que le point fixe gaussien soient renvoyé sur lui-même lors de la procédure, c’est-à-
dire pour que les fluctuations soit indépendantes de l’échelle considérée. Pour le moment le
terme point fixe gaussien est abstrait, il sera développé plus loin. Cependant il est facile de
comprendre qu’il fait référence à la température critique Tc où à K = 1 introduit dans les
sections précédentes. Dans la suite nous donnerons un exemple plus concret en appliquant la
procédure de renormalisation. L’autre point à noter est que la procédure de renormalisation
est appliquée sur le paramètre d’ordre du système, en e et c’est celui-ci qui détermine la
brisure de symétrie à la transition de phase.
En réalité la question qui nous intéresse est le lien qui existe entre les paramètres mi-
croscopiques et ceux qui permettent l’ajustement aux spectres de fluctuations c’est-à-dire
ceux que l’on mesure expérimentalement aux échelles d’intérêt ou que l’on obtient en sor-
tie des simulations (cf. Chapitre 1 et Chapitre 4). Pour cela nous n’allons pas appliquer la
procédure décrite plus haut, mais ce qu’on appelle une renormalisation perturbative [85].
Dans le Annexe A, nous avons montré comment di érentes valeurs moyennes associées à un
hamiltonien peuvent être obtenues à partir du développement perturbatif. Cependant, le dé-
veloppement perturbatif en série échoue systématiquement près du point critique et ne peut
être utilisé [77, 86]. En fait, K. G. Wilson a montré qu’il était possible de combiner les deux
procédures, c’est ce que nous allons faire ici. Nous commençons par rappeler l’expression du
hamiltonien de Landau à 2D, il est introduit en détail dans le Chapitre 2. Il sert d’exemple
ici :
—H[Â(x)] = —H0[Â(x)] + U [Â(x)] ©
⁄
d2x
5
t
2[Â(x)]
2 + K2 [ÒÂ(x)]
2
6
+u
⁄
d2x [Â(x)]4 (5.6)
avec t la masse du système et K un coe cient qui pénalise les gradients élevés. La partie
H0 est la partie gaussienne du hamiltonien et le terme U , d’ordre 4, sera traité comme
une perturbation à H0. Le hamiltonien gaussien peut être décomposé en modes de Fourier
indépendants selon :
—H0[Â(q)] =
1
2
⁄ d2q
(2ﬁ)2
1
t+Kq2
2
|Â(q)|2 (5.7)
avec les définitions pour les transformées de Fourier données aux éqs. (1.15,1.16). Il s’agit
d’un hamiltonien gaussien, nous pouvons donc écrire
ÈÂ(q)Â(qÕ)Í = (2ﬁ)
2”(q + qÕ)
t+Kq2 (5.8)
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De plus, nous introduisons une notation liée aux bornes des intégrales dans l’espace de
Fourier. Nous utiliserons tout au long du chapitre :⁄ b
a
d2q
(2ﬁ)2 ©
⁄ b
a
qdq
(2ﬁ)2
⁄ 2ﬁ
0
d◊ =
⁄ b
a
qdq
2ﬁ (5.9)
La dernière égalité n’étant vraie que si la symétrie de la fonction est polaire.
L’interaction perturbative U a la forme
U [Â(q)] = u
⁄ d2q1d2q2d2q3d2q4
(2ﬁ)8 Â(q1)Â(q2)Â(q3)Â(q4)
◊
⁄
d2x exp {≠ix · (q1 + q2 + q3 + q4)} (5.10)
Dans la suite nous utiliserons la notation H[Â] © H[Â(q)] (de même pour H0 et U). L’inté-
gration sur x impose q1 + q2 + q3 + q4 = 0 d’où U s’écrit comme :
U [Â] = u
⁄ d2q1d2q2d2q3
(2ﬁ)6 Â(q1)Â(q2)Â(q3)Â(≠q1 ≠ q2 ≠ q3) (5.11)
L’étape suivante est celle de «coarse-graining», comme expliqué précédemment nous dé-
coupons les fluctuations en deux composantes selon les éqs. (5.2,5.3) (Cf. fig. 5.6). La fonction
de partition Z du système devient :
Z =
⁄
DÂ<(q)DÂ>(q) exp
I
≠12
⁄  
0
d2q
(2ﬁ)2
1
t+Kq2
2
(|Â<(q)|2 + |Â>(q)|2)
≠U [Â<(q),Â>(q)]} (5.12)
Les deux groupes de modes sont couplés par l’opérateur U . Nous pouvons cependant écrire
le résultat formel de l’intégration sur le champ Â> comme,
Z =
⁄
DÂ<(q)e≠—H˜[Â<] ©
⁄
DÂ<(q) exp
I
≠12
⁄  /b
0
d2q
(2ﬁ)2
1
t+Kq2
2
|Â<(q)|2
J
◊ exp
I
≠12
⁄  
 /b
d2q
(2ﬁ)2 ln
1
t+Kq2
2J e
e≠U [Â<,Â>]
f
Â>
(5.13)
Ici nous définissons la moyenne partielle,
È ÍÂ> ©
⁄ DÂ>(q)
ZÂ>
  exp
I
≠12
⁄  
 /b
d2q
(2ﬁ)2
1
t+Kq2
2
|Â>(q)|2
J
(5.14)
et ZÂ> ©
s DÂ>(q)e≠—H0[Â>] est la fonction de partition gaussienne associée aux petites
longueurs d’onde. À partir de l’éq. (5.13) nous obtenons finalement
—H˜[Â<] = cst.+
1
2
⁄  /b
0
d2q
(2ﬁ)2
1
t+Kq2
2
|Â<(q)|2 ≠ ln
e
e≠U [Â<,Â>]
f
Â>
(5.15)
L’expression éq. (5.15) peut être calculée de façon perturbative selon
ln
e
e≠U
f
Â>
ƒ ≠ÈUÍÂ> +
1
2
3e
U2
f
Â>
≠ ÈUÍ2Â>
4
+O(U3) (5.16)
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Nous allons faire ce calcul au premier ordre en appliquant le théorème de Wick. Celui-ci peut
s’écrire de la façon suivante [85] :
K
lŸ
i=1
Âi
L
0
=
I
0 pour l impair
somme sur tout les arrangements pour l pair. (5.17)
avec l’indice È...Í0 signifie la moyenne est faite sur le hamiltonien gaussien (non perturbé).
Au premier ordre nous devons calculer
ÈU [Â<,Â>]ÍÂ> = u
⁄ d2q1d2q2d2q3d2q4
(2ﬁ)8 (2ﬁ)
2”(q1 + q2 + q3 + q4)e
[Â<(q1) + Â>(q1)] [Â<(q2) + Â>(q2)]
◊ [Â<(q3) + Â>(q3)] [Â<(q4) + Â>(q4)]
f
Â>
(5.18)
Nous obtenons 3 types de termes non nuls, les terme impairs en Â> étant nuls grâce au
théorème de Wick, éq. (5.17). Il faut cependant compter le nombre de fois qu’ils seront
présents, ce nombre est indiqué à coté du terme associé :
1◊
e
Â<(q1)Â<(q2)Â<(q3)Â<(q4)
f
Â>
(5.19)
1◊
e
Â>(q1)Â>(q2)Â>(q3)Â>(q4)
f
Â>
(5.20)
6◊
e
Â<(q1)Â<(q2)Â>(q3)Â>(q4)
f
Â>
(5.21)
Le premier éq. (5.19) est indépendant de Â> et vaut U [Â<]. Le second éq. (5.20) est indé-
pendant de Â< il ajoutera une constante à celle déjà présente dans le hamiltonien. Le terme
le plus intéressant est le troisième. En e et celui-ci couple les petites et grandes longueurs
d’onde. Il s’écrit
u
⁄ d2q1d2q2
(2ﬁ)4 (2ﬁ)
2”(q1 + ... + q4)Â<(q1)Â<(q2)
⁄ d2q3d2q4
(2ﬁ)4 ÈÂ>(q3)Â>(q4)ÍÂ> (5.22)
En utilisant les éq. (5.8) et éq. (5.14) pour la valeur moyenne, nous obtenons finalement pour
l’éq. (5.21)
= 6u
⁄  /b
0
d2q1
(2ﬁ)2 |Â<(q1)|
2
⁄  
 /b
d2q2
(2ﬁ)2
1
t+Kq22
(5.23)
et donc le nouveau hamiltonien s’écrit comme :
—H˜[Â<] = cstÕ.+
1
2
⁄  /b
0
d2q
(2ﬁ)2
1
t˜+Kq2
2
|Â<(q)|2
+ u
⁄  /b
0
d2q1d2q2d2q3
(2ﬁ)6 Â>(q1)Â>(q2)Â>(q3)Â>(≠q1 ≠ q2 ≠ q3) (5.24)
avec
t˜ = t+ 12u
⁄  
 /b
d2q
(2ﬁ)2
1
t+Kq2 (5.25)
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Nous devons maintenant re-dimensionner les longueurs selon q = b≠1qÕ et enfin renor-
maliser le champ Â<(q) = zÂÕ(qÕ) pour obtenir
—H[ÂÕ] = cstÕÕ.+ z
2b≠2
2
⁄  
0
d2qÕ
(2ﬁ)2
1
t˜+ K˜b≠2qÕ2
2
|ÂÕ(qÕ)|2
+ uz4b≠6
⁄  
0
d2qÕ1d2qÕ2d2qÕ3
(2ﬁ)6 Â
Õ(qÕ1)ÂÕ(qÕ2)ÂÕ(qÕ3)Â(≠qÕ1 ≠ qÕ2 ≠ qÕ3) (5.26)
Le hamiltonien renormalisé est caractérisé par le triplet (tÕ, K Õ, uÕ) tel que
tÕ = z2b≠2t˜, K Õ = z2b≠4K, uÕ = z4b6u. (5.27)
Dans le modèle gaussien (H0), il existe un point fixe. Celui-ci est trivial à déterminer, en
e et il s’agit du point qui est renvoyé sur lui-même lors de la procédure, ce point correspond
à tú = uú = 0. Généralement il sert de référence pour re-dimensionner le champ, c’est-à-dire
que pour conserver K Õ = K nous imposons z = b2.
Pour une transformation infinitésimale ”¸ en prenant b = e”¸, nous avons :
tÕ(b) © t+ ”¸dtd¸ +O(”¸
2), uÕ(b) © u+ ”¸dtd¸ +O(”¸
2). (5.28)
Il nous reste à développer l’éq. (5.27) à l’ordre ”¸ pour écrire les équations di érentielles qui
gouvernent l’évolution de t et u au premier ordre :Y___]___[
t+ ”¸dtd¸ = (1 + 2”¸)
A
t+ 12u2ﬁ
 2”¸
t+K 2
B
u+ ”¸dud¸ = (1 + 2”¸)u
(5.29)
et donc Y___]___[
dt
d¸ = 2t+
12u
2ﬁ
 2
t+K 2
du
d¸ = 2u
(5.30)
Les solutions de ces équations di érentielles nous donnent l’évolution des paramètres
du modèle, (t,K) qui contrôlent le système. De plus elles indiquent également comment le
système se déplace près du point critique. Maintenant que nous avons montré comment il
faut procéder pour renormaliser pour le hamiltonien de Landau, nous allons nous intéresser
au hamiltonien d’Helfrich.
5.2 Renormalisation du hamiltonien de Helfrich
Dans cette section, nous allons appliquer au hamiltonien de Helfrich la procédure de
renormalisation de Wilson [76] et ainsi retrouver les résultats de Cai et al [48] et celui
de Meunier et al avec des corrections [67]. La renormalisation de ce hamiltonien est plus
complexe, en e et il y a tout d’abord des termes supplémentaires mais surtout ce hamiltonien
ne s’écrit pas en fonction d’un paramètre d’ordre évident.
5.2. Renormalisation du hamiltonien de Helfrich 115
Tout au long de la démonstration nous nous attachons à démontrer qu’il subsiste des
points d’ombre dans la renormalisation de ce hamiltonien. En e et, la renormalisation né-
cessite que le hamiltonien décrive un paramètre d’ordre du système et soit donc associé à
une brisure d’une des symétries du système. De plus, il est préférable d’avoir un point fixe
lors de la renormalisation pour fixer la valeur du facteur de renormalisation du champ z
(dans l’espace réciproque et ’ dans le réel). Pour le modèle de Landau ce point est défini par
tú = uú = 0, dans le modèle de Helfrich il n’y en a pas.
5.2.1 Calcul de renormalisation
Tout d’abord nous rappelons le hamiltonien d’Helfrich, sans courbure spontanée, intro-
duit dans les précédents chapitres :
Hh = ‡
⁄
A
dS + Ÿ2
⁄
A
dS (2H)2 (5.31)
où ‡ est la tension de surface c’est-à-dire un multiplicateur de Lagrange qui permet de fixer
l’aire moyenne de la vésicule : nous nous plaçons dans l’ensemble (‡, Ap). Généralement
pour des raisons de simplicité c’est l’ensemble utilisé, sauf par U. Seifert dans [26] qui a
montré que dans la limite des petites fluctuations il est équivalent à l’ensemble (A, Ap).
Un autre ensemble peu utilisé est l’ensemble (A, ·) où cette fois · est le multiplicateur de
Lagrange qui fixe l’aire projetée Ap. Pour tous ces ensembles le nombre de lipides est fixé
(N = cst.), cependant cela aboutit à une di érence fondamentale pour le cut-o   . En
e et, dans l’ensemble (‡, Ap), les degrés de liberté sont dénombrés sur la surface projetée
de la vésicule et non sur la surface propre, c’est-à-dire que les éléments de surface sont
équitablement repartis sur la surface projetée Ap/N © ap. La tension de surface ‡ fixe en
réalité l’aire moyenne des patchs élémentaires sur la «vraie» surface de la membrane. Si
maintenant nous regardons ce qui se passe dans l’ensemble (A, ·), cette fois c’est le rapport
A/N © a qui est fixé. Nous avons donc   Ã 1/as dans le premier ensemble et Ã 1/a dans le
second. Sur la fig. 5.7 sont représentés les deux ensembles thermodynamiques discuté plus
haut. Le problème vient du fait qu’au fur et à mesure que ‡ diminue, le rapport A/Ap
augmente et finit par diverger lorsque ‡ = 0. Il faut donc faire attention aux transitions
thermodynamiques dans ces deux ensembles. En e et, dans (‡, Ap) et (A, ·) la transition
correspond à une divergence de A/Ap, équivalent à – dans le chapitre précédent. Cependant
nous ne pouvons pas conclure quant au fait que les transitions sont équivalentes. Pour plus de
détail concernant ces ensembles thermodynamiques nous renvoyons le lecteur au Chapitre 4.
Avant de commencer la procédure de renormalisation perturbative, il faut développer
l’éq. (5.31). Nous nous plaçons, comme dans le chapitre précédent, dans la représentation
de Monge, c’est-à-dire que la coordonnée z du vecteur position X de la membrane s’écrit en
fonction des deux autres : h © h(x) © h(x, y). L’élément de surface élémentaire, dans cette
représentation, s’écrit dS = Ôgd2x où g est la métrique de notre surface. Il s’écrit à l’ordre
4 en h comme
dS = Ôg d2x =
Ò
1 + (Òh)2 d2x =
5
1 + 12(Òh)
2 ≠ 18(Òh)
4
6
d2x +O(h6) (5.32)
De la même façon nous pouvons écrire le vecteur normal n à la surface à la position x :
n(x) = 1Ò
1 + (Òh)2
Qcaˆxhˆyh
1
Rdb (5.33)
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A
Ap
h(x, y)
A
Ap
h(x, y)
(A,  )
( , Ap)
 
 
Figure 5.7 – Schéma à une dimension des deux ensembles thermodynamiques : (‡, Ap) et
(A, ·) pour le même nombre de lipides N . Le cut-o    est di érent entre les deux ensembles.
avec ˆ–h © ˆh/ˆ–. À partir du vecteur normal nous pouvons écrire l’expression de la
courbure moyenne 2H :
2H = Ò · n = ˆ
ˆ–
Qa ˆ–hÒ
1 + (Òh)2
Rb (5.34)
ce qui conduit à [83, 67, 48],
(2H)2 =
Ë
(Ò2h)2 ≠ (Òh)2(Ò2h)2 ≠ 2ˆ–hˆ—hˆ–ˆ—h
È
+O(h6) (5.35)
En combinant les éqs. (5.31,5.32,5.35), nous sommes maintenant en mesure d’écrire le ha-
miltonien d’Helfrich à l’ordre 4. Comme dans la section précédente nous le séparons en deux
parties, l’une est le hamiltonien gaussien et l’autre est une perturbation à ce hamiltonien.
Nous avons :
—Hh[h(x)] = ‡Ap + —H0[h(x)] + —U [h(x)] (5.36)
avec
—H0[h(x)] =
—
2
⁄
d2x
Ë
‡(Òh)2 + Ÿ(Ò2h)2
È
(5.37)
qui est la forme traditionnellement la plus utilisée et introduite dans Chapitre 1 et
—U [h(x)] = ≠
⁄
d2x
I
—‡
8 (Òh)
4 + —Ÿ2
51
2(Òh)
2(Ò2h)2 + 2(Ò2h)ˆ–hˆ—hˆ–ˆ—h
6J
(5.38)
Il faut maintenant écrire cet hamiltonien dans la base de Fourier. Pour H0, le résultat est
immédiat :
—H0[h(q)] =
—
2
⁄ d2q
(2ﬁ)2
1
‡q2 + Ÿq4
2
|h(q)|2 (5.39)
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alors que l’interaction perturbative —U s’écrit
—U [h(q)] =
⁄ d2q1d2q2d2q3d2q4
(2ﬁ)8 h(q1)h(q2)h(q3)h(q4)u(q1,q2,q3,q4)
◊
⁄
d2x exp {≠ix · (q1 + q2 + q3 + q4)} (5.40)
Par rapport au hamiltonien de Landau éq. (5.11), nous avons des termes supplémentaires, in-
cluant les dérivées (Òh)2(Ò2h)2. Nous écrivons de façon formelle ces termes, u(q1,q2,q3,q4),
une fonction que nous définirons plus loin.
L’étape suivante de la procédure est l’étape de «gros grain», les fluctuations des petites
et des grandes longueurs sont séparées : h(q) = h<(q) + h>(q). (Cf. fig. 5.6). La fonction de
partition Z du système devient :
Z =
⁄
Dh<(q)Dh>(q) exp
I
≠—2
⁄  
0
d2q
(2ﬁ)2
1
‡q2 + Ÿq4
2
(|h<(q)|2 + |h>(q)|2)
≠—U [h<(q), h>(q)]} (5.41)
En faisant une intégration partielle sur le champ associé aux petites longueurs d’onde h> et
en utilisant la définition prise pour les moyenne partielles éq. (5.14), nous obtenons, pour un
calcul à une boucle :
—H˜[h<] = cst.+
—
2
⁄  /b
0
d2q
(2ﬁ)2
1
‡q2 + Ÿq4
2
|h<(q)|2 + È—U [h<, h>]Íh> (5.42)
Le travail fait jusqu’ici est non spécifique au hamiltonien d’Helfrich mais correspond à une
utilisation standard de la procédure, c’est pourquoi nous avons choisi de détailler le cas du
hamiltonien de Landau dans la section précédente. La seule di érence se fait dans les étapes
suivantes. Il nous faut calculer la moyenne des di érents termes de ÈUÍh>et donc écrire la
fonction u(q1,q2,q3,q4). Nous rappelons ici la fonction de corrélation à deux points du
hamiltonien H0
Èh(q)h(qÕ)Í = (2ﬁ)
2”(q + qÕ)
—(‡q2 + Ÿq4) (5.43)
Le premier terme à calculer est :
≠ —‡8
=⁄
d2x (Òh)4
>
h>
= ≠—‡8
⁄ d2q1d2q2d2q3d2q4
(2ﬁ)6 ”
2(q1 + q2 + q3 + q4)
(q1 · q2)(q3 · q4)
e
[h<(q1) + h>(q1)] [h<(q2) + h>(q2)]
◊ [h<(q3) + h>(q3)] [h<(q4) + h>(q4)]
f
h>
(5.44)
Nous avons 4 termes non nuls, comme précédemment il nous faut compter leurs permutations,
1◊ (q1 · q2)(q3 · q4)
e
h<(q1)h<(q2)h<(q3)h<(q4)
f
h>
(5.45)
1◊ (q1 · q2)(q3 · q4)
e
h>(q1)h>(q2)h>(q3)h>(q4)
f
h>
(5.46)
2◊ (q1 · q2)(q3 · q4)
e
h<(q1)h<(q2)h>(q3)h>(q4)
f
h>
(5.47)
4◊ (q1 · q2)(q3 · q4)
e
h<(q1)h>(q2)h<(q3)h>(q4)
f
h>
(5.48)
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Le premier éq. (5.45) est indépendant de h>, il formera U [h<]. Le second éq. (5.20) ajou-
tera une constante au hamiltonien final. Seul les termes éqs. (5.47,5.48) contribueront à la
renormalisation. Nous commençons avec le terme de l’éq. (5.47),
2◊ (q1 · q2)(q3 · q4)h<(q1)h<(q2)
e
h>(q3)h>(q4)
f
h>
(5.49)
or nous avons⁄ d2q3d2q4
(2ﬁ)4
e
(q3 · q4)h>(q3)h>(q4)
f
h>
=
⁄ d2q3d2q4
(2ﬁ)4 (q3 · q4)
(2ﬁ)2”(q3 + q4)
—(‡q23 + Ÿq43)
=
⁄  
 /b
d2q3
(2ﬁ)2
≠q23
—(‡q23 + Ÿq43)
(5.50)
En utilisant l’éq. (5.44) et en intégrant nous obtenons finalement pour le terme éq. (5.47)
= ≠—‡4
⁄  /b
0
d2q1
(2ﬁ)2 q1
2|h<(q1)|2
⁄  
 /b
d2q3
(2ﬁ)2
q23
—(‡q23 + Ÿq43)
(5.51)
Pour le second terme à calculer de l’éq. (5.48) il faut être plus prudent, en e et comme
montré dans [67] il faut prendre en compte les symétries du système. Ce terme peut être
écrit comme :
(q1 · q2)(q3 · q4)
e
h<(q1)h>(q2)h<(q3)h>(q4)
f
h>
= q2,–q4,—q1,–q3,—h<(q2)h<(q4)
e
h>(q1)h>(q3)
f
h>
(5.52)
où la notation qi,– signifie la composante – du vecteur qi, et les notations d’Einstein sont
utilisées pour ces indices. Comme précédemment en utilisant l’éq. (5.43), nous avons⁄ d2q1d2q3
(2ﬁ)4 q1,–q3,—
e
h>(q3)h>(q4)
f
h>
=
⁄ d2q3
(2ﬁ)2
≠q3,–q3,—
—(‡q32 + Ÿq34)
(5.53)
En fait dans éq. (5.53), seuls les termes – = — sont non nuls :⁄ d2q
(2ﬁ)2 Èq3,–q3,—h>(q3)h>(q3)Íh> =
⁄ Œ
0
qdq
(2ﬁ)2 Èh>(q3)h>(q3)Íh>
⁄ 2ﬁ
0
d◊ q3,–q3,— (5.54)
Deux cas sont possibles le premier est – = — ce qui donnera des termes de la forme⁄ 2ﬁ
0
d◊ q3,xq3,x = q32
⁄ 2ﬁ
0
d◊ cos2(◊) = ﬁq23 (5.55)
Le second type de termes que nous avons est – ”= —, par exemple si nous prenons le terme
– = x et — = y, nous avons :⁄ 2ﬁ
0
d◊ q3,xq3,y = q32
⁄ 2ﬁ
0
d◊ cos(◊) sin(◊) = 0. (5.56)
Le système est isotrope c’est-à-dire qu’il y a une invariance par rotation dans le plan (x, y).
Cette invariance se traduit par q2x = q2y = q2/2 et qxqy = 0 où nous définissons la moyenne
comme q2x = 12ﬁ
s 2ﬁ
0 d◊q2x. Le terme de l’éq. (5.48) peut donc s’écrire :
2◊ (q1 · q2)(q3 · q4)h<(q1)h<(q2)
e
h>(q3)h>(q4)
f
h>
(5.57)
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Ce terme est identique à celui de l’éq. (5.47), son calcul est donné à l’éq. (5.51). Finalement
en utilisant l’isotropie et le terme déjà calculé, nous obtenons pour éq. (5.51) :
≠—‡8
=⁄
d2x (Òh)4
>
h>
= ≠—‡2
⁄  /b
0
d2q1
(2ﬁ)2 q
2
1|h<(q1)|2
⁄  
 /b
d2q3
(2ﬁ)2
q23
—(‡q23 + Ÿq43)
(5.58)
Il nous reste deux autres termes dans U , cependant en utilisant de nouveau l’isotropie
du système, nous pouvons aussi simplifier le troisième terme de l’éq. (5.38).e
(Ò2h)ˆ–hˆ—hˆ–ˆ—h
f
h>
© 12
e
(Òh)2(Ò2h)2
f
h>
(5.59)
d’où e1
2(Òh)
2(Ò2h)2 + 2(Ò2h)ˆ–hˆ—hˆ–ˆ—h
f
h>
=
e3
2(Òh)
2(Ò2h)2
f
h>
(5.60)
Nous allons maintenant calculer ce terme. En décomposant h(q) = h<(q)+h>(q) il s’écrit :
≠ 3—Ÿ4
=⁄
d2x (Òh)2(Ò2h)2
>
h>
= ≠3—Ÿ4
⁄ d2q1d2q2d2q3d2q4
(2ﬁ)6 ”(q1 + q2 + q3 + q4)
q21q
2
3(q2 · q4)
e
[h<(q1) + h>(q1)] [h<(q2) + h>(q2)]
◊ [h<(q3) + h>(q3)] [h<(q4) + h>(q4)]
f
h>
(5.61)
ce qui conduit à 4 termes où chacun est présent une seule fois :
1◊ q21q23(q2 · q4)
e
h<(q1)h<(q2)h<(q3)h<(q4)
f
h>
(5.62)
1◊ q21q23(q2 · q4)
e
h>(q1)h>(q2)h>(q3)h>(q4)
f
h>
(5.63)
1◊ q21q23(q2 · q4)
e
h>(q1)h<(q2)h>(q3)h<(q4)
f
h>
(5.64)
1◊ q21q23(q2 · q4)
e
h<(q1)h>(q2)h<(q3)h>(q4)
f
h>
(5.65)
les autres termes étant des puissances impaires en q ou en h<,>. Le traitement des deux
premiers termes est identique, c’est-à-dire que le premier forme U [h<] et le second donne
une constante. Pour le terme de l’éq. (5.64) il normalisera la tension de surface ‡. Quand au
terme de l’éq. (5.65) il ira dans la renormalisation de Ÿ.
Pour le terme associé à la renormalisation de ‡, de la même façon que pour les éqs. (5.50,5.58)
nous obtenons : ⁄ d2q1d2q3
(2ﬁ)4
e
q21q
2
3h>(q1)h>(q3)
f
h>
=
⁄ d2q3
(2ﬁ)2
q43
—(‡q23 + Ÿq43)
(5.66)
et donc finalement le terme associé à l’éq. (5.64) est
= ≠3—Ÿ4
⁄  /b
0
d2q2
(2ﬁ)2 q
2
2|h<(q2)|2
⁄  
 /b
d2q3
(2ﬁ)2
q43
—(‡q23 + Ÿq43)
(5.67)
Enfin pour le terme de l’éq. (5.65) qui renormalise Ÿ nous avons :
= ≠3—Ÿ4
⁄  /b
0
d2q1
(2ﬁ)2 q
4
1|h<(q1)|2
⁄  
 /b
d2q2
(2ﬁ)2
q22
—(‡q22 + Ÿq42)
(5.68)
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Nous injectons les di érents termes, c’est-à-dire la constante associé à U [h>], le terme
d’ordre 4 (U [h<]), et les éqs. (5.58,5.67,5.68) dans l’éq. (5.42) pour obtenir le nouvel hamil-
tonien.
—H˜[h<] = cst.+
—
2
⁄  /b
0
d2q
(2ﬁ)2
1
‡˜q2 + Ÿ˜q4
2
|h<(q)|2 + —U [h<] (5.69)
avec
‡˜ = ‡ ≠ ‡
⁄  
 /b
d2q
(2ﬁ)2
q2
—(‡q2 + Ÿq4) ≠
3Ÿ
2
⁄  
 /b
d2q
(2ﬁ)2
q4
—(‡q2 + Ÿq4) (5.70)
= ‡
A
1 + 12—ŸI(b,‡/Ÿ)
B
≠ 32—
⁄  
 /b
d2q
(2ﬁ)2 (5.71)
et
Ÿ˜ = Ÿ≠ 3Ÿ2
⁄  
 /b
d2q
(2ﬁ)2
q2
—(‡q2 + Ÿq4) (5.72)
= Ÿ≠ 32— I(b,‡/Ÿ) (5.73)
où
I(b, x) =
⁄  
 /b
d2q
(2ﬁ)2
1
q2 + x =
1
4ﬁ ln
A
 2 + x
 2
b2 + x
B
(5.74)
Il est important de remarquer que l’éq. (5.71) avec b æ Œ correspond à rthéo défini
éq. (??) dans le Chapitre 4 pour ‘ = 3. En e et, le calcul du chapitre précédent correspond
plus ou moins à un calcul perturbatif. En revanche la renormalisation proprement dite (b
proche de 1) conduite ci-dessous à un résultat bien plus précis.
Il nous reste seulement à redimensionner les longueurs avec q = b≠1qÕ et à renormaliser
le champ h<(q) = zhÕ(qÕ). L’éq. (5.42) devient :
—H˜[hÕ] = cstÕÕ.+ —2
⁄  
0
d2qÕ
(2ﬁ)2
1
‡ÕqÕ2 + ŸÕqÕ4
2
|hÕ(qÕ)|2 + z4b≠6—U [hÕ] (5.75)
Le hamiltonien renormalisé est caractérisé par le couple (‡Õ,ŸÕ) tel que
‡Õ = z2b≠4‡˜, ŸÕ = z2b≠6Ÿ˜. (5.76)
Dans le modèle gaussien, pour ‡c = 0, on est toujours dans la phase «crumpled», c’est-
à-dire que le rapport A/Ap diverge. Cependant le choix dans les références [67, 74, 80],
est z2b≠6 = 1, tel que ŸÕ pour un hamiltonien e ectif gaussien soit égal à Ÿ˜. Nous pensons
que ce choix n’est pas le bon, nous y reviendrons en comparant avec la renormalisation du
modèle ‡ non linéaire. Pour le moment nous prenons le choix de ces références [67, 74, 80].
En injectant dans les équations précédentes z2b≠6 = 1 et en prenant b = e¸ nous avons
pour une transformation infinitésimale ”¸
‡Õ(b) © ‡ + ”¸dtd¸ +O(”¸
2), ŸÕ(b) © Ÿ+ ”¸dŸd¸ +O(”¸
2). (5.77)
Il nous reste à faire le développement limité de l’éqs. (5.71,5.73) à l’ordre ”¸ pour écrire
les équations di érentielles qui gouvernent l’évolution de ‡ et Ÿ. Commençons par le terme
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I(b, x). En fait l’éq. (5.74) est la même intégrale que la définition de l’excès d’aire – du
Chapitre 4
I(e”¸,‡/Ÿ) = 14ﬁ ln
A
‡/Ÿ+  2
‡/Ÿ+ (e≠”¸)2 2
B
(5.78)
=  
2”¸
2ﬁ(‡/Ÿ+  2) +O(”¸
2) (5.79)
L’autre terme à calculer est le second terme de l’éq. (5.71). Il s’agit aussi d’un terme calculé
dans le Chapitre 4. Son développement limité s’écrit⁄  
 e≠”¸
d2q
(2ﬁ)2 =
”¸ 2
2ﬁ +O(”¸
2) (5.80)
En injectant les éqs. (5.79,5.80) dans l’éq. (5.76) nous obtenons :Y____]____[
‡ + ”¸d‡d¸ = (1 + 2”¸)
C
‡ + (‡/Ÿ) 
2”¸
4ﬁ—(‡/Ÿ+  2) ≠
3 2”¸
4ﬁ—
D
Ÿ+ ”¸dŸd¸ = Ÿ≠
3 2”¸
4ﬁ—(‡/Ÿ+  2)
(5.81)
et donc Y____]____[
d‡
d¸ = 2‡ +
 2
4ﬁ—
A
‡/Ÿ
‡/Ÿ+  2 ≠ 3
B
dŸ
d¸ = ≠
3
4ﬁ—
 2
‡/Ÿ+  2
(5.82)
On peut reécrire ces équations de renormalisation en fonction du facteur d’échelle b. En
e et, ce qui nous intéresse est l’obtention des paramètres e ectifs qui contrôlent le hamilto-
nien, ‡e  et Ÿe  . Ils sont définis à partir de b selon :
‡e  = lim
bæŒ
‡(b)
b2
; Ÿe  = lim
bæŒ
Ÿ(b) (5.83)
Nous donnons donc ici les équations de renormalisation en fonction de b :Y____]____[
b
d‡¯
db = 2‡¯ +
1
4ﬁ
A
‡¯/Ÿ¯
‡¯/Ÿ¯+ 1 ≠ 3
B
b
dŸ¯
db = ≠
3
4ﬁ
1
‡¯/Ÿ¯+ 1
(5.84)
avec les grandeurs sans dimensions suivantes :
‡¯ = —‡/ 2 et Ÿ¯ = —Ÿ (5.85)
Ces équations peuvent bien sûr être résolues numériquement, mais nous allons nous intéresser
à 3 cas particuliers. En e et, les éq. (5.84) nous conduisent à considérer 3 régions distinctes
• région dominée par la tension de surface ‡¯/Ÿ¯ > 1 et ‡¯ > 1
• région dominée par la courbure ‡¯/Ÿ¯ < 1 et Ÿ¯ > 1
• région dominée par les fluctuations ‡¯ < 1 et Ÿ¯ < 1
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Il s’agit de celles introduites par F. David et S. Leibler dans [59]. Cependant comme ils l’ex-
pliquent, ce calcul de renormalisation n’est valable que dans les deux premières régions. Pour
une description de ces régions nous renvoyons le lecteur à leur article. Bien que nos équations
soient di érentes, à cause principalement du terme ≠3 dans l’équation sur ‡, leur discus-
sion reste valable. Nous allons résoudre dans deux cas limites les équations di érentielles du
système, éq. (5.84).
Région dominée par la tension
Dans le régime contrôlé par la tension, pour ‡¯/Ÿ¯ > 1, nous pouvons simplifier les équa-
tions de renormalisation selon : Y___]___[
b
d‡¯
db ƒ 2‡¯ ≠
1
2ﬁ
b
dŸ¯
db ƒ 0
(5.86)
Celle sur Ÿ¯ conduit donc à Ÿ = Ÿ0 constant, où Ÿ0 = Ÿ(b = 1) est le module de courbure
microscopique. La solution sur ‡¯ peut alors être calculée :
‡¯(b) =
3
‡¯0 ≠ 14ﬁ
4
b2 + 14ﬁb2 (5.87)
avec ‡0 est la tension microscopique. En prenant la définition pour les paramètres e ectifs
donnée à l’éq. (5.83), la tension de surface ‡e  et le module de courbure Ÿe  sont donc :
‡e  = ‡0 ≠  
2
4ﬁ— ; Ÿe  = Ÿ0 (5.88)
La membrane modèle peut être décrite comme une simple interface («drumhead model») [59],
contrôlée par ‡e  , tant qu’on reste dans le régime ‡e  ∫ Ÿ0 2, sinon nous entrons dans le
régime contrôlé par la courbure.
Région dominée par la courbure
Il s’agit du régime qui concerne généralement les membranes physiologiques ainsi que
nos simulations présentées dans le Chapitre 4. De nouveau, nous linéarisons l’éq. (5.84),
cependant cette fois en puissance de ‡¯/Ÿ¯π 1. À l’ordre 0 les éq. (5.84) se découplent :Y___]___[
b
d‡¯
db ƒ 2‡¯ ≠
3
4ﬁ
b
dŸ¯
db ƒ ≠
3
4ﬁ
(5.89)
La solution pour la tension de surface sans dimension s’écrit
‡¯(b) =
3
‡¯0 ≠ 38ﬁ
4
b2 + 38ﬁb2 (5.90)
et celle sur le module de courbure sans dimension est
Ÿ¯(b) = Ÿ¯0 ≠ 34ﬁ ln b (5.91)
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Figure 5.8 – Tension de surface sans dimension renormalisée, ‡¯e  © —‡e / 2 définie à
l’éq. (5.83), en fonction du rapport des paramètres microscopiques
Ò
‡¯0/Ÿ¯0 pour Ÿ¯0 = 10.
Les points rouges sont obtenus numériquement par la résolution de l’éq. (5.84), la courbe
noire continue est la solution obtenue analytiquement dans la limite, ‡¯ ∫ Ÿ¯, cf. éq. (5.88),
et la courbe noire discontinue dans la limite ‡¯ π Ÿ¯, cf. éq. (5.92).
où ‡¯0 et Ÿ¯0 sont encore les paramètres microscopiques.
Finalement nous obtenons pour les paramètres e ectifs :
‡e  = ‡0 ≠ 3 
2
8ﬁ— (5.92)
Ÿe  = Ÿ0 ≠ 34ﬁ— ln
A
¸
a
B
(5.93)
où nous avons introduit un cuto  infrarouge b ƒ  ¸. La discussion de l’éq. (5.93) est faite
dans la section suivante. Pour des membranes su samment grandes, on sort du régime
contrôlé par la courbure car Ÿe  devient très petit devant ‡e / 2, ce qui définit une longueur
en égalisant ‡¯(bc) ƒ Ÿ¯(bc). On trouve alors ¸c ƒ (Ÿúe /‡e )1/2 où Ÿúe  ƒ Ÿ0≠ 38ﬁ— ln( 2Ÿ0/‡e ).
Ainsi comme décrit par David [59],
• pour ¸ > ¸c, la tension de surface est nécessaire pour décrire le système, ‡e  ”= 0
• pour ¸ < ¸c, la tension de surface est négligeable, il su t d’utiliser le hamiltonien de
l’éq. (5.31) sans tension.
Sur la fig. 5.8 nous donnons la solution de la tension de surface e ective sans dimen-
sion obtenue numériquement à partir des équations di érentielles, éq. (5.84), en fonction
de
Ò
‡¯0/Ÿ¯0. Nous avons également tracé les solutions des deux cas limites, éqs. (5.88,5.92),
discutés dans cette section. L’accord est remarquable même pour ‡¯0 ƒ Ÿ¯0.
Dans le Chapitre 4 nous donnions des expressions pour la tension de fluctuation r,
éq. (4.120). Ces expressions dépendaient d’un paramètre ‘ qui pouvait prendre deux va-
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Figure 5.9 – Schéma représentant la fonction de corrélation Èn(x) · n(y)Í avec n(x) le
vecteur normal à la surface à la position x. Cette fonction a une décroissance exponentielle.
Si on se place à des échelles inférieures à la longueur de persistance ›p la membrane sera
plane, schéma de gauche, si on se place à des échelle supérieures la membrane sera dans la
phase «crumpled» (schéma de droite).
leurs, 1 ou 3, en fonction du type de déplacement. Dans le cas de déplacements radiaux
nous avions ‘ = 3. La tension de surface e ective calculée par la renormalisation, donnée à
l’éq. (5.92), est donc bien celle obtenue à l’éq. (4.120) à l’ordre dominant en  2.
Pour la renormalisation du module de courbure, éq. (5.93), il s’agit bien d’un résultat
identique à Peliti et Leibler, et celui de Meunier [74, 67]. Cependant d’autres résultats ont
été obtenus au cours des 20 dernières années [65, 81, 84, 88]. Dans la section suivante nous
allons discuter ces di érents résultats et des conséquences physiques de la renormalisation
du module de courbure.
5.2.2 Résultats controversés pour le module de courbure
Tout d’abord, dans une renormalisation au premier ordre, Ÿ est renormalisé selon l’éq. (5.73)
où ‡ = 0 et b = ¸/a avec ¸ l’échelle de coarse-graining :
Ÿ(¸) = Ÿ0 ≠ 3kBT4ﬁ ln
A
¸
a
B
(5.94)
et a le cut-o  ultraviolet associé à la taille d’une lipide. Cette renormalisation a pour consé-
quence une décroissance exponentielle de la fonction de corrélation des vecteurs normaux à
la membrane (Cf. fig. 5.9) :
Èn(x) · n(y)Í Ã e≠||x≠y||/›p (5.95)
avec ›p la longueur de persistance définie comme la longueur à partir de laquelle le module
de courbure est renormalisé à zéro Ÿ(¸ = ›p) = 0. De plus ce résultat est en accord avec les
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Figure 5.10 – Schéma représentant le flux dû à l’incompressibilité de la membrane.
calculs dans la limite de grande dimension d æ Œ [89]. En injectant cette condition dans
l’éq. (5.94), elle s’exprime comme :
›p = a exp
3 4ﬁŸ0
3kBT
4
(5.96)
où l’on retrouve la longueur de De Gennes-Taupin [69]. Cette longueur est importante, elle
caractérise le comportement du système. Si nous nous plaçons en dessous de la longueur
de persistance, la membrane sera dans une configuration essentiellement plane, schéma de
gauche de la fig. 5.9. A l’inverse, si nous nous plaçons aux échelles grandes devant ›p elle
sera «crumpled» c’est-à-dire que ses vecteurs normaux sont décorélés : Èn(x) · n(y)Í ƒ 0,
’x,y œ A avec A la surface de la membrane. En fait l’éq. (5.96) nous indique que pour tout
T ”= 0 la longueur de corrélation ›p est toujours finie, les membranes fluides sans interaction
sont donc toujours dans la phase «crumpled» (si on se place à une échelle su samment
grande) : autrement dit Tc = 0. Il s’agit du résultat pour lequel presque tous les di érents
calculs de renormalisation sont en accord [6, 65, 67, 74, 80, 81] : les fluctuations aboutissent
à une longueur de persistance et donc les membranes, comme les polymères semi-flexibles,
sont «crumpled». Cependant il s’agit d’un résultat théorique. En e et la di érence avec
les polymères est dans l’expression de la longueur de persistance. Pour les polymères nous
avons une relation similaire pour la fonction de corrélation des vecteurs tangents t(s) où s
est l’abscisse curviligne :
Èt(s) · t(sÕ)Í = e≠|s≠sÕ|/›p (5.97)
mais avec ›p = —Ÿa alors que pour les membranes nous avons l’éq. (5.96). Par exemple pour
—Ÿ ƒ 20, ›p = e80 ∫ 1.
La controverse sur la renormalisation de Ÿ porte sur le coe cient numérique devant le
logarithme. En e et le résultat usuel est :
Ÿ(L) = Ÿ0 ≠ –kBT4ﬁ ln
3
L
a
4
(5.98)
avec – = 3 pour le premier résultat, celui de Peliti et Leibler [74], et – = 1 pour Helfrich et
Förster dans [65, 81]. La di érence entre ces deux résultats vient de la prise en compte du
«flux tangent». Nous reprenons ici la partie de F. David de [6] pour éclaircir la di érence
entre ces résultats. Dans notre calcul précédent l’hypothèse principale est que l’énergie de
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la membrane ne dépend que de sa forme et que les fluctuations des éléments fluides qui la
composent peuvent être intégrées (cf. Chapitre 4). En fait comme l’ont montré W. Helfrich
et D. Förster les choses sont plus complexes.
En e et, les éléments fluides de la membrane doivent être considérés comme incompres-
sibles. Lorsque un point est déplacé, la normale et la surface associée changent également.
Pour garder la densité d’aire constante, un vecteur global sur le déplacement du fluide (dans
la surface) doit être pris en compte. Nous représentons sur la fig. 5.10 un schéma à une di-
mension de ce phénomène. L’amplitude de ce vecteur décroît avec la distance le séparant du
point déplacé. La conséquence est l’établissement d’une corrélation à longue distance entre
les courbures de la membrane et donc la non vérification de l’hypothèse de localité. En fait,
F. David et Kleinert ont montré dans [82, 83] que cet e et est écranté par les fluctuations
transverses et donc que l’hypothèse de localité reste valable. Cet e et ne devrait donc pas
jouer et le résultat correct pour la renormalisation de Ÿ serait donc – = 3. De plus, di érents
travaux numériques ont été faits sur les membranes pour valider la prédiction théorique de
la renormalisation de Ÿ. Notamment les travaux de G. Gompper et D. M. Kroll [25] qui
montrent que, dans le cas d’une membrane et d’une vésicule, la renormalisation est donnée
par l’éq. (5.94) (– = 3). Une remarque cependant, ces résultats sur les vésicules sont obtenus
dans le cas de déplacements radiaux et non normaux (cf. Chapitre 4).
Cependant, une autre famille de résultats existe. Nous parlons d’une autre famille car ils
correspondent à un signe di érent pour – [84, 88]. Dans des travaux récents, W. Helfrich et
al obtiennent – = ≠1. Ce résultat implique une augmentation du module de courbure avec la
distance et donc une rigidification de la membrane. Dans ces travaux les auteurs argumentent
sur le choix de l’élément d’intégration de l’intégrale fonctionnelle. En e et, dans [74] et dans
la section précédente nous utilisons un déplacement selon eˆz (ou radial pour les vésicules)
comme élément d’intégration. Mais pour Helfrich [84, 88], l’élément à utiliser est la courbure
moyenne.
Pour résumer, le calcul de renormalisation conduit pour le moment uniquement à un
facteur 3 devant le second terme de l’éq. (5.71) et le dernier terme de l’éq. (5.82) pour ‡.
Or, dans le Chapitre 4, nous avons trouvé, en fonction du type de déplacement appliqué soit
3 soit 1 (cf. éq. (4.120)). Dans la prochaine section, nous montrons que deux corrections au
calcul précédent doivent éventuellement être considérées : la première est le facteur dit de
Faddev-Popov qui est une correction à notre mesure naïve d’intégration et la seconde un
terme non-linéaire associé au choix de la surface de référence [48].
5.3 Termes de «Faddev-Popov» et «non-linéaire»
Comme nous l’avons montré dans la section précédente, les résultats de renormalisation
de nos paramètres élastiques ne sont pas encore satisfaisants. Il est nécessaire d’introduire
des termes supplémentaires qui corrigent la façon dont est calculée l’intégrale fonctionnelle.
En e et, avec la mesure que nous utilisons nous commettons une erreur sur le décompte du
nombre de configurations.
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5.3.1 Correction due au terme de Faddev-Popov
Dans cette section, nous reprenons le terme de Faddev-Popov calculé par Polyakov [75] et
David [59] pour des membranes sans tension (‡ = 0). Pour ces auteurs ce terme n’était pas
important car ils montrent qu’il ne joue pas dans la renormalisation du module de courbure
Ÿ. Cependant, selon Nelson et al [48, 90], une erreur a été commise dans le calcul de Polyakov
et David.
Nous revenons sur ces calculs afin d’éclaircir le sens de ce terme et son rôle dans la
renormalisation de la tension de surface, ‡.
Jusqu’à maintenant nous prenions comme définition pour la fonction de partition :
Z =
⁄
D[h]e≠—Hh[h] (5.99)
avec Hh défini éq. (5.31) et l’élément d’intégration fonctionnelle qui s’écrit comme :
D[h] =
NŸ
k=1
dh(qk) (5.100)
avec h(qk) la transformée de Fourier, définie aux éqs. (1.15,1.16), de h(x). Nous avons rem-
placé les éléments d’intégration de la forme D[X], avec X le vecteur position, par ceux définis
éq. (5.100) : c’est-à-dire une intégration sur toutes les configurations par une intégration sur
un nombre restreint de configurations. En fait nous avons supposé que pour les membranes
fluides, nous pouvions intégrer sur l’ensemble des mouvements tangents à la surface, car Hh
ne dépend que de h et donc D[X] = D[h]D[u]D[v] © cst. ◊ D[h] avec u, v les déplacements
dans le plan tangent. Cependant il faut faire plus attention, revenons donc sur la «vraie»
mesure D[X].
Cette mesure D[X] doit impérativement satisfaire deux propriétés [6] :
• Re-paramétrisation invariante : c’est-à-dire le poids statistique d’une configuration ne
doit pas dépendre du système de coordonnées utilisé pour décrire le système.
• Localité : les déformations de la surface de deux positions éloignées peuvent être consi-
déréés comme indépendantes et donc la mesure peut se factoriser (pas de corrélation
à longue distance dans le système).
Si la seconde condition n’est pas respectée il est nécessaire de prendre en compte des degrés
de liberté supplémentaires.
En fait, nous choisissons une configuration pour la surface et un système de coordonnées
qui serviront de référence. Généralement est utilisé la jauge normale suivante :
X(u) © X0(u) + x(u), (5.101)
elle est représentée sur la fig. 5.11. Dans le cas de la paramétrisation de Monge celle-ci devient
X(u) © X0(u) + h(u)n0(u), (5.102)
avec X0(u) la configuration plane et n0(u) le vecteur normal au plan, dans ce cas fixé à
n0(u) © eˆz et donc h(u) est la distance à la surface de référence. Ensuite, il faut s’arranger
pour que le poids des configurations proches de la surface de référence domine dans l’inté-
grale fonctionnelle. Nous pouvons par exemple étirer la membrane autour d’un cadre fixe
dans le cas plan, pour cela il est nécessaire d’ajouter une tension de surface · .
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Figure 5.11 – Schéma représentant la jauge normale à une dimension, elle fait le lien avec
l’éq. (5.101).
Faddev-Popov selon Polyakov et David
Nous introduisons le déterminant de Faddev-Popov (FP) en suivant David et Polyakov [6, 59,
75]. La jauge normale consiste à prendre x perpendiculaire à la configuration de référence.
Pour cela, une possibilité est d’appliquer au système deux contraintes F–(u), avec – = {1, 2},
qui imposent que x(u) est perpendiculaire à la membrane de référence :
F–(u) = x(u)
ˆ
ˆu–
X0(u) = 0 (5.103)
Le déterminant de FP est obtenu en calculant l’action de la contrainte F–(u) sur l’éq. (5.102)
selon
J–— =
”F–(u)
”Á—(uÕ) . (5.104)
où Á est le générateur infinitésimal : uÕ = u+ Á. Le déterminant de J conduit, dans la jauge
de Monge, à
JD = det J–— =
NŸ
k=1
det[1 2] © 1. (5.105)
donc, dans cette jauge, le facteur de Faddev-Popov ne joue pas.
Faddev-Popov selon Nelson, Cai et al.
Nelson et al. l’introduisent di éremment [48, 90]. Ils remplacent n0(u) de l’éq. (5.102) par
Èn(u)Í avec n le vecteur normal à la surface X (et non X0). En e et, dans la mesure de
l’éq. (5.100) nous décrivions les déplacements de la membrane de X à X + dX par une
incrémentation de ”h pour le champ de hauteur. Selon eux, seulement une partie de ce
déplacement est physique [48] car il est suivant n0(u) (© eˆz cas plan) et non la normale
n(u) à la position X(u). Le déplacement correct pour se déplacer de X à X+ dX, selon la
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normale, est ”hÕ © n(u) · n0(u)”h ; ils modifient D[h] de l’éq. (5.100) selon :
DÕ[h] = J [h]D[h] (5.106)
où J [h] est leur déterminant de Faddev-Popov, défini comme :
J [h] =
NŸ
k=1
n(qk) · n0(qk) (5.107)
avec n0(qk) la transformé de Fourier de n0(u) (de même pour n(qk)). Ce facteur est le même
que celui pris en compte dans [50] où le déplacement Monte Carlo est corrigé pour être selon
la normale comme montré dans le chapitre précédent. Dans la jauge de Monge, on obtient
directement :
J [h] =
NŸ
k=1
g≠1/2 (5.108)
avec g la métrique de la surface définie à l’éq. (5.32) (cf. fig. 5.12).
D’où vient la di érence entre ces deux résultats ? À notre avis, elle vient du fait que ces
derniers ne partent pas de l’éq. (5.102). Ils partent en fait de la paramétrisation suivante :
X(u) © X0(u) + h(u) [n(u) · n0] n0 (5.109)
Pourquoi ? Selon eux, c’est parce que les seuls déplacements physiques sont selon la
normale n. Notre interprétation est la suivante (cf.fig. 5.12), ils essayent de conserver l’aire
de la membrane ÈAÍ constante. En e et, une membrane avec une aire ÈAÍ ne peut pas
être un plan de surface Ap si ÈAÍ ”= Ap. Cette remarque parait simple mais elle rend bien
compte du problème. Dans l’ensemble (‡, Ap), l’aire moyenne du système augmente à cause
des fluctuations thermiques, ce qui a pour e et que le vecteur normal de la configuration de
référence, éq. (5.102), n’est plus eˆz mais (ÈnÍ · eˆz)eˆz. Pour l’ensemble (A, ·) si, à l’état initial
la membrane est plane et de surface Ap,0 = Ap(t = 0), au cours du temps Ap(t) diminue à
cause des fluctuations jusqu’à atteindre sa valeur d’équilibre Ap(tæŒ) (bas de la fig. 5.12).
Dans les deux cas X0 ne peut pas être la configuration plane mais une configuration qui a
déjà «fluctué». En quelque sorte le déterminant de FP de l’éq. (5.107) corrige cette erreur.
Comment varie la tension de surface renormalisée si l’on prend en compte le terme de
FP introduit pas Nelson et Cai [48] ? En traitant comme une perturbation à H0 à haute
température et en injectant la définition de la métrique, l’éq. (5.108) se réécrit comme :
J [h] = exp
C
≠—
Nÿ
k=1
1
—
ln
3Ò
1 + (Òh)2
4D
ƒ exp
C
≠—
Nÿ
k=1
1
2— (Òh)
2
D
(5.110)
(dans cette équation il s’agit en réalité du gradient discret). Ce facteur ne modifie pas a
priori la renormalisation de Ÿ mais il joue un rôle dans la renormalisation de la tension de
surface ‡. En e et,
ZFP =
⁄
D[h]J [h]e≠—Hh[h] ƒ
⁄
D[h]e≠—Hh[h]≠—V [h] (5.111)
avec
V [h] ©
Nÿ
k=1
1
2— (Òh)
2 ƒ 12—a2
⁄
Ap
d2x (Òh)2 (5.112)
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Figure 5.12 – Schéma représentant l’évolution au cours du temps t d’une membrane dans
l’ensemble (N,‡, Ap) et dans l’ensemble (N,A, ·) à partir de la configuration initiale plane
X0.
où a est la taille caractéristique d’un lipide. Le potentiel V [h] va s’ajouter à la renormalisa-
tion de la tension de surface. Nous allons maintenant calculer ce terme mais tout d’abord
deux remarques. Il est déjà à l’ordre —≠1, il n’apparaît donc pas dans le hamiltonien H0 de
l’éq. (5.37). De plus le pré-facteur 1/a2 dans éq. (5.112) est la densité de modes, qui par
définition peut s’écrire 1/a2 = s  0 qdq2ﬁ . Comme précédemment, nous passons dans l’espace
réciproque et séparons les modes selon h(q) = h<(q) + h>(q) (cf. fig. 5.6). Nous avons pour
le terme de FP :
e
V [h]
f
h>
= 12—a2
⁄  
0
d2q1
(2ﬁ)2 q
2
1
e
|h>(q1) + h<(q1)|2
f
h>
(5.113)
= 12—a2
⁄  /b
 
d2q1
(2ﬁ)2 q
2
1
e
|h>(q1)|2
f
h>
+ 12—a2
⁄  /b
0
d2q1
(2ﬁ)2 q
2
1|h<(q1)|2 (5.114)
= cst.+ 12—
⁄  /b
0
d2q1
(2ﬁ)2 q
2
1|h<(q)|2
⁄  
0
qdq
2ﬁ (5.115)
En notant maintenant la tension de surface avec le terme de Faddev-Popov (selon Nelson)
inclus, ‡FP, l’éq. (5.71) devient
‡˜FP = ‡FP
C
1 + 12—ŸI(b,‡FP/Ÿ)
D
≠ 12—
⁄  
 /b
d2q
(2ﬁ)2 (5.116)
Cette équation est équivalente à l’éq. (4.120) du Chapitre 4 si on prend b = L/aæŒ.
En redimensionnant les longueurs q = b≠1qÕ et en renormalisant le champ h<(q) =
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zhÕ(qÕ), nous obtenons pour les équations di érentielles :Y____]____[
d‡FP
d¸ = 2‡ +
 2
4ﬁ—
A
‡FP/Ÿ
‡FP/Ÿ+  2
≠ 1
B
dŸ
d¸ = ≠
3
4ﬁ—
 2
‡FP/Ÿ+  2
(5.117)
L’unique et important e et du terme FP (selon Nelson) est donc de remplacer le chi re 3
dans l’éq. (5.82) par le chi re 1. Cela a pour e et de modifier la tension de surface e ective
du système ‡e  , définie éq. (5.83). Par exemple, dans les deux cas limites discutés dans la
section précédente, nous avons :
• Région dominée par la tension : ‡e  = ‡0 ; Ÿe  = Ÿ0
• Région dominée par la courbure :
‡e  = ‡0 ≠  
2
8ﬁ— ; Ÿe  = Ÿ0 ≠
3
4ﬁ— ln
A
¸
a
B
(5.118)
Dans le Chapitre 4 nous avons considéré les deux types de déplacements Monte Carlo
éqs. (3.37,3.38) et nous avons observé e ectivement la modification d’un facteur 3 dans la
tension de fluctuations mesurée numériquement devant le terme en N . Cela corrobore donc
les considérations analytiques faites par Nelson et Cai [48] quant à la modification de la
tension de fluctuation r en fonction du type de déplacement (éq. (4.120)). Cette vérification
numérique a été faite pour des vésicules quasi-sphériques. Comme discuté dans le Chapitre 4,
nous avons observé le même e et pour des membranes planes simulées par Shiba et al. [50],
e et qui était jusqu’alors inexpliqué.
5.3.2 Correction non-linéaire
Cai et al. [48] considèrent une correction supplémentaire appelée correction non-linéaire.
Pour certains auteurs [50, 57, 58], l’article de Cai et al [48] démontre que la «tension de
cadre» doit être égale à la tension de fluctuation r. Mais il existe plusieurs définitions de la
tension de cadre · , selon l’ensemble thermodynamique dans lequel nous nous plaçons [59].
Selon David et al [48, 59] celle-ci s’écrit dans l’ensemble (N,‡, Ap) (cf. fig. 5.12)
·0 © lim
ApæŒ
Gplan
Ap
© gplan (5.119)
qui, dans nos notations, est notée gplan éq. (4.78).
Selon d’autres auteurs [45, 50, 55, 57, 58] la tension de cadre · s’écrit
· ©
A
ˆGplan
ˆAp
B
N
(5.120)
La tension de surface renormalisée ‡˜FP de l’éq. (5.116) n’est pas égale à ·0. Pour Cai et al.
de [48], le terme non-linéaire permet de retrouver ‡˜FP = ·0. Leur résultat s’écrit
‡˜FP = gplan ≠ ˆgplan
ˆ ln x
-----
 x= 2ﬁa
(5.121)
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 
Ap
Ap
 
A
Figure 5.13 – Schéma du changement sur les longueurs lors d’une rotation de la surface pro-
jeté Ap d’un angle  . En rouge sont montrées les modifications : soit une nouvelle répartition
des points (les carrés), soit une diminution de l’aire en rouge.
où  x est le cut-o  dans une direction (ici x). Dans ce calcul ils supposent que le cut-o 
varie uniquement dans cette direction lorsque la membrane est tiltée d’un angle  eˆy et ils
conservent  y constant. Ce terme est introduit grâce aux symétries. Comme le montre la
fig. 5.13, un changement de surface de référence s’accompagne par un changement du cut-o 
 x qui doit être pris en compte.
Cette relation, éq. (5.121), est celle obtenue dans [48]. Dans le cas d’une membrane
isotrope, nous avons vu que sa physique dépend du module du cut-o    =
Ò
 2x +  2y. Leur
calcul se modifie donc selon :
ˆgplan
ˆ ln x
=  x
ˆ 
ˆ ln x
ˆgplan
ˆ  =
 2x
 
ˆgplan
ˆ  =
ˆgplan
ˆ ln 2 (5.122)
où nous avons utilisé par isotropie  2x =  2y = 12 2.
L’éq. (5.121) modifiée selon l’éq. (5.122) ressemble fortement à la définition de la tension
de cadre · de Fournier et al dans [45], éq. (5.120). Afin de garder le nombre de modes
constant, · se calcule de façon identique au calcul de la pression osmotique, comme vu dans
le Chapitre 4, soit :
· =
A
ˆGplan
ˆAp
B
N
= ≠ 4
A
ˆgplan/ 2
ˆ 2
B
N
= gplan ≠  2ˆgplan
ˆ 2 (5.123)
soit, en identifiant :
· = ‡˜FP (5.124)
Pour Cai et al il faut ajouter la correction issue de l’éq. (5.121) pour avoir r = ·0 où dans
r sont incluses à la fois les corrections FP et non-linéaire. Ils ne montrent donc pas r = ·
avec · défini à éq. (5.120) mais bien ‡FP = · . Nous pensons que le terme qu’ils ajoutent vient
d’une mauvaise définition, et que ce terme permet de retrouver la définition de la tension de
cadre donné par Fournier [44].
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n
z
 
eˆz 
  = n  (n · eˆz)eˆz
= n   eˆz
Figure 5.14 – Schéma représentant le vecteur normal dans le modèle ‡ non-linéaire.
5.3.3 Analogie avec modèle ‡ non-linéaire
Dans [6] Nelson a pointé de fortes similitude entre le modèle de Helfrich et le modèle
d’Heisenberg à 2D (d = 2), qui comme montré par Polyakov et Viswanathan [75, 91], fait
partie de la famille des modèles ‡ non-linéaires. Nous avons d’ailleurs fait le choix de l’in-
troduire de cette façon dans le Chapitre 1.
Dans cette section, nous présentons cette analogie et une ouverture à nos travaux concer-
nant la tension de surface. En e et nous allons nous attacher à montrer les nombreux points
communs entre ces deux modèles et répondre ainsi à un certain nombre de questions. Le
modèle ‡ non-linéaire est un nom utilisé pour parler des modèles n-vecteurs. Il di ére du
modèle XY [77, 86] par un terme non-linéaire qui aboutit à une renormalisation des ondes
de spins et à la destruction de la phase ordonnée pour tout T > 0 [75, 85]. À d = 2 il y a
un ordre pour T = 0. Nous allons dans un premier temps reprendre le calcul du modèle ‡
non-linéaire en suivant [77, 86]. Au fur et à mesure du calcul, nous nous servirons de cette
analogie pour justifier que :
• la tension de cadre · est la tension de fluctuations, r ;
• le paramètre d’ordre de ce modèle n’est pas h mais ﬁ qui géometriquement correspond
à n≠ (n · eˆz)eˆz (cf. fig. 5.14) qui s’écrit en jauge de Monge
ﬁ = ≠ÒhÒ
1 + (Òh)2
(5.125)
Nous pourrons ainsi expliquer certains de nos résultats numériques.
À d = 2, ce modèle est décrit par le hamiltonien suivant :
—H‡ =
—K
2
⁄
d2x (ˆinj)(ˆinj)≠ —B ·
⁄
d2x n (5.126)
avec nj la composante j (© 1, 2, 3) du vecteur normal n et B = Beˆz le champ magnétique
orienté dans la direction eˆz. Le premier terme de l’éq. (5.126) joue le même rôle que l’énergie
de courbure. Il permet d’éviter des grandes variations des vecteurs normaux entre points
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voisins, c’est-à-dire que les vecteurs normaux entre faces adjacentes vont s’aligner. De plus,
si nous développons ce terme cela aboutit à écrire la courbure moyenne plus la courbure de
Gauss (voir D. Nelson dans [6]). Enfin le champ magnétique B favorise l’alignement dans
la direction du champ (ici eˆz). Ce champ magnétique joue donc un rôle semblable à celui
de la tension de cadre du modèle de Helfrich, puisque · est un multiplicateur de Lagrange
qui contrôle la surface projeté du système c’est-à-dire l’orientation de n selon eˆz. Comme
présenté dans [45], la tension de cadre est une force tangentielle, appliqué sur les bords, qui
«déplie» la membrane. On voit sur la fig. 5.12 que dans l’ensemble (A, ·), augmenter la
tension de cadre conduit à l’augmentation de la surface projetée et donc impose aux vecteur
normaux de s’aligner selon l’axe perpendiculaire à la surface projetée, eˆz. Dans la limite
· æŒ, nous avons A = Ap, et dans la limite · æ 0, A∫ Ap : ce qui est bien un analogue
de B pour les modèles de spin.
Nous allons maintenant aborder la non harmonicité de ce hamiltonien. Nous travaillons
sur les vecteurs normaux, leur norme et donc égale à un : n ·n = 1. En présence d’un champ
magnétique, à T = 0, tous les vecteurs normaux sont orientés dans le sens du champ. En
utilisant ces deux propriétés, nous paramétrisons le vecteur normal selon
n = ﬁ + ‡eˆz (5.127)
avec ﬁ un vecteur à deux dimensions. Nous utilisons la notation ‡ pour des raisons histo-
riques, il ne s’agit pas de la tension de surface mais de la composante selon l’axe des z. La
fonction de partition Z du système s’écrit :
Z ©
⁄
D[n] ”(n2 ≠ 1)e≠—H‡ [n] (5.128)
Pour chaque degré de liberté nous avons [86] :⁄
dn ”(n2 ≠ 1) =
⁄ +Œ
≠Œ
dﬁd‡ ”(ﬁ2 + ‡2 ≠ 1) (5.129)
=
⁄ +Œ
≠Œ
dﬁd‡ ”
Ë1
‡ +
Ô
1≠ ﬁ2
2 1
‡ ≠Ô1≠ ﬁ2
2È
(5.130)
et en utilisant ”[f(x)] © ”(x)/|f Õ(xf )| avec xf défini tel que f(xf ) = 0, nous pouvons donc
écrire Z selon
Z =
⁄ D[ﬁ]
2
Ô
1≠ ﬁ2 e
≠—H˜‡ [ﬁ] (5.131)
et éq. (5.126) se réécrit avec la paramétrisation éq. (5.127)
—H‡[ﬁ] =
—K
2
⁄
d2x
Ó
(ˆiﬁj)(ˆiﬁj) +
Ë
ˆi
1Ô
1≠ ﬁ2
2È Ë
ˆi
1Ô
1≠ ﬁ2
2ÈÔ
≠ —B
⁄
d2x
Ô
1≠ ﬁ2 (5.132)
Le ” sur le vecteur normal aboutit donc à un Jacobien. Ce terme correspond donc au
déterminant de Faddev-Popov (éq. (5.108)) soit g1/2 © Ô1≠ ﬁ2. Nous allons exponentialiser
ce terme puis l’ajouter au hamiltonien. Ce terme est 12a2
s d2x ln (1≠ ﬁ2) avec a2 qui cor-
respond à la taille d’un site, il correspond au terme de l’éq. (5.110). En ajoutant ce Jacobien
et en développant à l’ordre 4 en ﬁ nous obtenons finalement à une constante près :
—H‡[ﬁ] ƒ —K2
⁄
d2x
I
(Òﬁ)2 + (ﬁ ·Òﬁ)2 ≠ 1
—a2K
ﬁ2 + B
K
5
ﬁ2 + 14(ﬁ · ﬁ)
2
6J
(5.133)
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Commençons par quelques remarques concernant cet hamiltonien. Tout d’abord les termes
de l’éq. (5.133) sont au maximum à l’ordre —≠1, c’est pourquoi nous n’avons pas pris en
compte un terme ﬁ4 dans le développement du logarithme puisque —≠1Èﬁ2Í ≥ Èﬁ4Í. De
plus cet hamiltonien appartient au groupe O3 pour des symétries de rotation [85, 86]. Cela
implique un ratio 1/1 pour les coe cients devant le terme (Òﬁ)2 et le terme (ﬁ ·Òﬁ)2. De
même pour les coe cients sur des termes proportionnels au champ magnétique. Si ce n’est
pas le cas, le hamiltonien perd ses symétries.
Il est possible que lors du développement du hamiltonien de Helfrich nous perdions l’ap-
partenance à ce groupe de symétrie : soit en séparant le traitement de la courbure de Gauss
et de la courbure moyenne, soit en développant le hamiltonien à l’ordre 4. En e et lorsque
nous faisons un développement limité nous n’appliquons pas la métrique de la même façon
sur tous les termes. Dans l’éq. (5.31) l’élément d’intégration dS est développe à l’ordre (Òh)4.
Cependant il est appliqué di éremment sur les deux termes : pour le terme correspondant à
la tension de surface ‡ ces termes sont pris en compte tandis que pour la partie correspon-
dant à la courbure, éq. (5.35), il faut s’arrêter à l’ordre (Òh)2 pour dS car (2H)2 est déjà à
l’ordre 2.
À partir de l’éq. (5.133) nous pouvons de nouveau appliquer une procédure de renorma-
lisation. Tout d’abord il faut calculer la partie gaussienne du hamiltonien :
—H0[ﬁ] =
—K
2
⁄
d2x
5
(Òﬁ)2 + B
K
ﬁ2
6
(5.134)
ce qui donne comme propagateur
Èﬁ(q) · ﬁ(qÕ)Í = (2ﬁ)
2”2(q + qÕ)
—(Kq2 +B) . (5.135)
Le calcul est identique aux deux présentés précédemment, pour les détails nous renvoyons le
lecteur aux références suivantes [77, 85, 86]. Nous obtenons finalement :
K Õ = z2b≠4K
C
1 +
⁄  
 /b
d2q
(2ﬁ)2
1
—(Kq2 +B)
D
(5.136)
BÕ = z2b≠2B
C
1 +
⁄  
 /b
d2q
(2ﬁ)2
1
—(Kq2 +B)
D
(5.137)
où z est le facteur de renormalisation du champ de l’espace réciproque. Après avoir renor-
malisé le hamiltonien et redimensionner les longueurs xÕ = x/b, il est défini comme
ﬁÕ(qÕ) = ﬁ<(q
Õ)
z
. (5.138)
La seule di érence est dans la prochaine étape, deux arguments peuvent être utilisés qui
conduisent tous deux au même résultat. Le premier est basé sur la symétrie de rotation des
vecteurs normaux [86]. Pour n, après avoir moyenné pour les petites longueurs d’onde, nous
avons dans l’espace réel :
ÈnÍ> =
e
(ﬁ< + ﬁ> ; ‡)
f
>
©
=3
ﬁ< + ﬁ> ;
Ò
1≠ (ﬁ< + ﬁ>)2
4>
>
(5.139)
=
A
ﬁ< ; 1≠ (ﬁ<)
2
2 ≠
=(ﬁ>)2
2
>
>
+O(ﬁ2)
B
(5.140)
=
A
1≠
=(ﬁ>)2
2
>
>
+O(ﬁ2)
B3
ﬁ< ;
Ò
1≠ (ﬁ<)2
4
(5.141)
136 Chapitre 5. Renormalisation des paramètres élastiques du modèle de Helfrich
nous identifions ainsi le facteur de renormalisation de l’espace réel ’ : ﬁÕ(x/b) = ﬁ<(xÕ)/’.
’ = 1≠
=(ﬁ>)2
2
>
>
+O(ﬁ2) ƒ 1≠
⁄  
 /b
d2q
(2ﬁ)2
1
—(Kq2 +B) (5.142)
Pour obtenir le lien entre entre ’ et z, il faut revenir à la définition de la transformée de
Fourier éqs. (1.15,1.16),
ﬁÕ(xÕ) =
⁄ d2qÕ
(2ﬁ)2 ﬁ
Õ(qÕ)eiqÕ·xÕ = b
2
z
⁄ d2q
(2ﬁ)2 ﬁ<(bq)e
iq·x = b
2
z
ﬁ<(x/b) (5.143)
Par identification avec la définition de ’, nous obtenons pour le facteur de renormalisation
de l’espace réciproque z :
z = b2’ = b2
C
1≠
⁄  
 /b
d2q
(2ﬁ)2
1
—(Kq2 +B)
D
(5.144)
Le second argument est également basé sur la symétrie O3 du hamiltonien éq. (5.126), mais
cette fois l’argument est appliqué au champ magnétique. À cause de la symétrie, tous les
termes en B ont la même loi d’échelle [77]. Ainsi nous pouvons déterminer le «scaling» de
B en regardant sa composante selon ﬁ plutôt que ‡. L’invariance impose B s d2xﬁ(x) =
BÕ
s d2xÕﬁÕ(xÕ) avec xÕ = x/b. Nous avons donc :
BÕ = b2’B = zB . (5.145)
En utilisant l’éq. (5.137) et l’éq. (5.145) nous obtenons bien l’éq. (5.144).
Nous sommes maintenant en mesure d’écrire les équations di érentielle qui gouvernent la
renormalisation des paramètres K et B. En injectant l’éq. (5.144) dans les éqs. (5.136,5.137)
nous obtenons,
K Õ = K
C
1≠
⁄  
 /b
d2q
(2ﬁ)2
1
—(Kq2 +B)
D
(5.146)
BÕ = b2B
C
1≠
⁄  
 /b
d2q
(2ﬁ)2
1
—(Kq2 +B)
D
(5.147)
Il nous reste à faire un développement limité des éqs. (5.146,5.147). En utilisant b = exp(”¸)
avec ”¸ π 1 et en remarquant que l’intégrale de ces équations est Ã I(b, B/K), éq. (5.74),
dont le développement limité est donné à l’éq. (5.79), nous pouvons donc écrire :Y____]____[
dK
d¸ = ≠
1
2ﬁ—
 2
 2 +B/K
dB
d¸ = 2B ≠
B
2ﬁ—K
 2
 2 +B/K
(5.148)
De la même façon, que dans la section précédente, nous pouvons définir deux régimes.
La première est celle dominée par le champ magnétique, —B/ 2 ∫ —K ∫ 1. Dans cette
région les équations se simplifient selon :Y___]___[
dK
d¸ ƒ 0
dB
d¸ ƒ 2B ≠
 2
2ﬁ—
(5.149)
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Nous obtenons ainsi pour les paramètres e ectifs qui contrôlent la fonction de corrélation :
Be  = B0 ≠  
2
4ﬁ— ; Ke  = K0 (5.150)
avec B0 l’amplitude du champ magnétique appliqué et K0 la constante de couplage micro-
scopique. Ces relations sont analogues à celles décrite dans la section précédente concernant
le régime de tension éq. (5.88).
Pour le régime de courbure, —B/ 2 π —K π 1, la simplification du système d’équa-
tions, éq. (5.148), revient à considérer B = 0, nous avons :
dK
d¸ = ≠
kBT
2ﬁ (5.151)
avec T la température. Le coe cient négatif de cette équation signifie que le modèle ‡ non-
linéaire est toujours dans la phase désordonnée pour T > 0 [77, 85, 86] mais qu’une phase
paramagnétique persiste, c’est-à-dire que le système (la membrane) garde en mémoire sa
configuration initiale lorsque B était appliqué. Cette équation peut être intégrée exactement
et conduit à
K(¸) = K(0)≠ kBT2ﬁ ¸ (5.152)
et donc à la longueur de corrélation :
› = ae2ﬁ—K (5.153)
où a est de la taille caractéristique de la maille du réseau. À part le coe cient nous retrouvons
les mêmes formes que l’éq. (5.94) concernant la renormalisation du module de courbure, ainsi
qu’une forme identique à la longueur De Gennes-Taupin [69].
Généralement le calcul de ce modèle est fait pour une dimension d’espace ‘ = d ≠ 2
quelconque et pour des spins de dimension n. Si au lieu de renormaliser K à T constant, on
renormalise T à K constant, on obtient pour un champ magnétique nul, l’équation di éren-
tielle sur la température suivante [86] :
dT
d¸ ≠ ‘T +
n≠ 2
2ﬁ T
2 (5.154)
Pour ‘ > 0 et (n≠ 2) > 2, la température critique est
Tc =
2ﬁ
n≠ 2‘ . (5.155)
Tc est la température séparant la phase ferromagnétique d’une phase paramagnétique. Pour
des compléments sur l’analyse de cette transition nous renvoyons le lecteur aux références [77,
86].
Pour la dimension qui nous intéresse d = 2 (‘ = 0), la phase paramagnétique persiste
jusqu’à une température nulle. Ce point nous intéresse pour discuter un e et observé dans
les simulations de membrane modélisée par le hamiltonien d’Helfrich. Dans ces simulations,
Shiba et al [50] et Avital et al [66] observent la transition de flambage pour des tensions de
cadre · < 0. Nous pensons que ce flambage n’est autre que la trace de la phase «crumpled»
pour un système de taille finie pour lequel le module de courbure n’est pas encore renormalisé
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à 0. En considérant un système de plus grande taille (où avec une courbure spontanée) ce
flambage devrait être observé à · = 0 (sans le forcer à être négatif).
C’est pour la même raison que nous obtenons dans nos simulations (cf. fig. 4.20) des
formes di érentes en fonction de C à la transition. Le module de courbure Ÿ n’est pas
renormalisé à 0 du fait de la taille finie et l’énergie de courbure joue donc toujours un rôle
lorsque · = 0.
5.4 Conclusion
Ce Chapitre nous aura permis de comprendre le sens du terme de Faddev-Popov qui
apparaît dans l’éq. (5.131). De plus nous avons montré que le hamiltonien de Helfrich qui
s’écrit en fonction de h (intégrale fonctionnelle sur h) n’est pas exprimé en fonction du
bon paramètre d’ordre de la transition état plan–état «crumpled», donné par l’éq. (5.125).
Ecrire le hamiltonien de Helfrich en fonction de ce paramètre d’ordre pourrait conduire à des
coe cients renormalisés di érents. En e et lors de la renormalisation du champ de hauteur
h selon h<(q) = zhÕ(qÕ), z est pris tel que z2b≠6 = 1. Or dans le modèle ‡ non-linéaire le
paramètre de renomalisation du champ ﬁ, noté également z, se renormalise selon éq. (5.144),
ce qui conduirait pour h à une correction à b3. Enfin cette analogie nous permet de conclure
que la tension de fluctuations r associée au hamiltonien de Helfrich est renormalisée à la
valeur du module du champ magnétique et donc à · . La transition plan–«crumpled» se
ferait donc bien à r = · = 0 comme observé dans le Chapitre 4. La petite di érence entre ·
et r observée sur la fig. 4.18, qui s’agrandit lorsqu’on s’approche de la transition, serait due
selon nous à notre correction par le terme de Faddev-Popov qui reste approchée.
Dans ce chapitre nous avons montré que la formule éq. (??) pour la tension de fluctuation,
r, en fonction des deux types de déplacements, montrée numériquement dans le Chapitre 3,
est également démontrée par le calcul de renormalisation. De plus, nous avons bien r = · à
l’ordre dominant en N dans le cas de déplacement radiaux. Cependant cela n’est pas su sant
pour conclure qu’il ne s’agit pas de la tension de Laplace, “ = ·/(1 + –) (cf. éq. (4.16)). En
e et, le calcul de renormalisation ne prend pas en compte les termes lnN (associée à –) et
ce sont ces termes qui di érencient “ et · .
Chapitre 6
Conclusion et perspectives
Dans ce chapitre, nous concluons et nous proposons des perspectives concernant deux
aspects de ces travaux de thèse :
• La renormalisation du hamiltonien d’Helfrich (Chapitre 5)
• Le couplage entre la forme et la composition (Chapitre 2)
Tout d’abord, nous faisons un récapitulatif de toutes les corrections posibles qui mène-
raient à une tension de surface renormalisée di érente de celle obtenue à l’éq. (5.82).
Premièrement dans le calcul de renormalisation du hamiltonien de Helfrich, celui-ci est
développé autour de la surface de référence plane. Nous avons vu que cela aboutit à une
erreur. Cette erreur est corrigée par le déterminant de Faddev-Popov, éq. (5.112) qui permet
de ne prendre en compte que des déplacements normaux à la surface. Nous avons montré que
ce terme est équivalent à celui obtenu dans le modèle ‡ non-linéaire, éq. (5.131). Un moyen de
corriger cela serait de développer le hamiltonien autour de la surface moyenne d’aire ÈAÍ. De
plus lors de la prise de limite thermodynamique, la bonne grandeur à regarder ne serait plus
Gplan/Ap mais Gplan/ÈAÍ ce qui pourrait entraîner une correction. Enfin la renormalisation
de ce terme n’est pas propre : dans l’éq. (5.116) il y a un terme supplémentaire ≠ 12—
s  /b
0
d2q
(2ﬁ)2
qui nécessiterait du travail supplémentaire pour être traité proprement.
De plus, il ne faut pas oublier que les «vraies» membranes sont dans l’ensemble (A, ·) où
A est fixé par le nombre de lipides car elles peuvent être considérées comme incompressibles,
si les contraintes appliquées restent modérées. Dans l’ensemble (A, ·), A est fixée à une
valeur constante. La tension de surface ‡, comme rappelé par Seifert [26], est un paramètre
de Lagrange. Il pourrait donc être intéressant d’écrire les équations de renormalisation en
fonction de –.
Un autre point concerne la renormalisation de la courbure de Gauss. Kleinert [92] obtient :
Ÿ¯e (¸) = Ÿ¯+
5
6ﬁkBT ln
A
¸
a
B
(6.1)
Dans la littérature, le sens de cette renormalisation est controversée [74, 90, 93]. En e et,
Ÿ¯ ne peut être mesuré expérimentalement qu’en présence de fluctuations topologiques. Ces
fluctuations sont attendues à des échelles supérieures à la longueur de persistance › où les
calculs perturbatifs ne sont plus applicables. Dans l’analogie avec le modèle ‡ non-linéaire,
les deux modules de courbure Ÿ et Ÿ¯ sont identiques donc leur renormalisation devrait être la
même. De plus la courbure de Gauss est souvent négligée, car son intégrale est une constante
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qui ne dépend que du genre de la surface, mais elle est également susceptible de modifier la
renormalisation de la tension de surface.
Enfin un autre point souvent négligé est celui de la renormalisation de la tension de cadre
· . Dans les simulations de [58, 66], cherchant à montrer que · = r, l’algorithme Metropolis
est utilisé dans l’ensemble (‡, ·) (sauf par Shiba et al [50] qui explorent les deux). Lors de la
renormalisation du modèle ‡ non-linéaire nous montrons que le champ magnétique B, qui
s’identifie à · , est renormalisé par un terme similaire (voir éq. (5.146)) que le module de
courbure Ÿ, éq. (5.147). Cependant à cause d’un facteur b2 cela ne conduit pas à la même
équation di érentielle éq. (5.148). La di érence entre · et r proche de la transition pourrait
s’expliquer par la non prise en compte de cette renormalisation. Cette renormalisation de ·
pourrait également expliquer en partie pourquoi Shiba et al [50] et Avital et al [66] obtiennent
une transition de flambage pour des · < 0, où · est la tension en entrée des simulations.
Comme évoqué tout au long de ce chapitre, la symétrie O3 du hamiltonien est très
importante. Or en développant le hamiltonien à l’ordre 4, la métrique ne s’applique pas de
la même façon sur tous les termes ce qui pourrait briser les symétries du hamiltonien de
Helfrich comme discuté plus haut.
Gompper et al [25], ont fait des vérifications numériques de la renormalisation du module
de courbure. Ils obtiennent – = 3, éq. (5.98), mais avec des déplacements selon heˆz et
non selon la normale. Tous les auteurs dans la littérature [48, 74, 80, 90] supposent que le
déterminant de Faddev-Popov ne modifie pas la renormalisation du module de courbure. Il
pourrait être intéressant de le vérifier numériquement.
Enfin, une comparaison avec la renormalisation du module de courbure dans les polymères
pourrait également apporter des réponses. Un problème bien connu est le facteur 3 qui
apparaît dans la longueur de corrélation lorsque la longueur des segments n’est plus fixée
par une contrainte dure mais par un multiplicateur de Lagrange [94]. En e et, pour le modèle
«worm-like chain» la fonction de corrélation entres vecteurs tangents s’écrit selon éq. (5.97)
où la longueur de persistance ›p prend deux valeurs
• ›p = —Ÿ si |t(s)| = 1 ’s
• ›p = 23—Ÿ si Èt(s)2Í = 1
Il pourrait donc être intéressant de vérifier que le coe cient ne dépend pas de l’ensemble
dans lequel nous nous plaçons : en e et, en permettant à l’aire de fluctuer, nous changeons
le nombre de degrés de liberté du système [48], notamment dans l’ensemble (A, ·).
Nous avons montré par des simulations fig. 4.20 que près de la transition, r = · = 0, la
forme des vésicules dépend de la courbure spontanée C. Le calcul de renormalisation nous
indique que la membrane à · = 0 est dans une phase «crumpled», Ÿæ 0. Cependant il faut
des systèmes de taille très grande car la longueur de persistance ›p suit une loi exponentielle,
éq. (5.153). Pour les vésicules de taille finie, le module de courbure n’est pas renormalisé à
0, l’énergie de courbure contrôle donc la forme des vésicules via la courbure spontanée et le
module de rigidité de courbure Ÿ.
Dans le Chapitre 2 nous présentions un modèle de membrane composé de plusieurs types
de lipides.Les paramètres du modèle d’Helfrich étaient couplés à un hamiltonien décrivant le
champ de concentration des lipides. Ce modèle permet d’expliquer la formation de domaine
dans les membranes. Il serait donc intéressant de poursuivre le projet initial de ma thèse qui
était le couplage entre les deux échelles d’organisation. Surtout que des mesures de tension
de surface sont faites pour des vésicules composées de plusieurs types de lipides, notamment
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n  · eˆx = n  · eˆx
Figure 6.1 – Schéma d’une membrane vue comme une «worm-like surface» discrète consti-
tuées de N ◊ N parallélogrammes. Les faces sont indexées par i, j dans la direction des x
et par –, — dans la direction y. Ce schéma permet de montrer que chaque configuration ne
dépend que des bords (trait noir plein). La membrane de N ◊ N peut être vue comme un
polymère de longueur 2N . Les flèches bleues symbolisent les mouvements pour générer une
nouvelle configuration.
par Tian et al [95]. Durant la thèse nous avons mis en place en certain nombre d’outils et de
calculs nécessaires à son accomplissement.
En e et, le programme numérique développé intègre déjà le modèle du Chapitre 2. Cela
pourrait permettre de comparer aux travaux de Sunil Kumar et al qui étudient ce couplage,
notamment pour l’étude du «buckling» [96, 97, 98]. De plus, le calcul de renormalisation du
modèle de Landau à été rappelé en introduction du Chapitre 5, un calcul de renormalisation
du système complet semble donc réaliste.
Pour les membranes lipidiques nous avons également réfléchi à un moyen de mesurer la
courbure spontanée C. En e et, nous avons montré qu’à la transition la forme des vésicules
dépend fortement de C, or en changeant la température du système nous pouvons nous
rapprocher de cette transition «crumpled». La forme prise par la vésicule est donc un moyen
d’obtenir des indications sur C. Par exemple dans les travaux de J. Käs et al [11], à la
transition, le mélange de lipide serait de courbure spontanée nulle. De plus, nous faisons une
remarque concernant la disparité de taille de vésicules dans les échantillons expérimentaux :
nous avons vu que la tension de Laplace, “, définie à l’éq. (4.1), contrôle la taille des vésicules.
Or nous avons également montré que “ était une fonction du nombre de modes :
RL =
2“(N)
pin ≠ pout (6.2)
Pour une même di érence de pression, il existe donc un grand nombre de vésicules de tailles
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di érentes stables.
Nous proposons également un nouveau modèle jouet qui nous a été inspiré par la com-
paraison avec les polymères. Il s’agit d’une vision d’une membrane comme une «worm-like
surface» discrète, c’est-à-dire comme un ensemble de faces de surface totale fixée. À cause de
la connectivité entre les faces tous les mouvements ne seront pas permis, un problème bien
connu dans le domaine des pavages aléatoires [99]. Les bords vont imposer la configuration de
la membrane, cet e et est représenté sur la fig. 6.1. La connectivité impose que l’angle entre
deux lignes de face adjacentes soit constant. Dans cette vision la membrane est contrainte de
telle façon qu’il ne reste plus que 2 lignes de degrés de liberté, tout comme un polymère de
longueur 2N . Les déplacements d’un tel système ne peuvent être locaux, il faut reconstituer
toute une ligne d’éléments de surface (deux lignes sont représentées en trait continu sur la
fig. 6.1), pour cela nous proposons un déplacement en «rondins de bois» :
• Une des ligne du bord (gauche ou bas) est tirée au hasard et est enlevée au système.
• Sur la face opposée, il faut créer une nouvelle ligne en imposant la contrainte sur les
vecteurs normaux, cf. fig. 6.1, et un imposant une surface constante en ajustant la
longueur du coté des parallélogrammes.
• Ensuite il faut réitérer la procédure.
La seconde partie de mes travaux de thèse s’insère dans le cadre de la compréhension
des «tensions de surface». Nous avons été en mesure d’expliquer di érents résultats de la
littérature [44, 55, 56, 57, 58] concernant la tension de fluctuation r. Notamment sa relation
avec la tension de cadre · montrée à la fois numériquement et théoriquement mais aussi
l’importance du choix du type de déplacements (radiaux ou localement normaux à la surface).
En e et, dans le cas de déplacement normaux r ƒ · tandis que dans le cas de déplacements
radiaux r ”= · . Ces résultats sont dus à une renormalisation di érente de la tension de
fluctuation r dans ces deux cas (Chapitre 5). Cependant nous ne sommes pas encore en
mesure d’identifier r à la tension de Laplace “ ou à la tension de cadre · , car ces deux
grandeurs sont très proches l’une de l’autre et donc di cilement discernables numériquement.
Nous avons également mis en lumière l’importance du choix du rayon de référence de la
vésicule pour traiter ces questions (Chapitre 4). En e et la tension qui apparait dans le
spectre de fluctuations en dépend.
Nous avons donc compris les di érents résultats numériques, même si certains points
restent encore un peu obscurs, comme l’identification de la tension de surface e ectivement
mesurée dans les expériences de micro-pipette.
De plus, l’étude de ces di érentes tensions a aboutie à des résultats intéressants concer-
nant la transition de forme des vésicules. En e et nous avons montré numériquement que la
transition de forme correspond à l’annulation de la tension de fluctuation r et que celle-ci
dépend de la courbure spontanée. Ce résultat n’est visible que pour les membranes planes
qui possèdent une courbure spontanée non nulle, généralement non étudié dans le cas de
faible tension, ou dans le cas de vésicules sphériques (fig. 4.21). Comme nous l’avons dit ci-
dessus des expériences en température pourrait nous renseigner sur la mesure de la courbure
spontanée.
Annexe A
Calcul des moments du hamiltonien
d’Helfrich plan
Prenons pour commencer le hamiltonien d’Helfrich Hh éq. (1.14) auquel on ajoute un
champ externe. Ce champ externe est ici un artifice de calcul pour calculer la fonction de
corrélation :
Hh[h] =
⁄
d2x
5
Ÿ
2 (Ò
2h(x))2 + ‡˜2 (Òh(x))
2 ≠ f(x)h(x)
6
(A.1)
= 12
⁄
d2x d2y
Ë
h(x)(ŸÒ4 ≠ ‡˜Ò2)”(x≠ y)h(y)
È
≠
⁄
d2x f(x)h(x)
= 12
⁄
d2x d2y h(x)K(x≠ y)h(y) ≠
⁄
d2x f(x)h(x) (A.2)
où K(x≠ y) = (ŸÒ4 ≠ ‡˜Ò2)”(x≠ y), on définit sont inverse par :⁄
d2x K(x≠ y)K≠1(z≠ x) = ”(z≠ y)
… (ŸÒ4 ≠ ‡˜Ò2)K≠1(z≠ y) = ”(z≠ y) (A.3)
Eq. (A.3) montre que K≠1(X) est en faite la fonction de Green de (ŸÒ4 ≠ ‡˜Ò2). Dans la
suite, nous écrivons donc K≠1(x) par G(x).
G(x) = K≠1(x) = 1
‡˜
[G0(x)≠Gm(x)] (A.4)
lh =
1
m
=
Ú
Ÿ
‡˜
(A.5)
G0(x) est solution de ≠Ò2G0(x) = ”(x) et Gm(x) solution de ≠Ò2Gm(x)+m2Gm(x) = ”(x)
d’où en deux dimensions on à [68, 37] :
G0(x) = ≠ 12ﬁ ln
----xL
---- (A.6)
Gm(x) =
1
2ﬁK0(m|x|) (A.7)
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Avec L une longueur arbitraire et K0(m|x|) la fonction de Bessel de seconde espèce d’ordre
0. On peut alors écrire Hh[h] sous la forme :
Hh[h] = 12
⁄
d2x d2y
5
h(x) +
⁄
d2z f(z)G(z≠ x)
6
K(x≠ y)
5
h(y) +
⁄
d2z f(z)G(y≠ z)
6
≠12
⁄
d2x d2y f(x)G(x≠ y)f(y) (A.8)
Avec un hamiltonien gaussien, nous pouvons intégrer sur le champ de hauteur, on obtient :
Zh =
⁄
Dh e≠—Hh
= (2ﬁ)N/2(detK)≠N/2 exp
C
—
2
⁄
d2x d2y f(x)G(x≠ y)f(y)
D
(A.9)
Pour des détail complémentaire je vous renvoi à l’annexe A. A partir de Zh il nous est dès à
présent possible de calculer la fonction de corrélation de paire. On peut montrer que celle-ci
s’écrit (Cf. Remarque) :
Èh(x)h(y)Íc = 1
—2
”2 lnZh
”f(x)”f(y)
-----
f(x)©0
= 1
—
G(x≠ y) (A.10)
Remarque : Preuve Eq. (A.10) : D’après sa définition la fonction de corrélation s’écrit,
Èh(x)h(y)Íc = 1Zh
⁄
Dh h(x)h(y)e≠—2
s
d2x d2y h(x)K(x≠y)h(y) ≠—
s
d2x f(x)h(x) (A.11)
or,
”
”ﬂ(xÕ)
Ë
e≠—H
h
È
= e≠—2
s
d2x d2y h(x)K(x≠y)h(y) lim
‘æ0
1
‘
Ë
e≠—
s
d2x [f(x)+‘”(xÕ≠x)]h(x) ≠ e≠—
s
d2xf(x)h(x)
È
= e≠—2
s
d2x d2y h(x)K(x≠y)h(y) lim
‘æ0
1
‘
e≠—
s
d2x f(x)h(x)
Ë
e≠—‘h(x
Õ) ≠ 1
È
= e≠—2
s
d2x d2y h(x)K(x≠y)h(y) lim
‘æ0
1
‘
e≠—
s
d2x f(x)h(x) [1≠ —‘h(xÕ)≠ 1]
= ≠—h(xÕ)e≠—Hh
donc
Èh(x)Í = 1
—
” lnZh
”f(x)
-----
f(x)©0
(A.12)
A chaque fois que l’on applique une dérivée fonctionnelle par rapport à f(x) on fait descendre
de l’exponentielle un facteur (≠—)h(x). En appliquant consécutivement deux dérivées l’une
par rapport à f(x) et la seconde par rapport à f(y) sur notre exponentielle, on fait tomber
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(—2)h(x)h(y). On à donc d’après Eq. (A.11) :
Èh(x)h(y)Íc = 1
—2Zh
⁄
Dh ”
2 [e≠—Hh ]
”f(x)”f(y)
-----
f(x)©0
= 1
—2Zh
”2
”f(x)”f(y)
5⁄
Dh e≠—Hh
6----
f(x)©0
= 1
—2Zh
”2 [Zh]
”f(x)”f(y)
-----
f(x)©0
= 1
—2
”2 lnZh
”f(x)”f(y)
-----
f(x)©0
(A.13)
Plus généralement, SU pŸ
j=1
”
”ﬂ(xj)
TV lnZh|f(x)©0 = Èh(x1)h(x2)....h(xp)Íc (A.14)
L’Eq. (A.14) appliqué sur Eq. (A.9) conduit au théorème de Wick [85]. A chaque fois qu’une
dérivée agit sur l’exponentielle elle engendre un facteur f(x). Une autre dérivée devra agir
ultérieurement sur ce facteur sinon le terme correspondant s’annulera dans la limite f(x) © 0.
On en déduit que la moyenne du produit des h(xi) s’exprime en termes de la fonction de
corrélation à deux points comme suit :
Èh(x1)h(x2)....h(xp)Íc =
ÿ
Tout les appariements
possibles P de {1,2,...p}
Èh(x1)h(x2)Íc....Èh(xp≠1 )h(xp)Íc (A.15)
A partir de l’Eq. (A.9), on peut écrire :
1
—
” lnZh
”f(xÕ) =
1
—
”
”f(xÕ)
C
—
2
⁄
d2x d2y f(x)G(x≠ y)f(y)
D
(A.16)
= lim
‘æ0
1
‘
531
2
⁄
d2x d2y [f(x) + ‘”(xÕ ≠ x)]G(x≠ y)[f(y) + ‘”(xÕ ≠ y)]
4
≠ lnZh
6
(A.17)
= lim
‘æ0
1
‘
C3
‘
2
⁄
d2x f(x)G(x≠ xÕ)
4
+
A
‘—
2
⁄
d2y f(y)G(xÕ ≠ y)
B
+O(‘2)
D
(A.18)
=
⁄
d2y f(y)G(y≠ xÕ) (A.19)
Le passage de Eq. (A.18) à Eq. (A.19) est possible car G est symétrique, c’est à dire que
G(x≠y) = G(y≠x) : principe de réciprocité (en réalité, G(x≠y) est une fonction de |x-y|).
Èh(xÕ)h(yÕ)Íc = ”
”f(yÕ)
C
1
—
⁄
d2y f(y)G(y≠ xÕ)
D
= 1
—
G(xÕ ≠ yÕ) (A.20)
On doit maintenant calculer ÈÒ2h(x)Ò2h(y)Íc, È[Òh(x)]2[Òh(y)]2Íc et È[Òh(x)]2[Ò2h(y)]Íc [100].
Le théorème de Wick implique È[Òh(x)]2[Ò2h(y)]Íc = 0 (nombre impair de dérivée). Il reste
donc deux termes à calculer pour obtenir le potentiel d’ínteraction.
ÈÒ2h(x)Ò2h(y)Íc = 1
—
[Ò4G(x≠ y)] (A.21)
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Ò4G = ≠ 1
‡˜
Ò4Gm + 1
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Ò4G0
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2ﬁ
B
D’où
ÈÒ2h(x)Ò2h(y)Íc = ≠m
2
—‡˜
A
≠”(x≠ y) + m
2K0(m|x≠ y|)
2ﬁ
B
(A.22)
De plus il ne faut pas oublier de compter les di érentes permutations possibles pour l’autre
terme :
È[Òh(x)]2[Òh(y)]2Íc = Èˆih(x)ˆih(x)ˆjh(y)ˆjh(y)Íc
= 2ˆiˆjˆiˆjÈh(x)h(y)ÍcÈh(x)h(y)Íc
= 2
—2
ÿ
ij
[ÒiÒjG(x≠ y)]2 (A.23)
On pose |x≠ y| = mr ce qui nous permet d’obtenir : ÒiÒjG(|x≠ y|) = ≠ˆriˆrjG(mr)
≠ˆriˆrjG(mr) = ≠ˆriGÕ(mr)
mrj
r
= ≠GÕÕ(mr)m2 rirj
r2
+GÕ(mr)mrirj
r3
≠GÕ(mr)2”ijm
r
d’où
[ÒiÒjG(|x≠ y|)]2 = m4[GÕÕ(mr)]2 r
2
i r
2
j
r4
+m2
A
[GÕ(mr)]2
r2i r
2
j
r6
+ [GÕ(mr)]2”ij
1
r2
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≠ 2GÕÕ(mr)GÕ(mr)m3 r
2
i r
2
j
r5
+ 2GÕÕ(mr)GÕ(mr)m3 rirj
r3
”ij
≠ 2GÕ(mr)GÕ(mr)m2 rirj
r4
”ij (A.24)
donc,
È[Òh(x)]2[Òh(y)]2Íc = 2
—2
I
m4[GÕÕ(mr)]2 + m
2
r2
[GÕ(mr)]2
J
(A.25)
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