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Abstract
In this paper, a class of two-point boundary value problems for nonlinear second-order integral–differential equations of mixed
type is investigated in a real Banach space without making any compactness type assumption; we establish conditions for the
existence of a unique solution of the equation and develop an iterative formula for approximation of the solution and a formula for
estimating the error of the iterative solution. The results we obtained generalize and improve various recent results.
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1. Introduction
Let (E, ‖ · ‖) be a real partial order Banach space by a cone P of E , i.e., for any x, y ∈ E, y ≤ x if and only if
x − y ∈ P . Let I = [0, 1], f ∈ C[I × E × E × E, E], x0, x1 ∈ E .
In this paper, we consider the following two-point boundary value problem for nonlinear second-order integro-
differential equations of mixed type in E :{−u′′(t) = f (t, u(t), Tu(t), Su(t)), t ∈ [0, 1],
u(0) = x0, u(1) = x1, (1.1)
where T and S are linear operators defined by
(Tu)(t) =
∫ t
0
k(t, s)u(s)ds, (Su)(t) =
∫ 1
0
h(t, s)u(s)ds, t ∈ I,
in which k ∈ C(D,R+), D = {(t, s) ∈ I × I | t ≥ s} , h ∈ C(I × I,R+),R+ = [0,∞).
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Boundary value problems for linear and nonlinear differential equations are important because they have many
applications in the study of physical, biological and chemical phenomena. There has been a great deal of research
work on the existence of positive solutions for boundary value problems (see [1–3]). However, very few attempts have
been made to investigate two-point boundary value problems in Banach spaces. Guo [4] obtained the extremal solution
of the general two-point boundary value problems by using the upper and lower solution method and established a
new comparison result under certain conditions in which f satisfies a compactness type condition. Recently, Song [5]
obtained the unique solution of the following two-point boundary value problem without making any compactness
type assumptions:{−u′′(t) = f (t, u, u), t ∈ I,
u(0) = u(1) = θ, (1.2)
where θ is the zero element of E .
For the special case where f = f (t, u) and u(0) = u(1) = θ , Guo and Lakshmikantham [6] studied the existence
of multiple positive solutions of BVP (1.1), and Song [7] discussed the extremal solutions of BVP (1.1) by the partial
order theory and extended the result in [6]. Based on the previous results, the present paper further studies the solution
of the general boundary value problem (1.1), allowing the function f to include not only t and u, but also Tu and Su.
The rest of the paper is organized as follows. In Section 2, we give some preliminaries and establish several lemmas.
The main theorem will be formulated in Section 3. To demonstrate the application of the main theorems obtained, in
Section 4, we will firstly formulate an example and then discuss the unique solution in C3[I, E] of the following
third-order two-point boundary value problem{−u′′′(t) = f (t, u′, u), t ∈ I,
u(0) = θ, u′(0) = x0, u′(1) = x1. (1.3)
2. Preliminaries
Let C[I, E] denote the Banach space of all continuous mappings u : I → E with norm ‖u‖c = maxt∈I ‖u(t)‖.
Let C1[I, E] = {u | u be continuously differentiable from I into E}, where C2[I, E] = {u | u is second-order
continuously differentiable from I into E}. Evidently, C1[I, E] is a Banach space with norm
‖u‖1c = max
{
max
t∈I ‖u(t)‖, maxt∈I ‖u
′(t)‖
}
.
Let Pc = {u ∈ C[I, E] | u(t) ≥ θ, t ∈ I }. Then it is easy to show that Pc is a cone in C[I, E], and we denote the
partial order induced by Pc by ≤. Obviously, if P is normal, then Pc is also normal and the normal constant of Pc is
the same as that of P . Without loss of generality, we always assume that the normal constant is one in this paper. For
details on the definition and properties of the order, see for instance [8].
Consider the following linear two-point boundary value problem:{−u′′ = −Mu − NTu − N1Su + σ(t), t ∈ I,
u(0) = x0, u1 = x1, (2.1)
where M, N and N1 are nonnegative constants, and σ ∈ C[I, E].
Lemma 2.1 ([4]). Let
M + Nk0 + N1h0 < 4.
Then LBVP (2.1) has a unique solution u ∈ C2[I, E], which is given by the following formula
u(t) = x0 + (x1 − x0)t +
∫ 1
0
G(t, s)[σ(s)− Mu(s)− N (Tu)(s)− N1(Su)(s)]ds
= x0 + (x1 − x0)t + t
∫ 1
0
dr
∫ r
0
[σ(s)− Mu(s)− N (Tu)(s)− N1(Su)(s)]ds
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−
∫ t
0
dr
∫ r
0
[σ(s)− Mu(s)− N (Tu)(s)− N1(Su)(s)]ds. (2.2)
Lemma 2.2 ([4]). Let q ∈ C2[I, E] satisfy{−q ′′ ≥ −Mq − NTq − N1Sq, t ∈ I,
q(0) ≥ θ, q(1) ≥ θ,
where M, N and M are nonnegative numbers. Suppose that the following inequality holds
(M + Nk0 + N1h0) ≤ 2, (2.3)
where k0 = maxt,s∈D k(t, s), h0 = maxt,s∈I×I h(t, s). Then q(t) ≥ θ,∀t ∈ I .
3. Main results
In this section, we will establish the existence of a unique solution for the BVP (1.1).
Theorem 3.1. Let E be a real Banach space, P be a normal cone in E, u0 ∈ C2[I, E] and G = {u ∈ C[I, E] | u ≥
u0}. Assume the following conditions hold:
(H1) u0 is the lower solution of BVP (1.1), i.e.,{−u′′0 ≤ f (t, u0, Tu0, Su0),
u0(0) ≤ x0, u0(1) ≤ x1.
(H2) There exist nonnegative constants M, N , N1, K , L and L1, which satisfy (2.3) and
(M + K )+ (N1 + L1)h0
6
+ (N + L)k0
24
< 1
such that for any x, y ∈ G, y ≥ x, we have
−M(y − x)− NT (y − x)− N1S(y − x) ≤ f (t, y, T y, Sy)− f (t, x, T x, Sx)
≤ K (y − x)+ LT (y − x)+ L1S(y − x).
Then BVP (1.1) has a unique solution ω∗ in G, and for any ω0 ∈ G, the iterative sequence
ωn(t) = x0 + t (x1 − x0)+ t
∫ 1
0
dr
∫ r
0
f (s, ωn−1(s), Tωn−1(s), Sωn−1(s))ds
−
∫ t
0
dr
∫ r
0
f (s, ωn−1(s), Tωn−1(s), Sωn−1(s))ds
+
∫ t
0
dr
∫ r
0
[M(ωn − ωn−1)(s)+ NT (ωn − ωn−1)(s)+ N1S(ωn − ωn−1)(s)]ds
− t
∫ 1
0
dr
∫ r
0
[M(ωn − ωn−1)(s)+ NT (ωn − ωn−1)(s)+ N1S(ωn − ωn−1)(s)]ds
converges uniformly for t ∈ I with the norm of E, and for any
λ ∈
[
(M + K )+ (N1 + L1)h0
6
+ (N + L)k0
24
, 1
)
,
there exists a natural number n0 such that for any n ≥ n0, we have the following error estimate:
‖ωn − ω∗‖ ≤ λn‖ω0 − u0‖ + λ
n
1− λ‖u1 − u0‖.
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Proof. For x ∈ G, by Lemma 2.1, we know that
u(t) = x0 + (x1 − x0)t + t
∫ 1
0
dr
∫ r
0
[σ(s)− Mu(s)− N (Tu)(s)− N1(Su)(s)]ds
−
∫ t
0
dr
∫ r
0
[σ(s)− Mu(s)− N (Tu)(s)− N1(Su)(s)]ds
is the unique solution of BVP (2.1) with σ(t) = f (t, x(t), (T x)(t), (Sx)(t)) + Mx(t) + N (T x)(t) + N1(Sx)(t).
Define an operator A : G → C[I, E] by u = Ax , where u is the above unique solution corresponding to x ∈ G. It is
easy to verify that u ∈ C[I, E] is a solution of BVP (1.1) if and only if u is a fixed point of the operator A.
Now, we shall show that (a) u0 ≤ Au0, (b) A is a nondecreasing operator on G. Firstly, let u1 = Au0, q = u1−u0.
We know q ∈ C2[I, E]. By the σ(t) given and (2.1), we have−u
′′
1 = −Mu1 − NTu1 − N1Su1 + f (t, u0, Tu0, Su0)+ Mu0,+NTu0 + N1Su0= −Ma − NTq − N1Sq + f (t, u0, Tu0, Su0), t ∈ I,
u1(0) = x0, u1(1) = x1,
and so from (H2), we get{−q ′′ ≥ −Mq − NTq − N1Sq, t ∈ I,
q(0) ≥ θ, q(1) ≥ θ.
Consequently, Lemma 2.2 implies that q(t) ≥ θ for t ∈ I and so u0 ≤ Au0, i.e. u0 ≤ u1 and (a) is proved. To prove
(b), let h1, h2 ∈ G satisfy h2 ≥ h1, let q = Ah2 − Ah1. In the same way, we have, by (H2) and (2.1), that
−q ′′ = −Mq − NTq − N1Sq + f (t, h2, Th2, Sh2)
− f (t, h1, Th1, Sh1)+ M(h2 − h1)+ NT (h2 − h1)+ N1S(h2 − h1),
≥ −Mq − NTq − N1Sq, t ∈ I,
q(0) = θ, q(1) = θ.
Hence, by Lemma 2.2, we have q(t) ≥ θ for t ∈ I , i.e., Ah2 ≥ Ah1 and (b) is proved. It follows from the monotonicity
of A and ω0 ≥ u0 that
u0 ≤ u1 ≤ u2 ≤ · · · ≤ un = Aun−1 ≤ ωn, n = 1, 2, . . . . (3.1)
For any u, v ∈ G, v ≥ u, we have
θ ≤ Av − Au = t
∫ 1
0
dr
∫ r
0
(Cv)(s)− (Cu)(s)ds −
∫ t
0
dr
∫ r
0
(Cv)(s)− (Cu)(s)ds
+
∫ t
0
dr
∫ r
0
[M(Au − Av)(s)+ N (Au − Av)(s)+ N1S(Au − Av)(s)]ds
− t
∫ 1
0
dr
∫ r
0
[M(Au − Av)(s)+ N (Au − Av)(s)+ N1S(Au − Av)(s)]ds
≤ t
∫ 1
0
dr
∫ r
0
[(M + K )(v(s)− u(s))+ (N + L)T (v(s)− u(s))+ (N1 + L1)S(v(s)− u(s))]ds
= B(v − u),
where Cu = f (t, u, Tu, Su)+ Mu + NTu + N1Su and
Bu = t
∫ 1
0
dr
∫ r
0
[(M + K )u(s)+ (N + L)Tu(s)+ (N1 + L1)Su(s)]ds, t ∈ I.
Then B is a positive linear bounded operator from C[I, E] into C[I, E]. Next, we prove
rσ (B) ≤ (M + K )+ (N1 + L1)h06 +
(N + L)k0
24
. (3.2)
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Firstly, we may write α = (M+K )+(N1+L1)h06 + (N+L)k024 . It then follows from the method of mathematical induction
that for any positive integer n and t ∈ I
‖Bnu(t)‖ ≤
(
(M + K )+ (N1 + L1)h0
2
+ (N + L)k0
6
)
αn−1‖u‖ct. (3.3)
In fact, by the definition of the operator B, for any u ∈ C[I, E] and t ∈ I , we have
‖Bu(t)‖ =
∥∥∥∥∥t
∫ 1
0
dr
∫ r
0
[Lu(s)+ MTu(s)+ NSu(s)]ds
∥∥∥∥∥
≤ t
∫ 1
0
dr
∫ r
0
‖Lu(s)+ MTu(s)+ NSu(s)‖ds
≤ t
∫ 1
0
dr
∫ r
0
[(L + Nh0)‖u‖c + Mk0s‖u‖c]ds
≤
(
(M + K )+ (N1 + L1)h0
2
+ (N + L)k0
6
)
‖u‖ct,
i.e., (3.3) holds for n = 1.
Assume (3.3) holds for n = k, i.e.,
‖Bku(t)‖ ≤
(
(M + K )+ (N1 + L1)h0
2
+ (N + L)k0
6
)
αk−1‖u‖ct,
then by the definition of B, we have
‖Bk+1u(t)‖ = ‖B(Bku(t))‖ =
∥∥∥∥∥t
∫ 1
0
dr
∫ r
0
[LBku(s)+ MT Bku(s)+ NSBku(s)]ds
∥∥∥∥∥
≤ t
∫ 1
0
dr
∫ r
0
‖LBku(s)+ MT Bku(s)+ NSBku(s)‖ds
≤ t
∫ 1
0
dr
∫ r
0
[(L + Nh0)‖Bku(s)‖c + Mk0s‖Bku(s)‖]ds
≤ t
∫ 1
0
dr
∫ r
0
(L + Nh0)
(
(M + K )+ (N1 + L1)h0
2
+ (N + L)k0
6
)
αk−1‖u‖csds
+
∫ 1
0
dr
∫ r
0
Mk0
(
(M + K )+ (N1 + L1)h0
2
+ (N + L)k0
6
)
αk−1‖u‖c s
2
2
ds
≤
(
(M + K )+ (N1 + L1)h0
2
+ (N + L)k0
6
)(
(M + K )+ (N1 + L1)h0
6
+ (N + L)k0
24
)k
‖u‖ct,
i.e., (3.3) holds for n = k + 1. Hence by (3.3), we obtain
‖Bnu‖c ≤
(
(M + K )+ (N1 + L1)h0
2
+ (N + L)k0
6
)(
(M + K )+ (N1 + L1)h0
6
+ (N + L)k0
24
)n−1
‖u‖c.
Furthermore, by the definition of rσ (B), we obtain
rσ (B) = limn→∞ ‖B
n‖ 1n ≤
(
(M + K )+ (N1 + L1)h0
6
+ (N + L)k0
24
)
.
Therefore, (3.2) is proved. For any
λ ∈
[
(M + K )+ (N1 + L1)h0
6
+ (N + L)k0
24
, 1
)
,
there exists a natural number n0 such that
‖Bn‖ ≤ λn, n ≥ n0. (3.4)
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By (3.1), for any natural number n and t ∈ I , we have
θ ≤ un+1(t)− un(t) = Aun(t)− Aun−1(t) ≤ · · · ≤ Bn(u1(t)− u0(t)).
By the normality of Pc and (3.4), for any n ≥ n0, we obtain
‖un+1 − un‖c ≤ ‖Bn‖‖u1 − u0‖c ≤ λn‖u1 − u0‖c. (3.5)
Thus, by (3.5), for any positive integer p and n ≥ n0, we get
‖un+p − un‖c ≤ ‖un+p − un+p−1‖c + · · · + ‖un+1 − u + n‖c
≤ (λn+p−1 + λn+p−2 + · · · + λn)‖u1 − u0‖c
≤ λ
n
1− λ‖u1 − u0‖c. (3.6)
Hence {un} is the Cauchy sequence in G, and so there exists ω∗ ∈ G such that
‖un − ω∗‖c → 0, (n →∞).
In (3.6), let p →∞, we have
‖ω∗ − un‖ ≤ λ
n
1− λ‖u1 − u0‖c, n ≥ n0. (3.7)
By (3.1), we have un ≤ ω∗. Since A is nondecreasing, un+1 = Aun ≤ Aω∗, and hence un+1 ≤ ω∗ ≤ Aω∗. This
implies
θ ≤ Aω∗ − ω∗ ≤ Aω∗ − un+1 ≤ B(ω∗ − un).
From the normality of Pc and (3.7), we have
‖Aω∗ − ω∗‖c ≤ ‖B(ω∗ − un)‖c ≤ ‖B‖‖ω∗ − un‖c → 0, n →∞.
Hence, Aω∗ = ω∗, and thus ω∗ is a solution of BVP (1.1).
Next, assume that ω∗∗ ∈ G is also the solution of BVP (1.1), i.e., Aω∗∗ = ω∗∗. Then by u0 ≤ ω∗∗ and the
monotonicity of A, we have un = Anu0 ≤ Anω∗∗ = ω∗∗ (n = 1, 2, . . .). Hence, we have
θ ≤ ω∗∗ − un = Anω∗∗ − Anu0 ≤ Bn(ω∗∗ − u0).
Therefore, by the normality of Pc and (3.4), we have
‖ω∗∗ − un‖c ≤ λn‖ω∗∗ − u0‖c → 0, n →∞.
This implies ω∗∗ = ω∗.
For any ω0 ∈ G, u0 ≤ ω0, we have θ ≤ ωn − un ≤ Bn(ω0 − u0). Hence, by the normality of Pc and (3.4), we
obtain
‖ωn − un‖c ≤ ‖Bn‖‖ω0 − u0‖c ≤ λn‖ω0 − u0‖c, n ≥ n0.
This completes the proof of Theorem 3.1. 
Similarly, we may obtain the following theorem.
Theorem 3.2. Let E be a real Banach space, P be a normal cone in E, v0 ∈ C2[I, E] and G ′ = {u ∈ C[I, E] | u ≤
v0}. Assume the following conditions hold:
(H1)′ v0 is the supper solution of BVP (1.1), i.e.,{−v′′0 ≥ f (t, v0, T v0, Sv0),
v0(0) ≥ x0, v0(1) ≥ x1.
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(H2)′ There exist nonnegative constants M, N , N1, K , L and L1, which satisfy (2.3) such that
(M + K )+ (N1 + L1)h0
6
+ (N + L)k0
24
< 1,
and for any x, y ∈ G, y ≤ x, we have
−M(x − y)+ NT (x − y)+ N1S(x − y) ≤ f (t, x, T x, Sx)− f (t, y, T y, Sy)
≤ K (x − y)+ LT (x − y)+ L1NS(x − y).
Then BVP (1.1) has a unique solution ω∗ in G ′, and for any ω0 ∈ G ′, the iterative sequence
ωn(t) = x0 + t (x1 − x0)+ t
∫ 1
0
dr
∫ r
0
f (s, ωn−1(s), Tωn−1(s), Sωn−1(s))ds
−
∫ t
0
dr
∫ r
0
f (s, ωn−1(s), Tωn−1(s), Sωn−1(s))ds
+
∫ t
0
dr
∫ r
0
[M(ωn − ωn−1)(s)+ NT (ωn − ωn−1)(s)+ N1S(ωn − ωn−1)(s)]ds
− t
∫ 1
0
dr
∫ r
0
[M(ωn − ωn−1)(s)+ NT (ωn − ωn−1)(s)+ N1S(ωn − ωn−1)(s)]ds,
converges uniformly for t ∈ I with the norm of E, and for any
λ ∈
[
(M + K )+ (N1 + L1)h0
6
+ (N + L)k0
24
, 1
)
,
there exists a natural number n0 such that for any n ≥ n0, we have the following error estimate
‖ωn − ω∗‖ ≤ λn‖ω0 − u0‖ + λ
n
1− λ‖u1 − u0‖, n ≥ n0.
Remark 3.1. In [4], the following strict compactness type condition is required:
(H) There exists a nonnegative constant Ci ≥ 0 (i = 1, 2, 3) such that for any bounded set Vi ∈ E (i = 1, 2, 3),
α( f (t, V1, V2, V3)) ≤ C1α(V1)+ C2α(V2)+ C3α(V3).
In our results, the above condition is not required, and so in this sense, our results develop the main result in [4].
Remark 3.2. Taking E = R, the BVP (1.1) changes to the general ordinary differential equations. In [1–3], the
authors obtained the existence of one or more positive solutions of BVP (1.1). In this paper, we not only obtain
the existence and uniqueness of solution for BVP (1.1) in a Banach space, but also derive formulae for the iterative
approximation of the solution and the error estimate of iterative sequence.
Remark 3.3. The authors in [5,7] obtain the extremal solutions and the unique solution of BVP (1.1) by using the
upper and lower method and the upper control condition, respectively. In this paper we only need to satisfy the
condition that BVP (1.1) has a upper or a lower solution. Furthermore, we generalize the main results in [5,7].
4. Applications
In this section, we demonstrate the application of Theorem 3.1. We first give an example, and then solve BVP (1.3).
Example 4.1. Consider the BVP of an infinite system for the scalar second order integro-differential equation
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−u′′n =
t
360npi3
(1− piun − sinpi(t + un))3 − 160(n + 1)
(∫ t
0
exp(−ts)un(s)ds
)2
+ 1
20(n + 1)
∫ t
0
exp(−ts)un(s)ds − 160(n + 1)
(∫ 1
0
cos2 pi(t − s)un(s)ds
)5
+ t
2
n + 2
∫ 1
0
cos2 pi(t − s)un(s)ds, t ∈ [0, 1],
un(0) = un(1) = 0.
(4.1)
Conclusion. For 0 ≤ un ≤ 2, BVP (4.1) has a unique solution ω∗n .
Proof. Let E = l∞ = {u = (u1, . . . , un, . . .) | supn |un| < ∞} with norm ‖u‖ = supn |un| and P =
{u = (u1, . . . , un, . . .) | un ≥ 0, n = 1, 2, 3, . . .}. Then P is a normal cone in E . In this situation, u0 =
(0. . . . , 0, . . .), k(t, s) = exp(−ts), h(t, s) = cos2 pi(t − s), u = (u1, . . . , un, . . .), f = ( f1, . . . , fn, . . .) in which
fn = t360npi3 (1− piun − sinpi(t + un))
3 − 1
60(n + 1)
(∫ t
0
exp(−ts)un(s)ds
)2
+ 1
20(n + 1)
∫ t
0
exp(−ts)un(s)ds − 160(n + 1)
(∫ 1
0
cos2 pi(t − s)un(s)ds
)5
+ t
2
n + 2
∫ 1
0
cos2 pi(t − s)un(s)ds. (4.2)
It is clear that f ∈ C[I, E × E × E × E, E], where I = [0, 1]. Let u0(t) = (0, . . . , 0, . . .); then u0 ∈ C2[I, E],
and we have u′′0 = 0, u0(0) = u1(0) = 0 and fn(t, u0, Tu0, Su0) = t (1−sinpi t)
3
360npi3 ≥ 0. Consequently, u0
satisfies condition (H1) of Theorem 3.1. On the other hand, u = (u1, . . . , un, . . .), u = (u1, . . . , un, . . .) satisfying
u0(t) ≤ u ≤ u, (Tu0)(t) ≤ Tu ≤ Tu and (Su0)(t) ≤ Su ≤ Su, t ∈ I . We have by (4.2),
fn(t, u, Tu, Su)− fn(t, u, Tu, Su) ≥ t360npi3
[
(1− piun − sinpi(t + un)3)− (1− piun − sinpi(t + un)3)
]
− 1
60(n + 1) (Tun − Tun)
2 − 1
60(n + 1) (Sun − Sun)
5.
By computing the derivative of the right term on the above, we get
fn(t, u, Tu, Su)− fn(t, u, Tu, Su) ≥ − 115n (un − un)−
Tun − Tun
15(n + 1) −
Sun − Sun
12(n + 1)
≥ − 1
15
(un − un)− 130 (Tun − Tun)−
1
24
(Sun − Sun).
Similarly, we have by computation,
fn(t, u, Tu, Su)− fn(t, u, Tu, Su) ≤ (un − un)+ 120(n + 1) (Tun − Tun)+
1
n + 2 (Sun − Sun)
≤ (un − un)+ 140 (Tun − Tun)+
1
3
(Sun − Sun).
This means that condition (H2) of Theorem 3.1 is satisfied for M = 115 , N = 130 , N1 = 124 , K = 1, L = 140 , L1 = 13 .
Thus, our conclusion follows from Theorem 3.1. 
Remark 4.1. In this example, fn(n = 1, 2, 3, . . .) is not relatively compact. So our result improves the main result
in [4].
Secondly, consider a third-order two-point BVP (1.3) in the Banach space E . Let f ∈ C[I×E×E, E] and x = u′.
Then x ′′ = u′′′, u(t) = u(0) + ∫ t0 x(s)ds = ∫ t0 x(s)ds = (Tu)(t), x(0) = u′(0) = x0, x(1) = u′(1) = x1. Hence,
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BVP (1.3) can be regarded as the following second-order integro-differential equation:{−x ′′ = f (t, x, T x), t ∈ I,
x(0) = x0, x(1) = x1,
where T x = ∫ t0 x(s)ds, Sx = 0, i.e., k(t, s) ≡ 1, h(t, s) ≡ 0. The conclusion of the following theorem follows from
Theorem 3.1.
Theorem 4.1. Let E be a real Banach space, P be a normal cone in E, φ0 ∈ C3[I, E] and G = {u ∈ C[I, E] | u ≥
φ0}. Assume that the following conditions hold
(H∗1) φ0 is the lower solution of BVP (1.3), i.e.,{−φ′′0 (t) ≤ f (t, φ0(t), φ′0(t)), 0 ≤ t ≤ 1,
φ0(0) = θ, φ′0(0) ≤ θ, φ′0(1) ≤ θ.
(H∗2) There exist nonnegative constants M, K , N and L, which satisfy (2.3) and
(N + L)
6
+ M + K
24
< 1,
such that for any xi , yi ∈ G, yi ≥ xi , i = 1, 2, we have
−M(y1 − x1)− N (y2 − x2) ≤ f (t, y1, y2)− f (t, x1, x2)
≤ K (y1 − x1)+ L(y2 − x2).
Then BVP (1.3) has a unique solution φ∗ in G.
Remark 4.2. In [9], the authors give the lower control condition, and the lower and the upper solutions. On the other
hand, here we give the lower solution and get the unique solution. So our results improve and generalize the main
results in [9].
Acknowledgements
The authors are grateful to the referees for their valuable suggestions. The first and second authors were supported
financially by the National Natural Science Foundation of China (10471075) and the State Ministry of Education
Doctoral Foundation of China (20060446001). The third author was supported financially by the Australia Research
Council through an ARC Discovery Project Grant.
References
[1] L.H. Erbe, H. Wang, On the existence of the positive solutions of ordinary differential equations, Proc. Amer. Math. Soc. 120 (1994) 743–748.
[2] L.H. Erbe, S. Hu, H. Wang, Multiple positive solutions of some boundary value problems, J. Math. Anal. Appl. 184 (1994) 640–648.
[3] Y. Li, Positive solutions of second-order boundary value problems with sign-changing nonlinear terms, J. Math. Anal. Appl. 282 (2003)
232–240.
[4] D. Guo, Extremal solutions of nonlinear second order integral–differential equations in Banach spaces, J. Appl. Math. Stoch. Anal. 8 (1995)
319–329.
[5] G. Song, The existence and uniqueness of solution for two-point boundary value problems in Banach spaces, Math. Acta. Sci. 19 (2) (1999)
159–164 (in Chinese).
[6] D. Guo, V. Lakshmikantham, Multiple solutions of two-point boundary value problems of ordinary differential equations in Banach space, J.
Math. Anal. Appl. 129 (1988) 211–242.
[7] F. Song, Solution of two-point boundary value problems in Banach space, Chinese Ann. Math. 14 (6) (1993) 692–697 (in Chinese).
[8] D. Guo, Nonlinear Functional Analysis, Shandong Technology and Science Press, Jinan, 1985 (in Chinese).
[9] Y. Feng, S. Liu, Solvability of a third-order two-point boundary value problem, Appl. Math. Lett. 18 (2005) 1034–1040.
