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Network structures appear in various fields such as the Internet, transportation
networks, personal relationships, and so on. Such structures can be abstractly mod-
eled as graphs. Since graph structures are much more complicated than algebraic
data types (i.e. lists and trees), they cannot be handled easily by existing program-
ming languages. Thus, graph rewriting is proposed as a programming paradigm that
handles graphs as first-class objects and computation as rewriting of graphs.
A graph rewriting language LMNtal has aspects of both a programming language
that expresses computation by graph rewriting and a modeling language that can
handle complicated graph structures. Its implementation integrates both regular
program execution and model checking.
In graph rewriting languages, we can handle a broader class of graph structures than
algebraic data structures handled by functional languages. As a type checking method
for rewrite rules, LMNtal ShapeType was proposed based on Structured Gamma, a
static type checking method for graphs. In this method, since types are defined as
generative grammars written as LMNtal rules, type checking of LMNtal programs
can be done by LMNtal itself with model checking features of SLIM.
There are three main contributions of this research. (i) We formalized LMNtal
ShapeType addressing various subtleties and gave an implementation of it. We in-
troduced a new algorithm for simple implementation, closely discussed its properties,
and gave proofs for essential parts. We also gave a full implementation of type check-
ing using the features of the LMNtal meta-interpreter. (ii) We developed a method
of handling computation that results in a type that differs from the type of input
and/or requires multiple steps. We focused on functional atoms, a common design
pattern of LMNtal programming, and proposed a type checking method based on
this pattern to perform type checking even when the types of input and output differ,
when the computation receives multiple inputs, and when the computation requires
multiple steps. (iii) We improved the expressiveness of types. We used an extension
of LMNtal, called type process context, to represent indexed non-terminal symbols
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図 1.1 スキップリスト： (a) グラフによる表現 および (b) LMNtalグラフによる表現
ここで，スキップリストの n2ノードが 2つ並んだところがあったら，右側を n1に書
き換える，という書換え規則を考え，次の 2通りを書いたとする． 
n2(X,A,B,C,D), n2(Y,E,F,B,A)
:- n2(X,A,E,C,D), n1(Y,F,A).  
n2(X,A,B,C,D), n2(Y,E,F,B,A)
:- n2(X,A,F,C,D), n1(Y,E,A). 
このように，特にテキスト表現においては，どちらが正しい書換え規則であるかをひと目
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一方，本研究で扱う LMNtal ShapeType[7]は，Structured Gamma[8]およびその
サブセットである Shape types[9]を基とした型検査手法である．この手法では，LMNtal
のルールを生成規則として，生成文法により型の定義を行う．そのため，SLIMのモデル














































































































（エッジ）と対応している．p という名前で，m 本のリンク X1, . . . , Xm をもつアトムを
p (X1, . . . ,Xm) と書く．これらのリンクをアトムの引数といい，引数の間には全順序が
ついている．例えば，a(X,Y)は，2価の aアトムであり，ファンクタは a/2である．ま
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プロセス P ::= G,R
グラフ G ::= 0 （空）
| p (X1, . . . ,Xm) （アトム, m ≥ 0）
| G,G （分子）
ルールセット R ::= 0 （空）
| [RuleName @@ ] G :- G （ルール）
| R,R （分子） 
図 2.1 LMNtalの構文
















グラフ中に同名のリンクは高々 2 回出現する． 
























p(X1, . . . ,q(Y1, . . . ,Yn), . . . ,Xm)
は，
p(X1, . . . ,L, . . . ,Xm), q(Y1, . . . ,Yn,L)
と解釈される．ただし，L は使用されていない適当なリンク名とする．例えば，
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a(b(c),d)は a(B,D),b(C,B),c(C),d(D)を意味する．
2. 引数リストを省略した場合は引数が 0 個であると解釈される．つまり，p は p()
の意味である．
なお，構文上の曖昧さを排除するために適宜括弧 “( )” を用いる．ただし，括弧によ
る指定がない場合には左結合的に解釈する．また，区切り記号の結合の優先度は高い順に





係 “≡” が存在する．構造合同な LMNtal プロセスは互いに 0 ステップで変換可能であ
る．この関係は，図 2.3の規則を満たす最小の同値関係として定義される．ただし，(E6),
(E10)は本論文で扱わない膜に関する規則であるので省略した．なお，P [Y/X]はグラフ
P に出現するリンク X をリンク Y に置き換えることを意味する． 
(E1) 0,P ≡ P
(E2) P,Q ≡ Q,P
(E3) P,(Q,R) ≡ (P,Q), R
(E4) P ≡ P [Y/X] （ただし，X は P の局所リンク）
(E5) P ≡ P ′ ⇒ P,Q ≡ P ′,Q
(E7) X=X ≡ 0
(E8) X=Y ≡ Y =X
(E9) X=Y ,P ≡ P [Y/X] （ただし，P はアトム，X は P の自由リンク） 
図 2.3 LMNtalの構造合同規則
(E1)–(E3), (E5) はプロセス計算にもみられる一般的な規則であり，(E4) は局所リン
ク名の α-変換である．(E7)から (E9)までは特別な 2価のアトムであるコネクタに関す
る規則である．=(X,Y )は二つのリンク X, Y を接続するという意味を持ち，中置記法で
X =Y とも書く．(E7)は一つのリンクの両端が繋がって輪になっているものは空とみな
して良いこと，(E8)はリンクが対称である（つまり無向である）こと，(E9)は直接接続
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(R1)
G1
T :- U−−−−−→ G′1
G1,G2
T :- U−−−−−→ G′1,G2
(R3)
G2 ≡ G1 G1
T :- U−−−−−→ G′1 G′1 ≡ G′2
G2
T :- U−−−−−→ G′2
(R6) T







T :- U によるグラフの遷移関係 “





































定義 3.1. LMNtal ShapeType における型（以下，これを単に “ShapeType” という）
は，3つ組 (S, P,N) である．ここで，
• S = t/mは，開始記号と呼ばれるファンクタ
• P は，生成規則と呼ばれるルールの有限集合
• N は，非終端記号と呼ばれるファンクタの有限集合





ShapeTypeの構文を図 3.1に示す．なお，開始記号 S は LMNtalのアトムの形で，生
成規則の有限集合 P は LMNtalのルールをピリオド区切りで並べる形で，非終端記号の
有限集合N は LMNtalのアトムをカンマ区切りで並べる形で，それぞれ記述する．なお，
nonterminal{N}は S 以外の非終端記号の宣言であり，無ければ省略して良い．
ところで，S やN の要素はファンクタであってアトムではないので，本来であれば f/n
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1. s(L1, . . . , Ln)という非終端記号（開始記号を含む）は，そこから生成されるグラ
フの全体，すなわち
{G | s(L1, . . . , Ln)
P−→∗ G}







p0@@ skiplist(L1,L2) :- nil(L1,L2).
p1@@ skiplist(L1,L2) :- n1(X1,L1),skiplist(X1,L2).






n2 n1 n1 n2 n2 n2 n1 n1 n2 nilList1
List2
図 3.2 要素を省略したスキップリスト型グラフの例
以上のように定義された型を，開始記号 S = t/m のアトム名 t と，適当なリンク名
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型付け関係 “ : ” を定義するにあたって，補助的な型付け関係 “◁” を先に定義する．以
下では，L1, . . . , Lm だけを自由リンクに持つグラフを G[L1, . . . , Lm]と書く．また，グ
ラフ G中で使用されているファンクタ全体の集合を，Funct(G)と表す．
定義 3.2. 型 (t/m,P,N) について，
t(L1, . . . ,Lm)
P−→∗ G[L1, . . . , Lm]
であるとき，かつそのときに限り，G[L1, . . . , Lm] は t(L1, . . . ,Lm) 型によって生成さ




定義 3.3. 型 (t/m,P,N) について，
G[L1, . . . , Lm]◁ t(L1, . . . ,Lm) かつ Funct(G[L1, . . . , Lm]) ∩N = ∅
であるとき，かつそのときに限り，G[L1, . . . , Lm] は t(L1, . . . ,Lm) 型に属する（ある















ルールの型検査について，もう少し形式的に解説する．まず，型 t に関する LMNtal
ルール r の型保存性を定義する．
定義 3.4. ルール r と型 t/m およびリンク列 L1, . . . , Lm について，全ての G :
t(L1, . . . ,Lm)が，
G
r−−→ G′ ⇒ G′ : t(L1, . . . ,Lm)
を満たすとき，かつそのときに限り，rは t型を保存するといい，これを Prest(r)と書く．






すなわち，グラフ X とルールセット R が与えられた時に，Y
R−→ X を満たすグラフ Y
を列挙できなくてはならない．これは，LMNtalルールの反転によって実現可能である．
定義 3.5. LMNtal ルール r = T :- U の反転 rrev を，rrev ≜ U :- T で定める．同様




rrev−−−→ Y が同値であることが LMNtalの遷移規則および構造合同規則から容易に示せ
る．すなわち，Y
R−→ X を満たす Y を列挙するには，R を反転したルールセット Rrev
を作り，それを単に適用すればよい．以下ではこのことを単に「Rを逆向きに適用する」
という．
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3.4 グラフの型検査の詳細な検査手法
グラフの型検査は，LMNtalグラフX[L1, . . . , Lm]と型 (t/m,P,N)を与えられて，与










もつ自由リンクおよび自由リンク名は重要でないので，これを省略してX[L1, . . . , Lm]を
X のように記す． 
// X[L1, . . . , Lm] : t(L1, . . . , Lm)が満たされるかを検査する
1: function GCheck(X, (t/m, P,N))
2: if ∃f ∈ Funct(X). f ∈ N then return false
3: else return GGCheck(X, (t/m, P,N),∅)
4: end function
// X[L1, . . . , Lm]◁ t(L1, . . . , Lm)が満たされるかを検査する
1: function GGCheck(X, (t/m, P,N), G)
2: if X ≡ t(L1, . . . ,Lm) then return true
3: R← ∅
4: for each Y s.t. Y
P−→ X ∧ ∄Y ′ ∈ G. Y ≡ Y ′ do
5: G← G ∪ {Y }
6: if GGCheck(Y, (t/m, P,N), G ∪ {X}) then return true
7: end for
8: return false
9: end function 
図 3.3 グラフ型検査のアルゴリズム
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GCheckは，X[L1, . . . , Lm] : t(L1, . . . , Lm)を検査する，主たる関数である．X に含
まれるアトム数は有限であるから，X に非終端記号が含まれていないことはすべてのア
トムを見ていくことで検査できる．これに加えて，X[L1, . . . , Lm]◁ t(L1, . . . , Lm)を確
かめれば良い．
GGCheck は，X[L1, . . . , Lm] ◁ t(L1, . . . , Lm) を検査する補助関数である．ここで
は，X から生成規則 P による逆遷移を繰り返すことによって開始記号まで遡ることがで
きるかを確かめている．

















定義 3.6. 型 (t/m,P,N)とルール α :- β について，α
P−→∗ β が満たされるとき，かつ
そのときに限り，α :- β は t型により還元可能であるといい，Red(t/m,P,N)(α :- β)と
書く．








まず，各生成規則 α :- β について，β ≡ β1,β2 かつ β1 が空でないようなグラフ β1, β2
をとる．つまり，β の空でない部分グラフ β1 をとった上で，β のうち β1 に含まれない残
りの部分（すなわち，グラフをアトムの多重集合とみた場合の補集合）を β2 とする．
ここで，β1,L :- Rという状態があったら，この状態を α,L :- β2,Rへと書き換える
ような書換え規則を作成する．つまり，左辺に β1 を含む状態があったら，その β1 を α
で置き換えた上で，右辺に β2 を追加する．
以上の手続きを全通りの β1, β2 について繰り返し，得られた全ての書換え規則からなる
ルールセットを型検査用のルールセットとする．
3.5.3 ルールの型検査の具体的な検査手法








検査対象のルールを α :- β，型を (t/m,P,N)とすると，検証したい型保存性は
Prest(α :- β) = ∀G,G′. G : t ∧ G
α :- β−−−−→ G′ =⇒ G′ : t
である．ここで，「G を α :- β で書き換えた結果が G′」は「G のうち α とマッチしな
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かった部分を C とすると，G′ は β,C と構造合同」と同値である．すなわち
G
α :- β−−−−→ G′ ⇐⇒ ∃C. G ≡ α,C ∧ G′ ≡ β,C
である．これによって，
Prest(α :- β) = ∀C. α,C : t =⇒ β,C : t
がいえる．ここで，α, β が t型の非終端記号を含む場合は型検査の前段階において排除す
ることにすると，α,C : t より C は非終端記号を含まないことがわかるので，当然 β,C
も非終端記号を含まない．よって，
Prest(α :- β) = ∀C. α,C ◁ t =⇒ β,C ◁ t
と変形できる．これを定義に基づいて展開すると，
Prest(α :- β) = ∀C. S




このときもし，Redt(α :- β) = α
P−→∗ β が成り立つのであれば，S P−→∗ α,C P−→∗



















P−→∗ α,C を 1ステップ分遡って展開すると，次を得る：
S
P−→∗ α′, C ′ P−→ α,C0
P−→∗ α,C
α,C0
P−→∗ α,C においては 0回以上の外部還元を行われている．これは外部還元である
ので内部グラフ α は書換えの対象とならず，還元後も変わらず内部グラフとして残存す
る．一方で，外部グラフ C は書き換えられた可能性があるので，還元後の外部グラフを
新たに C0 と置いた．続いて，α′, C ′
P−→ α,C0 においては 1回の内部還元が行われてい
る．ここにおいては，内部グラフ・外部グラフともに書き換えられた可能性があるので，
還元後の内部グラフ・外部グラフをそれぞれ新たに α′・C ′ と置いた．
まず，内部還元 α′, C ′
P−→ α,C0 の右側（還元前）の α,C0 について見ていく．ここ
で実際に使われた生成規則を pL :- pR とする．α のうち，還元により書き換えられた
部分を α1，残りを α2 とする．C0 のうち，還元により書き換えられた部分を C1，残
りを C2 とする．すると，pR ≡ α1, C1，α ≡ α1, α2，C0 ≡ C1, C2 となる．つまり，
α,C0 ≡ α1, α2, C1, C2 ≡ pR, α2, C2 である．
次に，内部還元 α′, C ′
P−→ α,C0 の左側（還元後）の α′, C ′ について見ていく．右側の
α,C0 が pR, α2, C2 と構造合同になることがわかったので，これを pL :- pR で 1ステッ
プ還元した後のグラフは pL, α2, C2 である．ここで，還元前の内部グラフで書換えの対象
とならなかった α2 は還元後の内部グラフ α′ に，還元前の内部グラフで書換えの対象とな
らなかった C2 は還元後の外部グラフ C ′ に，それぞれ含まれている．また，これは内部
還元であるので，書換えの結果得られた pL は還元後の内部グラフに含まれている．つま





いま，検査対象ルールの右辺である β に C1 を補ったグラフ β,C1 を新たに β′ と置
く．ここで Prest(α′ :- β′)が成り立つと仮定すると，S
P−→∗ α′, C ′ より S P−→∗ β′, C ′
も成り立つ．β′ に β,C1 を代入すると，S
P−→∗ β,C1, C ′ であり，C0 ≡ C1, C2 および
C ′ ≡ C2 より S
P−→∗ β,C0 であり，C0
P−→∗ C より S P−→∗ β,C となる．
以上の議論をまとめると，S
P−→∗ α,C を 1ステップ展開して得られた全通りの α′, β′
の組について，Prest(α′ :- β′)を示せば，Prest(α :- β)が示されることになる．
実際には，この手続きを各分岐についてベースケースである Redt(α :- β)が満たされ
るまで再帰的に繰り返す．すなわち，「どの還元経路上にも，いずれ還元可能性を満たす








まず，3.5.2節で示した手順で生成される状態空間を Kripke構造の形で S = (W, T ,L)
と定義する．ただし，W は LMNtalルール全体の集合であり，L :W → 2{s,r} は状態へ




定理 3.7. S, r |= ¬sW rならば，r は T 型を保存する．
ここで，Wは “weak until”を意味する時相論理演算子であり，P WQは「Qが成り立
つまでずっと P が成り立つ，またはいつでも P が成り立つ（つまり，(P UQ) ∨ GP）」








































*1 実際の SLIM では，LTL モデル検査をサポートする都合上 Nested DFS を採用しているが，通常の
DFSでも本論文の議論に支障をきたさない．
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 
// ルール L :- Rが型 (t/m,P,N)を保存するかを検査する
1: function RCheck(L :- R, (t/m,P,N))
2: if (Funct(L) ∪ Funct(R)) ∩N ̸= ∅ then return false
3: else if RCheckSub(L :- R, (t/m,P,N), [])= 0 then return true
4: else return false
5: end function
// 逆実行により生成された状態空間を探索する
// [v1, . . . , vn]は深さ優先探索における探索済み状態のスタック
1: function RCheckSub(L :- R, (t/m,P,N), [v1, . . . , vn])
2: if L consists only of one t/m atom then
3: if Reduce(R,L, P,∅) then return 0
4: else return −1
5: if ∃ i s.t. 1 ≤ i ≤ n and vi = Li :- Ri and Li ≡ L then
6: if Reduce(Ri, Li, P,∅) then return n− i
7: else return −1
8: for each (L′, C) s.t. L′
P−→ L,C do
9: S ← RCheckSub(L′:-(R,C), (t/m,P,N), [v1, . . . , vn, L :- R])
10: if S > 0 then return S − 1







1: function Reduce(X,Y, P,G)
2: if X ≡ Y then return true
3: for each X ′ s.t. X ′
P−→ X ∧ ∄X ′′ ∈ G. X ′′ ≡ X ′ do
4: G← G ∪ {X ′}
5: if Reduce(X ′, Y, P,G ∪ {X}) then return true
6: end for
7: return false
8: end function 
図 3.4 ルールの型検査アルゴリズム
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から 1ステップで遷移しうる全状態を Ret に返却する．加えて RetRule には使用
したルールセットがそのまま返却される．
• state_space.state_map_init(Ret)
グラフとその一意な IDを紐付けるデータ構造（state_map）を初期化して Ret に
返却する．
• state_space.state_map_find(Map, {$key[]},Res,Ret)
Map に与えられた state_mapと {$key[]}に与えられたグラフに基づいて，その
グラフの一意な IDを Res に返却し，更新された state_mapを Ret に返却する．
• state_space.state_map_find(Map, $key ,Res,Ret)
Map に与えられた state_mapと $key に与えられた IDに基づいて，その IDをも


































ある {anbncn | n ≥ 0}は，次の文脈自由な型 s(R)によって表すことができる： 
defshape s(R){
p1@@ s(R) :- s(A,A,B,B,C,C,R).




:- a(A1,R), b(B1,A2), c(C1,B2), n(C2).
} 
この型では，まず生成規則 p1により自己ループを三つ生成し，p3を何度か適用すること
により a, b, cの各アトムを同時に生成していき，最後にそうしてできた三つのアトムの







定義 4.2. 型 τ について，τ に出現する各ファンクタに対し正整数の重みを付ける関数
w : Funct(τ) → N \ {0} のことを重み付け関数という．ただし，例外としてコネクタの
重み w(=/2)は必ず 0とする．加えて，型 τ に対する重み付け関数 w と，Funct(τ)に含
まれるファンクタをもつアトムのみからなるグラフ Gについて，グラフの重み w(G)を，






なお，「グラフの重み」はアトム数の一般化になっている．実際，∀f. w(f) = 1とする
と，グラフの重みはアトム数と一致する．
定義 4.3. 型 (t/m,P,N)について，τ に対するある重み付け関数wについて，∀(α :- β) ∈
P. w(α) ≤ w(β)であるとき，τ は整合的であるという．
文脈自由な型は当然整合的でもある．







s@@ rbtree(R) :- btree(nat,R).
bz@@ btree(z,R) :- leaf(R).
tz@@ tree(z,R) :- leaf(R).
bs@@ btree(s(N),R) :- b(tree(N1),tree(N2),R), cp(N,N1,N2).
ts@@ tree(s(N),R) :- b(tree(N1),tree(N2),R), cp(N,N1,N2).
r@@ tree(N,R) :- r(btree(N1),btree(N2),R), cp(N,N1,N2).
ns@@ nat(R) :- s(nat,R).
nz@@ nat(R) :- z(R).
cs@@ cp(s(N),N1,N2) :- cp(N,M1,M2), s(M1,N1), s(M2,N2).
cz@@ cp(z,N1,N2) :- z(N1), z(N2).
} nonterminal {
rbtree(R), btree(N,R), tree(N,R),
cp(N,N1,N2), nat(R), s(N,R), z(R)
} 
ここで，非終端記号 btree/2 は根が黒である赤黒木を， tree/2 は根が赤または黒で
ある赤黒木を表している．その他の cp, nat, s, z といった非終端記号は，ここでは補













図 4.1 rbtree型のグラフ例 （lは leafを表す）
助的に使われている．まず，natは自然数を表す非終端記号であり，z/1（zero）と s/2
（successor）を用いて，X=s(s(...s(z)...))のように生成する木の黒高さを表現してい
る．また，cp/3 は，生成規則 cs, cz により，第 1引数に繋がっている自然数を，第 2・
第 3引数へと複製・分配する．このように黒高さに関する数値制約を設け，適切に分配す
ることにより，赤黒木のバランスを表現している．













z(R), cp(R,L,A) :- z(A), ...
↓
z(R1), cp(R1,R,B), cp(R,L,A) :- z(B), z(A), ...
↓




















p1@@ dlist(X,Y) :- X=Y.
p2@@ dlist(X,Y) :- c(dlist(X),Y).
} 
ここで，生成規則 p1は，右辺にコネクタ以外のアトムが存在しないために，如何なる重み























p1@@ dlist(X,Y) :- X=Y.
p2@@ dlist(X,Y) :- c(dlist(X),Y).







い．また，空の差分グラフ X=Y に対しグラフの型検査を行うと，生成規則 p1 によって
dlist(X,Y) へと逆遷移可能であるので，空の差分グラフが確かに dlist 型であること
がいえる．
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4.3 ルールの型検査の既存手法との比較
























例えば，以下のような append/3 アトムは関数型言語における append 関数のように，リ
ストの結合を行う． 
a1@@ R=append(c(L1),L2) :- R=c(append(L1,L2)).
a2@@ R=append(n,L) :- R=L. 
これらのルールは図 5.1に示すように可視化できる．
関数的アトムは，関数と同様に引数に対し入力されたデータに基づいて，適切に出力を











図 5.1 append/3 アトムに関する関数的ルール




























































図 5.4 t2l/3 アトムによる計算過程
 
t1@@ t2l(n(N,L,R),T,P) :- t2l(L,c(N,t2l(R,T)),P).
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list(L1),list(L2) ⊢{a1,a2} append(L1,L2,R) : list(R)
tree(T) ⊢{t1,t2} t2l(T,X,Y) : dlist(X,Y) 











定義 5.1. 型 t1, . . . , tn, T と，f/mアトム一つからなるグラフ F および 左辺に f/m ア
トムをちょうど 1つもつルールからなるルールセット R について，t1, . . . , tn 型をそれぞ
れもつグラフ Gt1 , . . . , Gti に対し，
F,Gt1, . . . ,Gtn
R−→∗ G
を満たし，かつ F と同じファンクタのアトムを含まないような G について，G : T を
（Gt1 , . . . , Gtn のとり方によらず）満たすとき，F は関数的であるという．また，これを
t1, . . . , tn ⊢R F : T とかく．
t1, . . . , tn を入力型，T を出力型，Rを F に関する関数的ルールセットという．また，
F をもつアトムのことを単に関数的アトムという．誤解の恐れがないときは，Rを略す．













例えば，図 5.2の最左のグラフは関数的アトム appendに入力型 listのグラフが 2つ繋
がった形をしているので，計算途中グラフそのものといえる．これに 1ステップルールを
適用したグラフ（図 5.2の左から 2つ目）は cアトムの先に計算途中グラフが繋がった形





ると，全体として出力型のグラフになっている．つまり，図 5.2の cアトムが 0個以上繋
がった先に計算途中グラフが繋がった形は，計算途中グラフを list型の任意のグラフで
置き換えてやると，全体として list型のグラフとなる．また，図 5.4の左から 2つ目の
グラフは cアトムの前後に計算途中グラフが繋がった形をしているので，計算途中グラフ
を差分リストで置き換えてやると，全体として差分リストになる．
関数的ファンクタ F をもつアトムを（0個以上）含むグラフ Gに対し，F に関する関


















以上の議論を定理の形にまとめると次のようになる．ただし，St, Pt, Nt は型 tの開始
記号と生成規則の集合と非終端記号の集合をそれぞれ表すとする．また，それぞれの型の
非終端記号には重複がないように予め α変換を施しておくものとする．
定理 5.2. 生成規則の集合 P = PT ∪ Pt1 ∪ · · · ∪ Ptn ∪ {T :- F,t1, . . . ,tn}と非終端記
号の集合 N = NT ∪Nt1 ∪ · · · ∪Ntn について，すべてのルール r ∈ Rが，型 (ST , P,N)
を保存するとき，t1, . . . , tn ⊢R F : T が成り立つ．
証明. P は生成規則 T :- F,t1, . . . ,tn を含み，かつ T は開始記号であるので，
F,Gt1, . . . ,Gtn は (ST , P,N) 型をもつ．F,Gt1, . . . ,Gtn
R−→∗ G なるグラフ G を
とる．すべてのルール r ∈ Rが型 (ST , P,N)を保存することから，Gも (ST , P,N)型を
もつ．
ここで，Gが f/mアトムを含まないと仮定する．G : (ST , P,N)より，ST
P−→∗ Gな
る経路が存在する．G は f/m アトムを含まないから，この経路上において，生成規則
T :- F,t1, . . . ,tn は使用されていない．
また，この経路上に t1, . . . , tn 型の非終端記号は出現しない．なぜなら，これらの非終
端記号は T :- F,t1, . . . ,tn が適用されたときのみ出現できるためである．
よって，この経路上で t1, . . . , tn 型の生成規則は適用されていない．そのため，この生
成経路において非終端記号 Nt1 , . . . , Ntn と生成規則 Pt1 , . . . , Ptn は冗長である．
よって，G : (ST , PT , NT ) = T である．
定義 5.1より，t1, . . . , tn ⊢R F : T が成り立つ．
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5.2.1 型検査手順の具体例
例えば，前述の appendの場合，まず出力の型である listは次のように表せる： 
defshape list(R){
p1@@ list(R) :- c(list,R).






p1@@ list(R) :- c(list,R).
p2@@ list(R) :- n(R).
p3@@ list(R) :- append(L1,L2,R),list(L1),list(L2).
} 
そして，appendアトムの 2つのルール，すなわち 
a1@@ R=append(c(L1),L2) :- R=c(append(L1,L2)).
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defshape rbtree3(R){
init@@ rbtree3(R) :- btree3(R).
bb3@@ btree3(R) :- b(tree2,tree2,R).
bb2@@ btree2(R) :- b(tree1,tree1,R).
bb1@@ btree1(R) :- b(tree0,tree0,R).
bl@@ btree0(R) :- leaf(R).
tb2@@ tree2(R) :- b(tree1,tree1,R).
tb1@@ tree1(R) :- b(tree0,tree0,R).
tr2@@ tree2(R) :- r(btree2,btree2,R).
tr1@@ tree1(R) :- r(btree1,btree1,R).
tr0@@ tree0(R) :- r(btree0,btree0,R).












前節の定義において，bb3から bb1，tb2から tb1，tr2から tr0はそれぞれほとんど
同一の生成規則であり，非終端記号の添字が変わっているにすぎない．よって，次のよう
に簡略化することができると考えられる．
第 6章 数値制約を伴う型の検査 41 
defshape rbtree(R){
init@@ rbtree(R) :- btree($n,R).
bb@@ btree($n,R)
:- $m = $n-1 | b(tree($m),tree($m),R).
bl@@ btree(0,R) :- leaf(R).
tb@@ tree($n,R)
:- $m = $n-1 | b(tree($m),tree($m),R).
tr@@ tree($n,R)
:- r(btree($n),btree($n),R).




























b(S,leaf,R) :- b(S,r(leaf,leaf),R) 
これは赤黒木へのノードの挿入のうち最も単純な（木の回転を必要としない）例である．
まず，生成規則 tlを逆向きに使って，左辺の leafを treeに戻す． 
b(S,tree(0),R) :- b(S,r(leaf,leaf),R) 
続いて，自由リンク Sの先に tree(0)を補いつつ，生成規則 tbを逆向きに使って，左辺
全体を treeに戻す． 







また，生成規則 tbの代わりに bbを逆向きに使うと，次を得る． 
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b(A,B,R) :- b(B,A,R) 
これは単に黒ノードの左右の部分木を入れ替えるルールである．あまり実用的でなくかつ
型保存性が直感的には明らかであるが，この型検査にあたっては添字の取扱いが難しい．
まず自由リンク Aと Bの先に黒高さ nの treeを補いつつ，生成規則 bbを逆向きに使い，
次を得る． 
btree(n+ 1,R) :- b(tree(n),tree(n),R) 
このルールは生成規則 bbにより reducibleである．同様に，初期状態から生成規則 tbを
使った場合以下を得るが，これも生成規則 tbにより reducibleである． 












ltree($r,R) :- $x < $r
| node($x,ltree($x),mtree($x,$r),R).
mtree($l,$r,R) :- nil(R).
mtree($l,$r,R) :- $l =< $x, $x < $r
| node($x,mtree($l,$x),mtree($x,$r),R).
rtree($l,R) :- nil(R).
rtree($l,R) :- $l =< $x










R = bst :- R = tree(-$inf,$inf).
R = tree($l,$r) :- R = nil.
R = tree($l,$r) :- $l <= $x, $x < $r










































1 ins01@@ insert(T,P) :- turnB(insert1(T),P).
2
3 ins11@@ insert1(l,P) :- r(l,l,P).
4 ins12@@ insert1(b(L,R),P) :- balance(insert1(L),R,P).
5 ins13@@ insert1(b(L,R),P) :- balance(L,insert1(R),P).
6 ins14@@ insert1(b(L,R),P) :- b(L,R,P).
7 ins15@@ insert1(r(L,R),P) :- r(insert2(L),R,P).
8 ins16@@ insert1(r(L,R),P) :- r(L,insert2(R),P).
9 ins17@@ insert1(r(L,R),P) :- r(L,R,P).
10
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11 ins21@@ insert2(l,P) :- r(l,l,P).
12 ins22@@ insert2(b(L,R),P) :- balance(insert1(L),R,P).
13 ins23@@ insert2(b(L,R),P) :- balance(L,insert1(R),P).
14 ins24@@ insert2(b(L,R),P) :- b(L,R,P).
15
16 turn1@@ turnB(r(L,R),P) :- b(L,R,P).
17 turn2@@ turnB(b(L,R),P) :- b(L,R,P).
18 turn3@@ turnB(l,P) :- l(P).
19
20 bal01@@ balance(r(r(A,B),C),D,P) :- r(b(A,B),b(C,D),P).
21 bal02@@ balance(r(A,r(B,C)),D,P) :- r(b(A,B),b(C,D),P).
22 bal03@@ balance(A,r(B,r(C,D)),P) :- r(b(A,B),b(C,D),P).
23 bal04@@ balance(A,r(r(B,C),D),P) :- r(b(A,B),b(C,D),P).
24
25 bal05@@ balance(l,l,P) :- b(l,l,P).
26 bal06@@ balance(l,b(A,B),P) :- b(l,b(A,B),P).
27 bal07@@ balance(l,r(l,l),P) :- b(l,r(l,l),P).
28 bal08@@ balance(l,r(l,b(A,B)),P) :- b(l,r(l,b(A,B)),P).
29 bal09@@ balance(l,r(b(A,B),l),P) :- b(l,r(b(A,B),l),P).
30 bal10@@ balance(l,r(b(A,B),b(C,D)),P) :- b(l,r(b(A,B),b(C,D)),P).
31 bal11@@ balance(b(A,B),l,P) :- b(b(A,B),l,P).
32 bal12@@ balance(b(A,B),b(C,D),P) :- b(b(A,B),b(C,D),P).
33 bal13@@ balance(b(A,B),r(l,l),P) :- b(b(A,B),r(l,l),P).
34 bal14@@ balance(b(A,B),r(l,b(C,D)),P) :- b(b(A,B),r(l,b(C,D)),P).
35 bal15@@ balance(b(A,B),r(b(C,D),l),P) :- b(b(A,B),r(b(C,D),l),P).
36 bal16@@ balance(b(A,B),r(b(C,D),b(E,F)),P) :- b(b(A,B),r(b(C,D),b(E,F)),P).
37 bal17@@ balance(r(l,l),l,P) :- b(r(l,l),l,P).
38 bal18@@ balance(r(l,l),b(A,B),P) :- b(r(l,l),b(A,B),P).
39 bal19@@ balance(r(l,l),r(l,l),P) :- b(r(l,l),r(l,l),P).
40 bal20@@ balance(r(l,l),r(l,b(A,B)),P) :- b(r(l,l),r(l,b(A,B)),P).
41 bal21@@ balance(r(l,l),r(b(A,B),l),P) :- b(r(l,l),r(b(A,B),l),P).
42 bal22@@ balance(r(l,l),r(b(A,B),b(C,D)),P) :- b(r(l,l),r(b(A,B),b(C,D)),P).
43 bal23@@ balance(r(l,b(A,B)),l,P) :- b(r(l,b(A,B)),l,P).
44 bal24@@ balance(r(l,b(A,B)),b(A,B),P) :- b(r(l,b(A,B)),b(A,B),P).
45 bal25@@ balance(r(l,b(A,B)),r(l,l),P) :- b(r(l,b(A,B)),r(l,l),P).
46 bal26@@ balance(r(l,b(A,B)),r(l,b(A,B)),P) :- b(r(l,b(A,B)),r(l,b(A,B)),P).
47 bal27@@ balance(r(l,b(A,B)),r(b(A,B),l),P) :- b(r(l,b(A,B)),r(b(A,B),l),P).
48 bal28@@ balance(r(l,b(A,B)),r(b(A,B),b(C,D)),P) :- b(r(l,b(A,B)),r(b(A,B),b(C,D)),P).
49 bal29@@ balance(r(b(A,B),l),l,P) :- b(r(b(A,B),l),l,P).
50 bal30@@ balance(r(b(A,B),l),b(A,B),P) :- b(r(b(A,B),l),b(A,B),P).
51 bal31@@ balance(r(b(A,B),l),r(l,l),P) :- b(r(b(A,B),l),r(l,l),P).
52 bal32@@ balance(r(b(A,B),l),r(l,b(A,B)),P) :- b(r(b(A,B),l),r(l,b(A,B)),P).
53 bal33@@ balance(r(b(A,B),l),r(b(A,B),l),P) :- b(r(b(A,B),l),r(b(A,B),l),P).
54 bal34@@ balance(r(b(A,B),l),r(b(A,B),b(C,D)),P) :- b(r(b(A,B),l),r(b(A,B),b(C,D)),P).
55 bal35@@ balance(r(b(A,B),b(C,D)),l,P) :- b(r(b(A,B),b(C,D)),l,P).
56 bal36@@ balance(r(b(A,B),b(C,D)),b(A,B),P) :- b(r(b(A,B),b(C,D)),b(A,B),P).
57 bal37@@ balance(r(b(A,B),b(C,D)),r(l,l),P) :- b(r(b(A,B),b(C,D)),r(l,l),P).
58 bal38@@ balance(r(b(A,B),b(C,D)),r(l,b(A,B)),P) :- b(r(b(A,B),b(C,D)),r(l,b(A,B)),P).
59 bal39@@ balance(r(b(A,B),b(C,D)),r(b(A,B),l),P) :- b(r(b(A,B),b(C,D)),r(b(A,B),l),P).




















































なお，非終端記号 rbtree1($n,P)は，黒高さ $nまたは $n+1の赤黒木を表す．
ソースコード 6.2 拡張された赤黒木の型
1 defshape rbtree(R){
2 s@@ rbtree(R) :- $n>=0 | rbtree($n,R).
3 sr@@ rbtree1(R) :- $n>=0 | rbtree1($n,R).
4 st@@ tree(R) :- $n>=0 | tree($n,R).
5 si@@ infrared(R) :- $n>=0 | infrared($n,R).
6
7 s1@@ rbtree($n,R) :- btree($n,R).
8 bz@@ btree(0,R) :- l(R).
9 bs@@ btree($n,R) :- $m=$n-1 | b(tree($m),tree($m),R).
10 r@@ tree($n,R) :- r(btree($n),btree($n),R).
11
12 ts@@ tree($n,R) :- rbtree($n,R).
13
14 i1@@ infrared($n,P) :- tree($n,P).
15 i2@@ infrared($n,P) :- r(tree($n),tree($n),P).
16 t1@@ trees($n,L,R) :- tree($n,L), tree($n,R).
17 t2@@ trees($n,L,R) :- infrared($n,L), tree($n,R).
18 t3@@ trees($n,L,R) :- tree($n,L), infrared($n,R).
19
20 r1@@ rbtree1($n,P) :- rbtree($n,P).
21 r2@@ rbtree1($n,P) :- $m=$n+1 | rbtree($m,P).
22
23 f1@@ tree($m,P) :- $m=$n+1 | balance(L,R,P), trees($n,L,R).
24 f2@@ rbtree1($n,P) :- insert(T,P), rbtree($n,T).
25 f3@@ rbtree1($m,P) :- turnB(T,P), infrared($n,T).
26 f4@@ infrared($n,P) :- insert1(T,P), tree($n,T).
27 f5@@ tree($n,P) :- insert2(T,P), btree($n,T).
28 } nonterminal {
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29 rbtree(R), rbtree($n,R), btree($n,R), tree($n,R),




それに伴い，生成規則 sr, st, siを追加している．これは，任意の黒高さをもつ木を表す
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ずである．例えば，次の作業を閉路に属する全状態について繰り返すことにより（非効率
的ではあるが有限時間で）検査できるはずである．





スでたどり着いた状態を L :- R,Ci (i = 1, . . . , n) とする．(ii) となったパスの総数を
mとし，各々のパスでたどり着いた状態を L′j :- R,C
′
j (j = 1, . . . ,m)とする．ここで，
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性（定理 A.5）・健全性（定理 A.7）・完全性（定理 A.9）を示す．
定義 A.1. ファンクタの集合 F について，Funct(G) ⊆ F なるグラフ全体の集合を
Graph(F )とかく．
補題 A.2. 整合的な ShapeType τ = (t/m,P,N)とその重み付け関数w，および LMNtal
グラフ G,G′ ∈ Graph(Funct(τ))について，G′ P−→ Gならば w(G) ≥ w(G′)である．
証明. G′
P−−→ Gより，ある生成規則 p = α :- β について G′ p−−→ Gである．
以下，G′
p−−→ G の導出にあたって最後に適用した遷移規則によって場合分けを行い，
構造に関する帰納法で w(G) ≥ w(G′)を示す．
• (R1)のとき，G′ = G′1,G2, G = G1,G2かつG′1
p−−→ G1とすると，帰納法の仮定
より w(G1) ≥ w(G′1)である．w(G′) = w(G′1)+w(G2), w(G) = w(G1)+w(G2)
であるから，w(G) ≥ w(G′)である．
• (R3) のとき，G′1 ≡ G′, G ≡ G1, G′1
p−−→ G1 とすると，帰納法の仮定より
w(G1) ≥ w(G′1)である．w(G1) = w(G), w(G′1) = w(G′)であるから，w(G) ≥
w(G′)である．
• (R6)のとき，G′ = αθ,G = βθ とすると，型 (t/m,P,N)が整合的であることか
ら，いかなる θ についても w(αθ) ≤ w(βθ)である．すなわち，w(G) ≥ w(G′)で
ある．
補題 A.3. 整合的な ShapeType τ = (t/m,P,N)とその重み付け関数 w，および非負整
数 nとリンクの有限集合 Lについて，以下を満たす LMNtalグラフ Gは構造合同なもの
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を同一とみなせば有限個しか存在しない．
G ∈ Graph(Funct(τ)) ∧ w(G) = n ∧ FLink(G) = L




補題 A.4. 任意の LMNtalグラフ X と整合的な ShapeType (t/m,P,N)とグラフの有
限集合 Gについて，GGCheck(X, (t/m,P,N), G)は停止する．
証明. 型 (t/m,P,N)の重み付け関数を wとする．
GGCheckの 11行目において，再帰呼出しの第 1引数に与えられうる Y は，Y
P−→∗ X
を満たす．ここで，補題 A.2より，w(X) ≥ w(Y )である．これと補題 A.3より，Y は構
造合同なものを同一とみなせば有限個しか存在しない．




定理 A.5 (グラフの型検査の停止性). 任意の LMNtalグラフ X と整合的な ShapeType
τ について，GCheck(X, τ)は停止する．
証明. これは Funct(X)と N が有限であることと，補題 A.4から明らかである．
補題 A.6. 任意の LMNtalグラフ X と ShapeType (t/m,P,N)とグラフの有限集合 G
について，GGCheck(X, (t/m,P,N), G)が返した集合がリンク列 [L1, . . . , Lm]を含む
とき，X ◁ t(L1, . . . ,Lm)である．
証明. GGCheck が再帰呼び出しされた最大回数（再帰の深さ）に関する数学的帰納法
で示す．
再帰呼出しが 0 回であるとき，6 行目で戻り値 {[L1, . . . , Lm]} を返している．また，
X ≡ t(L1, . . . ,Lm)である．定義より明らかに X ◁ t(L1, . . . ,Lm)．
再帰呼出しが n + 1 回（n ≥ 0）であるとき，再帰呼出しが 1 回以上行われることか
ら，13行目で R を返している．また，R に含まれるリンク列 [L1, . . . , Lm]は，11行目
の GGCheck(Y, (t/m,P,N), G ∪X)の戻り値にも含まれている．ここで，9行目より
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Y
P−→ X が成り立ち，帰納法の仮定より Y ◁t(L1, . . . ,Lm)が成り立つ．よって生成関係








すなわち，X ◁ t(L1, . . . ,Lm)．
定理 A.7 (グラフの型検査の健全性). 任意の LMNtal グラフ X と ShapeType
(t/m,P,N)について，GCheck(X, (t/m,P,N))が返した集合がリンク列 [L1, . . . , Lm]
を含むとき，X : t(L1, . . . ,Lm)である．
証明. GCheck(X, (t/m,P,N))が空でない集合を返すのは，∃f ∈ Funct(X). f ∈ N が
成り立たないときであり，このときに限り 3行目でGGCheck(X, (t/m,P,N),∅)の戻り
値をそのまま返す．すなわち，GGCheck(X, (t/m,P,N),∅)の戻り値は [L1, . . . , Lm]を
含む．よって，補題A.6より，X◁t(L1, . . . ,Lm)である．また，¬∃f ∈ Funct(X). f ∈ N
より，∀f ∈ Funct(X). f /∈ N である．すなわち，Funct(X) ∩ N = ∅ である．以上よ
り，X : t(L1, . . . ,Lm)である．
補題 A.8. 任意の LMNtal グラフ X と整合的な ShapeType (t/m,P,N) について，
X ◁ t(L1, . . . ,Lm)であるとき，GGCheck(X, (t/m,P,N),∅)が返した集合はリンク
列 [L1, . . . , Lm]を含む．
証明. X ◁ t(L1, . . . ,Lm)より，あるX0, . . . , Xn (n ≥ 0)について以下が成り立つ．た
だし，i < nなる iについて，Xi は開始記号ではないものとし，i ̸= j ⇒ Xi ̸≡ Xj（つま
り閉路を持たない）とする．
t(L1, . . . ,Lm) = Xn
P−→ · · · P−→ X1
P−→ X0 = X
i < nなる iと，Yi ≡ Xiなる Yiと，あるGiについて，GGCheck(Yi, (t/m,P,N), Gi)
を呼び出したときについて考える．Xi は開始記号ではないので，Yi も当然開始記号では




• ∄Yi+1 ∈ Gi. Xi+1 ≡ Yi+1 の場合，9行目からの forループが Y ← Xi+1 として実
行され，11行目においてあるGi+1についてGGCheck(Xi+1, (t/m,P,N), Gi+1)
が呼び出される．
• ∃Yi+1 ∈ Gi. Xi+1 ≡ Yi+1 の場合，これ以前に別の場所で，ある Gi+1 について
GGCheck(Yi+1, (t/m,P,N), Gi+1)が呼び出されたことがわかる．
以上より，いずれかの再帰呼び出しの内部において，Yi+1 ≡ Xi+1 なる Yi+1 と，ある
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Gi+1 についてGGCheck(Yi+1, (t/m,P,N), Gi+1)が呼び出されている．
このことから，GGCheck(X, (t/m,P,N),∅) を呼び出したとき，Yn ≡ Xn なる Yn
と，ある Gn について GGCheck(Yn, (t/m,P,N), Gn)が呼び出されている．この呼び
出しでは，Yn ≡ Xn = t(L1, . . . ,Lm)より，6行目において {[L1, . . . , Lm]}を返す．
GGCheck は 13 行目において，全ての再帰呼び出しの戻り値の和集合を返す．よっ
て，GGCheck(X, (t/m,P,N),∅)の戻り値はGGCheck(Yn, (t/m,P,N), Gn)の戻り
値 {[L1, . . . , Lm]}を含んでいる．
定理 A.9 (グラフの型検査の完全性). 任意の LMNtalグラフ X と整合的な ShapeType
(t/m,P,N)について，X : t(L1, . . . ,Lm)であるとき，GCheck(X, (t/m,P,N))が返
す集合はリンク列 [L1, . . . , Lm]を含む．
証明. X : t(L1, . . . ,Lm)より，X◁t(L1, . . . ,Lm)かつ Funct(X)∩N = ∅である．ゆ
えに ∀f ∈ Funct(X). f /∈ X であるから，GCheckの 2行目の if文の条件は不成立とな
る．よって，GCheck(X, (t/m,P,N))はGGCheck(X, (t/m,P,N),∅)の戻り値をそ
のまま返す．また，X◁t(L1, . . . ,Lm)と補題A.8より，GGCheck(X, (t/m,P,N), G)
が返した集合はリンク列 [L1, . . . , Lm] を含む．以上より，GCheck(X, (t/m,P,N)) が
返す集合はリンク列 [L1, . . . , Lm]を含む．
A.2 ルールの型検査の正当性証明
ここでは，3.5.5節で紹介したルールの型検査の正当性定理（定理 3.7）を証明する．
LMNtalルール α1 :- β1 と α2 :- β2 との間の遷移関係 T を，
α1 :- β1
T−→ α2 :- β2
iff ∃αp :- βp ∈ P. ∃γ, γ′.
α2
αp :- βp−−−−−−→ α1,γ ∧ β2 ≡ β1,γ
∧ βp ≡ γ,γ′ ∧ γ′ ̸≡ 0
で定める．また，W を LMNtalルール全体の集合とし，ラベル付け関数 L :W → 2{s,r}
を次で定める．なお，原子命題 sは “start symbol”，rは “reducible”を意味する．ただ
し，ここでの ≡は自由リンク名の違いを無視する．
s ∈ L(α :- β) iff α ≡ T
r ∈ L(α :- β) iff α P−→∗ β
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このとき，Kripke構造 S = (W, T ,L)を考える．この Kripke構造の意味する状態空
間は，3.5節で述べた手法により構築される状態空間と同一である．以下，S, r |= ¬sW r
が型保存性の十分条件であることを示す．
補題 A.10. α :- β が reducibleで，α :- β
T−→ α′ :- β′ なら，α′ :- β′ も reducible．
証明. 仮定より α
P−→∗ β である．また，T の定義から ∃γ. α′ P−→ α,γβ′ ≡ β,γ である．
よって，α′
P−→ α,γ P−→∗ β,γ ≡ β′，すなわち α′ P−→∗ β′ である．
補題 A.11. P,Q ≡ R,S のとき，P ≡ A1,A2, Q ≡ A3,A4, R ≡ A1,A3, S ≡ A2,A4
を満たす A1, A2, A3, A4 が存在する．
証明. 構造合同規則より明らか．
補題 A.12. P
α :- β−−−−→ Qのとき，P ≡ C,α, Q ≡ C,β を満たす C が存在する．
証明. 構造合同規則と遷移規則から明らか．
補題 A.13. X
p−→ Y ≡ α,C (p = αp :- βp ∈ P )のとき，以下のいずれかが成り立つ．
• ∀β. ∃α′, β′, C1, C2. α :- β
T−→ α′ :- β′
∧ C ≡ C1,C2 ∧X ≡ α′,C2 ∧ β′ ≡ β,C1
• ∃C ′. X ≡ α,C ′ ∧ C ′ p−→ C
証明. X
p−→ Y と補題 A.12より，X ≡ αp,Cp, Y ≡ βp,Cp なる Cp が存在する．Y ≡
βp,Cp ≡ α,C なので，補題 A.11 より C ≡ C1,C2, α ≡ C3,C4, βp ≡ C1,C3, Cp ≡
C2,C4 なる C1, C2, C3, C4 が存在する．
C3 ̸≡ 0の場合
ここで α′ = αp,C4, β′ = β,C1 とおく．α′ ≡ αp,C4
p−→ βp,C4 ≡ C1,C3,C4 ≡
α,C1なので，C1を T の定義における γ，C3を γ′と見做すと，α :- β
T−→ α′ :- β′
である．また，X ≡ αp,Cp ≡ αp,C2,C4 ≡ α′,C2 である．
C3 ≡ 0の場合
C1 ≡ βp なので，C ≡ βp,C2 である．よって，αp,C2
p−→ C となる．ここで
C ′ ≡ αp,C2 とおくと，C ′
p−→ C である．一方，α ≡ C4 なので，Cp ≡ C2,αで
ある．よって，X ≡ αp,Cp ≡ αp,C2,α ≡ α,C ′ である．
定理 3.7. S, r |= ¬sW rならば，r は T 型を保存する．
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証明. G◁ T および G r−→ G′ ならびに S, r |= ¬sW rを仮定して G′ ◁ T を示す．
G ◁ T のとき，非負整数 n とグラフ X0, . . . , Xn (X0 = G, Xn = T ) および
p0, . . . , pn−1 ∈ P があって，∀i < n. Xi+1
pi−−→ Xi である．
G
r−→ G′ なので，r = α :- β とすると，G ≡ α,C, G′ ≡ β,C なる C ∈ G(N ∪Σ)が
存在する．
次に，i = 0, . . . , n− 1について，Xi ≡ αi,Ci ならば以下を満たす αi+1, βi+1, Ci+1 が
存在することを示す．
αi :- βi
T−→∗ αi+1 :- βi+1




pi−−→ Xi と補題 A.13より，以下のいずれかが成り立つ．
1. ∃αi+1, βi+1, C ′i, Ci+1.
αi :- βi
T−→ αi+1 :- βi+1 ∧ Ci ≡ C ′i,Ci+1
∧Xi+1 ≡ αi+1,Ci+1 ∧ βi+1 ≡ βi,C ′i
2. ∃Ci+1. Xi+1 ≡ αi,Ci+1 ∧ Ci+1
pi−−→ Ci
1.の場合，βi+1,Ci+1 ≡ βi,C ′i,Ci+1 ≡ βi,Ci となることから明らか．一方，2.の場合
は αi+1 = αi, βi+1 = βi とおけば明らか．
以上から，α :- β
T−→∗ αn :- βn かつ T ≡ αn,Cn かつ βn,Cn
P−→∗ β,C なる
αn, βn, Cn が存在する．ここで，T は開始記号の（自己ループを含まない）アトム一つか
らなるので，Cn ≡ 0であり，T ≡ αn である．よって，s ∈ L(αn :- βn)である．
r
T−→∗ αn :- βn と S, r |= ¬sW rおよび補題 A.10より，r ∈ L(αn :- βn)でもある．
つまり αn
P−→∗ βn である．よって，T ≡ αn
P−→∗ βn







1 init@@ init={$init[]}, reduce={@reduce}, rules={@r}, reversedRules={@rr}, start={$start
[]} :- {
2 st1,
3 Map = state_space.state_map_find(state_space.state_map_init,{$start[]},S),
4 map = getIDs(Map,{$init[]},LhsID,ID,RetRule),
5 start = S,
6 stk = [[p(RetRule,LhsID,ID)]],
7 set = set.init,
8 cycle = set.init,
9 trail = [],
10 rules = {@r},
11 state_count=0,
12 reversedRules={@rr},
13 % log = [],
14 @reduce.
15
16 // if (stk == [[]]) return true;
17 st1_empty@@
18 st1, stk=[[]], trail=[] :- ret=true.
19
20 // cur = stk.top; if (cur == []) { stk.pop(); trail.pop(); continue; }
21 st1_top_empty@@
22 st1, stk=[[]|Stk], trail=[p({$p[]},H,H1)|T]
23 :- int(H),int(H1) |
24 st1, stk=Stk, trail=T.
25




30 st50, stk=[T|Stk], px=p({$x[]},X,X1).
31
32 make_pairs@@ R=make_pairs(L) :- R=mpsub(L,[]).
33 mpsub1@@ R=mpsub([],L) :- R=L.





39 addnext1@@ R=addnext(p(Rule,LhsID,ID),[])% , log=Log
40 :- int(LhsID),int(ID) | R=[p(Rule,LhsID,ID)]. %, log=[added(ID)|Log].
41 addnext2@@ R=addnext(p({$rule[]},LhsID,ID),[p({$rule2[]},LhsID2,ID2)|T])
42 :- ID=:=ID2, int(LhsID2) | R=[p({$rule2[]},LhsID,ID)|T].
43 addnext3@@ R=addnext(p(Rule,LhsID,ID),[p(Rule2,LhsID2,ID2)|T])














58 // getlhs(+Rule, -RetRule, -LHS)
59 getlhs@@
60 Ret=getlhs({rule({$l},{$r})},Res)
61 :- copymem({$l},Src,Copy), Ret=getlhs1(Src,Copy,{$r},Res).
62
63 getlhs1@@








71 Z=copied(X,Y) :- X=Z, Y=’.’.
72 {$p[X|*A]},X=’.’ :- {$p[X|*A],X=free}.







80 st50, px=p({$n[]},N,N1), set=Set
81 :- int(N1) |
82 st501, px=p({$n[]},N,N1), set=set.find(Set, N1, res).
83
84 st501_found@@
85 st501, res=some, px=p({$n[]},N,N1) :- int(N),int(N1) | st1.
86
87 st501@@
88 st501, res=none :- st51.
89
90 // if (px.id in cycle) {
91 st51@@
92 st51, px=p({$n[]},N,N1), cycle=Cycle
93 :- int(N), int(N1) |
94 st52, px=p({$n[]},N,N1), cycle=set.find(Cycle, N, res).
95
96 st52_found@@
97 st52, res=some, px=p({$n[]},N,N1) :- st53, red=reduce({$n[]}), px=p({$n[]},N,N1).
98
99 st52@@
100 st52, res=none :- st6.
101
102 // if (Reduce(px.graph,ps,map)) continue;
103 st53_true@@
104 st53, red=true, px=p({$rule[]},N,N1)




109 st53, red=false :- ret=false.
110
111 // if (px.id in trail){
112 st6@@
113 st6, trail=Trail, stk=Stk, px=p({$rule[]},X,X1)
114 :- int(X) |
115 st7, res=find(Trail, Stk, X, trail, stk), px=p({$rule[]},X,X1).
116
117 // find(+Trail, +Stk, +X, -RTrail, -RStk, -Ret)
118 find1@@ Ret=find([p({$t[]},T,T1)|Trail], [L|Stk], X, RTrail, RStk)
119 :- T =:= X, int(T1) | Ret=some(Trail,Stk,p({$t[]},T,T1)), RStk=[L], RTrail=[p({$t[]},T
,T1)].
120 find2@@ Ret=find([p({$t[]},T,T1)|Trail], [L|Stk], X, RTrail, RStk)
121 :- T =\= X | Ret=find(Trail, Stk, X, RT, RS), RTrail=[p({$t[]},T,T1)|RT], RStk=[L|RS].
122 find3@@ Ret=find([],Stk,X,RTrail,RStk) :- int(X) | RTrail=[], RStk=Stk, Ret=none.
123
124 removelist1@@ removelist=[] :- .
125 removelist2@@ removelist=[p({$t[]},X,X1)|L] :- int(X),int(X1) | removelist=L.
126 removelists1@@ removelists=[] :- .
127 removelists2@@ removelists=[H|T] :- removelist=H, removelists=T.
128
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129 // if (Reduce(trail.top,ps,map)) {
130 st7_found@@
131 st7, res=some(Trail,Stk,p({$t[]},T,T1)), stk=RS, trail=RT
132 :- int(T), int(T1) |
133 st71, red=reduce({$t[]}),
134 trail=Trail, stk=Stk, removelists=RS, removelist=insertall(RT).
135
136 insertall1@@ R=insertall([p({$t[]},T,T1)|L]), cycle=Cycle
137 :- int(T) | R=[p({$t[]},T,T1)|insertall(L)], cycle=set.insert(Cycle,T).




142 st71, red=true, px=p({$x[]},X,X1)
143 :- int(X), int(X1) |
144 st1.
145
146 // else return false;
147 st71_false@@
148 st71, red=false :- ret=false.
149
150 st7@@
151 st7, res=none, px=p({$rule[]},X,X1) %, stk=[[]|Stk]
152 :- int(X) |
153 st81, res=isStart(X), px=p({$rule[]},X,X1). %, stk=Stk.
154
155 isStart1@@ R=isStart(X), start=S :- X=:=S | R=true, start=S.
156 isStart2@@ R=isStart(X), start=S :- X=\=S | R=false, start=S.
157
158 st81@@
159 st81, res=false :- st3.
160
161 // if (px is start) { if (Reduce(px.graph,ps,map)) continue; else return false; }
162 st81_true@@




166 % st9, px=p({$x[]},X,X1) :- int(X),int(X1) | st1.
167
168 // set.insert(id_x); nexts = getNext(x,ps);
169 st3@@
170 st3, px=p({$x[]},X,X1), set=Set, rules={@r}, state_count=N %, log=Log
171 :- int(X1), N1=N+1 |
172 st31, px=p({$x[]},X,X1), set=set.insert(Set,X1),
173 nexts=make_pairs(state_space.react_nd_set({@r}, {$x[]}, rules)),
174 state_count=N1. %, log=[px({$x[]},X)|Log].
175
176 // if (nexts == []) { continue; }
177 st31_empty@@
178 st31, px=p({$x[]},X,X1), nexts=[] :- int(X),int(X1) | st1.
179
180 // trail.push(p(x,id_x,id_x_)); list = []; stk.push(list);
181 st31@@
182 st31, px=p({$x[]},X,X1), stk=S, nexts=[p({$n[]},N,N1)|Ns], trail=Trail
183 :- st1, stk=[[p({$n[]},N,N1)|Ns]|S], trail=[p({$x[]},X,X1)|Trail].
184
185 state_sum(0,0).
186 state_sum(N,S), reduce_states=M :- N1=N+1, S1=M+S | state_sum(N1,S1).
187
188 % stdout=io.stdout.
189 % stdout=O, print=S :- stdout=io.print_line(O,S).
190
191 % ret=Ret, log=Log :- ret=Ret, print_logs(rev_log(Log,[])).
192 % R=rev_log([],X) :- R=X.
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193 % R=rev_log([H|T],X) :- R=rev_log(T,[H|X]).
194 % print_logs([]) :- .
195 % print_logs([H|T]) :- print_log(H), print_logs(T).





201 Ret=reduce({rule({$l},{$r})}) :- Ret=reduce_sub({rule({$l,flink=[]},{$r,flink=[]})}).
202
203 reduce_sub1@@
204 Ret=reduce_sub({rule({$l[X,FL|*L], flink=FL},{$r[X,FR|*R], flink=FR})})
205 :-
206 Ret=reduce_sub({rule({$l[X,FL|*L], flink=[X|FL]},{$r[Y,FR|*R], flink=[Y|FR]})}).
207
208 reduce_sub2@@
209 Ret=reduce_sub({rule({$l[FL], flink=FL},{$r[FR], flink=FR})})
210 :-
211 Ret=reduce({$r[FR], flink=FR}, {$l[FL], flink=FL}).
212
213 reduce@@ R=reduce({$x[]},{$y[]}), reversedRules={@r}, map=Map :- class(Map,"state_map")
| R=reduce{
214 st1,
215 dest = p({$y[]},ID_Y),
216 Map1 = state_space.state_map_find(Map, {$x[]}, ID_X),
217 map = state_space.state_map_find(Map1, {$y[]}, ID_Y),
218 stk = [p({$x[]},ID_X)],
219 set = set.init,
220 rules = {@r},
221 states=0.
222
223 // if (stk == []) return false;
224 reduce_st1_empty@@
225 st1, stk=[] :- ret=false.
226
227 // p(x,id_x) = pop(); set.insert(id_x);
228 reduce_st1@@
229 st1, stk=[p({$x[]},X)|T], set=Set
230 :- int(X) |
231 st2, stk=T, px=p({$x[]},X), set=set.insert(Set,X).
232
233 // if (id_x =:= dest.id) return true;
234 reduce_st2_found@@
235 st2, px=p({$x[]},X), dest=p({$y[]},Y) :- X =:= Y | ret=true.
236
237 // nexts = getNext(x,ps);
238 reduce_st2@@
239 st2, px=p({$x[]},X), rules={@r}, states=N
240 :- N1=N+1 |




245 st3, px=p({$x[]},X), nexts=[] :- int(X) | st1.
246
247 // for (next of nexts) { pn = p(next, getID(map,next));
248 reduce_st3@@
249 st3, nexts=[{$n[]}|T], map=Map
250 :-
251 st4, nexts=T, pn=p({$n[]},NID),
252 map = state_space.state_map_find(Map, {$n[]}, NID).
253
254 reduce_st4@@
255 st4, pn=p({$n[]},N), set=Set
256 :- int(N) |
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257 st5, pn=p({$n[]},N), set=set.find(Set, N, found).
258
259 // if (pn.id in set) continue;
260 reduce_st5_already@@
261 st5, found=some, pn=p({$n[]},N) :- int(N) | st3.
262
263 reduce_st5@@
264 st5, found=none, stk=Stk, pn=p({$n[]},N) :- st3, stk=[p({$n[]},N)|Stk].
265
266 reduce_gc_set@@
267 ret=R, set=Set :- ret=R, set.free(Set).
268
269 reduce_gc_stk_empty@@
270 ret=R, stk=[] :- ret=R.
271
272 reduce_gc_stk@@
273 ret=R, stk=[p({$x[]},X)|T] :- int(X) | ret=R, stk=T.
274 }.
275 reduce_end@@
276 R=reduce{ret=$ret, map=Map, rules={@r}, states=N, $p[], @rest}
277 :- unary($ret), class(Map, "state_map"), int(N) |







p0@@ skiplist(L1,L2) :- nil(L1,L2).
p1@@ skiplist(L1,L2) :- n1(X1,L1),skiplist(X1,L2).
p2@@ skiplist(L1,L2) :- n2(X1,X2,L1,L2),skiplist(X1,X2).
} 
であり，検査対象のルールが 




2 rule0@@ rule({n_nil(N_L1,N_L2),$p[N_L1,N_L2|*A]},{$q[|*B]}) :- | rule({n_skiplist(N_L1,
N_L2),$p[N_L1,N_L2|*A]},{$q[|*B]}).
3 rule1@@ rule({n_node1(N_X1,N_L1),$p[N_L1|*A]},{$q[N_X1|*B]}) :- | rule({n_skiplist(N_L1,
N_L2),$p[N_L1|*A]},{n_skiplist(N_X1,N_L2),$q[N_X1|*B]}).
4 rule2@@ rule({n_skiplist(N_X1,N_L2),$p[N_L2|*A]},{$q[N_X1|*B]}) :- | rule({n_skiplist(
N_L1,N_L2),$p[N_L2|*A]},{n_node1(N_X1,N_L1),$q[N_X1|*B]}).





7 rule5@@ rule({n_node2(N_X1,N_X2,N_L1,N_L2),$p[N_L1,N_L2|*A]},{$q[N_X1,N_X2|*B]}) :- |
rule({n_skiplist(N_L1,N_L2),$p[N_L1,N_L2|*A]},{n_skiplist(N_X1,N_X2),$q[N_X1,N_X2|*B
]}).
8 rule6@@ rule({n_skiplist(N_X1,N_X2),$p[|*A]},{$q[N_X1,N_X2|*B]}) :- | rule({n_skiplist(
N_L1,N_L2),$p[|*A]},{n_node2(N_X1,N_X2,N_L1,N_L2),$q[N_X1,N_X2|*B]}).
9 rule7@@ rule({n_node2(N_X1,N_X2,N_L1,N_L2),n_skiplist(N_X1,N_X2),$p[N_L1,N_L2|*A]},{$q[|*
B]}) :- | rule({n_skiplist(N_L1,N_L2),$p[N_L1,N_L2|*A]},{$q[|*B]}).
10 rule8@@ rule({n_node2(I_2,N_X2,N_L1,N_L2),n_skiplist(I_3,N_X2),$p[N_L1,N_L2|*A]},{$q[I_2,
I_3|*B]}) :- | rule({n_skiplist(N_L1,N_L2),$p[N_L1,N_L2|*A]},{’=’(I_2,I_3),$q[I_2,
I_3|*B]}).
11 rule9@@ rule({n_node2(N_X1,I_4,N_L1,N_L2),n_skiplist(N_X1,I_5),$p[N_L1,N_L2|*A]},{$q[I_4,
I_5|*B]}) :- | rule({n_skiplist(N_L1,N_L2),$p[N_L1,N_L2|*A]},{’=’(I_4,I_5),$q[I_4,
I_5|*B]}).
12 rule10@@ rule({n_node2(I_6,I_8,N_L1,N_L2),n_skiplist(I_7,I_9),$p[N_L1,N_L2|*A]},{$q[I_6,









19 rev_prod0@@ n_nil(N_L1,N_L2) :- | n_skiplist(N_L1,N_L2).
20 rev_prod1@@ n_node1(N_X1,N_L1),n_skiplist(N_X1,N_L2) :- | n_skiplist(N_L1,N_L2).














1 init@@ init={$init[]}, reduce={@reduce}, rules={@r}, reversedRules={@rr}, eliminateRules
={@e}, start={$start[]} :- {
2 st1,
3 Map = state_space.state_map_find(state_space.state_map_init,{$start[]},S),
4 map = getIDs(Map,{$init[]},LhsID,ID,RetRule),
5 start = S,
6 stk = [[p(RetRule,LhsID,ID)]],
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7 set = set.init,
8 cycle = set.init,
9 trail = [],




14 % log = [],
15 @reduce.
16
17 // if (stk == [[]]) return true;
18 st1_empty@@
19 st1, stk=[[]], trail=[] :- ret=true.
20
21 // cur = stk.top; if (cur == []) { stk.pop(); trail.pop(); continue; }
22 st1_top_empty@@
23 st1, stk=[[]|Stk], trail=[p({$p[]},H,H1)|T]
24 :- int(H),int(H1) |
25 st1, stk=Stk, trail=T.
26




31 st50, stk=[T|Stk], px=p({$x[]},X,X1).
32
33 make_pairs@@ R=make_pairs(L) :- R=mpsub(L,[]).
34 mpsub1@@ R=mpsub([],L) :- R=L.





40 addnext1@@ R=addnext(p(Rule,LhsID,ID),[])% , log=Log
41 :- int(LhsID),int(ID) | R=[p(Rule,LhsID,ID)]. %, log=[added(ID)|Log].
42 addnext2@@ R=addnext(p({$rule[]},LhsID,ID),[p({$rule2[]},LhsID2,ID2)|T])
43 :- ID=:=ID2, int(LhsID2) | R=[p({$rule2[]},LhsID,ID)|T].
44 addnext3@@ R=addnext(p(Rule,LhsID,ID),[p(Rule2,LhsID2,ID2)|T])














59 // getlhs(+Rule, -RetRule, -LHS)
60 getlhs@@
61 Ret=getlhs({rule({$l},{$r},{$c})},Res)
62 :- copymem({$l},Src,Copy), Ret=getlhs1(Src,Copy,{$r},{$c},Res).
63
64 getlhs1@@








72 Z=copied(X,Y) :- X=Z, Y=’.’.
73 {$p[X|*A]},X=’.’ :- {$p[X|*A],X=free}.







81 st50, px=p({$n[]},N,N1), set=Set
82 :- int(N1) |
83 st501, px=p({$n[]},N,N1), set=set.find(Set, N1, res).
84
85 st501_found@@
86 st501, res=some, px=p({$n[]},N,N1) :- int(N),int(N1) | st1.
87
88 st501@@
89 st501, res=none :- st51.
90
91 // if (px.id in cycle) {
92 st51@@
93 st51, px=p({$n[]},N,N1), cycle=Cycle
94 :- int(N), int(N1) |
95 st52, px=p({$n[]},N,N1), cycle=set.find(Cycle, N, res).
96
97 st52_found@@
98 st52, res=some, px=p({$n[]},N,N1) :- st53, red=reduce({$n[]}), px=p({$n[]},N,N1).
99
100 st52@@
101 st52, res=none :- st6.
102
103 // if (Reduce(px.graph,ps,map)) continue;
104 st53_true@@
105 st53, red=true, px=p({$rule[]},N,N1)




110 st53, red=false :- ret=false.
111
112 // if (px.id in trail){
113 st6@@
114 st6, trail=Trail, stk=Stk, px=p({$rule[]},X,X1)
115 :- int(X) |
116 st7, res=find(Trail, Stk, X, trail, stk), px=p({$rule[]},X,X1).
117
118 // find(+Trail, +Stk, +X, -RTrail, -RStk, -Ret)
119 find1@@ Ret=find([p({$t[]},T,T1)|Trail], [L|Stk], X, RTrail, RStk)
120 :- T =:= X, int(T1) | Ret=some(Trail,Stk,p({$t[]},T,T1)), RStk=[L], RTrail=[p({$t[]},T
,T1)].
121 find2@@ Ret=find([p({$t[]},T,T1)|Trail], [L|Stk], X, RTrail, RStk)
122 :- T =\= X | Ret=find(Trail, Stk, X, RT, RS), RTrail=[p({$t[]},T,T1)|RT], RStk=[L|RS].
123 find3@@ Ret=find([],Stk,X,RTrail,RStk) :- int(X) | RTrail=[], RStk=Stk, Ret=none.
124
125 removelist1@@ removelist=[] :- .
126 removelist2@@ removelist=[p({$t[]},X,X1)|L] :- int(X),int(X1) | removelist=L.
127 removelists1@@ removelists=[] :- .
128 removelists2@@ removelists=[H|T] :- removelist=H, removelists=T.
129
130 // if (Reduce(trail.top,ps,map)) {
131 st7_found@@
132 st7, res=some(Trail,Stk,p({$t[]},T,T1)), stk=RS, trail=RT
133 :- int(T), int(T1) |
134 st71, red=reduce({$t[]}),
135 trail=Trail, stk=Stk, removelists=RS, removelist=insertall(RT).
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136
137 insertall1@@ R=insertall([p({$t[]},T,T1)|L]), cycle=Cycle
138 :- int(T) | R=[p({$t[]},T,T1)|insertall(L)], cycle=set.insert(Cycle,T).




143 st71, red=true, px=p({$x[]},X,X1)
144 :- int(X), int(X1) |
145 st1.
146
147 // else return false;
148 st71_false@@
149 st71, red=false :- ret=false.
150
151 st7@@
152 st7, res=none, px=p({$rule[]},X,X1) %, stk=[[]|Stk]
153 :- int(X) |
154 st81, res=isStart(X), px=p({$rule[]},X,X1). %, stk=Stk.
155
156 isStart1@@ R=isStart(X), start=S :- X=:=S | R=true, start=S.
157 isStart2@@ R=isStart(X), start=S :- X=\=S | R=false, start=S.
158
159 st81@@
160 st81, res=false :- st3.
161
162 // if (px is start) { if (Reduce(px.graph,ps,map)) continue; else return false; }
163 st81_true@@




167 % st9, px=p({$x[]},X,X1) :- int(X),int(X1) | st1.
168
169 // set.insert(id_x); nexts = getNext(x,ps);
170 st3@@
171 st3, px=p({$x[]},X,X1), set=Set, rules={@r}, state_count=N %, log=Log
172 :- int(X1), N1=N+1 |
173 st31, px=p({$x[]},X,X1), set=set.insert(Set,X1),
174 nexts=make_pairs(state_space.react_nd_set({@r}, {$x[]}, rules)),
175 state_count=N1. %, log=[px({$x[]},X)|Log].
176
177 // if (nexts == []) { continue; }
178 st31_empty@@
179 st31, px=p({$x[]},X,X1), nexts=[] :- int(X),int(X1) | st1.
180
181 // trail.push(p(x,id_x,id_x_)); list = []; stk.push(list);
182 st31@@
183 st31, px=p({$x[]},X,X1), stk=S, nexts=[p({$n[]},N,N1)|Ns], trail=Trail
184 :- st1, stk=[[p({$n[]},N,N1)|Ns]|S], trail=[p({$x[]},X,X1)|Trail].
185
186 state_sum(0,0).
187 state_sum(N,S), reduce_states=M :- N1=N+1, S1=M+S | state_sum(N1,S1).
188
189 % stdout=io.stdout.
190 % stdout=O, print=S :- stdout=io.print_line(O,S).
191
192 % ret=Ret, log=Log :- ret=Ret, print_logs(rev_log(Log,[])).
193 % R=rev_log([],X) :- R=X.
194 % R=rev_log([H|T],X) :- R=rev_log(T,[H|X]).
195 % print_logs([]) :- .
196 % print_logs([H|T]) :- print_log(H), print_logs(T).










205 Ret=reduce_sub({rule({$l[X,FL|*L], flink=FL},{$r[X,FR|*R], flink=FR},{$c})})
206 :-
207 Ret=reduce_sub({rule({$l[X,FL|*L], flink=[X|FL]},{$r[Y,FR|*R], flink=[Y|FR]},{$c})}).
208
209 reduce_sub2@@
210 Ret=reduce_sub({rule({$l[X,FL|*L], proxy=FL},{$r},{$c[X,FR|*L], l=FR})})
211 :-
212 Ret=reduce_sub({rule({$l[X,FL|*L], proxy=[X|FL]},{$r},{$c[Y,FR|*R], l=[Y|FR]})}).
213
214 reduce_sub3@@
215 Ret=reduce_sub({rule({$l},{$r[X,FL|*L], proxy=FL},{$c[X,FR|*L], r=FR})})
216 :-








225 Ret=reduce_sub2({rule({$l[X,FL|*L], proxy=[X|FL]},{$r},{$c[Y,FR|*R], l=[Y|FR]})})
226 :-
227 Ret=reduce_sub2({rule({$l[X,FL|*L], proxy=FL},{$r},{$c[X,FR|*L], l=FR})}).
228
229 reduce_sub6@@
230 Ret=reduce_sub2({rule({$l},{$r[X,FL|*L], proxy=[X|FL]},{$c[Y,FR|*R], r=[Y|FR]})})
231 :-







239 reduce@@ R=reduce_main({$rule[]}), reversedRules={@r}, eliminateRules={@e}, map=Map :-
class(Map,"state_map") | R=reduce{
240 st1,
241 dest = DestID,
242 Map1 = getlhsID(Map,{$rule[]},DestID,Rule1),
243 map = getrhsID(Map1,Rule1,SrcID,Rule2),
244 stk = [p(Rule2,SrcID)],
245 set = set.init,
246 rules = {@r},


















264 // getlhs(+Rule, -RetRule, -LHS)
265 getlhs@@
266 Ret=getlhs({rule({$l},{$r},{$c})},Res)




271 :- Ret={$copy}, Res={rule({$src},{$r},{$c})}.
272
273 // getrhs(+Rule, -RetRule, -RHS)
274 getrhs@@
275 Ret=getrhs({rule({$l},{$r},{$c})},Res)











287 Z=copied(X,Y) :- X=Z, Y=’.’.
288 {$p[X|*A]},X=’.’ :- {$p[X|*A],X=free}.






295 // if (stk == []) return false;
296 reduce_st1_empty@@
297 st1, stk=[] :- ret=false.
298
299 // p(x,id_x) = pop(); set.insert(id_x);
300 reduce_st1@@
301 st1, stk=[p({$x[]},X)|T], set=Set
302 :- int(X) |
303 st2, stk=T, px=p({$x[]},X), set=set.insert(Set,X).
304
305 // if (id_x =:= dest.id) return true;
306 reduce_st2_found@@































336 done{$p} :- {$p}.
337 R=v(L), {L=v, id(N), $p} :- int(N) | R=string.concat("$v",string.from(N)), {$p, id(N
)}.
338 R=op(A,B,C) :- R=string.concat(A,string.concat(B,C)).
339 {proxy(L),$p},{proxy(L),$q} :- post(op(v(A),"=",v(B))), {A=v,$p}, {B=v,$q}.








348 :- string(S) | Ret=check3([S|Pre],Post,{$p,@er}).
349 check3_post@@
350 Ret=check3(Pre,Post,{post=S,$p,@er})
351 :- string(S) | Ret=check3(Pre,[S|Post],{$p,@er}).
352 check3_postempty@@ // buggy if in mc mode
353 Ret=check3(Pre,[],{$p,@er})
354 :- ground(Pre) | gc({$p}), Ret=true.
355 check3@@ % buggy: mem at 3rd arg must be empty
356 Ret=check3(Pre,[S|Post],{$p,@er}), stdout=Stdout
357 :- Ret=check4(Pre,[S|Post]), gc({$p}), stdout=print(Stdout,"IF").
358 check4_@@
359 Ret=check4([S|Pre],Post), stdout=Stdout
360 :- Ret=check4(Pre,Post), stdout=print(Stdout,S).
361 check4@@
362 Ret=check4([],Post), stdout=Stdout
363 :- Ret=check5(Post), stdout=print(Stdout,"THEN").
364 check5_@@
365 Ret=check5([S|Post]), stdout=Stdout
366 :- Ret=check5(Post), stdout=print(Stdout,S).
367 check5@@
368 Ret=check5([]), stdout=Stdout
369 :- Ret=check6, stdout=print(Stdout,"FI").
370 check6_@@
371 Ret=check6, stdin=Stdin :- Ret=check6(io.read_line(Stdin, P)), stdin=P.
372 check6_true@@
373 Ret=check6("true") :- Ret=true.
374 check6@@
375 Ret=check6("false") :- Ret=false.
376
377 reduce_st22_true@@
378 st22, ans=true :- ret=true.
379
380 reduce_st22@@
381 st22, ans=false :- st21.
382
383 reduce_st2@@
384 st2, px=p({$x[]},X), dest=Y :- X =\= Y | st21, px=p({$x[]},X), dest=Y.
385
386 // nexts = getNext(x,ps);
387 reduce_st21@@
388 st21, px=p({$x[]},X), rules={@r}, states=N
389 :- N1=N+1 |





394 st3, px=p({$x[]},X), nexts=[] :- int(X) | st1.
395
396 // for (next of nexts) { pn = p(next, getID(map,next));
397 reduce_st3@@
398 st3, nexts=[{$n[]}|T], map=Map
399 :-
400 st4, nexts=T, pn=p(Rule,NID),
401 map = getrhsID(Map, {$n[]}, NID, Rule).
402
403 reduce_st4@@
404 st4, pn=p({$n[]},N), set=Set
405 :- int(N) |
406 st5, pn=p({$n[]},N), set=set.find(Set, N, found).
407
408 // if (pn.id in set) continue;
409 // TODO: this is not accurate
410 reduce_st5_already@@
411 st5, found=some, pn=p({$n[]},N) :- int(N) | st3.
412
413 reduce_st5@@
414 st5, found=none, stk=Stk, pn=p({$n[]},N) :- st3, stk=[p({$n[]},N)|Stk].
415
416 reduce_gc_set@@
417 ret=R, set=Set :- ret=R, set.free(Set).
418
419 reduce_gc_stk_empty@@
420 ret=R, stk=[] :- ret=R.
421
422 reduce_gc_stk@@
423 ret=R, stk=[p({$x[]},X)|T] :- int(X) | ret=R, stk=T.
424 }.
425 reduce_end@@
426 R=reduce{ret=$ret, map=Map, rules={@r}, eliminateRules={@e}, states=N, $p[], @rest}
427 :- unary($ret), class(Map, "state_map"), int(N) |
428 R=$ret, map=Map, reversedRules={@r}, eliminateRules={@e}, reduce_states=N.
429 }.
