The accurate identification and classification of various power quality disturbances are keys to ensuring high-quality electrical energy. In this study, the statistical characteristics of the disturbance signal of wavelet transform coefficients and wavelet transform energy distribution constitute feature vectors. These vectors are then trained and tested using SVM multi-class algorithms. Experimental results demonstrate that the SVM multi-class algorithms, which use the Gaussian radial basis function, exponential radial basis function, and hyperbolic tangent function as basis functions, are suitable methods for power quality disturbance classification.
Introduction
Increasingly superior electrical power supply has become necessary with the development and extensive application of electricity and electronics technology. However, all types of non-linear impact loads worsen electrical energy pollution. Given this backdrop, researchers have directed considerable attention to power quality disturbance classification because of its ability to determine the cause of energy disturbance and improve power quality. This approach is currently an important area of research on power systems.
The commonly used methods for extracting power disturbance features are wavelet transforms [1] , Fourier transforms [2] , and S transforms [3] . These techniques share certain attributes and can effectively extract energy characteristics. Nevertheless, the accuracy of these classification methods is tremendously affected by environmental noise. Other available methods include neural network classification [4] , support vector machine [5] , and particle swarm optimization [6] , which is typically used to classify disturbance signals. These methods are similar in that they require effective training samples, as well as present high classification accuracy, high computational complexity, and weak classification for multiclass samples.
In this paper, we use the wavelet analysis method to extract the effective feature vectors of power quality disturbances, and regard these vectors as SVM training samples. We take advantage of multi-class SVM in classifying different power disturbance scenarios, such as voltage sag, voltage swell, voltage interruption, pulse transient, and harmonic classification. Multi-class SVM presents higher classification accuracy and efficiency in power systems than do other classifiers.
Feature Vectors of Extraction Based on Wavelet Transform
The wavelet transform concept was originally proposed by French geophysicist J. Morlet in 1984. Theoretical physicist A. Grossman established the theoretical system of wavelet transform on the basis of the theory of translation and scale invariance. French mathematician Y. Meyer constructed the first wavelet. The Fourier transform is a useful tool for analyzing the frequency components of a signal. However, the window length used in this operation limits frequency resolutions. Wavelet transforms are based on small wavelets with limited durations; thus, they present higher frequency resolutions at low frequencies and low time resolutions. They also exhibit higher time resolutions and lower frequency resolutions at high frequencies. With these properties, wavelet transforms are adaptive to signal analysis.
Wavelet transform involves the displacement of basic wavelet functions ( ) t  . Then, the inner products of signals ( ) x t and ( ) t  are calculated under different scales thus:
where  is the translating parameter that indicates the 
where ( ) x  is the Fourier transform of ( )
is the Fourier transform of ( ) t  .
Selecting an appropriate wavelet converts ( ) t  in the time domain into a finite support and turns ( )   in the frequency domain into a relatively concentrated variable. Implementing wavelet transform in the time and frequency domains also characterizes local signal features. The energy distribution of various power disturbance signals differs at various frequency bands. Thus, we can incorporate different energy distributions in different frequency bands as bases for distinguishing power disturbances.
On the basis of references [7, 8] , we choose sym4 as the mother wavelet, and decompose power disturbance signals into 11 layers. A total of 23 characteristic values constitute a feature vector. 1 1 1 represents the quadratic sum of the eleventh to the first layers of coefficients.
are calculated as follows [9] : 
Multi-class SVM Classification Model
The commonly used multi-class SVM classification algorithm is 1-to-1 (1-vs-SVM). When a classification problem is highly complicated, however, training time and computational complexity significantly increase. To illustrate, let us consider types of samples that need to be classified. To solve this problem, we construct a
hyper-plane. To reduce computational complexity, researchers created another classification algorithm, 1-VS-allSVM, this involves hyper-plane classification that distinguishes between one class of samples and the rest of several class samples. Only the hyper-plane can solve the previous problem--types of samples that need to be classified. This method is an extension of two types of SVM. The prediction accuracy of the classifier is imperfect because of the huge difference between the number of a single class of samples and the number of the rest of the class samples.
In this paper, we use the BT-SVM method to improve the accuracy and efficiency of the classifier. types of samples require classification. 
SVM  . The number of negative samples gradually decreases; training time also decreases. We choose BT-SVM [10] to classify different scenarios of power quality disturbance. The algorithm is implemented as follows:
1) Divide training sample into subsets T and F, and regard as positive and negative samples, respectively. These samples consist of a classification function ( 3) Repeat steps (1) and (2), then use T as the training data for the left subtree and F to generate a classification function for the right subtree. T is also used to construct the classification function.  are required to traverse from the root node to pass through all the nodes until the category to which the samples belong are identified.
We use different support vector machines to match different scenarios of power quality disturbance. Thus, every support vector machine can solve a particular classification problem and improve accuracy by using training samples.
Simulation and Analysis

Types of Power Quality Disturbances
In the simulation experiment, we construct six types of power disturbance models: voltage sag, voltage swell, voltage interruption, oscillating transient, harmonic, and flicker. The mathematical models are as follows:
1) Normal signal model
where A is the amplitude of a signal,  denotes the frequency of the signal, and t represents time.
2) Voltage interruption model
where  is the amplitude of an additional oscillation signal and 0.9 0.99
; here, T is the period of the signal. We assume that 2 1 , the start time of a disturbance is 1 , and the completion time of disturbance is .
is a step function.
where  is the amplitude of the additional oscillation signal and 0.1 0.9    ; here, . (5 ) sin (7 ) sin(11 ))
where 0.05 0.15 
Classification of Power Quality Disturbances
We construct six types of mathematical models to simulate electric power disturbances, namely, voltage interruption, voltage sag, voltage swell, harmonics, oscillating transient, and flicker. We also simulate 600 sets of samples with every type of disturbance scenario. We use a multi-class SVM algorithm to classify the samples. The four different types of kernel functions are the Gaussian radial basis function (GRBF), exponential radial basis function (ERBF), hyperbolic tangent function (HTF), and polynomial function (PF). These are used in SVM algorithms. To obtain an accurate, credible result, we carry 
