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Abstract
Brain computer interface technologies aim, among a number of possible goals, to help people with motor and
speech disabilities to communicate through a computer using the electrical activity in the brain, allowing them
to move robotic arms or typing. We will specifically work with the RSVP-KeyboardT M , a letter-by-letter brain
computer interface (BCI) typing system based on EEG responses to serial presentation of characters on the screen.
Target stimulus elicits a P300 ERP, a positive deflection in the scalp voltage around 300 ms after the stimulus.
Previous RSVP-KeyboardT M models approached the problem of detecting the user’s intended symbol by fus-
ing a language model with EEG evidence in response to each symbol presentation, with the assumption that EEG
for each trial was independent from others. Trials were windowed assuming a limited time effect of the ERPs
(500ms). Even though the inter stimulus interval (ISI) is smaller than the window duration (∼200ms), indepen-
dence of overlapping ERP responses from consecutive trials given the intended symbol was assumed.
Our main objective here is to design a more realistic model that better captures the temporal dependencies
inside a sequence. The new model consists of a finite state machine whose states are determined by the presence
or nonpresence of a target within the assumed stimulus response time. Thus, the new method looks for the most
probable sequence of states given the position of the target, considering the temporal dependencies induced by
overlapping ERP responses on the recorded EEG.
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Chapter 1
Introduction
Electroencephalography (EEG) records the electrical activity of the brain using non-invasive measurements from
the scalp. It has become an important clinical tool to study the human brain and several EEG applications have
been developed.
Traditional EEG analysis is based on inspection of the morphology of waveforms. Nevertheless the develop-
ment of computers and digital signal processing have contributed to transform the EEG data analysis into a new
research field for engineers, physicist and mathematicians, who develop new applications and new signal analysis
methods. Nowadays EEG signal is used extensively in several research areas: neurology, neuroscience, cognitive
science, cognitive psychology, neurolinguistics and psychophysiological research.
In this thesis we described an EEG application we worked on: modeling the temporal dependency of brain
responses to rapidly presented stimuli in ERP based BCIs.
Brain computer interfaces technologies allow people with movements disabilities to communicate or restore
some of their capabilities by using the brain signals to control machines. Particularly, EEG based BCI systems are
becoming very popular because of their portability, safety and relative low cost. In Chapter 3 we will present a
BCI-speller system based in event related potentials (ERP) from rapidly presented visual stimulus, called RSVP-
KeyboardT M . In Chapter 4 we will model a new classification paradigm for this system based on the temporal
dependencies inside a sequence of symbols with the objective of relaxing some of the previous model assump-
tions.
In this work, we will start describing background theory in Chapter 1. We will explain the nervous system
functionality in section 1.1, the human brain structure in1.1.1) and its EEG signal origin in 1.1.2 and acquisition
methodology in 1.2.1. We will continue with a description of the EEG signal main features: Event Related Poten-
tials (ERP) in 1.2.2 and Wave Rhythms in 1.2.3 and will follow with a description of the Mathematical Theory in
Chapter 2 needed for the later applications description. We will finish describing the BCI System we work on in
Chapter 3 and the time dependent model we developed in 3.
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1.1. THE NERVOUS SYSTEM
1.1 The Nervous System
The nervous system gathers, communicates, and processes information from various parts of the body, and reacts
to internal and external changes to be handled rapid and accurately.
It is commonly divided in the Central Nervous System (CNS) and the Pheryperical Nervous System (PNS). The
CNS consists of the brain and the spinal cord and the PNS connects the CNS to the body organs and sensory
systems.
Since the analysis we do is from EEG signal from the brain, we will only focus on the CNS.
1.1.1 The Cerebral Cortex
The cerebral cortex is the most important part of the central nervous system, and the different regions of cortex are
responsible of processing vital functions such as sensation, learning, voluntary movement, speech, and perception.
Figure 1.1: The cerebral cortex and the four lobes. Image from Wikipedia.
The cortex consists of two symmetric hemispheres, left and right. Each hemisphere is divided into four different
lobes (Fig.1.1).
• Frontal Lobe: associated with attention, short-term memory tasks, planning, motivation, reasoning, deci-
sion making, emotions and some long term memories not task-based.
• Parietal Lobe: associated with language processing and speech, integrating sensory information, movement
and orientation.
• Occipital Lobe: associated with visual processing.
• Temporal Lobe: associated with the retention of visual memories, perception and processing of sensory
inputs, comprehending language, storing new memories and emotions.
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1.1.2 The Neurons and the Electrical Activity
The neuron is the basic functional unit of the nervous system, which communicates and processes information to
and from the brain. The archetypal neuron consists of a cell body, the soma, from which two type of structures
extend: the dendrites and the axon.
Dendrites consist on several thousands of branches coming out from the soma that receive a signal from other
neurons, while in the other hand, the axon is usually a single branch which transmits stimulus from the neuron to
other neurons.
Figure 1.2: Neuron and its main parts: Dendrite, Soma and Axon. Image from Wikipedia.
A neuron can be understood as a signal receiver, processor and transmitter: the signal coming from the den-
drites is processed at the soma which, in turn, may generate a short, pulse-shaped waveform (action potential), that
is transmitted to the other neurons through the axon. During this process neurons produce electromagnetic fields
that are the basis of the EEG mesurements.
The transmission of information from one neuron to another takes place at the synapse: a junction where the
terminal part of the axon contacts another neuron. The signals in the dendrites are called post-synaptic poten-
tials(PSPs) and the signal transmitted through the axon is called action potential (AP).
This signal is initially electrical but it is converted into a chemical signal at the presynaptic neuron (’neurotrans-
mitter’) which diffuses across the synaptic gap, and is subsequently reconverted to an electrical signal in the
postsynaptic neuron.
After receiving stimuli from a neighbour neuron, the AP is not always generated. In order to generate an AP,
a PSP neuron should receive a AP above a threshold to fire. This is produced by the overlap of AP from different
neurons through synchrony.
1.2 Electroencephalography (EEG)
Although electroencephalography (EEG) measures voltage fluctuations resulting from ionic current flows within
the neurons of the brain the activity of a single neuron cannot be measured on the scalp. This is due to the nature
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Figure 1.3: Two interconnected neurons. A presynaptic neuron transmits the signal towards a synapse, whereas a
postsynaptic neuron transmits the signal away from the synapse.
of electrical propagation and thick layers of tissue which attenuate the electrical signal before it can be measured
towards the electrode. In addition, neurons firing in an unsynchronized manner will tend to cancel out each others’
fields by superposition at any distance moderately far from a particular neuron. However, the joint activity of mil-
lions of cortical neurons firing in synchrony produces an electrical field which is sufficiently strong to be measured
on the scalp.
EEG presents several advantages over similar techniques, that made it become a very popular method in recent
years. Some of its main advantages are:
• Its hardware cost is significantly lower.
• Is a non-invasive technique, so it does not require brain surgery, avoiding its risks and costs.
• It has easy portability.
• It has high temporal resolution.
• It can be used on subjects incapable of making a motor response.
• It is a powerful tool to track brain changes.
On the other hand it has some limitations and disadvantages that researchers need to deal with:
• Low spatial resolution.
• Very low signal to noise ratio (SNR).
• Just detects the activity occurring in the upper layers of the brain.
EEG signal processing methods can be divided in two general categories: methods developed for the analysis
of spontaneous brain activity (”Background EEG”) and brain potentials which are evoked by sensory or cognitive
stimuli (Event related potentials, ERP). This two methods are mainly based on the study of the signals’ main
features, the rhythms and the ERP, that will be described in subsections 1.2.2 and 1.2.3.
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1.2.1 Signal Acquisition
EEG is usually recorded by placing electrodes on the scalp with a conductive gel or paste to improve impedance.
The sampling rate for EEG signal is usually selected to be at least 200Hz, as the brain wave rhythms have
frequencies lower than 100Hz, nevertheless study based on Event Related Potentials (ERPs) may need a higher
sampling frequency.
The clinical EEG is commonly recorded using the International 10/20 system (Fig.1.4), which is an standard
system for electrode placement. This method was developed to ensure reproducibility and standardize research, so
that a subject’s studies could be compared over time and differences.
The 10/20 refer to the distances between adjacent electrodes, which are either a 10% or 20% of the total front-back
or right-left distance of the skull. Each electrode location has a letter to identify the lobe: F (frontal), T (temporal),
C (central), P (parietal) and O (occipital). Notice a central lobe does not exist, but letter C is used for identification
purposes. There are also even numbers (2, 4, 6, 8) that refer to electrode positions on the right hemisphere and odd
numbers (1, 3, 5, 7) to refer to the left hemisphere and the letter ’z’ (zero) that refers to the electrode position in
the mid-line of the scalp.
Figure 1.4: Electrode locations of International 10-20 system for EEG recording seen from A) left and B) above
the head. C) Location and nomenclature of the electrodes. [1] [2]
Each electrode is connected to one input of a differential amplifier (one amplifier per pair of electodes). Typical
adult human EEG signal is about 10 µV to 100 µV in amplitude [9] for EEG signals, but about 10 - 20 mV when
measured from invasive recording techniques (i.e. recordings that place electrodes inside the scalp).
1.2.2 Event Related Potentials (ERP)
Event Related Potentails (ERP) are the potentials generated in the brain after some stimuli event, such as visual
or auditive, is generated. These potentials are of special interest since knowing the timing of the stimuli allows to
anticipate when the change of recorded electrical activity will occur.
As commented before, the amplitude of the EEG signal is related to the degree of synchrony with which the
cortical neurons interact. In ERP experiments, the brain processes related to the stimuli produce an increase in
synchrony and thus the measured potential. The wave morphology and location of the potentials depend on the
De`lia Fernandez Canellas 9
1.2. ELECTROENCEPHALOGRAPHY (EEG)
stimulus type and strength, but also on the state of the subject: attention, wakefulness, expectation, fatigue, etc.
Individual ERPs have a very low amplitude, from 0.1 to 10 µV, and are hidden in EEG background activity of
an amplitude of the order of 10 to 100 µV. In ERP studies background activity is considered noise, so in order to
analyse it we have to deal with a very low SNR. Fortunately, the ERP usually appears after similar time delays
after stimuli, while the background activity and non-neural noise occur in a more random fashion. Thus repetitive
stimulation can be used in combination with averaging techniques to help reduce the noise levels. With a sufficient
SNR the latency and amplitude of each potential can be estimated and interpreted in suitable clinical terms.
The typical ERP waveforms consist of a series of positive and negative voltage deflections, which are related to
a set of underlying components [10]. Those components reflect the brain process after the stimulus: the first ones
are generally related with some initial auditory or visual process and the later ones with attention and decision
making processes. The nomenclature of the ERP wave landmarks consists on a letter (N/P) indicating polarity
(negative/positive), followed by a number which indicates the latency in milliseconds or the component ordinal
position in the waveform.
In Fig.1.5 we can see an ERP wave with its potential. By convention the ERP are visualized with the posi-
tive/negative y axis upside down. In real ERP recordings not all the potentials appear, just those elicited by the
stimuli or task.
• P100/P1 (50-120ms): is the first positive-going potential related with visual stimulus processing and is
known to be modulated by attention.
• N100/N1 (90-150 ms): is a large negative-going potential sensitive to auditory and unpredictable stimulus.
It is shown to appear with maxim amplitude over the fronto-central region of the scalp.
• P200/P2 (150-275ms): is a positive-going potential related with high-order perceptual processing, modu-
lated by attention. It is also usually elicited as a response to a visual stimulus and appears maximal on frontal
regions.
• N200/N2 (200-350ms): is a negative-going potential related with auditory processing. It reflects cognitive
control functions as mismatch detector. Appears maximal at fronto-central/anterior regions of the scalp.
• P300/P3 (250-500ms): is a positive-going potential elicited in the process of decision-making. It reflects
processes involved in stimulus evaluation or categorization and is extensively used in psychological tests and
BCI systems because of its repeatability and easy location.
1.2.3 Wave rhythms
Background EEG activity, generated by inherent synchrony of neurons firing is usually referred to as a rhythm
because of the typical oscillatory behaviour of the measured signal.
The diversity of EEG rhythms is enormous and depends, among many other things, on the mental state of the
subject, such as the degree of attentiveness, waking, and sleeping. The typical frequency peak range give the waves
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Figure 1.5: Components of ERP. Image from Wikipedia
bands classification.
Figure 1.6: EEG waves rhythms with its related states. Image from Wikipedia
Nevertheless, the meaning of different brain rhythms largely remains unexplained, although several hypothesis
have been put forward and has been proved to be an extremely useful clinical approach in studying functional
states of the brain.
• Delta Rhythm (<4Hz): is a slow wave of high amplitude typically related with deep sleep. It is not usually
observed in awake states of a normal adult, but can be indicative of brain disease.
• Theta Rhythm (4-7Hz): appears during drowsiness and meditative states and in some stages of sleep.
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• Alpha Rhythm (8-13Hz): is related with relaxation and awake with closed eyes and disappears when eyes
are open. Its amplitude is larger in occipital regions.
• Beta Rhythm (14-30Hz): appears in states of alert, when active, busy or anxious thinking. States of active
concentration. Manly observed in the frontal and central regions of the scalp
• Gamma Rhythm (>30Hz): is displayed during active information processing as during short-term memory
matching of recognized objects, sounds or tactile sensations.
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Chapter 2
Mathematical Background
Probability theory is the branch of mathematics concerned with the analysis of random phenomena. It describes
random variables, stochastic processes and events [11]. A big field of application of probability theory is machine
learning: a branch of artificial intelligence that concerns the construction and study of systems that can learn from
data.
In this section we will explain some machine learning and probability theory techniques, applied in Chapters 3
and 4. We will start describing a way to express probabilistic distributions based on graphical models in section 2.1,
which is used to represent and help understand our problem in Chapter 4. We will continue explaining the main
features of Gaussian distributions in section 2.2 and the machine learning techniques: regularized discriminant
analysis (RDA) in section 2.3 and kernel density estimate (KDE) in section 2.4.
2.1 Probabilistic Graphical Models
A probabilistic graphical model (PGM) is a graph that states the conditional dependence structure between ran-
dom variables through the edges in the graph [12]. It is a very useful technique when dealing with conditional
distributions and dynamics, since it gives a visual presentation of the data relations.
Diagrams are based on nodes connected by links or edges; the nodes represent random variables while links ex-
press probabilistic relations between them. From the graph we can then decompose the joint distribution into a
product of factors, each depending only on a subset of the variables.
Figure 2.1: Example of a sequence of random variables x1:V expressed as graphical model.
Probabilistic graphical models are based on the probabilistic concepts of the chain rule and conditional inde-
pendence. The chain rule of probability permits the calculation and representation of a joint distribution of a set of
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random variables using only their conditional probabilities [13]. Considering a set of random variables x1:V , and
a dependency structure represented by the graph shown in Fig.2.1, where V is the number of variables and 1 : V
denotes the set {1,2, ...,V}, we can express the chain rule as:
p(x1:V ) = p(x1)p(x2|x1)p(x3|x2,x1)...p(xV |x1:V−1) (2.1)
The problem with this kind of expressions is that it becomes more and more complicated to represent the condi-
tional distributions p(xt |x1:t−1) as t gets larger.
The key to efficiently representing large joint distributions is to make some assumptions about conditional inde-
pendence (CI). If the random variables X and Y are conditionally independent given Z, denoted by X⊥Y |Z , the
conditional joint can be written as a product of conditional marginals:
X⊥Y |Z⇔ p(X ,Y |Z) = p(X |Z)p(Y |Z) (2.2)
The relation in Eq.2.2 can be expressed graphically as Fig.2.2:
Figure 2.2: Conditional probability of X and Y given Z, X⊥Y |Z .
This can be used to solve the joint distribution problem seen before (in Eq.2.1. Assuming that the future is
independent of the past given the present: xt+1⊥x1:t−1|xt (first Markov model assumption), we can write the joint
distribution based on the chain rule as:
p(x1:V ) = p(x1)
V
∏
t=1
p(xt |xt−1) (2.3)
As observed, graphical models are a useful tool to represent the conditional independence assumptions be-
tween variables and decompose complex problems, encoding a complete distribution over a multi-dimensional
space. The CI is represented by the link between nodes: two variables are considered independent when there’s no
link between their nodes [14].
In Fig.2.3 a) we can see an example of a three states graphical model (s = [A,B,C]) with the states relations.
In this case C is conditionaly independent of B given A, C⊥B|A and B is conditional independent of C, given A
B⊥C|A, but both C and B depend on A, and A depends only on B.
A dynamical system can be represented by a particular set of PGM’s: an example is shown in Fig.2.3 b). In
this systems, the current state (time t), represented as a latent variable, depends only on the previous state (time
t−1). In this case it is easy to see that the graph factorizes easily when the previous states are known. Moreover,
with this model, the random variable xt depends only on the current state yt , which facilities further analysis.
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Figure 2.3: a) Graphical Model with a three states model relations b) Chain model with the relation between states
(yi) and latent variabels (xi)
2.1.1 Graph Types and Terminology
Graphs are usually expressed as an ordered pair G = (N,L) comprising a set N of nodes or vertices together with
a set L of links or edges. There are different types of graphs and many distinctions can be between them [13]:
• Directed/Undirected: depending on the edge orientation. If the link between two nodes has just one direc-
tion of dependence we say that it is a directed graph, otherwise is undirected.
• Finite/Infinite: depending on whether the set of nodes and links G = (N,L) is finite or not.
• Multigraph/Simple Graph: depending on if a link can be a loop or not, ie. the link starts and ends at the
same node.
We center on directed finite multi-graphs, as it is the kind of graph used for our problem on Chapter 4 that can
be described with a finite state-machine [14].
2.2 The Gaussian Distribution
Gaussian or normal distribution is the most widely used probability density function (PDF) for continuous variables
and it forms the basis for many models. The normal distribution is immensely useful because it is closed under
multiple operations, and moreover it applies to many random variable’s due to the central limit theorem (CLT)
[15]. The CLT states that, under mild conditions, the mean of many random variables independently drawn from
the same distribution is distributed approximately normal [4, 16].
Gaussian distributions are only defined by a mean µ and a variance σ2 or covariance Σ parameters and all its
higher moments are 0. The PDF is defined in the one dimensional case by Eq.2.4 and for the multivariate case as
Eq.2.5.
fx(x) = N(x|µ,σ2) = 1σ√2pi exp−
1
2
(x−µ)2
σ2
(2.4)
fx(x) = N(x|µ,Σ) = 1|Σ|1/2(2pi)d/2 exp−
1
2
(x−µ)TΣ−1(x−µ) (2.5)
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Figure 2.4: Gaussian distributions. a) One dimensional Gaussian distribution. b) Multidimensional Gaussian
distribution [3, 4]
The distribution parameters are usually estimated from the observed samples. If we have N iid (identically
independently distributed) samples and xi ∼ N(µ,Σ), then the maximum likelihood estimate (MLE) for the param-
eters is given by:
µ̂ =
1
N
N
∑
i=1
xi (2.6)
Σˆ =
1
N∑i=1
(xi− µˆ)(xi− µˆ)T , (2.7)
Which is the sample mean and covariance obtained from the frequentist analysis. In the univariate case, we get the
following familiar results:
µ̂ =
1
N∑i
xi (2.8)
σˆ2 =
1
N∑i
(xi− µˆ)2 (2.9)
As in many machine learning problems, the distribution estimation is affected by the curse of dimensionality
and thus, for high dimension distributions we will need a very high number of data to appropriately estimate it.
For relatively few samples, the covariance matrix estimation will be ill-posed, giving highly unstable results.
To know if a matrix is ill-conditioned or singular we can use the condition number, which is the ratio of the
largest to smallest singular value in the singular value decomposition (SVD) of the matrix [17]. If some of the
singular-values are zero the condition number is therefore infinite and the matrix becomes singular. When the
condition number is too large, which means that the ratio between the largest and smallest singular-values is very
big, the matrix becomes ill-conditioned. If a matrix is singular its determinant is zero and it does not have inverse
matrix, so the covariance estimate can not be used on the normal PDF Eq.2.5.
This estimation problems can be solved using shrinkage and regularization techniques that will be explained at
the following subsections 2.3.1 2.3.2.
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2.3 Regularized Discriminant Analyse (RDA)
In pattern classification problems the main purpose is to assign objects to one of several classes (K) on a set of
measurements x = (x1,x2, ...,xn) obtained from an object observation. Classification techniques usually try to
minimize some cost function associated with the classification error.
Considering P(error), quadratic discriminant analysis (QDA) is the optimum Bayes classifier when the classes
are normally distributed and it is equivalent to linear discriminant analysis (LDA) when covariance matrix are the
same for all the classes (Σk = Σ). So, assuming Gaussian distribution, the quadratic discriminant score function for
a given class k is:
dk(X ) = (X −µk)TΣ−1k (X −µk)+ ln |Σk|−2lnpik (2.10)
where µk and Σk are the mean and covariance from the class distribution and pik is the prior. These can be estimated
with the sample mean and covariance in Eq.2.6 and Eq.2.7.
In Fig.2.5 an example of the Result of the QDA (line) and LDA (dotted line) is shown: we can notice the better
classification margin for the quadratic discriminant.
Figure 2.5: Result of the QDA (line) and LDA (dotted line) of a two class discriminant problem [5]
As commented in section 2.2, when the number of available samples is low, the estimation of the density
parameters is highly variable. In particular if we have Nk samples, where 1 ≤ k ≤ K, and parameters which are
smaller compared to the dimensions of the measurement space d. In case of covariance estimate this will produce
singular matrices.
One way to attempt to mitigate this problem is to use shrinkage and regularization techniques, presented by Fried-
man [18].
2.3.1 Shrinkage
Shrinkage attempts to improve the estimates by biasing them away from their sample estimate. It reduces the
variance associated with the sample estimate at the expense of potentially increased bias. One method of shrinkage
that is often applied in discriminant analysis is to replace the individual class sample covariance matrices by their
average.
This introduces a lot of bias through the shrinkage, the amount of which is determined by a weighting parameter
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λ. This parameter trades-off between the sample estimate and the average estimate covariance given as a prior. A
less limited alternative is computing a weighted covariance estimate, represented by:
Σˆk(λ) =
Sk(λ)
Nk(λ)
(2.11)
where
Sk(λ) = (1−λ)Sk +λS, (2.12)
Sk =
Nk
∑
i=1
(xi− µˆ)k(xi− µˆk)T (2.13)
and
Nk(λ) = (1−λ)Nk +λN, (2.14)
with
N = ∑
k∈{0,1}
Nk, S = ∑
k∈{0,1}
Sk. (2.15)
2.3.2 Regularization
The shrinkage provided by Eq.2.11 is still fairly limited and may not provide enough stability. If the total sample
size is comparable to the dimensionality d it may produce a bad estimation of the average covariance and thus still
be ill- or poorly-posed, while also introducing severe bias [18]. In addition to apply shrinkage we therefore apply
some regularization:
Σˆk(λ,γ) = (1− γ)Σˆk(λ)+ γp tr[Σˆk(λ)]I, (2.16)
where Σˆk(λ) is given by (2.12), tr[·] is the trace operator and I is the p× p identity matrix. As λ did before with
the shrinkage, here γ trades-off the covariance estimate with a diagonal covariance matrix prior.
This regularization has the effect of decreasing the larger eigenvalues and increasing the smaller ones, thereby
improving the condition number and reducing the ill-conditioning.
Values for the shrinkage and regularization parameters are chosen so as to jointly minimize an unbiased esti-
mate of future misclassification risk.
RDA provides a broad family of regularization options. The four special cases of λ and γ represent various
well-known classifiers, as presented by Orhan et al [8]:
• λ= 0, γ= 0 : quadratic discriminant analysis
• λ= 1, γ= 0 : linear discriminant analysis
• λ= 0, γ= 1 : weighted nearest-means classifier
• λ= 1, γ= 1 : nearest-means classifier
For γ= 0, varying λ corresponds to the models between QDA and LDA.
To illustrate how much these operations are effective on decreasing the singularities, we can investigate the
ranks of the covariance matrices before and after. Before shrinkage rank[Σˆk]≤ Nk, after shrinkage,
rank[Σˆk(λ)]≤
Nk, if λ= 0N, otherwise .
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With the further application of regularization ranks of the covariance estimates become,
rank[Σˆk(λ,γ)]

≤ Nk, if λ= 0,γ= 0
≤ N, if λ> 0,γ= 0
= p, otherwise
.
Since Nk  p and N < p most of the cases, shrinkage and regularization steps are both expected to be helpful to
reduce the singularities.
2.4 Kernel Density Estimation (KDE)
Kernel density estimation (KDE) is a non-parametric technique based on data interpolation, used to estimate the
probability density function (PDF) of a random variable in Rd . It assumes that the region Rd is a d-dimensional
hypercube defined by the kernel function K(x), where hN is the length of an edge of that hypercube so its volume
is VR,n. According to this model the number of data inside this hypercube around x can be defined with the
contribution of each sample xi as:
kn =
N
∑
i=1
K(
x− xi
hn
) (2.17)
where K(x) is the kernel in the d-dimensional space, such that
∫
Rd K(x)dx = 1 and hn > 0.
Considering Eq.2.17 p(x) can be estimate as an average of functions of x and the samples from the distribution xi,
superposing kernel functions placed at each sample (xi):
f̂n(x) =
1
N
N
∑
i=1
1
VR,n
K(
x− xi
hn
) =
1
N
N
∑
i=1
Kh(x− xi) (2.18)
In essence, each sample xi is contributing to the estimate in accordance with its distance from x. In Fig.2.6, we
have an example of a one dimensional KDE using Gaussian kernel. We see how in the regions with more samples
the output density is higher.
Figure 2.6: On dimensional KDE example with a Gaussian kernel [6]
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In the case of the Gaussian kernel it recalls at the idea of a Gaussian mixture model [19], but instead of
estimating the means µi a cluster center is allocated per data point, so µi = xi. In this case Eq.2.18 becomes:
p(x|D) = 1
N
N
∑
i=1
N(x|xi,σ2I) = 1N
N
∑
i=1
1
(σ
√
2pi)d
exp
(
−1
2
(
x− xi
σ
)2)
(2.19)
For this kind of estimator the width parameter hn needs to be estimate. However there is a trade-off between
the bias of the estimator and its variance. As we just saw on Eq.2.19 in the Gaussian kernel case the width be-
comes the sandard deviation of the Gaussian PDF along each dimension, so hn = σn. As we can see on Fig.2.7 the
higher the width value is the estimation becomes more like an average and when it is too small it becomes too noisy.
Figure 2.7: PDF estimated with a KDE with Gaussian Kernel varying the width parameter (h) to see the effect. [7]
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Chapter 3
Brain Computer Interface Systems
A Brain-Computer Interface (BCI) is the name given to the technologies that try to communicate and control ma-
chines through brain signals. BCIs are often directed at assisting, augmenting, or repairing human cognitive or
sensory-motor functions [20] as it does not require a motor output from the user.
BCI systems use the electrical impulses due to neurons firing as an input to control the device. The signal is
recorded from several electrodes located at different positions of the scalp and it is then processed and interpreted
through computer algorithms to control some machine (e.g. to move a robotic arm or type letters) [21].
The history of BCI started with Hans Berger’s discovery of the electrical activity of the human brain and the
development of EEG, in 1924. But it was not until the 1970s that BCIs research would start at the University of
California Los Angeles (UCLA). This field has been developing since then, starting with several years of animal
experimentation. First BCI systems focused on neuroprosthetics applications that aimed to restore damaged hu-
man body parts such as ears, eyes or limbs. Thanks to the remarkable cortical plasticity of the brain, signals from
implanted prostheses could, after an adaptation process, be handled by the brain like natural sensor or effector
[22]. The first BCI devices implanted in humans appeared in the mid-1990s, and were conceived as a potential
new therapy to restore motor control in severely disabled patients. As this technology advances and the risks of
invasive brain recordings decrease, the number of BCI applications has been increasing. In addition to the systems
controlling upperlimb prostheses, BCIs dedicated to the restoration of locomotion and speech are emerging [23].
In the BCI human applied research there are three main different BCI systems according to its brain invasive-
ness: Invasive BCIs, Partially invasive BCIs and Non-invasive BCIs. As we introduced previously in chapter 1, we
will work with EEG, which is a non-invasive technique.
In invasive-BCIs the electrodes are implanted intra-cranially, which provide signals of high quality but carries risks
associated with an invasive surgical procedure. Partially invasive BCIs are implanted inside the skull but rest out-
side the brain rather than within the grey matter. Non-invasive methodologies based on EEG locate electrodes on
the scalp surface; this technology has drawn increasing attention due to portability, safety, feasibility and relative
low cost.
In these last kind of systems, event related potentials (ERP) corresponding to a stimulus can be used to detect the
intended target of a person. This paradigm is widely used to build letter-by-letter BCI typing systems [24, 25, 26].
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These kinds of systems are very helpful for people with communication disabilities, especially individuals with
locked-in syndrome (which will be described at section 3.1). Nevertheless these systems suffer from low typing
speed, due to the need of multiple repetitions before making a decision to achieve higher typing accuracy. The use
of context information can improve the speed and the performance, e.g. using a language model.
RSVP-KeyboardT M is a BCI typing system, based on rapid serial visual presentation (RSVP) [27], a symbol
presentation technique to elicit an ERP response. In this chapter we will describe this system functionality and the
classification system behind it. In chapter 4 a new classification model is proposed in order to relax some of the
assumptions of the current system.
3.1 Locked-in Syndrome
There are millions of people in the world with severe motor and speech disabilities which stop them from partic-
ipating in daily functional activities. Most of these people are able to understand language and retain cognitive
skills, but they can not produce speech making it a difficult challenge for them to communicate with other people.
Many assistive technologies and devices have been developed to improve quality of life for people affected by
locked-in syndrome (LIS), but most of the systems require the interpretation of physiological signals such as eye
movements, blinks, hand foot or head movements. However individuals with LIS suffer from a complete paralysis
of nearly all voluntary muscles in the body and are thus disabled for movement or verbal communication. The
vision is always intact, although in extreme cases the eye movement is restricted [28].
LIS might be the result of a traumatic brain injury, brain-stem stroke, diseases of the circulatory system, spinal
cord injury, medication overdose, or a neurodegenerative condition such as amyotropic lateral sclerosis (ALS).
Nowadays there is no standard treatment or cure available, that is why assistive technologies that can improve the
life quality of these patients by helping them communicate have become a whole study field. Despite being totally
paralysed these individuals are still conscious and have all cognitive capabilities intact, which makes it possible to
use electrical activity generated by ensembles of cortical neurons to be employed directly to control brain-machine
interfaces. Therefore, BCI systems hold great promise for effective basic communication capabilities through ma-
chines, e.g. by controlling a spelling program or operating a neuroprosthesis [20].
3.2 The RSVP KeyboardTM
RSVP-KeyboardT M is a letter-by-letter brain computer interface (BCI) typing system based on the ERP from visual
stimuli. It aims to enable communication for the population with severe motor and speech disabilities, including
the ones suffering from locked-in syndrome.
Rapid serial visual presentation (RSVP) is a paradigm that presents each stimulus (in this case letters and symbols)
one at a time at a visually central location on the screen. Other kinds of BCI visual presentation paradigms are the
matrix layout of the popular P300-Speller [29, 30] or the hexagonal two-level hierarchy of Berlin BCI [31]. How-
ever both of these BCIs require an awareness of the full screen, while in RSVP based BCI the stimulus is always
presented in a consistent small focal area. This allows to elicit distinguishable EEG responses without requiring
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an individual to perform extensive visual scanning. This makes RSVP technique particularly suited for the most
severely restricted users, like those with weak or no gaze control or for those whose cognitive skills do not allow
processing of a matrix presentation. Two example screens from the matrix presentation and RSVP BCI systems
are given in Fig.3.1.
Figure 3.1: Sample visual presentation screens; matrix presentation from the P300-Speller (on the left) and rapid
serial visual presentation (RSVP) from the RSVP-KeyboardT M (on the right) [8]
The current RSVP-KeyboardT M contains 26(+2) symbols consisting of letters in the English alphabet, plus
backspace and space symbols. Symbols are shown in a random permutations of the N more probable ones. The
user is assumed to show a positive intent for only one symbol in the sequence (the target), or none if the target is
not shown. Then in the next sequence the symbols shown are changed according to the updated probabilities.
Each stimulus elicits an event related potential (ERP) response. P300, which is a positive deflection in the
signal around 300 ms after the stimulus onset, is the most prominent component of the target ERPs. In Fig.3.2
we can see an example for a selected channel with the target and no target trials ERP response. Apart from the
P300 potential there is high presence of noise in the signal because of the brain background activity. This makes
difficult the target detection using a single trial and therefore it is needed to use multiple repetitions and additional
evidences, such as a language model, in order to increase the accuracy.
RSVP-KeyboardTM uses context information to improve selection efficiency. Including a language model to
the EEG evidence allows making decisions with sufficient accuracy with a lower number of repetitions. The sys-
tem incorporates the context information directly on the decision making process. Fig.3.3 shows the blocks of the
current model and the fusion of the data and language model.
As in chapter 4 we explain our work modifying the current RSVP-KeyboarT M classification approach, in the
next subsections the current model is described in order to understand its operation and limitations of the model
that we will try to improve. We will start characterizing the visual presentation system in subsection 3.2.1 and we
will continue with the feature extraction process in subsection 3.2.2. The design of the language model is explained
in 3.2.3 and the fusion of the EEG data with the language model is in 3.2.4.
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Figure 3.2: ERP from a selected channel for Target trials (left) and No Target trials (right) A) map with 100 trials
for Targets B) Average signal from the 100 trials
Figure 3.3: Parts of the RSVP-KeyboardT M System current model
3.2.1 Visual Presentation
As said before, the RSVP consists on a letter-by-letter presentation at the center of the screen. For each symbol
decision a whole epoch is presented; we call epoch the set of sequences (Ns) needed to decide to type a symbol
with enough accuracy. Each sequence consists on the presentation of Nt trials with the symbols placed in a random
order. Fig.3.4 shows the different parameters of the presentation. The time between symbols appearance is called
Inter Stimulus Interval (ISI) and is a parameter that can be set by the user. The default is to use an ISI = 200ms.
Each sequence starts with a fixation symbol (+), which indicates to the user that the presentation will start. The
decision is made when the probability of the symbol to be selected is above a certain confidence threshold or when
a pre-established number of sequence repetitions is reached.
There are several operation modes depending on the intention of the user. The basic operational mode is the
spelling, that allows the subject to type any sequence and is used to communicate. Before the operation mode the
calibration session is needed to train the signal statistics and set up the machine. In this kind of session a target
symbol is shown before the presentation of a sequence of symbols and the subject is expected to select it.
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Figure 3.4: RSVP-KeyboardrdT M symbols presentation.
Also the system can be tested using the copy phrase or mastery task modes, in which the subject needs to type a
presented word inside a sentence.
In order to increase the typing speed not all the alphabet is shown in every sequence. The language model and
the previous evidences are used to select the Nt more probable symbols, which will be the ones shown in random
order during the next sequence. This paradigm allows for the situation in which there is no no target shown in the
sequence. If this happens, the recorded EEG evidence will decrease the probabilities of the shown symbols and
increase the probability of the ones not shown yet, making them appear in future sequences.
3.2.2 EEG Feature Extraction and Classification
The EEG signal is recorded from a 10/20 System, described in 1.2.1. This signal can be processed in different
ways depending on the application. In the RSVP-Keyboard the ultimate goal is to decide if a trial belongs to a
target symbol or not. Thus, it tries to classify the EEG evidence as having ERP or not, by detecting the P300.
For simplification, the current model assumes that the ERP from each trial has a limited time effect. This allows
to window the signal after the stimulus appearance and use this data as evidence. In particular, in this model the
windows are taken of 500ms. This length is based on the expected time of arrival of the P300 between 250-500ms
after the stimulus onset.
Then, the data recorded from C different electrode channels and of length L (here, 500ms) forms a CxL matrix.
In the case of calibration, for each class k ∈ {0,1} we have Nk data matrices. Because of its big size and noise
this data must be pre-processed to reduce noise and its dimensionality. First, the data is filtered in time by a 1.5-42
Hz bandpass filter (FIR, linear phase, length 153) to remove low frequency signal drifts and noise at higher fre-
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Figure 3.5: EEG recorded sequence with the trial size. We can notice the trial overlapping.
quencies. For each class we have now a three dimensional matrix W kc,t,o (Fig.3.6 A) where the c dimension are the
channels, t is time samples and o is observation.
After the low pass filtering, the data is decimated by a factor of two, so the resulting matrix Zkc,t,o (Fig.3.6 B)
has dimensions Cx L2 xNk.
Figure 3.6: Calibration data matrix structures. A) Matrix resulting from the windowing and filtering with the
training data from a k class. B) Matrix resulting after the decimate of the windowed and filtered matrix from a k
class
Since the data is still high dimensional, PCA is applied to remove zero variance dimensions bellow a threshold.
The PCA is applied jointly in targets and non-targets in a channel by channel basis, leading to different dimensions
per channel. Just the singular values bellow a selected threshold are kept, which are used to project the data into a
lower dimensional space. Afterwards, for each observation all the channels are concatenated on a single vector xt .
Each observation is then stacked in a matrix Xkt,o, that will be used for classification.
Regularized Discriminant Analysis (RDA)
Once the feature vectors are obtained a final non linear projection to R is applied by taking the discriminant score
of the regularized discriminant analysis (RDA), described at section 2.3.
Since the data is assumed to come from multivariate normal distribution, the adequate classifier is QDA. This
method needs to estimate class means µk, class covariance matrices Σk, class priors pik and a risk based threshold,
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but since we do not have enough data this estimates will be noisy and, in particular Σk will be singular, as said in
section 2.2. Thus, we will need something to fix it.
In order to avoid the previous commented problems the covariance is computed with RDA [18]. As explained
in section 2.3, this method applies shrinkage and regularization on the class covariance estimates, which makes the
class covariance matrices closer to the overall data covariance, and therefore to each other.
So, as explained in chapter 2, the mean is computed with the training vectors xi from each class k as represented
in Eq.2.6, and the covariance matrix is estimated using shrinkage and regularization techniques as given in Eq.2.16.
Shrinkage and regularization parameters are chosen so they maximize the Area Under The Curve (AUC) [32] with
a 10-fold cross-validation from the training data.
Once the mean and covariances are estimated the Bayes classifier is applied. The optimum Bayes classifier is
defined by the comparison of log-posterior-ratio with a risk-dependent threshold [33]. So the discriminant function
gives a score for each sample vector [8]:
δRDA(y) = log
fN (y; µˆ1, Σˆ1(λ,γ))pˆi1
fN (y; µˆ0, Σˆ0(λ,γ))pˆi0
(3.1)
where µk, pˆik are estimates of class means and priors respectively; fN (y;µ,Σ) is the pdf of a multivariate normal
distribution and y is the feature vector to apply RDA on.
Kernel Density Estimate (KDE)
The obtained discriminant score function is considered a non-linear projection to a one dimensional space :
x = δRDA(y). This score is then used as a one dimensional EEG that will be merged with the language model.
To do so, we need the class-conditioned probabilities, which are estimated during training using Gaussian-KDE
[8]:
fˆ (x= x|c= k) = 1
Nk
Nk
∑
i=1
Khk(x−δRDA(yi,k)), (3.2)
where δRDA(yi,k) is the discriminant score corresponding to a sample yi,k from class k, that is to be calculated
during cross validation, and Khk(.) is the kernel function with bandwidth hk. For Gaussian kernel, the bandwidth
hk is estimated using Silverman’s rule of thumb [34] for each class k. This assumes the underlying density has the
same average curvature as its variance-matching normal distribution.
3.2.3 Language Model
Language models are extensively used in many language processing applications as speech recognition, machine
translation, part-of-speech tagging, parsing and information retrieval. Its application in BCI based typing systems
is a new field of research, but so far it is showing a great improvement of performance as it allows to make more
accurate decisions and increase the typing speed.
Such models try to capture the properties of a language and to predict the next word or letter in a speech sequence.
A statistical language model assigns a probability to a sequence of m words P(w1, ...,wm) by means of a probability
distribution.
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The language model used in this system is based on the n-gram sequence modeling paradigm, widely used in
speech processing applications [35]. This paradigm is based on the estimated probability of the next letter in the
sentence based on the L−1 previous characters P(wi|wi−1, ...,wL−1).
As explained by Orhan in [8], in this context, let st :Ω→ S be the random variable corresponding to the correct
symbol for epoch t, i.e. during t th symbol selection, where S is the set of possible symbols. it is used for the number
of characters already typed until epoch t and the corresponding random sequence of the last L−1 characters written
prior to epoch t are represented as w j :Ω→ A where j ∈ {it−L+2, · · · , it−1, it} and A ⊂ S is the set containing
the symbols, i.e. letters, punctuation and space. For representation simplicity, let wt = [wit ,wit−1, · · · ,wit−L+2]
correspond to the random string of last L− 1 characters during the selection of the target of t th epoch and w =
[w1,w2, · · · ,wL−1] corresponds to a character string of length L− 1. In n-gram models, the symbol prediction is
made using the latest string of length L as
P(st = s|wt = w) = P(st = s,wt = w)P(wt = w) , (3.3)
from Bayes’ Theorem. In this equation, the joint probability mass functions are estimated using a large text corpus.
3.2.4 Classifier: Language Model and EEG evidence Fusion
The last step is the fusion between the EEG and context evidences. The EEG evidence to type a symbol comes
from one epoch, i.e. the set of sequences needed to make a decision. Sequences belonging to the same epoch are
considered independent. As has been seen each evidence probability is computed independently and merged at the
end in order to decide the target.
Each symbol is assumed to belong to a positive or negative intent: c :Ω→{0,1} is used to represent the random
variable representing the class of intent, where 0 and 1 corresponds to negative and positive intents, respectively
and x : Ω→ Rd is a random vector of EEG features corresponding to a trial. In this case the EEG features come
from the one dimensional projection x= δRDA(y).
Considering xt,s,r the random EEG feature vector corresponding to a trial for epoch t ∈ N, symbol s ∈ S and repe-
tition r ∈ {1,2, · · · ,R}, R is the total number of repetitions or sequences of the symbols per epoch. Furthermore,
let ct,s be the random variable representing the class of epoch t and symbol s. Then, for a symbol s, the posterior
probability of the class being c using the L− 1 previous symbols and EEG features for all of the repetitions of
symbol s in epoch t can be written as presented in [8], as:
Q = P(ct,s = c|xt,s,1 = x1,xt,s,2 = x2, · · · ,xt,s,R = xR,
wit = w1,wit−1 = w2, · · · ,wit−L+2 = wL−1), (3.4)
where xr ∈ Rd for r ∈ {1,2, · · · ,R}. Using Bayes’ Theorem on Eq.3.4, we obtain
Q =
f (xt,s,1 = x1, · · · ,xt,s,R = xR,wt = w|ct,s = c)P(ct,s = c)
f (xt,s,1 = x1, · · · ,xR = xR,wt = w) . (3.5)
Assuming that the EEG features from the same symbol in different sequences and the text already written are
conditionally independent given the class label of the symbol xt,s,1, · · · ,xt,s,R⊥wt |ct,s, we can write Eq.3.5 as:
Q =
f (xt,s,1 = x1, · · · ,xt,s,R = xR|ct,s = c)P(wt = w|ct,s = c)P(ct,s = c)
f (xt,s,1 = x1, · · · ,xR = xR,wt = w) . (3.6)
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It can be further assumed that the EEG responses for each repetition of the symbol are conditionally indepen-
dent given the class of the symbol. This assumption expects intents to be independent and identically distributed
for a symbol in an epoch: xt,s,1⊥xt,s,2⊥·· ·⊥xt,s,R|ct,s, reducing Eq.3.6 to:
Q =
(
∏Rr=1 f (xt,s,r = xr|ct,s = c)
)
P(wt = w|ct,s = c)P(ct,s = c)
f (xt,s,1 = x1, · · · ,xt,s,R = xR,wt = w) . (3.7)
Using Bayes’ Theorem once again on P(wt = wt |ct,s = c), we obtain,
Q =
(
∏Rr=1 f (xt,s,r = xr|ct,s = c)
)
P(ct,s = c|wt = w)P(wt = w)
f (xt,s,1 = x1, · · · ,xt,s,R = xR,wt = w) . (3.8)
We can apply the likelihood ratio test for ct,s to make a decision between two classes. The likelihood ratio of
ct,s, can be written from Eq.3.4 as,
Λ(ct,s|Xt,s = X,wt = w) = P(ct,s = 1|Xt,s = X,wt = w)P(ct,s = 0|Xt,s = X,wt = w) , (3.9)
where Xt,s = {xt,s,1,xt,s,2, · · · ,xt,s,R} and X = {x1,x2, · · · ,xR}. Using the form we obtained after simplifications
and approximations from Eq.3.4 to Eq.3.8, likelihood ratio can be rewritten as
Λ(ct,s|Xt,s = X,wt = w) =
(
∏Rr=1 f (xt,s,r = xr|ct,s = 1)
)
P(ct,s = 1|wt = w)(
∏Rr=1 f (xt,s,r = xr|ct,s = 0)
)
P(ct,s = 0|wt = w)
. (3.10)
In terms of the probabilities obtained from the language model, some of the probabilities can be rewritten as
P(ct,s = 1|wt = w) = P(st = s|wt = w) and P(ct,s = 0|wt = w)) = 1−P(st = s|wt = w). Finally, ratio of class
posterior probabilities can be estimated as,
Λ(ct,s|Xt,s = X,wt = w) =
(
∏Rr=1 f (xt,s,r = xr|ct,s = 1)
)
P(st = s|wt = w)(
∏Rr=1 f (xt,s,r = xr|ct,s = 0)
)
(1−P(st = s|wt = w))
. (3.11)
In this equation, f (xt,s,r = xr|ct,s = c) is to be estimated using the feature extraction algorithm and P(st = s|wt =w)
is to be estimated using the language model. Therefore the decision on the class label of symbol st for epoch t, cˆt,s
may be done comparing the likelihood ratio with a risk dependent threshold, τ, i.e.
Λ(ct,s|Xt,s = X,wt = w)≷cˆt,s=1cˆt,s=0 τ, (3.12)
or in other words,
cˆt,s =
1, if Λ(ct,s|Xt,s = X,wt = w)> τ0, otherwise . (3.13)
De`lia Fernandez Canellas 29
Chapter 4
Modeling the Temporal Dependency of
RSVP Brain Responses
The previous RSVP-KeyboardT M model, presented in 3.2, approached the problem of detecting the user’s intended
symbol by merging language model with EEG evidence in response to each symbol presentation, with the assump-
tion that EEG for each trial was independent from others. Trials are windowed assuming a limited time effect of
the ERPs (500ms). Even though the inter stimulus interval (ISI) is smaller than the window duration (∼200ms),
independence of overlapping ERP responses from consecutive trials given the intended symbol is assumed. This
way the trial classification can be simplified into a binary classification problem.
Our main contribution here is to design a more realistic model that better captures the temporal dependencies
inside a sequence. The new model consists of a finite state machine whose states are determined by the presence
or nonpresence of a target within the assumed stimulus response time. Thus, the new method looks for the most
probable sequence of states given the position of the target, considering the temporal dependencies induced by
overlapping ERP responses on the recorded EEG.
In the first part of this chapter our objectives and the new model is described in 4.1 and 4.2 correspondingly. In
subsection 4.3 the experiments been done to compare both models are explained. Results are shown in subsection
4.4 and discussed in 4.5.
4.1 Objectives
Our main purpose is to design a more accurate model to describe the EEG variability in a sequence due to the target
trial appearance. Instead of characterizing the sequence as a set of independent trials and basing the classification
on a binary problem, we model the signal as data coming from a latent sequence of states.
The objective is that by better modeling the data, the confidence on the selected target symbol should increase
and thus may allow us to reach the confidence threshold faster and therefore increase the typing speed.
De`lia Fernandez Canellas 30
4.2. THE MODEL
4.2 The Model
In this subsection we present the new model with its several parts and equations. First the changes on the feature
extraction and new paradigm are described in subsection 4.2.1. We then follow up describing the state machine
structure we developed in subsection 4.2.2 and the derived equations and classification system including the lan-
guage model in subsection 4.2.3. We end up with a brief description of the states conditional probabilities modeling
in subsection 4.2.4, which is mainly adapted from the previous model.
4.2.1 The Presentation Parameters and Nomenclature
As explained in subsection 3.2.1, the RSVP-Keyboard shows a presentation of N different symbols with one target
or any target. As in the previous model, we consider the ERP to be limited in time, and we will call it stimulus
time effect st. It should be longer than 500ms, to cover the maximum P300 delay. For simplicity, we also want to
have an integer number of ERPs from different stimuli overlapping, so st should be the smallest st = k · ISI ≥ 500
where k ∈ N.
In this model, instead of considering the whole ERP after a trial as our observation, we will consider non-
overlapping time windows taken from the recorded EEG sequence of length wt (window time) seconds. These
windows, instead of representing the trial effect, represent the combination of different ERP from overlapping
trials. Associated to each window of data there is only one state from which this observation depends on. For this
reason, having st = k · ISI simplifies the model.
Figure 4.1: Scheme of a time sequence where N = 10, ISI = wt and st = 3 · ISI. The yellow areas represent the
time effect of no-target trials and the red one the target. The dot lines are the observed windows limits and the
numbers over the time line are the labels for each time window.
Since ERP (st) is longer than ISI, each state will depend on several trials. The number of overlapping trials
will be given by Eq.4.1, therefore the need of integer proportion between st and ISI.
NoverlapTrials =
st
ISI
∈ N (4.1)
Figure 4.1 shows an example where st = 3 · ISI, so each state depends on 3 trials. This way, taking 0 for
no-target and 1 for target each wt is drawn from the distribution determined by one of the four latent states: 000,
001, 010 or 100.
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We further consider there may be a difference between the no-targets (000) before and after seeing the target, as it
is likely that after finding the target the brain processes attending to the visualisation is different. So we end up with
a five states model: 000, 001, 010, 100, 000’. We will call these classes C1, C2, C3, C4 and C5 correspondingly.
In the following we will consider the default setting as ISI=200ms and wt = ISI. In general wt could be shorter
than ISI (eg. ISI=150ms⇒ Ntrials=4 and 6states) or longer (eg. ISI=400ms⇒ Ntrials=2 and 4states).
4.2.2 Describing the Model as a Finite State Machine
Given the sequence parameters and observation vectors described at the previous subsection, the joint probability
of a whole sequence could be schematically represented by the finite state machine in Fig.4.2. The red circles
represent the random variables states and the blue arrows point the possible transitions from a state to the other.
The purple dotted arrows pointing to the states are the possible initial states and the ones pointing out from the state
represent the possible output states. As far, for simplification, we decided to consider the end and the beginning of
the sequence as we had non-target stimulus.
Figure 4.2: Sequence Model describing the sequence of trials on a 5 states model.
According to the graph each state depends only on the previous state. Nevertheless, we can notice that the
transitions between states are deterministic given the position of the target symbol or its presence/non-presence.
We can further represent the possible sequences of states with the Trellis Diagram [36] on Fig.4.3. The Trellis
Diagram is a graphical tool used to represent the possible succession of states in time given the previous states. In
the example we represent a sequence of 10 trials, which would generate a sequence of 12 states. We notice that the
number of possible sequence combinations is the number of symbols shown plus one (the case when no symbol
is the target), Nsequences = Ntrials+ 1, and that all the sequence transitions depend only on the target symbol
position.
According to this we can assume conditional independence between states given the target symbol: yi⊥yt j|S.
Thus, the observations are also conditionally independent given the target symbol: xi⊥x j|S, where i 6= j. Since
each observation xt depend only on the current state yt .
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Figure 4.3: Trellis Diagram of the sequences of states. Red states represent the first state of the target trial (001),
according to the model once we get to this state all the others are defined.
We can now draw the states machine model as a PGM (shown in Figl.4.4) where the given state at time t, yt just
depends on the target symbol s and in turn the current observation xt depends on the current state yt .
Figure 4.4: GPM with the sequence of states yi given by the target symbol S
The joint probability of the sequence represented in the graph in Fig.4.4 can be expressed mathematically as
the probability of our sequence of observations x1:T = [x1,x2, ...,xT ] given symbol s:
P(x1:T |s) =
T
∏
i=1
P(xi|yi) ·P(yi|s) ·P(s)
=
T
∏
i=1
P(xi|yi) ·δ(Y (s)) ·P(s)
∝
T
∏
i=1
P(xi|Y (s)) =
T
∏
i=1
P(xi|yi(s))
(4.2)
In Eq.4.2 we see that the joint probability can be expressed as the probability of our observations given the
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sequence determined by the target symbol. Since we assumed that each observation just depends on the current
state we can express the joint probability as the conditional probability of each observation given the state yi(s),
which will be defined by the target symbol.
For the particular five state case expressed at Fig.4.2 and Fig.4.3 the joint probability is described as 4.3, where
C1,C2, ...,C5 is used for the five states defined in subsection 4.2.1, and t(s) is the trial position where the target
symbol appears:
P(x1:T |Yn(s))=

P(xt(s)|C2) ·P(xr(s)+1|C3) ·P(xr(s)+2|C4) ·
[
∏Tj=t(s)+3 P(x j|C5)
]
i f t(s) = 1[
∏t(s)−1i=1 P(xi|C1)
]
·P(xt(s)|C2) ·P(xt(s)+1|C3) ·P(xt(s)+2|C4) ·
[
∏Tj=t(s)+3 P(x j|C5)
]
i f 1 < t(s)< Ntrials[
∏t(s)−1i=1 P(xi|C1)
]
·P(xt(s)|C2) ·P(xt(s)+1|C3) ·P(xt(s)+2|C4) i f t(s) = Ntrials
∏Ti=1 P(xi|C1) i f s is not shown
(4.3)
4.2.3 Fusion with the Language Model
As in the previous system the language model and the EEG sequence are modeled independently and merged at the
decision making process (3.2.4). The language model has not been changed, so it still works according to section
3.2.3. In this section we explain how the fusion is done with the new probabilistic model.
Considering s ∈ N the target symbol, given the observations X = [x1, ...xT ] and the language model Lm, we
can express our problem for a given sequence with the MAP estimation given our observations:
ŝ = argmax
s
P(s|x1:T ,Lm)
∝ argmax
s
P(Lm,x1:T |s) ·P(s)
(4.4)
Assuming that the EEG features and the language model are independent given the target symbol, Lm⊥x1:T |s,
we can further express ŝ as Eq.4.5.
ŝ = argmax
s
P(Lm|s) ·P(x1:T |s) ·P(s) (4.5)
Using Bayes’ Theorem on Eq.4.5 and simplifying we get:
ŝ = argmax
s
P(s|Lm) ·P(Lm)
P(s)
·P(x1:T |s) ·P(s)
∝ argmax
s
P(s|Lm) ·P(x1:T |s)
(4.6)
In Eq.4.6 we have the two independent terms given by the language model likelihood expressed in Eq.3.3 and
the posterior probabilities of the sequence of observations, given in Eq.4.2. Nevertheless this equation gives the
probability of just one sequence, as we explained in chapter 3 the probability of a letter is computed using several
sequences. Considering sequences conditionally independent given the target symbol, xi1:T⊥x j1:T |s, the epoch
probability is expressed as:
P(X 1:T |s) =
Ne
∏
j=1
P(x j1:T |s) =
Ne
∏
j=1
T
∏
i=1
P(x j,i|y j,i(s)) (4.7)
Where Ne is the number of sentences needed to complete a given epoch.
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4.2.4 Preprocessing and State Conditional Probabilities
In order to obtain the probability of each sample to belong to a given state we need to model the class conditional
probabilities. In this project we will continue assuming the underlying PDF as Gaussian distributed, as our purpose
is just to relax the dependency assumptions between stimuli.
For that reason, the feature extraction process and the PDF modeling follows the process described in section
3.2.2, adapting it to the new classes and window size.
As in the old model the windowed signal is filtered and decimated to remove noise and redundancies. Af-
terwards a linear projection using PCA is learned and applied channel by channel and the resulting samples are
concatenated in one vector. These multidimensional vectors are used as observations to learn each class conditional
distributions assuming Gaussianity. As for this model we still have a small number of training samples and high
dimensional vectors, as in the old model we need the shrinkage and regularization technique explained in section
2.3 is used to learn the class covariances.
As we will explain in section 4.3, we changed the filter and thus the decimated factor from earlier to later
experiments. With a more restrictive low pass filter (2Hz-15Hz), the Nyquist theorem this allowed a decimation
factor of 6, instead of 2. This allowed a better class estimation, as the class dimensionality is reduced, but the
number of samples remain the same.
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Figure 4.5: Filter responses from the previous filter (left) and with the new more restrictive filter (right).
4.2.5 Trial Rejection System
In order to minimize the effect of artifacts we implemented a trial rejection method. As we will explained in
sections 4.3 and 4.5 we added this block after the first experiments in order to solve some of the problems we had
detected.
Artifacts are considered outliers in our classification, so they are detected by using a threshold on the output
probabilities from the classes. We decided to set the thresholds in order to reject a 1% of the data, so from our
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calibration data classification we choose the thresholds that contain a 99% of the data inside each class distribution.
Then, when typing, if any trial in a sequence is outside the threshold its probability value is set to 1 (0 in the
logarithmic domain). This would be equivalent of this trial not been shown, and the sequence probability is
computed accordingly.
In the following equations we demonstrated the equivalence of the joint probability for this case. If we have the
random variables Zi and the corresponding observations xi, we can express the joint probability for a sequence of
observations given the target symbol s, but with a rejected observation j as 4.8:
P(Z |s) =P(Z1 = x1,Z2 = x2, ...,Z j−1 = x j−1,Z j+1 = x j+1, ...,ZT = xT |s) =∫
P(Z1: j−1 = x1: j−1,Z j = τ,Z j+1:T = x j+1:T |s)dτ
(4.8)
Then, according to Eq.4.2 and knowing that
∫
P(Z j = τ|y j)dτ= 1 we can express the joint probability as:
P(Z |s) =
∫ j−1
∏
i=1
P(Zi = xi|yi) ·P(Z j = τ|y j) ·
T
∏
i= j+1
P(Zi = xi|yi)dτ=
T
∏
i6= j
P(Zi = xi|yi) ·
∫
P(Z j = τ|y j)dτ=
T
∏
i6= j
P(Zi = xi|yi)
(4.9)
4.3 Experiments
In order to evaluate the real performance of the new model compared to the old one we did two experiments with
two healthy subjects: one with the trial independence assumption model and the other with the temporal dependent
model.
From the hit rate and old recordings results in section 4.4 we saw the time dependent model was working better
when considering the pre and post targets as the same class, so we decided to run the experiments with this config-
uration.
As we will expain in section 4.4, in off-line analysis we noticed a relevant effect of the position of the target
when computing the sequence probability. In particular there was a bad detection when it was located at the
beginning of the sequence. Thus, we decided to change the presentation, showing two trials with random numeric
symbols at the beginning and at the end, as it is shown in Fig.4.6. This allowed our assumption about the beginning
and the end of the sequence having no target trials, explained in 4.2 and showed in the graphic in Fig.4.2, to become
true, minimizing the effects of the target trial position, despite making the sequences 800ms longer (for the current
case of ISI = 200ms).
Figure 4.6: Presentation adding number trials at the beginning and at the end
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All subjects had to complete two copy task sessions with the different configurations. The copy task session
consists in completing a word in 8 different sentences, with different difficulty levels. For this experiments the
parameters presentation and decision parameters were set as:
• Number of symbols in a sequence: 14
• Maximum number of sequences in an epoch: 16
• Confidence probability threshold to decide: 0.9
Nevertheless, we detected some problems after first experiments that lead us to make some changes. As we
explain in section 4.5, and report in subsection 4.4.3.
In one side, we applied a more restrictive filter, presented in subsection 4.2.4. In the other side we also added
the trial rejection block described in 4.2.5 with the aim of correcting the artifacts effect we detected after first
experiments.
4.4 Results
The obtained results from the experiments are presented in subsection4.4.3. However, before running the experi-
ments, we checked the system performance and functionality with calibration and a copy phrase sessions from 7
different subjects that had already been used for the previous model.
We obtained some hit rate results from a cross validation with the calibration data, which are reported in subsection
4.4.1. Also the probability of epoch completed successfully was computed using the copy phrase sessions from
the same 7 subjects and the average number of sequences to complete an epoch, shown in subsection 4.4.2. These
results were used to evaluate the performance of the previous model compared to the new model and to test also
our hypothesis about the pre/post targets being different classes.
4.4.1 Sequence Hit Rate
The sequence hit rate has been computed using 10-fold cross validation with the calibration data. We computed
the hits as the percentage of correctly classified sequences from the 100 sequences shown in the calibration, so that
hits can be understood as the probabilities of correctly classify a sequence. As in each sequence 10 symbols are
shown the chance probability is a 10% of hit rate.
In the graphic bar in fig.4.7 we represented the hit rate results for 7 subjects and the three classification modes:
the blue bars correspond to the current model, the proposed model considering pre/post-target states as the same is
represented by the green bars and the red bars correspond to the results considering this two states to be different.
We found problems when detecting a target at the beginning of the sequence: in general, symbols situated at
the middle-end of the sequence showed higher probability of being selected as target trials. In order to statistically
evaluate this observation we computed the probability of each one of the 10 trial positions to be considered the
target, we show the results in the top graphic in Fig.4.8. We can notice it is not uniformly distributed as it should
be and the first position is rarely selected.
We attributed this problem to the fact that the extremes of the presentation are modeled as having no-target
states trials (0). In order to solve this detection problem we changed the presentation adding two no target trials in
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Figure 4.7: Hit rate results from 7 subjects using 10-fold cross-validation with the calibration data, comparing the
independence assumption model (blue) and the temporal dependency model with 4 class (green) and with 5 class
(red).
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Figure 4.8: Probability distribution of being selected as the target according to the trial position for the old (blue)
and new (red) models. Above the results from the old presentation and behind the results when adding distractors
at the extremes.
the sequence extremes, as explained in section 4.3. The distribution change is shown in the lower graphic in Fig.4.8.
4.4.2 Epoch complete probabilities
In order to see the performance of the model in real situations before recording new experiments we decided to
run recordings of the Copy Task that had been recorded with the previous model. As the letters shown in each
sequence, the quantity of sequences and the posterior intended symbol are selected according to it, this data had
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a big bias in favour to the old model. Nevertheless, our purpose was not to find out how capable our system was
to type, but to see its main difference when it comes to decide a symbol using several sequences and the language
model. Thus, from this data we evaluated the probability of an epoch to be completed successfully and the quantity
of time the model would spend to make a decision.
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Figure 4.9: Results from the Copy Task session evaluated with the time dependant models for 7 subjects, where
the blue represents the model with trial independence assumption: in the top graphic we have.
In order to reduce the bias we considered all the language model probabilities at the beginning of an epoch as
the ones the previous model would have had. The results we obtained are shown in Fig.4.9, where we can see the
probability of typing correctly a letter in the top and the average time to complete an epoch behind. The current
model is represented by the blue bars, time dependent model considering pre/post targets as the same class by the
green bars and time dependent model considering pre/post targets as different class in red.
We observe a better accuracy for the trial independent model, which in part was already expected because
the letters shown in each sequence are chosen according to decisions made with the old model in the recording.
Nevertheless, if we compare the time it took to complete a letter we see a big speed improvement and we attribute
most of the mistakes to too early decisions, as we noticed that sometimes with just one or two more sequences it
would have made the correct decision.
4.4.3 Experiments results
From the experiments we evaluated first the hit rates from the calibration, as we had done is subsection 4.4.1.
After the calibration subjects had to complete a copy task session with both models. We evaluated its performance
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by comparing the capacity of completing a word and the time it took to complete each session.
As we already described we started experiments without a trial rejection block for the new model, while it
exists for the previous model. After seeing first results from the experiments we reconsidered it and implemented a
trial rejection for the second round of experiments, as explained in subsection 4.2.5. Moreover, we made the band
pass filter more restrictive, as we saw it was not changing significantly the results. This allowed us to decimate
by a higher factor and thus reduce the dimensionality of the feature vectors and have better class estimates, as is
explained in subsection 4.2.4. This change was applied for both old and new models.
In this subsection we will start presenting the results from first experiment in 4.4.3, where just two subjects
complete the experiment. We will follow with the results from the second experiment where 8 subjects were asked
to complete the experiment in 4.4.3.
Experimens 1:
Here we present the results from first experiments that lead us to reconsider the artifacts effect.
As we can see in the first graphic from Fig.4.10, all subjects showed a higher hit rate for the temporal dependant
model.
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Figure 4.10: Results from the Copy Task session from two subjects comparing the trial independent (blue) and
dependent (red) models. In the left we have the results from the number of sentences completed and in the right
the total session time.
From the experiments we detected a decrease of performance in decision accuracy due to too fast and strong
decisions. However, for good subjects this was not a problem because they were capable to correct the wrong letter
in the next epoch and finish the copy task faster than with the previous model, which required much more sentences
to complete each epoch with enough confidence. But on the other hand, for subjects with typing difficulties the
independent assumption model showed much better accuracy, even the time to complete the task was extremely
high (∼ 50min for subject 2). We can see the results corresponding to the total completed sequences for the two
subjects in the second graphic from Fig.4.10, and the other two graphics represent the total time to complete the
session and the total number of sequences.
As noticed from the graphics the results were very bad for subjects with difficulties because of the effect
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of artifacts, that is why we decided to stop experiments and add the artefact rejection block before continuing
experiments.
Experiment 2:
We just saw in Experiment 1 the new model was making very fast and strong decisions. It allowed an improvement
in speed, but the effect of artifacts generated too many wrong decisions. Thus we implemented the trial rejection
method in 4.2.5 for the following comparative experiments from 8 healthy subjects. One of the subjects was
rejected, as its results for both models were considered an outlier.
For this experiments we will analyse the capacity of completing the 8 sentences for each model and the time
differences between models. However, first of all we analyse the hit rate results from the calibration, which are
also giving us an approximation of the typing capacities of each subject.
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Figure 4.11: Results from the calibration it rate for both models.
As for the previous datasets the hit rate showed an improvement for the trial dependent model, compared with
the independent assumption one, as we can see in Fig.4.11.
Nevertheless, the copy task results were not as good as the hit rate results promised. In Fig.4.12 we present
the number of sentences completed for each model in the graphic above and the time it took to finish each bellow.
We can notice as we saw in the first experiment different performance of the model depending on the subject
capabilities to type. On the bright side all subjects completed the task with less sequences with the new model, and
therefore faster.
4.5 Discussion and Conclusions
In this chapter we derived, implemented, and tested a new model for the target detection based acoross-trial tem-
poral dependencies and the target trial position effect on the whole sequence. From the datasets recorded with the
trial independence assumption model and new experiments with both models we have been able to compare them
and see the limitations of the proposed system.
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Figure 4.12: Results from the Copy Task session from 7 subjects comparing the trial independent (blue) and
dependent (red) models. In the tope we have the results from the number of sentences completed; in the middle
graphic the total time it took to complete the whole session and in the right the total number of sequences.
In section 4.2 we presented the hypothesis of the pre- and post-target trials to have different distributions. In
order to verify it we tested that hypothesis compared with the same model considering pre/post targets as the same
class, computing the hit rate and letter selected correctly probabilities from the 7 subjects datasets.
In the ideal case of having infinite number of samples the fact of having a separate class to describe the post targets
should not affect the target detection, as first and last class should have the same distribution or show an improve-
ment if their distribution is different.
However, as the number of samples is limited our class probability distribution is noisy and poorly estimated.
From the results presented in subsections 4.4.1 and 4.4.2 we observed a generally better target detection when
considering the pre/post targets as the same class, which is attributed to the fact that we have the double number of
samples to train the class.
Nevertheless subjects one and three showed better performance for the different class model for both sessions. This
makes us believe that our hypothesis could be right, but we need a higher number of samples in order to verify
it. Moreover, this two classes distribution may be more or less distant depending on the subject, causing different
results.
From the first two analyse we also detected a big influence on letter probability of being selected dependant of
its position in the sequence, as we reported in Fig.4.8. This is caused in part because it is more probable for the
user to miss the target when the sequence starts. This difference can be noticed for both models, but moreover the
proposed model considers the extremes of the sequence as having no-target trials before and after, as shown in 4.2.
In order to solve this problem we changed the presentation adding no-target trials with symbol numbers at the
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end and beginning of the sequence, as explained in section 4.3. This change reduces the position effect for all the
models, with the cost of increasing each sequence by 800ms if ISI = 200ms. We can see in the lower graphic of
Fig.4.8 how it shows a more uniform distribution over different positions.
During the first experiments we detected too fast and strong decisions due to artifacts effect. In the proposed
model we had not implemented any artefact rejection method, which did exist for the previous model. Because of
that we decided to add an artefact trial rejection block, as is explained in subsection 4.2.5.
We also decided to change the filter applied during preprocessing to be more restrictive. Before changing the filter
we checked with the calibration hit rates that the classification results were not significantly changing because of
this lose of information. The change in the filter cut-off frequency allowed us to decimate by a factor of 6 the data,
instead of a factor of 2 as before. Thus the feature vector dimension decreased while keeping the same number of
samples, getting a better class distribution estimate.
The final comparative experiments did not show such a big improvement as we expected from the hit rate
scores, which showed an improvement of up to the 10% of hits. Nevertheless we did find better typing speed for
all the subjects, as the confidence threshold is reached with fewer sequences.
As can be noticed with the results in Fig.4.12 we found a big difference in system performance depending on the
user ability to type. We can differentiate three groups according to the hit rate and later results. Hit rate is highly
related with the subject capacity to type afterwards as it shows the class separability.
Subjects with great ability, as subject 1 and 4, demonstrated capacity of completing the whole task successfully
for both models with times around 10 min. This subjects had hit rates over 60% for both models. They improved
the speed for the time dependent model, despite of increasing the number of wrong decisions and thus having to
make more corrections.
However subjects with lower hit rate levels were not always able to type for the new model. Medium subjects,
as 5 and 7, with hit rates around 50% were able to type with both models, showing similar results. Nevertheless for
the new model the number of sequences was a little lower, despite increasing the number of incorrect decisions.
This subjects spent around 20 minutes to complete the task for both models.
Subjects with the lowest hit rates were not able to complete successfully the whole task for the second model.
But they were able to complete all or almost all the sentences for the previous model, despite reaching the maxi-
mum allowed number of sentences (16) for most of the epochs. Subjects 2 and 3 showed several right decisions,
but had difficulties completing the whole word. They complained about being able to delete wrong decisions but
then not been able to type the correct letter. Thus, they spent a long time trying to complete the task without being
able to succeed. They also made faster decisions with the new model.
On the other side subject 6 was not able to complete any sentence with the new model and finished the task with
less time because of the accumulated number of consecutive mistakes.
We attribute this results to the fact that the time dependent model gets the confidence probability threshold very
fast, most of the times in the first or second sequence. This is favourable for users with good ability, as they are
capable to correct the error with the following epoch and thus improving the speed. Nevertheless users with more
typing difficulties the decisions are still made fast, causing typing errors that the user is not capable to correct.
We observed this with the first experiments, and tried to fix it by the artefact trial rejection block. Nevertheless we
noticed its effect was not noticeable. Almost no trials were rejected, so the thresholds may not be restrictive enough.
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In conclusion, we were able to improve the typing speed but decreased the accuracy. Better artefact treatment
should be done in order to keep improving the model.
4.6 Future Work
In this project we proposed a new target trial detection method that considered signal temporal dependencies. We
relaxed some of the assumptions of the current model, presented in chapter 3. Even thought the proposed model
does not seem to perform good enough to replace the current model the results are promising enough to think about
some changes and additional functions that may help to improve accuracy results.
We accomplished an increase of speed at the cost of decreasing the accuracy. This helps users with good abili-
ties to type faster, but users with difficulties are not able to correct the wrong letters and keep writing.
Future work should be oriented to figure out the reasons for the strong decision and then try to mitigate them.
Our suspicion is that wrong decisions are because of noise and artifacts in the data, as when data is clear the model
is able to detect correctly the target trial. So far we applied similar outlier rejection method as for the previous
model, but this may not be enough for the time dependent model as almost no artifacts were rejected. The current
outlier detector with a more restrictive threshold should be tested.
Moreover, as there are some noisy sequences a sentence probability should be added in order to weight the artifacts
probability. If a sequence has been detected as having an outlier trial shouldn’t be considered as probable as the
other sequences, as the target could have been rejected.
The model that considers Pre/Post targets as different classes should be further studied. More samples are
required in order to train the classes.
During the experiments, some subjects complained about mixing up some of the symbols of the presentation.
Some future work should be also oriented to improve the presentation interface. Users noticed an easier detection
of the backspace symbol, which is smaller than the other symbols. Changing letters size, colors or using lower
case could help users not to miss targets.
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