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Introduc¸a˜o
No ano de 1907 o matem·atico Oskar Perron divulgou um resultado, que se re-
velaria de in·umeras aplicac‚ oes at·e os dias de hoje, sobre o espectro das matrizes
denominadas positivas, ou seja, matrizes cujas entradas sao todas n·umeros positi-
vos. Pouco tempo depois, Ferdinand Georg Frobenius estendeu o resultado para
matrizes nao-negativas que satiszessem uma propriedade conhecida como irredu-
tibilidade que deniremos a seguir. Uma matriz nao negativa ·e dita redut·vel se
existir uma partic‚ ao do conjunto de ·ndices {1, 2, · · · , n} em conjuntos disjuntos
nao - vazios I1 e I2 tal que aij = 0 sempre que i ∈ I1 e j ∈ I2. Caso contr·ario,
A ·e dita irredut·vel. Este teorema conhecido como Teorema de Perron-Frobenius,
arma que uma matriz nao-negativa irredut·vel tem um autovalor positivo domi-
nante λ tal que λ > |α| para todo α 6= λ autovalor da matriz. Al·em disso o
autovalor dominante tem multiplicidade geom·etrica e alg·ebrica igual a 1, e associ-
ado a ele existem ·unicos autovetor a esquerda e autovetor a direita positivos, isto
·e, −→v = (v1, v2, · · · , vn) e
−→w = (w1, w2, · · · , wn) com vi > 0 e wi > 0 para todo
i = 1, 2..n tais que
A−→v = λ−→v −→wA = λ−→w
e
n∑
i=1
vi = 1,
n∑
i=1
wi = 1.
Este teorema tem uma aplicac‚ ao not·avel a matrizes estoc·asticas, a saber, matrizes
com todas entradas positivas e cuja soma dos elementos da cada linha ·e 1. Neste
caso o teorema de Perron garante que o autovalor dominante ·e de fato igual a 1
(λ = 1). Os autovetores positivos satisfazendo a condic‚ ao
A−→v = λ−→v −→wA = λ−→w
e
n∑
i=1
vi = 1,
n∑
i=1
wi = 1.
podem ser utilizados na construc‚ ao de uma medida de probabilidade conhecida
como Medida de Markov. Outras aplicac‚ oes existem deste teorema. No entanto,
nao ·e nosso objetivo apresent·a-las, mas sim apresentar uma prova elegante e o
mais elementar poss·vel deste resultado. Mais precisamente, o objetivo de meu es-
tudo ·e apresentar duas provas deste teorema, uma de car·ater totalmente alg·ebrico
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e bastante elementar, ainda que use a teoria da forma canonica de Jordan e outra,
uma prova baseada na construc‚ ao da m·etrica projetiva, t·ecnica essa desenvolvida
por Birkhoff. A segunda prova tem muita importancia, pois se aplica ao caso de
operadores positivos em espac‚os de dimensao innita denominados de operado-
res de transferencia, cujo resultado fundamental ·e conhecido como Teorema de
Ruelle-Perron-Frobenius. Os resultados e extensoes associados ao teorema de Ru-
elle constituem uma ·area de pesquisa muito ativa e f·ertil na atualidade dentro da
teoria erg·odica e sistemas dinamicos.
No primeiro cap·tulo apresentamos os conceitos b·asicos da teoria das matrizes
necess·arios ao desenvolvimento de nosso trabalho, respectivamente espac‚os ve-
toriais, conceitos gerais sobre matrizes, autovalores e autovetores. No segundo
cap·tulo apresentamos uma prova considerada entre as mais elementares, f·aceis e
curtas do teorema, prova esta que envolve apenas conceitos da teoria das matrizes.
No terceiro cap·tulo exibimos uma introduc‚ ao a prova que se aplica aos casos de
dimensao innita, mais especicamente, ao teorema de Ruelle-Perron para opera-
dores de transferencia em subshits de tipo nito. Esta prova introduz uma m·etrica
chamada de m·etrica de Caley, cuja propriedade fundamental ·e ser contra·da pelo
operador induzido pela matriz A sobre o cone projetivo, permitindo-se encontrar
o autovalor e autovetor positivo atrav·es de teoremas de contrac‚ ao bem conhecidos
em espac‚os m·etricos.
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Capı´tulo 1
Noc¸o˜es Ba´sicas
Como referencia para os resultados deste cap·tulo o leitor pode ver em [2], [4] e
[5].
Durante todo este documento, trabalharemos no corpo K = C. As denic‚ oes aqui
apresentadas devem ser consideradas em dimensao nita.
Denic‚ ao 1.1. Seja um corpo K. Sejam n e m dois inteiros ≥ 1. Um arranjo de
n·umeros de K 

a11 a12 a13 · · · a1n
a21 a22 a23 · · · a2n
.
.
.
.
.
.
.
.
.
.
.
.
am1 am2 am3 · · · amn


·e denominado uma matriz mxn em K.
Denotaremos o conjunto das matrizes nxn por Mn(K).
Denic‚ ao 1.2. Seja V um espac‚o vetorial sobre K. Um escalar λ ∈ K tal que
(A− λI) nao ·e invers·vel denomina-se de autovalor do operador A : V → V . Ao
conjunto
Ker(A− λI) = {v / (A− λI)v = 0} (1.1)
denomina-se de autovetores de A associados a λ.
Denic‚ ao 1.3. Seja A ∈ Mn(K). Denimos o polinomio caracter·stico P (λ) de
A como sendo o determinante
P (λ) = Det(A− λI), (1.2)
ou escrito por extenso
P (λ) =
∣∣∣∣∣∣∣
a11 − λ aij
.
.
.
aij ann − λ
∣∣∣∣∣∣∣ (1.3)
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A matriz A tamb·em pode ser vista como uma aplicac‚ ao linear de Kn em Kn,
e tamb·em podemos dizer que P (λ) ·e o polinomio caracter·stico desta aplicac‚ ao
linear.
Exemplo 1. Encontre os autovalores e autovetores associados da matriz
A =
(
3 2
3 −2
)
Temos que
(A− λI) =
∣∣∣∣∣ 3− λ 23 −2− λ
∣∣∣∣∣
calculando o polinomio caracter·stico temos,
P (λ) = λ2 − λ− 12
Logo, os autovalores de A sao λ1 = 4 e λ2 = −3.
Para encontrar os autovetores associados a λ1 = 4, precisamos resolver a equac‚ ao
(A − 4I)x = 0, obtemos x = (2x2, x2)T . Analogamente, para encontrar os
autovetores associados a λ2, precisamos resolver (A + 3I)x = 0. Nesse caso
x = (−x1, 3x1)
T
.
Denic‚ ao 1.4. O espectro de A ·e o conjunto dos autovalores de A, ou seja
σ(A) = {λ ∈ K / A− λI nao ·e invers·vel} (1.4)
Denic‚ ao 1.5. O raio espectral de A ·e o n·umero real ρ(A), tal que
ρ(A) = sup{|λ| / λ ∈ σ(A)} (1.5)
Denic‚ ao 1.6. Denomina-se de multiplicidade geom·etrica de λ ao n·umero
mλ = dim(Ker(A− λI)) (1.6)
Denic‚ ao 1.7. Dado um autovalor c, a multiplicidade alg·ebrica deste autovalor ·e
o numero de vezes que o fator (x − c) aparece na fatorac‚ ao do polinomio carac-
ter·stico sobre o corpo dos complexos.
Exemplo 2. Seja o operador
A =
(
1 1
0 1
)
Temos que
(A− I) =
(
0 1
0 0
)
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λ = 1 ·e autovalor de A.
Ker(A− I) = Ker
(
0 1
0 0
)
= < e1 >
(
0 1
0 0
)(
a
b
)
=
(
b
0
)
Portanto, mλ(A) = dim Ker(A− I) = 1.
Denic‚ ao 1.8. Dizemos que v ·e um autovetor generalizado associado a λ se existe
k ∈ N tal que
(A− λI)kv = 0 (1.7)
Exemplo 3. Seja o operador
A =
(
1 1
0 1
)
Ker(A− I) = < e1 >
Ker(A− I)2 = R2
Todo (a, b) ∈ R2 ·e autovalor generalizado associado a 1.
Denic‚ ao 1.9. Seja A ∈ Mn(R). Dizemos que A ·e positiva se aij > 0,
∀ 1 ≤ i, j ≤ n.
Exemplo 4. Seja a matriz A = (aij), onde aij = i + j, ∀i, j.
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Denic‚ ao 1.10. Seja A ∈ Mn(R). Dizemos que A ·e nao negativa se
aij ≥ 0, ∀ 1 ≤ i, j ≤ n.
Exemplo 5. Seja a matriz A = (aij), onde aij = |i− j|, ∀i, j.
Denic‚ ao 1.11. O m·odulo de uma matriz e de um vetor sao, respectivamente,
|A| = |aij | |v| = |vi| (1.8)
ou seja,
|A| =


|a11| · · · |a1j |
.
.
.
.
.
.
.
.
.
|ai1| · · · |aij |

 |v| =


|v1|
.
.
.
|vi|


Denic‚ ao 1.12. Dados v, w ∈ Rn dizemos que:
v ≥ w se vi ≥ wi, ∀ 1 ≤ i ≤ n;
v > w se vi > wi, ∀ 1 ≤ i ≤ n;
Denic‚ ao 1.13. Dizemos que uma matriz B ·e uma matriz semelhante a uma matriz
A se existe uma matriz invert·vel M tal que B = M−1AM .
Teorema 1.1. Se uma matriz quadrada A tem s autovetores independentes, enta˜o
ela e´ semelhante a uma matriz com s blocos
J = M−1AM =


J1 · · · · · · 0
0 J2
...
...
. . .
...
0 · · · · · · Js

 (1.9)
Cada bloco Ji(bloco de Jordan) e´ uma matriz com apenas um autovalor λi e um
autovetor.
Ji =


λi 1 · · · · · · 0
0 λi 1 · · ·
...
...
. . . . . . . . . 0
...
. . . . . . 1
0 · · · · · · 0 λi


Quando o bloco tem ordem m > 1, o autovalor λi e´ repetido m vezes e existem
m − 1 1′s acima da diagonal. O mesmo autovalor λi pode aparecer em va´rios
blocos se eles correspondem a autovetores independentes.
Denic‚ ao 1.14. Seja E espac‚o vetorial, F ⊂ E subespac‚o vetorial de E e
T : E → E uma transformac‚ ao linear. O subespac‚o vetorial F ·e invariante por T
se T (F ) ⊂ F
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Exemplo 6. A matriz de rotac‚ ao em R3,
 cos θ − sin θ 0sin θ cos θ 0
0 0 1


Esta matriz faz os pontos do eixo z carem parados e os vetores do plano xy serem
rotacionados.
Denic‚ ao 1.15. Se E ·e um espac‚o vetorial normado e A : E → E ·e um operador
linear entao a norma de E induz uma norma sobre A
||A|| = sup||x||=1||Ax||
que se denomina de norma induzida sobre A.
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Capı´tulo 2
Demonstrac¸a˜o do Teorema com
a´lgebra linear
O Teorema de Perron trata de matrizes positivas e suas conclus oes sao de car·ater
espectral; como sao os autovalores e como sao os subespac‚os invariantes.
Fixamos A uma matriz positiva nxn, o teorema deixar·a claro que existe um ·unico
autovalor λ tal que λ = max{|λ1|, · · · , |λn|}, em que λi sao os autovalores da
matriz A.
Considere o autovalor λ o autovalor dominante, fazendo a operac‚ ao 1
λ
A. Cha-
mando A′ = 1
λ
A, a matriz A′ ter·a 1 como autovalor dominante, assim todos os
outros autovalores serao menores que 1.
Quando aplicamos a matriz A′ camos com dois subespac‚os, um deles gerado pelo
autovetor associado ao autovalor 1 e o outro gerado pelos autovetores associados
aos autovalores menores que 1. Com isso, temos dois subespac‚os invariantes. A
gura 2.2 ilustra esta situac‚ ao.
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Figura 2.1: E ·e o subespac‚o gerado pelo autovetor associado a 1 e F ·e o subespac‚o
gerado pelos autovetores associados aos autovalores menores que 1
2.1 Teorema de Perron
Se A ·e uma matriz real positiva, isto ·e, aij > 0 para 1 ≤ i, j ≤ n, entao:
i. existe um ·unico λ > 0, λ ∈ σ(A) e x ∈ Rn com x > 0 tal que Ax = λx;
ii. para todo α ∈ σ(A), α 6= λ, |α| < λ;
iii. λ = ρ(A);
iv. dim Ker(A− λI) = 1 (multiplicidade geom·etrica);
v. dim Ker(A− λI)n = 1 (multiplicidade alg·ebrica).
2.2 Lemas
Como referencia para os resultados deste cap·tulo o leitor pode ver em [1], [3], [6]
e [7].
A prova ser·a apresentada na forma de lemas, para uma melhor compreensao das
linhas de racioc·nio. Sempre que apresentarmos a matriz A, estaremos tratando de
uma matriz real positiva.
Lema 2.1. Seja A positiva. Entao:
i. se v ≥ 0, v 6= −→0 , entao Av > 0;
ii. se v ≥ w, entao Av ≥ Aw;
iii. se v 6= −→0 ·e um autovetor de A, com v ≥ 0, entao v > 0.
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Prova. Os itens i. e ii. sao imediatos.
iii. se v 6=
−→
0 e v ≥ 0, entao
Av > 0
por i.
Mas se v ·e autovetor, Av = λv > 0 ⇒ λ > 0
v =
1
λ
Av
isto ·e, v > 0.

Lema 2.2. Seja J = {λ ≥ 0 / ∃ x ≥ 0 tal que Ax ≥ λx}. Entao J ·e um
intervalo, J 6= ∅.
Prova. Seja x 6= −→0 , x ≥ 0, entao Ax > 0.
Tomando  > 0, temos:
Ax ≥ x, isto ·e  ∈ J .
Al·em disso, se 0 < α < .
Ax ≥ x ≥ αx
Com isso, α ∈ J .
Portanto, J ·e um intervalo nao-degenerado.

Lema 2.3. Existe v ∈ Rn, v 6= −→0 e v ≥ 0 tal que Av ≥ rv, onde r = sup J e
r ∈ J .
Prova. Seja λ ∈ J, λn → r e xn ≥ 0 com ||xn|| = 1 e tal que
Axn ≥ λnxn
Seja K = {x ≥ 0 / ||x|| = 1}. O conjunto K ·e compacto.
Ou seja, qualquer seq¤uencia de K admite uma subseq¤uencia convergente para um
ponto de K.
Logo, existe (xnk)k∈N →∞ tal que
xnK → x ∈ K
Entao Axnk ≥ λnkxnk ≥ rx ⇒ Ax ≥ rx.
Portanto, r ∈ J .

15
Lema 2.4. Seja A ∈ Mn . Existe x > 0 tal que Ax = rx.
Prova. Seja x ≥ 0, x 6= −→0 tal que Ax > rx. Temos Ax− rx > 0.
Seja w = Ax− rx.
Logo, Aw > 0. Seja  > 0 tal que
Aw ≥ Ax
A(Ax− rx) ≥ Ax
A(Ax) ≥ Ax + rAx
A (Ax)︸ ︷︷ ︸ ≥ ( + r) Ax︸︷︷︸
y y
Ay ≥ ( + r)y
⇒  + r ∈ J , absurdo, pois r = sup J .
Logo, Ax = rx.
Do lema 2.1, conclu·mos que x > 0

Lema 2.5. Seja A ∈ Mn, x ≥ 0 e x 6= −→0 , autovetor de A e
r = sup J . Entao r = ρ(A) = supλ∈σ(A)|λ|.
Prova. Se x ·e autovetor de A entao Ax = λx.
|λx| = |λ||x| ≤ A|x|
Com isso, |λ| ∈ J e assim |λ| ≤ r.
Logo,
ρ(A) ≤ r
Pelo lema 2.4, existe x > 0 tal que Ax = rx.
Portanto, ρ(A) = r.

Lema 2.6. Seja A ∈ Mn. Se λ ∈ σ(A) e |λ| = ρ(A) entao λ = ρ(A).
Prova. Existe x 6= −→0 , x > 0, tal que Ax = λx.
Logo, |λ||x| ≤ A|x|.
Mas |λ| = ρ(A).
`: ρ(A)|x| = A|x|.
Por absurdo, A|x| ≥ ρ(A)|x|. Usando o argumento do lema 2.4, obtemos uma
contradic‚ ao.
Logo, A|x| = ρ(A)|x|.
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Segue que |x| > 0 e que x = eiθy para algum y > 0.
|λ|eiθy = |λ||x| = A|x| = Aeiθy
|λ|eiθy = Aeiθy ⇒ |λ|y = Ay
com y > 0.
Logo, λ > 0 e portanto λ = ρ(A).

Lema 2.7. Seja A ∈ Mn e ρ(A) = r autovalor associado ao autovetor x. Entao a
multiplicidade geom·etrica ·e 1, ou seja, mg(ρ(A)) = 1.
Prova. Se dim Ker(A − λI) > 1, entao existe y 6= 0 autovetor associado a λ e
linearmente independente com x. Tomando  > 0 adequado obtemos que
x− y ≥ 0
x− y 6=
−→
0
e existe j tal que
(x− y)j = 0.
Mas
A(x− y) = λ(x− y).
Segue do lema 2.1 que
x− y > 0
uma contradic‚ ao com (x− y)j = 0.
Portanto, dim Ker(A− λI) = 1

Lema 2.8. Seja A ∈ Mn e ρ(A) = r o autovalor associado ao autovetor x. Entao
a multiplicidade alg·ebrica ·e 1.
Prova. Dividindo A por λ obtemos A
λ
cujo raio espectral ·e 1. Podemos supor que
ρ(A) = 1.
Seja m = ma(1). Suponhamos, por absurdo, que m > 1. Entao na forma de
Jordan real de A ter·amos um bloco de Jordan
Jm =


1 1 · · · · · · 0
.
.
. 1 1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 · · · · · · · · · 1


(2.1)
J = P−1AP e Jk = P−1AkP
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Mas ||Jkm||∞ →∞, portanto ||Jk|| = ||P−1AP || ≤ ||P−1|| ||Ak|| ||P ||,
isto ·e, ||Ak|| → ∞, quando k →∞
Seja x tal que Ax = x. Seja Ak = (aij). Denotamos por ik o ·ndice da linha de
Ak tal que
||Ak|| =
n∑
j=1
akikj
Como x = Akx, temos
xik =
n∑
j=1
akikjxj ≥
n∑
j=1
akikj(infjxj) = ||A
k(infxj)|| → ∞
o que ·e um absurdo. Segue que m = 1.

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Capı´tulo 3
Prova dos Cones
A prova dos cones que ser·a apresentada neste cap·tulo, nao demonstra por com-
pleto o Teorema de Perron, pois para demonstrar por completo o teorema preci-
sar·amos de mais algumas teorias matem·aticas, as quais nao sao abordadas a n·vel
de graduac‚ ao. Entretanto, a importancia dessa prova d·a-se pela sua utilidade na
demonstrac‚ ao do teorema quando tratamos de dimensao innita, o que nao ·e o
caso apresentado neste trabalho.
3.1 Definic¸o˜es
Seja E um espac‚o vetorial normado.
Denic‚ ao 3.1 (Cone). O conjunto C ⊂ E ·e um cone se para todo v ∈ C e t > 0,
tv ∈ C.
Denic‚ ao 3.2. O conjunto C ⊂ E ·e convexo se dado v, w ∈ C e t, s > 0 entao
tv + sw ∈ C.
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Denic‚ ao 3.3. Seja X um subconjunto de um espac‚o m·etrico M . Para que a ∈ X
em M , ·e necess·ario e suciente que a seja limite de uma seq¤uencia de pontos
xn ∈ X .
Denic‚ ao 3.4. O elemento w ∈ C se, e somente se, existe v ∈ C e uma seq¤uencia
de n·umeros reais tn, em que tn → 0 e tn > 0 tal que w+tnv ∈ C, para todo n ∈ N.
Denic‚ ao 3.5. Seja C convexo e C ∩ (−C) = 0. Denimos dois conjuntos :
α(v, w) = sup{t > 0/w − tv ∈ C}
β(v, w) = inf{s > 0/sv − w ∈ C}
sup ∅ = 0 e inf ∅ = ∞
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Figura 3.1: α(v, w)
Figura 3.2: β(v, w)
Denic‚ ao 3.6. Uma m·etrica num conjunto M ·e uma func‚ ao d : MxM → R,
que associa a cada par ordenado de elementos x, y ∈ M um n·umero real d(x, y),
chamado a distancia de x a y, de modo que sejam satisfeitas as seguintes condic‚ oes
para quaisquer x, y, z ∈ M :
d1. d(x, x) = 0;
d2. Se x 6= y entao d(x, y) > 0;
d3. d(x, y) = d(y, x);
d4. d(x, z) ≤ d(x, y) + d(y, z).
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Denic‚ ao 3.7. O conjunto C ⊂ E ·e formado pelos elementos −v tal que v ∈ C.
Uma pseudo-m·etrica num conjunto M ·e uma func‚ ao real d : MxM → R que
cumpre as condic‚ oes de uma m·etrica, salvo o fato de que pode ser d(x, y) = 0 com
x 6= y.
Teremos como hip·otese durante todo o trabalho que:
C ·e convexo;
C ∩ (−C) =
−→
0 ;
satisfaz os conjuntos denidos acima.
Denic‚ ao 3.8. Uma relac‚ ao R sobre um conjunto E nao vazio ·e chamada relac‚ ao
de equivalencia sobre E se, e somente se, R ·e reexiva, sim·etrica e transitiva. Ou
seja, R deve cumprir, respectivamente, as seguintes propriedades:
i. se x ∈ E, entao xRx;
ii. se x, y ∈ E e xRy, entao yRx;
iii. se x, y, z ∈ E e xRy e yRz, entao xRz.
Denic‚ ao 3.9. Seja R uma relac‚ ao de equivalencia sobre E. Dado a, com a ∈ E,
chama-se classe de equivalencia determinada por a, m·odulo R, o subconjunto a de
E constitu·do pelos elementos x tais que xRa. Em s·mbolos:
a = {x ∈ E / xRa}
Denic‚ ao 3.10. Sejam v, w ∈ C. Chama-se quociente projetivo de C o conjunto
Cp = {v ∈ C / v = tw, t > 0 e w ∈ C}
assim, Cp = {v ∈ C / [v]}, ou seja, Cp ·e uma classe de equivalencia.
Denic‚ ao 3.11. O conjunto das classes de equivalencia m·odulo R ·e indicado por
E
R
e chamado conjunto - quociente de E por R.
3.2 Lemas
Lema 3.1. Sejam E espac‚o vetorial e C um cone. Sejam α e β as m·etricas deni-
das anteriormente, entao
α(v, w) ≤ β(v, w)
Prova. Sejam t, s ∈ R tais que t < α(v, w), s > β(v, w) e s 6= t.
Como t < α e s > β, temos:
w − tv ∈ C (3.1)
sv − w ∈ C (3.2)
22
Somando (3.1) com (3.2):
sv − tv ∈ C
(s− t)v ∈ C
Para que (s− t)v ∈ C, precisamos que (s− t) ≥ 0.
Suponha, por absurdo, que (s− t) < 0, entao:
(t− s)(−v) ∈ C
(t− s)v ∈ C
− (t− s)v︸ ︷︷ ︸ ∈ C
u
(t− s)v ∈ C
Com isso, u ∈ C e −u ∈ C.
Mas de −u ∈ C temos que u ∈ (−C).
Desse modo, u ∈ C e u ∈ (−C), assim u ∈ C e u ∈ (−C).
Conclu·mos que u ∈ C ∩ (−C) = {−→0 }, ou seja,
u = (t− s)v =
−→
0
Entao, sendo v 6= −→0 , t = s.
O que ·e absurdo, pois por hip·otese, t 6= s.
Logo, s− t ≥ 0, ou seja, t ≤ s.
Portanto, α ≤ β.

Lema 3.2. Sejam α e β os conjuntos denidos anteriormente. Entao β(v, w) > 0
e α(v, w) < +∞.
Prova. Seja v 6= −→0 . Se α(v, w) = ∞ entao existe a seq¤uencia tn ∈ R, tn > 0,
tn →∞ tal que
w − tnv ∈ C (3.3)
para todo n ∈ N.
Multiplicando (3.3) por 1
tn
, temos:
1
tn
(w − tnv) ∈ C
w
tn
− v ∈ C
(
1
tn
)
w + (−v) ∈ C
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Com isso, −v ∈ C e conseq¤uentemente v ∈ −C, e por isso v ∈ (−C), com
v 6=
−→
0
Logo, v ∈ C ∩ (−C) = −→0 , ou seja, v = −→0
O que ·e absurdo, pois v 6= −→0 .
Seja w 6= −→0 . Se β(v, w) = 0 entao existe sn > 0, sn → 0 tal que
snw − v ∈ C (3.4)
Multiplicando (3.4) por − 1
sn
, temos:
−
1
sn
(snw − v) ∈ C
−w +
1
sn
v ∈ C
(
1
sn
)
v + (−w) ∈ C
Com isso, −w ∈ C e conseq¤uentemente w ∈ (−C).
Logo, w ∈ C ∩ (−C) = −→0 , ou seja, w = −→0 .
Absurdo, pois w 6= −→0 .
Portanto, β(v, w) > 0 e α(v, w) < ∞.

Lema 3.3. Sejam α e β m·etricas. Entao
α(v, w) = (β(w, v))−1
Prova. Suponha α(v, w) > 0.
Mas α(v, w) = sup{t > 0 / w − tv ∈ C}.
Escreva t na forma t = 1
s
, assim,
α(v, w) = sup
{1
s
> 0
/ 1
s
w − v ∈ C
}
= (inf{t > 0 / tw − v ∈ C})−1 =
= β−1(v, w).
Suponha, agora, que α(v, w) = 0
w − tv /∈ C, ∀ t > 0
sw − v ∈ C, ∀s > 0 ⇔ β(v, w) = ∞
Logo, α(v, w) = β−1(w, v).

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Denic‚ ao 3.12. Denimos para todo v, w ∈ C:
θ(v, w) = log
β(v, w)
α(v, w)
θ(v, w) = 0, se α(v, w) = 0
θ(v, w) = ∞, se β(v, w) = ∞
Lema 3.4. Seja θ denido acima, satisfaz:
i) θ(v, w) = θ(w, v), ∀v, w ∈ C
ii) θ(v, w) + θ(w, u) ≥ θ(v, u) para todo u, v, w ∈ C
iii) θ(v, w) = 0 ⇔ existe t > 0 tal que v = tw
Prova. i) θ(v, w) = log β(v, w)
α(v, w)
= log
α(v, w)−1
β(v, w)−1
= log
β(w, v)
α(w, v)
= θ(w, v)
Logo, θ(v, w) = θ(w, v), ∀ v, w ∈ C
ii) Para provar que
θ(v, w) + θ(w, u) ≥ θ(v, u)
precisamos mostrar que
α(v, w).α(w, u) ≤ α(v, u)
β(v, w).β(w, u) ≥ β(v, u)
Seja α(v, w) = 0 ou α(w, u) = 0 ·e trivial. Podemos, entao, supor que
α(v, w) > 0 e α(w, u) > 0.
Seja t < α(v, w) e s < α(w, u) entao
w − tv ∈ C (3.5)
u− sw ∈ C
Multiplicando s por (3.5), temos:
sw − stv ∈ C (3.6)
u− sw ∈ C (3.7)
Somando (3.6) com (3.7), temos:
u− stv ∈ C
Entao st ≤ α(v, w).
Tomando supremos sucessivamente obtemos
α(v, w).α(w, u) ≤ α(v, u)
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Provemos que
β(v, w).β(w, u) ≥ β(v, u)
Sejam t > β(v, w) e s > β(w, u).
Assim,
tv − w ∈ C (3.8)
sw − u ∈ C
Multiplicando (3.8) por s, temos:
stv − sw ∈ C (3.9)
sw − u ∈ C (3.10)
Somando (3.9) com (3.10):
stv − u ∈ C
Segue que
st ≥ β(v, w)
Tomando ·nmos sucessivamente, obtemos:
β(v, w).β(w, u) ≥ β(v, u)
Logo,
α(v, w).α(w, u) ≤ α(v, u) (3.11)
β(v, w).β(w, u) ≥ β(v, u) (3.12)
Sabendo que (3.11) e (3.12) sao v·alidas, provemos que
θ(v, w) + θ(w, u) ≥ θ(v, u)
De fato,
θ(v, w)+θ(w, u) = log
β(v, w)
α(v, w)
+log
β(w, u)
α(w, u)
= log
β(v, w).β(w, u)
α(v, w).α(w, u)
≥ log
β(v, u)
α(v, u)
= θ(v, u)
Portanto, θ(v, w) + θ(w, u) ≥ θ(v, u).
iii) Seja θ(v, w) = 0 ⇔ α(v, w) = β(v, w) = t.
Sejam as seq¤uencias de n·umeros reais tn e sn tais que, tn ↗ t e sn ↘ t, entao
w − tnv ∈ C e snv − w ∈ C.
Isto ·e,
w − tnv = w − tnv + tv − tv = w − tv + (t− tn)v ∈ C
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Mas se w − tv + (t− tn)v ∈ C entao w − tv ∈ (C), pois t− tn ↘ 0.
Do mesmo modo,
snv − w = tv − tv + snv − w = tv − w + (sn − t)v ∈ C
Mas se tv − w + (sn − t)v ∈ C entao tv − w ∈ C, pois sn − t ↘ 0.
Com isso tv − w ∈ C e w − tv ∈ C = −→0 .
Entao w − tv = −→0 , isto ·e, w = tv.
Portanto, θ satisfaz as propriedades i, ii e iii.
Denic‚ ao 3.13. Sejam v, w ∈ C. Chama-se quociente projetivo de C o conjunto
Cp = {v ∈ C / v = tw, t > 0 e w ∈ C}
assim, Cp = {v ∈ C / [v]}
OBS.: Obviamente θ nao ·e uma m·etrica sobre C e sim uma pseudo - m·etrica sobre
C, mas ·e uma m·etrica sobre o quociente projetivo de C.
Lema 3.5. Sejam v, w, z ∈ C, t, r ∈ R, t > 0, r > 0 e ∼ a relac‚ ao denida da
seguinte maneira:
v ∼ w ⇔ v = tw
onde t > 0.
Provemos que ∼ ·e uma relac‚ ao de equivalencia.
i. Se v ∈ C entao v ∼ v
v = tv ⇒ t = 1
Logo, v ∼ v
ii. Se v, w ∈ C e v ∼ w entao w ∼ v
v ∼ w ⇒ v = tw
w = 1
t
v
Chamando r = 1
t
> 0:
w = rv ⇒ w ∼ v
Logo, w ∼ v
iii. Se v, w, z ∈ C, v ∼ w e w ∼ z
v ∼ w ⇒ v = tw (3.13)
w ∼ z ⇒ w = rz (3.14)
Substituindo (3.14) em (3.13), temos: v = trz
Chamando s = tr > 0:
v = sz ⇒ v ∼ z
Logo, v ∼ z
Portanto, ∼ ·e uma relac‚ ao de equivalencia.
27
Considerac¸o˜es Finais
A relevancia deste trabalho est·a na simplicidade da prova do Teorema de Perron,
apresentada de uma elegante e de f·acil entendimento. Al·em disso, este trabalho
apresenta uma outra prova que utiliza a teoria de cones, que nao teve por objetivo
demonstrar por completo o teorema, mas que ·e importante quando estendemos para
o caso de dimensao innita, o que nao foi abordado aqui.
Durante a realizac‚ ao do trabalho encontrei algumas diculdades, principalmente
de encontrar bibliograas que utilizassem o mesmo enfoque que utilizamos.
Pode-se fazer, em trabalhos futuros, a generalizac‚ ao para dimensao innita usando
cones e trabalhar mais com as aplicac‚ oes, apresentando-as e analisando-as detalha-
damente.
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