This paper is a part of the course delivered by the first author at UNC in 2000. The focus is on the advantages of the operator approach in the theory of Bessel functions and the classical Hankel transform. We start from scratch. The Bessel functions were a must for quite a few generations of mathematicians but not anymore. We mainly discuss the master formula expressing the Hankel transform of the product of the Bessel function by the Gaussian.
We thank D. Kazhdan and A. Varchenko, who stimulated the paper a great deal, and CIME for the kind invitation.
L-operator
We begin with the classical operator
Upon the conjugation:
Here k is a complex number. Both operators are symmetric = even. The ϕ-function is introduced as follows:
We will mainly write ϕ λ (x) instead of ϕ λ (x, k). Since L is a DO of second order, the eigenvalue problem has a two-dimensional space of solutions. The even ones form a one-dimensional subspace and the normalization condition fixes ϕ λ uniquely. Indeed, the operator L preserves the space of even functions holomorphic at 0. The ϕ λ can be of course constructed explicitly, without any references to the general theory of ODE. We look for a solution in the form ϕ λ (x, k) = f (xλ, k). Set xλ = t. The resulting ODE is d 2 f dt 2 (t) + 2k (2it).
The existence and convergence is for all t ∈ C subject to the constraint:
The symmetry ϕ λ (x, k) = ϕ x (λ, k) plays a very important role in the theory. Here it is immediate. In the multi-dimensional setup, it is a theorem.
Let us discuss other (nonsymmetric) solutions of (3) and (2). Looking for f in the form t α (1 + ct + . . . ) in a neighborhood of t = 0, we get that the coefficients of the expansion f (t) = t 1−2k ∞ m=0 c m t 2m at t = 0 can be readily calculated from (3) and are well-defined for all k.
The convergence is easy to control. Generally speaking, such f are neither regular nor even. To be precise, we get even functions f regular at 0 when k = −1/2 − n for an integer n ≥ 0, i.e. when (4) does not hold. These solutions cannot be normalized as above because they vanish at 0.
Note that we do not need nonsymmetric f and the corresponding ϕ λ (x) = f (xλ) in the paper. Only even normalized ϕ will be considered. The nonsymmetric ψ-functions discussed in the next sections are of different nature.
Lemma 1.1 (a) Let L
• be the adjoint operator of L with respect to the C-valued scalar product f, g 0 = 2
(b) Setting f, g = 2 +∞ 0
f (x)g(x)x 2k dx, the L is self-adjoint with respect to this scalar product, i.e. L(f ), g = f, L(g) .
Proof. First, the operator multiplication by x is self-adjoint. Second, ( ∂ ∂x
via integration by parts. Finally,
Therefore, L(f ), g = 2
Actually this calculation is not necessary if (1) is used. Indeed, H • = H.
Hankel transform
Let us define the symmetric Hankel transform on the space of continuous functions f on R such that lim x→∞ f (x)e cx = 0 for any c ∈ R. Provided (4),
The growth condition makes the transform well-defined for all λ ∈ C, because
The latter is standard. We switch from F on functions to the transform of the operators: F(A)(F(f ) = F(A(f )). Remark that the Hankel transform of the function is very much different from the transform of the corresponding multiplication operator. The key point of the operator technique is the following lemma.
Lemma 2.1 Using the upper index to denote the variable (x or
Proof. Claim (a) is a direct consequence of Lemma 1.1 (b) with g(x) = ϕ λ (x) :
. Claim (b) results directly from the x ↔ λ symmetry of φ, namely, from the relation + 2 + 4k. Appling F to both sides and using (a),
, L are homogeneous of degree 2 and −2. So e = x 2 , f = −L x /4, and h = x ∂ ∂x + k + 1/2 = [e, f ] generate a representation of the Lie algebra sl 2 (C).
Theorem 2.2 (Master
)(f (x)) and the integral in the second formula.
Proof. The left-hand side of the first formula equals Γ(k + 1/2)F(e −x 2 ϕ µ (x)). We set
They are eigenfunctions of the operators
To be more exact, ϕ ± µ is a unique eigenfunction of L ± with eigenvalue 2µ, normalized by ϕ
Express L − in terms of the operators from the previous lemma.
Analogously,
2 . Now we may use Lemma 2.1:
Thus
is an eigenfunction of L + with the eigenvalue 2µ. Using the uniqueness, we conclude that
However the left-hand side of the master formula is λ ↔ µ symmetric as well as e µ 2 ϕ + µ (λ) = e λ 2 +µ 2 ϕ µ (λ). So C(µ) = C(λ) = C. Setting λ = 0 = µ, we get the desired.
The second formula follows from the first for f (x) = ϕ µ (x, k). Move exp(µ 2 ) to the left to see this. It is linear in terms of f (x) and holds for finite linear combinations of ϕ and infinite ones provided the convergence. So it is valid for any reasonable f. We skip the detail.
Dunkl operator
The above proof is straightforward. One needs the self-duality of the Hankel transform and the the commutator representation for x ∂/∂x. The self-duality holds in the general multidimensional theory. The second property is more special. Also our proof does not clarify why the master formula is so simple. There is a "one-line" proof of this important formula, which can be readily generalized. It involves the Dunkl operator:
The operator D is not local anymore, because s is a global operator apart from a neighborhood of x = 0. We are going to find its eigenfunctions. Generally speaking, this may create problems since we cannot use the uniquness theorems from the theory of ODE. However everything is surprisingly smooth.
Lemma 3.1 Considering x as the multiplication operator,
is analogous. Then
It is simple to calculate the final formula but unnecessary. Applying (13) to symmetric (i.e. even) functions f (x), the two last terms will vanish, because ( 
Here the functions are continuous C-valued continues on the real line R. One may add the complex conjugation to g but we will not do this. The scalar product is non-degenerate, so adjoint operators are well-defined. We continue to use the notation H
• for the pairing f, g 0 . Let us calculate the adjoint of D with respect to |x| 2k .
Proof. Recall that x • = x and (
, where x is considered as the multiplication operator. Then s • = s :
Finally,
The proposition readily gives that |x|
provided that g is even too. Recall that it was not difficult to check this relation directly.
In the multi-dimensional theory, this calculation is more involved and the usage of the (generalized) Dunkl operators makes perfect sense.
Nonsymmetric eigenfunctions
Our next step will be a study of the eigenfunctions of the Dunkl operator:
We will use the shortcut notation f
Lemma 4.1 There exists a unique solution of the eigenfunction problem (16) for λ = 0. It is represented in the form ψ λ (x) = g(λx). In the case λ = 0, the solution is given by the formula ψ 0 = 1 + Cx|x| −2k−1 , where C ∈ C is an arbitrary constant.
Proof. Assuming that ψ λ is a solution of (16), let
be its even and odd parts. By Lemma 3.
Hence, (16) is equivalent to
2 ψ λ due to Lemma 3.1. Therefore ψ 0 λ has to coincide with ϕ λ from the first section. This is true for all λ. If λ = 0,
The last equality holds because ψ 0 λ = ϕ λ is even. Finally,
where ϕ λ (x) = f (λx), f is from (3), and f ′ is the derivative. It is for λ = 0. Let us consider the case λ = 0. We have Dψ
Solving the resulting ODE, ψ 1 λ (x) = Cx|x| −2k−1 . In this proof, we used that Df (x) = f ′ (x) on even functions and
on odd functions. By the way, it makes obvious the coincidence of L with
f (x)). For odd f, it is the other way round:
is also a solution of a second order differential equation. This equation is different from that for ϕ, but not too different. Comparing them we come to the important definition of the shift operator. We show the dependence of L on k and set
Proof. The first claim:
Then
is a combination of (a) and (b).
The shift formula can be of course checked directly without ψ 1 λ , a good exercise.
Master formula
Let us define the nonsymmetric Hankel transform. We consider complex-valued C ∞ − functions f on R such that lim x→∞ f (x)e cx = 0 for any c ∈ R and set
We assume that Re k > − 1 2
and always take ψ 0 (x, k) = 1. Recall that the case λ = 0 is exceptional (Lemma 4.1 ): the dimension of the space of eigenfunctions is 2.
Let us compute the transforms of our main operators. Compare it with Lemma 2.1 : it is much more comfortable to deal with the operators of the first order. The upper index denotes the variable.
Lemma 5.1
Proof. The first formula is an immediate consequence of Proposition 3.2 (a) with g(x) = ψ λ (x) :
Claim (b) follows from the x ↔ λ symmetry. As to (c), use that
Proof. In the first formula, the left-hand side equals Γ(k + 1/2)F (e −x 2 ψ µ (x)). We set
The function ψ ± µ is an eigenfunction of D ± with eigenvalue 2µ. The normalization fixes it uniquely with the standard reservation about µ = 0.
One gets:
is an eigenfunction of D + with the eigenvalue 2µ, and
Cf. the proof of the symmetric master formula. The second formula readily follows from the first provided the existence of the function exp(− )(f (x)) and the corresponding integral. The latter function has to go to zero at x = ∞ faster than e cx for any c ∈ R. The symmetric master theorem is of course a particular case of (24). Indeed, we may replace ψ λ (x) by 2ϕ λ (x) = ψ λ (x) + ψ λ (−x) = ψ λ (x) + ψ −λ (x) on the left-hand side. Then
on the right-hand side. We use that the factor e λ 2 +µ 2 is even. Now we either repeat the same transfer for µ or simply symmetrize the integrand.
It is more surprising that the nonsymmetric theorem can be deduced from the symmetric one. It is a special feature of the one-dimensional case. Generally speaking, there is no reason to expect such an implication. This may clarify why the nonsymmetric Hankel transform and ψ were of little importance in the classical theory of Bessel functions. They could be considered as a minor technical improvement of the symmetric theory. Now we have the opposite point of view.
Let us deduce Theorem 5.2 from Theorem 2.2. We may assume that λ, µ = 0. Discarding the odd summands in the integrand,
The integral of ϕ λ ϕ µ is nothing else but (8). Let us use the shift formula to manage ψ
We get (ψ
This concludes the deduction.
Double H double prime
Let H H ′′ be the double degeneration of the double affine Hecke algebra:
Its polynomial representation ρ : H H ′′ → End(P) in P = C[x] is as follows:
where s is the reflection f → f ι , D is the Dunkl operator. The first two of the defining relations of H H ′′ are satisfied thanks to Lemma 3.1. As to the last, 
and h m . We may assume that and at least one of the leading coefficients
. . modulo differential operators of lower orders. Applying ρ(H) to even and odd functions, we get that ρ(H) = 0 implies that both L + and L − have infinite dimensional spaces of eigenfunctions. This is impossible. Claim (a) is verified.
Concerning (b), any element H ∈ H H ′′ can be obviously expressed in the desired form. Such expression is unique and the representation ρ is faithful thanks to (a).
The theorem is the key point of the representation theory of the double H. It is a variant of the so-called PBW theorem. There are not many algebras in mathematics and physics possessing this property. All have important applications. The double Hecke algebra is one of them.
Next, we study the irreducibility of ρ. 
If k = −1/2 − n for any n ∈ Z + then a l = 0 for any l, i.e p 1 = 0. Otherwise k = −1/2 − n for a certain n ∈ Z + and p 1 (x) is proportional to x 2n+1 .
Theorem 6.3 (a) The representation ρ is irreducible if and only if
k = −1/2 − n for any n ∈ Z + . (b) If k = −1/2 − n for n ∈ Z + ,
then there exists a unique non-trivial H H
Proof. Let {0} = V ⊂ P be a H H ′′ submodule of P. Let 0 = v ∈ V and m = deg v. Set
. Thus it contains an eigenfunction v 0 of D. If k = −1/2 − n for n ∈ Z + then Lemma 6.2 implies that v 0 = 1. So 1 ∈ V and V ∋ ρ(x m )(1) = x m for any m ∈ N. This means that V = P and completes (a).
If k = −1/2−n for n ∈ Z + then Lemma 6.2 states that v 0 = c 1 +c 2 x 2n+1 ∈ V for constants c 1 , c 2 . If c 1 = 0 then s(v 0 ) + v 0 = 2c 1 ∈ V (the latter is s-invariant and V = P as above. If v 0 = x 2n+1 ∈ V then this argument gives that (x 2n+1 ) = x 2n+1 P ⊂ V. Moreover V cannot contain the polynomials of degree less than 2n + 1. Otherwise we can find a 0-eigenvector of D in the space of such polynomials, which is impossible. Hence V = (x 2n+1 ). The latter is invariant with respect to x and s. Its D-invariance readily follows from the formula D(x l ) = (l + (1 − (−1) l )k)x l−1 considered in the range l ≥ 2n + 1. We can reformulate the theorem as follows. The polynomial representation has a nontrivial (proper) H H ′′ -quotient if and only if k = −1/2 − n for n ∈ Z + . In the latter case, such quotient is unique, namely, V 2n+1 = P/(x 2n+1 ). Its dimension is 2n + 1. Note that the subspace V 0 2n+1 of V 2n+1 generated by even polynomials is invariant with respect to the action of h = x ∂ ∂x + k + 1/2 and e = x 2 , f = −L/4, satisfying the defining relations of sl 2 (C) (see Section 2). We get an irreducible representation of sl 2 (C) of dimension n + 1.
Algebraization
Let us use H H ′′ to formalize the previous considerations and to switch to the standard terminology of the representation theory.
(a) Inner product. We call a representation V of H H ′′ pseudo-unitary if it possesses a non-degenerate C-bilinear form (u, w) such that (Hu, w) = (u, H ⋆ v) for H ∈ H H ′′ for the anti-involution
By anti-involution, we mean a C-automorphism satisfying (AB) ⋆ = B ⋆ A ⋆ . We call such form ⋆-invariant. Formulas (29) are compatible with the defining relations (27) of H H ′′ and therefore can be extended to the whole H H ′′ . This is straightforward. For instance,
We add "pseudo" because the pairing, generally speaking, is not supposed to be positive and the functions can be complex-valued. The pairing f, g = R f (x)g(x)|x| 2k dx gives an example, provided the existence of the integral. Taking real-valued functions, we make this inner product positive (no "pseudo"). Assuming that the functions are C ∞ , we need to examine the convergence at x = 0 and x = ∞. If Re (k) > −1/2 then it suffices to take regular f at x = 0. At infinity, f (x)|x| k has to be of type L 1 (R). Polynomials times the Gaussian e −x 2 are fine.
These formulas can be extended to an automorphism of H H ′′ . Indeed, τ (s)τ (∂)τ (s) = s(∂ + 2x)s = −∂ − 2x = −τ (∂), the same holds for x, and
Note that 2 can be replaced by any constant α ∈ C in this definition. We get a family of automorphisms τ α (∂) = ∂ − 2αx of H H ′′ . They lead to the following generalization of the master formula:
Here α > 0 to ensure the convergence. The substitution u = √ αx readily makes it equvalent to (24): use that ψ λ (x) is a function of the xλ. One can also follow the proof of the master formula employing e −αx 2 De αx 2 = D + 2αx. If representations V, W are algebras of functions on the same set then γ can be assumed to be a function, to be more exact, the operator of multuplication by a function. For instance, the multiplication by e x 2 sends the polynomial representation P to Pe ±x 2 . The latter is a H H ′′ -module too. Adding all integral powers of e x 2 to P we make this multiplication an inner automorphism of the resulting algebra. However it is somewhat artificial. Algebraically, the resulting representation P[e mx 2 , m ∈ Z] is "too" reducible. Analytically, we mix together e x 2 and e −x 2 , functions with absolutely different behaviour at infinity. There are interesting examples of inner automorphisms τ, but they are finite-dimensional.
(c) Hankel transform. Following Lemma 5.1, the operator Hankel transform is the following automorphism of H H ′′ :
These realations are obviously comapatible with the defining relations of H H ′′ . Any homomorphism F : V → W of H H ′′ -modules inducing σ on H H ′′ can be called a Hankel transform. The main example so far is F : Pe −x 2 → Pe +x 2 , where we identify x and λ in 23. Indeed,
It is interesting to interpret the master formula from this viewpoint. It is nothing else but the following identities for F = e x 2 e ∂ 2 /4 e x 2 :
This means that F is Hankel transform whenever it is well-defined. Relations (32) can be deduced directly from the defining relations. In the first place, check that [∂, The commutativity of F with s is obvious. Note the following braid identity which can be proved similarly:
Actually we do need calculations from scratch because it suffices to use the nonsymmetric master formula Lemma 5.1 and the fact that P is a faithful representation. For instance, F(2x)F −1 and ∂ coincide in P. The previous consideration shows that the former is an element of H H ′′ . Hence they must coincide identically, i.e. in H H ′′ . A good demonstration of the convenience of such an algebraization will be the case of negative half-integral k. Before switching to this case, let us conclude the "analytic" theory calculating the inverse Hankel transform.
Inverse transform and Plancherel formula
Let Re k > −1/2. We use ψ λ (x) from (16).
The first is nothing else but F from (23). We just show explicitely that the integration is real.
Here we may consider C-valued functions f on R and g on C respectively such that
Restricting ourselves with the polynomials times the Gaussian,
The first map is an isomorphism. Let us discuss the latter.
. Applying the master formula to p i (x) = p(ix),
Now we replace λ → iλ, use that ψ iλ (x) = ψ λ (ix), and then integrate by substitution using z = ix. The resulting formula reads:
Switching to λ,
. We come to the inversion theorem.
Proof:
The second formula is analogous.
There is a simple "algebraic" proof based on the facts that the transform
±x 2 , we may apply the Schur lemma. However the spaces are infinite dimensional, so a minor additional consideration is necessary. We will skip it because it practically coincides with that from the proof of the Plancherel formula.
Provided
, the inner products . Then the radical of the form . , . re is a submodule of C[x]e −x 2 . It does not coincide with the whole space, since
The same argument works for the imaginary integration.
Proof. Setting P − = C[x]e −x 2 , we need to check that . , . = . , . re coincides with f, g 1 = f , g im for all f, g ∈ P − . In the first place, Hf, g 1 = f, H ⋆ g 1 for any H ∈ H H ′′ , i.e. this bilinear form is ⋆-invariant. Indeed,
Setting . , . 2 = . , . − . , . 1 , we get e −x 2 , e −x 2 2 = 0. Cf. 38. It is a ⋆-invariant form as well. Let us demonstrate that it vanishes identically.
First, e −x 2 , (D − 2x)f = −(D + 2x)e −x 2 , f = 0, f = 0 for any f ∈ P − due to the ⋆-invariance. So it is applicable to . , . 2 too. Second,
n ]e −x 2 is n + 1 since the kernel of the operator D − 2x in P − is zero.
and e −x 2 belongs to the radical of . , . 2 . Since the module P − is irreducible, the radical has to coincide with the whole P − .
Taking real k, the forms . , . re . , . im are positive on R[x]e −x 2 and R[λ]e λ 2 . The Plancherel formula allows us to complete the function spaces extending the Fourier transforms F re , F im to the spaces of square integrable real-valued functions with respect to the "Bessel measure":
The inversion and Plancherel formulas remain valid.
Here we assume that k > − 1 2
. Let us discuss the case of negative half-integers.
9 Finite-dimensional case
) is an irreducible representation of H H ′′ . The elements of V 2n+1 can be identified with polynomials of degree less than 2n + 1.
Theorem 9.1 Finite-dimensional representations of H H
′′ exist only as k = −n−1/2 for n ∈ Z + . Given such k, the algebra H H ′′ has a unique finite-dimensional irreducible representation up to isomorphisms, namely, V 2n+1 .
Proof. We will use that
It readily follows from the defining relations of H H ′′ . Actually (40) determines a super Lie algebra. One may use a general theory of such Lie algebras. However in this particular case a reduction to sl 2 is more than sufficient.
Note that h is x ∂ ∂x + k + 1/2 in the polynomial representation. Since the latter is faithful, (40) is exactly the claim that x, D are homogeneous operators of degree ±1, which is obvious.
We will employ that e = x 2 , f = −∂ 2 /4, and h satisfy the defining relations of sl 2 (C).
and the relations [h, e] = 2e, [h, f ] = −2f readily result from (40). Cf. Section 6. Let V be a finite-dimensional representation of H H ′′ . Then the subspaces V 0 , V 1 of V formed respectively by s-invariant and s-ani-invariant vectors are preserved by h, e, and f. So they are sl 2 (C)-modules. One gets
and the other way round in V 1 . Let us check that k ∈ −1/2−Z + . All h-eigenvalues in V are integers thanks to the general theory of finite-dimensional representations of sl 2 (C). We pick a nonzero h-eigenvector v ∈ V with the maximal possible eigenvalue m. Then m ∈ Z + (the theory of sl 2 ) and x(v) = 0 because the latter is an h-eigenvector with the eigenvalue m + 1. Hence ∂x(v) = 0, m + k + 1/2 = 0, and k = −1/2 − m.
Let U 0 be a nonzero irreducible sl 2 (C)−submodule of V 0 . The spectrum of h in U 0 is { −n, −n + 2, . . . , n − 2, n } for an integer n ≥ 0. Let v l = 0 be an h-eigenvector with the eigenvalue l. If e(v) = 0 then v = cv n for a constant c, and if f (v) = 0 then v = cv −n .
Let us check that ∂x(v n ) = 0, x∂(v −n ) = 0, and
Both operators, ∂x and x∂, obviously preserve U 0 :
Setting l = n, we get that (n + k + 1/2)(n − k + 3/2) = 0 and k = −1/2 − n, because k < 0 and n − k + 3/2 > 0. Thus ∂x(v n ) = 0. The case of x∂ is analogous. The next claim is that
This means that either v ′ = 0 or n = 0. In the latter case, v ′ is proportional to v 0 and therefore v ′ = x(v 0 ) = 0 as well. Similarly, ∂(v −n ) = 0. Now we use the formula
and get that x(v l ) ∈ ∂(U 0 ) for any −n ≤ l ≤ n.
. Also the sum is direct. Finally, U is a H H ′′ -module and has to coincide with V because the latter was assumed to be irreducible. The above formulas are sufficient to establish a H H ′′ -isomorphism U ≃ V 2n+1 . Explicitly, the h-eigenvectors x i (v −n ) ∈ U will be identified with the monomials
Let us discuss the Hankel transform and related structures in the case of V 2n+1 . We follow Section 7.
(a) Form. To make ⋆ "inner" we have to construct a non-degenerate bilinear pairing
Here it is:
The pairing is non-degenerate, because if f = ax l + lower order terms, where a = 0 and 0 ≤ l ≤ 2n, then (f, x 2n−l ) = a. We introduce a scalar product (f, g) 0 = Res(f g) for polynomials in terms of x and x −1 . Denoting the conjugate of an operator A with respect to this pairing by A
• ,
The relation x • = x is obvious. Concerning
, it follows from the property Res(df /dx)=0 for any polynomial f (x, x −1 ). The formula
Switching from
The first equality on the second line holds because k x x 2k = kx −2n−2 is an even function, and thus it commutes with the action of s. Finally 
The multiplication by the Gaussian does not preserve the space of polynomials but is well-defined on V 2n+1 because ∀f ∈ V 2n+1 we have x m f = 0 for m ≥ 2n + 1. Finally,
(c) Hankel transform. The operator D is nilpotent in V 2n+1 because it lowers the degree of f ∈ V 2n+1 by one. Therefore the operators exp(±D 2 /4) ∈ C[ [D] ] are well-defined in this representation as well as the Gaussians. It suffices to take 2n m=0 (± (D/2) 2 ) m /m!. Thus we may set
These relations fix it uniquely up to proportionality.
Proof. We already know that F is a Hankel transform (the previous section). If F is another one then the ratio FF −1 commutes with x, D, and s because of the very definition. Since V 2n+1 is irreducible (and finite dimensional) we get that F is proportional to F.
Truncated Bessel functions
Recall that D has only one eigenvalue in V 2n+1 , namely, 0. Therefore we cannot define the ψ λ as an eigenfunction of D in V 2n+1 any longer. Instead, it will be introduced as the kernel of the Hankel transform.
Any linear operator A : V 
So here the kernel α(x, α) is uniquely defined by A and vice versa.
The truncated ψ-function is the kernel of F :
F(f )(λ) = (f (x), ψ λ (x)) = Res(f (x)ψ λ (x)x −2n−1 ).
For instance, F(x 2n ) = (−1) n n!. This is exactly the coefficient c 0 above. We obtain that the normalization serving the truncated Hankel transform is ψ λ (0) = −n!, c 0 = g n (0) = f n (0) = −n!.
Formula (50) 
It is exactly the solution of (48) with the truncated normalization f n (0) = (−1) n n!. Truncated inversion. Concluding the consideration of the case k = −n − 1 2 for n ∈ Z + , let us discuss the inversion. We have the following transformations and scalar products: 
Here F + (f ) = F(f ) = f in the notation above. The transform F − (f ) coincides with F λ + (f ) for even f (λ) and with −F λ + (f ) for odd f (λ). We can follow the "analytic" case and check that F − • F + commutes with D, x, s. Hence it is the multiplication by a constant thanks to the irreducibility of V 2n+1 . The constant is F − • F + (1) and can be readily calculated. It is equally simple to calculate all F − • F + (x l ) using (50) and (52). For instance, Thus the truncated inversion reads:
Concerning the Plancherel formula, we may use the proportionality of the forms f, g + and f , g − for f, g ∈ V 2n+1 and their transforms f = F(f ), g = F(g). It results from the irreducibility of V 2n+1 . A direct calculation is simple as well. Let f, f + = f, f = 
It is easy to check that b l b 2n−l = (−1) l+n a l a 2n−1 .
Indeed, using (50) and (52) We get the truncated Plancherel formula:
f, g − = (−1) n f, g + .
The above consideration proves the coincidence for f = g, i.e. for the corresponding quadratic forms. It is of course sufficient.
