The multilevel Monte Carlo path simulation method introduced by Giles (Operations Research, 56(3):607-617, 2008) exploits strong convergence properties to improve the computational complexity by combining simulations with different levels of resolution. Previous research has analysed its efficiency when using the Euler-Maruyama discretisation, and also demonstrated its improved efficiency using the Milstein discretisation with its improved strong convergence. In this paper we analyse its efficiency for scalar SDEs using the Milstein discretisation, bounding the order of convergence of the variance of the multilevel estimator, and hence determining the computational complexity of the method.
Introduction
In computational finance, Monte Carlo methods are used to estimate the expected value E[P ] of a discounted payoff function which depends on the solution of an SDE of the generic form dS = a(S, t) dt + b(S, t) dW, 0 ≤ t ≤ T,
subject to specified initial data S(0) = S 0 . Using a simple Monte Carlo method with a numerical discretisation with first order weak convergence, to achieve a root-mean-square error of O(ε) would require O(ε −2 ) independent paths, each with O(ε −1 ) timesteps, giving a computational complexity which is O(ε −3 ). However, Giles introduced a new multilevel Monte Carlo (MLMC) approach [10, 9] which reduces the cost to O(ε −2 ) under certain circumstances. This multilevel approach, which is related to the two-level method of Kebaier [17] , and Heinrich's multilevel approach for parametric integration [15] , combines the results of simulations with different numbers of timesteps.
The key identity underlying the method is
This expresses the expectation on the finest level of resolution, using 2 −L uniform timesteps, as the sum of the expected value on level 0, using just one timestep of size T , plus a sum of expected corrections between levels ℓ and ℓ − 1. The quantity E[ P ℓ − P ℓ−1 ] can be estimated using N ℓ independent samples by
Note that the difference P ℓ V ℓ where V ℓ is the variance of a single sample. It is the convergence of V ℓ as ℓ → ∞ which is the focus of this paper, because of its central role in the following theorem [10] which comes from an optimal choice of the number of samples to be used on each level. Theorem 1.1 Let P denote a functional of the solution of stochastic differential equation (1) for a given Brownian path W , and let P ℓ denote the corresponding approximation using a numerical discretisation with timestep h ℓ = 2 −ℓ T .
If there exist independent estimators Y ℓ based on N ℓ Monte Carlo samples, and positive constants α ≥ with a computational complexity C with bound
For the MLMC method based on the simple Euler discretisation, Giles, Higham and Mao [11] proved that V ℓ = O(h) for European options (based on the final value of the underlying S(T )) with a uniform Lipschitz payoff, Asian options (based on the average value of the underlying) and lookback options (based on the minimum or maximum of the underlying). They also proved that V ℓ = O(h 1/2−δ ), for any δ > 0, for barrier options (in which the payoff is zero if the underlying crosses, or fails to cross, a certain level) and digital options (for which the payoff is a discontinuous function of S(T )). The final result has been tightened by Avikainen [1] who proved that V ℓ = O(h 1/2 log h). As summarised in Table 1 , numerical results [10] suggest that all of these results are near-optimal.
For the MLMC method based on the Milstein discretisation, numerical results [9] suggest that V ℓ = O(h 2 ) for European options with a uniform Lipschitz payoff and for Asian and lookback options, and V ℓ = O(h 3/2 ) for the barrier and digital options. In this paper we aim to establish these orders of convergence analytically, and do so near optimally in each case.
Previous results
The analysis in this paper builds on a large body of results in the existing literature. They are included here for the sake of completeness.
Solution of the SDE and its Milstein discretisation
We will assume throughout this paper that the SDE (1) is scalar, and the drift function a ∈ C 2,1 (R×R + ) and volatility function b ∈ C 3,1 (R×R + ) satisfy the following standard conditions in which we use the notation L 0 ≡ ∂/∂t + a ∂/∂S and L 1 ≡ b ∂/∂S.
• A1 (uniform Lipschitz condition): there exists K 1 such that
• A2 (linear growth bound): there exists K 2 such that
Under these conditions, we have the following result for the analytic solution to the SDE [18] .
Theorem 2.1 Provided the assumptions A1-A3 are satisfied, then for all positive integers m
With initial data S 0 = S(0), the Milstein discretisation of equation (1) using a uniform timestep of size h is
where b ′ ≡ ∂b/∂S, the subscript n denotes the timestep index, and a n , b n and b ′ n are evaluated at S n , t n . Kloeden and Platen [18] define a continuous time interpolant
for t n ≤ t ≤ t n+1 and prove the following result.
Theorem 2.2 Provided the assumptions A1-A3 are satisfied, then for all positive integers m there exists a constant C m such that
Brownian bridge results
If the drift a and volatility are constant, the SDE (1) has solution
and hence within the time interval [t n , t n+1 ] of length h we have
where λ ≡ (t − t n )/h. This means that the deviation of S(t) from a piecewise linear interpolation of the values S n ≡ S(t n ) is proportional to the deviation of W (t) from its piecewise linear interpolation. It can be proved that the distribution of the latter is independent of the Brownian increment W n+1 − W n , and furthermore we have the following results (see for example [14] ).
Lemma 2.3 Conditional on S n and S n+1 , the distribution for the integral of S(t) over the interval [t n , t n+1 ] is given by
where
Lemma 2.4 Conditional on S n and S n+1 , the distributions for the minimum and maximum of S(t) over the interval [t n , t n+1 ] are given by
where U n and V n are each uniformly distributed on the unit interval (0, 1).
Lemma 2.5 Provided b = 0, conditional on S n and S n+1 , the probability that the minimum (or maximum) of S(t) over the interval [t n , t n+1 ] is less than (or greater than) some value B, is P inf
where the notation (x) + means max(x, 0).
and hence E sup [0,1] |W (t)| m is finite for all positive integers m.
Extreme values
The following results come from extreme value theory which determine the limiting distribution of the maximum of a large set of i.i.d. random variables [7] .
Lemma 2.7 If U n , n = 1, . . . , N are independent samples from a uniform distribution on the unit interval [0, 1], then for any positive integer m
Lemma 2.8 If Z n , n = 1, . . . , N are independent samples from a standard Normal distribution, then for any positive integer m
Corollary 2.9 If W n (t), n = 1, . . . , N are independent Brownian paths on
Proof From Corollary 2.6, for sufficiently large x the tail probability for |W n (t)| is less than that of a standard Normal random variable.
Extreme paths
Some of the proofs in [11] use an argument that certain "extreme" paths make a negligible contribution to the overall expectation. This same argument will be employed in this paper but in a more compact form based on these two lemmas.
Lemma 2.10 If X ℓ is a scalar random variable defined on level ℓ of the multilevel analysis, and for each positive integer m, E[ |X ℓ | m ] is uniformly bounded, then, for any
Proof Follows immediately from Markov's inequality
by choosing m > p/δ.
Lemma 2.11
If Y ℓ is a scalar random variable on level ℓ, E[ Y 2 ℓ ] is uniformly bounded, and for each p > 0, the indicator function 1 E ℓ on level ℓ (which takes value 1 or 0 depending whether or not a path lies within some set E ℓ ) satisfies
Proof Immediate consequence of Hölder inequality which gives
In the proofs in the main analysis, Lemma 2.10 will be used to establish the preconditions for Lemma 2.11, from which it can be concluded, by choosing p sufficiently large, that the contribution of the extreme paths is negligible compared to the paths that are not extreme.
3 Analysis of the Milstein MLMC method
Brownian interpolation
In all of the cases to be analysed, the discrete paths are simulated using the Milstein method, with each level having twice as many timesteps as the previous level. This gives a set of values at discrete times, S(t n ) where t n = n h. By approximating the drift and volatility as being constant within each timestep, we define the following Brownian interpolation based on equation (6),
where λ ≡ (t − t n )/h. The advantage of this interpolation compared to the standard Kloeden-Platen interpolant is that we can use Lemmas 2.3 -2.5 in constructing the multilevel estimators. The accuracy of the interpolant relative to the Kloeden-Platen interpolant is given by the following theorem:
is the interpolant defined by (13) and S KP (t) is the KloedenPlaten interpolant defined by (5) then for any positive integer m i)
iii)
Proof In each case we use the fact that E[max n |b ′ n b n | m ] is finite due to Theorem 2.2 and Assumption A2. In addition, for t ∈ [t n , t n+1 ], the difference between the two interpolants is
, where
i) Using Hölder's inequality, the assertion follows from
together with bounds on E sup [0,T ] |Y (t)| 2m coming from Lemma 2.8 and Corollary 2.9.
ii) By setting
and hence the assertion follows from
and standard bounds for moments of Normal random variables.
iii) Defining
In addition, the X n are iid random variables, and therefore
The proof is completed by noting that E[X 2 0 ] = O(h 4 ) due to standard moment bounds for Brownian increments.
Estimator construction
For each Brownian input, the multilevel estimator (3) requires the calculation of the payoff difference P f ℓ − P c ℓ−1 . Here P f ℓ is a fine-path estimate using timestep h ℓ = 2 −l T , and P c ℓ−1 is the corresponding coarse-path estimate using timestep h = 2 −(ℓ−1) T . As explained in [9] , to ensure that the identity (2) is correctly respected, it is required that
In the simplest case of a European option, this can be achieved very simply by defining P f ℓ−1 and P c ℓ−1 to be the same. However, for the other applications the definition of P c ℓ−1 involves information from the discrete simulation of P f ℓ , which is not available in computing P f ℓ−1 . This is done to reduce the variance of the estimator, but it must be shown that equality (14) is satisfied. This will be achieved in each case through a construction based on the Brownian interpolant. In many cases this will involve evaluating the coarse path interpolant at the intermediate times t n for odd values of n, using the value for W n which was used for the fine path.
The analysis of the variance of the multilevel estimator will often use the following decomposition of the difference between the Brownian interpolants for the fine and coarse paths,
with Theorem 3.1 bounding the error in the first two terms, and Theorem 2.2 bounding the error in the last two terms.
Lipschitz payoffs
Many European options, such as simple put and call options, have a payoff that is a Lipschitz function of the value of the underlying asset at maturity,
Discrete Asian options have a payoff which is a Lipschitz function of the value at maturity and the average of the underlying asset at a finite number of times T m ,
Both of these are special cases of a more general class of Lipschitz payoffs in which the payoff is a Lipschitz function of the values of the underlying asset at a finite number of times T m ,
with the Lipschitz bound
1 , S
2 , . . . , S
for some constant L. In the numerical discretisation the fine and coarse path payoffs are both defined by
with S(t) given by the Brownian interpolation. Note that this will require the additional simulation of W (T m ) if T m does not correspond to one of the existing timesteps. We get the following result concerning the variance of the multilevel estimator:
Proof From the Lipschitz bound and Jensen's inequality we obtain
The decomposition (15) implies that
and the proof is completed using the results from Theorems 2.2 and 3.1.
Asian options
Continuously monitored Asian options have a payoff that is a uniform Lipschitz function of two arguments, the average over the time interval
and the value at maturity, S(T ). We now consider two alternative numerical approximations.
Treatment 1
The first treatment is that used in [9] , in which the fine and coarse path averages S are defined by integrating the interpolant (13). Because of Lemma 2.3, this gives
where I f n are independent N (0, 1 12 h 3 ℓ ) variables. The payoff for the coarse path is defined similarly, but a straightforward calculation gives
, and so I c n is obtained from the Brownian path information used for the fine path. Proof Integrating (15) gives
and the proof is completed using the Lipschitz bound and Theorems 2.2 and 3.1.
Treatment 2
The second treatment is the same as the first except that it omits the terms I f n and I c n and so the averages correspond to trapezoidal integration of the two interpolants, or alternatively they can be viewed as averages of the piecewise linear interpolants S P L (t).
Theorem 3.4 This approximation for continuous Asian options has
Proof The difference between the averages of the Brownian and piecewise linear interpolants is
Since the I n are iid N (0, 1 12 h 3 ℓ ) variables, it follows that
and this is O(h 2 ℓ ) due to the finite bound for
The bounds on E[( S − S P L ) 2 ] together with the bound on E[(
, and the result then follows from the assumed Lipschitz property of the payoff.
Lookback options
In lookback options the payoff is a uniform Lipschitz function of the value of the underlying at maturity S(T ), and either the minimum or the maximum of the underlying over the time interval. We will consider cases involving the minimum; the analysis for cases involving the maximum is very similar.
For the fine path simulation, we consider the conditional Brownian interpolation in the time interval [t n , t n+1 ] defined by
where λ = (t − t n )/h ℓ and b f n ≡ b( S f n , t n ), and make use of Lemma 2.4 to simulate the minimum on the time interval as
where U n is a uniform random variable on the unit interval. Taking the minimum over all timesteps gives the global minimum which is used to compute the fine path value P f ℓ .
For the coarse path value P c ℓ−1 , we do something slightly different. Using the same conditional Brownian interpolation, for even n we again use equation (13) 
Here b c n = b c n+1 ≡ b( S c n , t n ). Note the re-use of the same uniform random numbers U n and U n+1 used to compute the fine path minimum. Also, min( S c n,min , S c n+1,min ) for level ℓ has exactly the same distribution as S f n/2,min for level ℓ−1, since they are both based on the same approximate Brownian interpolation, and therefore equality (14) is satisfied.
Theorem 3.5 The multilevel approximation for a lookback option which is a uniform Lipschitz function of S(T ) and inf
Proof If S f min and S c min are the computed minima for the fine and coarse paths, then
where 
and hence
When n is even, assumption A1 gives (b
, while for odd n we have
Asymptotically, the dominant term on the right is b n−1 ∆W n−1 , and it can be proved using the Jensen and Hölder inequalities, the boundedness of E[max n b 4 n ] and Lemma 2.8 that E max
from which it follows that
and hence,
and the final result then follows from the uniform Lipschitz property of the payoff function and the bound
Extreme paths
The analysis of the variance of the multilevel estimators for barrier and digital options will follow the extreme path approach used in [11] . We prepare for this with the following lemma in which we use the notation u ≺ h α when u > 0 and there exists a constant c > 0 such that u < c h α , for sufficiently small h. Note that
Lemma 3.6 For any γ > 0, the probability that a Brownian path W (t), its increments ∆W n ≡ W ((n+1)h)−W (nh), and the corresponding SDE solution S(t) and its fine (h) and coarse (2h) path approximations S f n and S c n satisfy any of the following extreme conditions
is O(h p ) for all p > 0. Here W (t) is defined to be the piecewise linear interpolant of the discrete values W n . Furthermore, if none of these extreme conditions is satisfied, and γ < 1 2 , then
where b c n is defined to equal b c n−1 if n is odd.
Proof The probability of the first two extreme conditions is O(h p ) for all p > 0 due to Theorems 2.1 and 2.2 and Lemma 2.10. Since
the probability of the third is O(h p ) for all p > 0 due to Lemma 2.10. The fourth extreme condition has a O(h p ) probability because Theorems 2.2 and 3.1 together imply a uniform bound as h → 0 for
for any m > 0. Similarly, the fifth is an extreme condition with O(h p ) probability because of Corollary 2.6. If none of the extreme conditions is satisfied, then using Assumption A2 gives
and therefore (18) is satisfied provided γ < 1 2 so that h 1/2−2γ is the dominant term in the above inequality.
(19) follows as a consequence because of Assumptions A1 and A3, and (20) is obtained similarly from Assumption A2 and the bound on | S f n | and | S c n |. When n is even, the bound in (21) follows from Assumption A1 and the bound on | S f n − S c n |, while for odd n it requires the observation that
and the bound then follows from (19) and the corresponding bound for n−1.
Barrier options
The barrier option which is considered is a down-and-out option for which the payoff is a Lipschitz function of the value of the underlying at maturity, provided the underlying has never dropped below a value B,
Here 1 τ >T is an indicator function taking value 1 if the argument is true, and zero otherwise, and the crossing time τ is defined as
One approach would be to follow the lookback approximation in computing the minimum of both the fine and coarse paths. However, the variance would be larger in this case because the payoff is a discontinuous function of the minimum. A better treatment, which is the one used in [9] , instead computes for each timestep the probability that the minimum of the interpolant crosses the barrier, using the result from Lemma 2.5. This gives the conditional expectation for the payoff, conditional on the discrete Brownian increments of the fine path. For the fine path this gives
The payoff for the coarse path is similarly defined as
and for odd values of n, S c n is defined by the usual interpolant and b c n ≡ b c n−1 . Equality (14) is satisfied in this case because
where the expectation on the r.h.s. is taken with respect to the distribution of the interpolated value S c n+1 , conditional on S c n , S c n+2 .
|b(B, t)| > 0, and inf then we obtain
and therefore
Returning to the original products over all n,
This gives us
, because of the bound on f ( S f N ) and f ( S c N ), and so the contribution from set (iii) to E[(
The proof is finally completed by choosing γ < min( 
Digital options
A digital option has a payoff which is a discontinuous function of the value of the underlying asset at maturity, the simplest example being
which has a unit payoff iff S(T ) is greater than the strike K.
The difficulty with the digital option is that the approach used in section 3.3 will lead to an O(h ℓ ) fraction of the paths having coarse and fine path approximations to S(T ) on either side of the strike, producing
To improve the variance to O(h 3/2−δ ℓ ) for all δ > 0 we follow the approach which was tested numerically in [9] , using the technique of conditional expectation (see section 7.2.3 in [14] ).
If S f N −1 denotes the value of the fine path approximation one timestep before maturity, then if we approximate the motion thereafter as a simple Brownian motion with constant drift a
, the conditional expectation for the payoff is the probability that S f N > K after one further timestep, which is
where Φ is the cumulative Normal distribution.
For the coarse path, we note that given the Brownian increment ∆W N −2 for the first half of the last coarse timestep (which comes from the fine path simulation), the probability that S c N > K is
The conditional expectation of (25) is equal to the conditional expectation of P (ii) If we define S f N and S c N to be the values which we would have obtained from the fine and coarse path simulations after the final timestep, then
and similarly
) due to the bounded probability density for S(T ), it follows that E[(
). Choosing γ < min( 1 4 , δ/13) completes the proof.
Conclusions and future work
In this paper we have proved that when using the Milstein discretisation for a scalar SDE the variance of the multilevel estimator is O(h 2 ℓ ) for Lipschitz and Asian options, O(h 2 ℓ (log h ℓ ) 2 ) for lookback options, and O(h 3/2−δ ℓ ) for barrier and digital options, for any δ > 0.
Condition i) of Theorem 1.1 requires knowledge of the order of weak convergence. Theorems 2.2 and 3.1 together give O(h) weak convergence for the Lipschitz and Asian options, and O(h log h) convergence for the lookback option. For the digital and barrier options, the analysis of the multilevel convergence can be modified to instead consider E[ P ℓ −P ], and hence it can be proved that the weak order of convergence is O(h 1−δ ) for any δ > 0. In all cases, the weak convergence rate satisfies the inequality α ≥ required by Theorem 1.1, and so it can be concluded that the computational cost to achieve a r.m.s. accuracy of ε is O(ε −2 ) for all of the cases considered in this paper.
There are lots of directions for future research. One is the extension to jumpdiffusion [22] and exponential Lévy processes [21] , to complement existing analyses for Lévy-driven SDEs [19, 5, 6] . Others include the analysis of MLMC applied to the computation of sensitivities, usually referred to as "Greeks" [3, 2] , and also stopping times [20] . For path-dependent options there are possibilities of improving the order of convergence of the multilevel variance using adaptive algorithms [16] , and the complexity can also be improved using quasi-Monte Carlo sampling [13, 8] The most natural direction in which to extend the analysis in this paper is to multidimensional SDEs. In cases in which a certain commutativity condition is satisfied (see, for example, page 353 in [14] ) there is a simple generalisation of the Milstein discretisation which still requires only the increments of the driving Brownian motions. In this case, most of the analysis in this paper will extend quite naturally. The only problem is that if W 1 (t) and W 2 (t) are two correlated Brownian motions, then we do not have analytic expressions for the joint distribution of their minima and maxima over a given interval, conditional on the end values. This will cause problems in constructing the lookback and barrier estimators if the payoff depends on more than one minimum or maximum.
Clark & Cameron [4] proved that in general it is not possible to achieve first order strong convergence for multi-dimensional SDEs using just the Brownian increments. If the commutativity condition is not satisfied, then the multi-dimensional Milstein discretisation requires the simulation of iterated Itô integrals known as Lévy areas to achieve O(h) strong convergence. If these terms are omitted, the strong convergence remains O(h 1/2 ), but a new paper [12] proves that it is still possible to achieve a good multilevel estimator through the use of antithetic variates. The variance convergence is O(h 2 ) for smooth European (and Asian) payoffs, and O(h 3/2 ) for Lipschitz European (and Asian) payoffs such as put and call options which are smooth almost everywhere.
Extending this analysis to digital, lookback and barrier options will be a challenge for the future. The optimal treatment is likely to require sub-sampling of the Brownian paths within each timestep to approximate the Lévy areas, with the level of subsampling being a tradeoff between the cost and accuracy of the simulated Lévy areas.
