Introduction
Breast cancer is a major cause of death among women; several researches have been presented to develop CAD systems capable to detect MCs in digitalized mammographies [6] [7] [8] [9] , that is an early symptom of breast cancer. Next figure shows the overall architecture of our CAD system: Suspicious area of each mammography is selected, avoiding to process the whole image. This part of the image is known as Region of Interest (ROI), and contains 16384 pixels. Different feature extraction strategies can be followed, for instance, Christoyianni in [7] applies Blind Signal Separation (BSS) technics obtaining the set of features assuming that the mammographies are made of a set of independent sources. We apply Wavelet filters, aiming to detect high frequency components in the mammographies [9] , that characterizes MCs. Other alternatives to find high frequency components, as Histograms (that presented worse performance) or Independent Component Analysis (ICA) as described in [10] could be applied.
In [6] , the proposed CAD system applies GRNNs in the selection of the best features and FFNN networks in the final classifier. Our CAD system applies GRNN structures in both stages, the selection of the best features and the final classification. Different algorithms to fit the Kernel Parameters (KPs) of GRNN structures have been proposed by many researchers [1] [2] [3] [4] . Nowadays the strategy proposed by Specht in [1] , is the most applied one, although some recent researches applies Genetic Algorithms (GAs) [4] . GRNNs classification performance depends on the KPs fit and the number of samples in the Training Data Set (TDS).In this paper we present two new algorithms to fit the KPs and analyze the application of Gradient Algorithms (GRDAs). The proposed algorithms allow us to apply GRNNs in the final classifier, if the KPs weren't properly fit, the classification would become very noisy and inaccurate. In order to test this structure a comparison to FFNN networks was performed; although similar results were obtained with both classifiers, the training time was significantly lesser with GRNNs.
In Section 2, a brief introduction about the GRNN structures is performed. In Section 3, we explain the new algorithms. In Section 4 explains the results obtained with the proposed strategies. Conclusions are summarized in Section 5.
General Regression Neural Networks
GRNN structures are a regression method proposed by Nadaraya-Watson and introduced by Specht [1] . The principal advantages of GRNN are fast learning and convergence to the optimal regression surface as the number of samples becomes very large. These structures just need to be trained once to achieve optimal performance in classification. Being x a pattern vector to be classified, y a scalar value to be estimated and f xy (x, y), the joint probability density function (pdf ) of x and y. Expected value of y, given x, is defined in Eq. (1) as
Probability distribution function is unknown, it must be estimated from the samples set {X, Y}, where X = {x (q) : q = 1, .., M } is the n−dimensional vectors set and Y = {y (q) : q = 1, .., M } is the target set. Applying a gaussian parametric estimation the Eq.(1) becomes as follows
where M is the feature vector number, σ i (i can be equal to q) is the width of the i-th class gaussian kernel, and
) is the Euclidean distance among the q-th sample and the input vector. Clustering samples and obtaining the centres allow to rewrite Eq.(2) aŝ
•A i is the samples number of the i-th class multiplied by the output value of the class.
•B i is the samples number of the i-th class.
•D ci is the Euclidean distance to the c i center.
To build up the decision regions, it is necessary to fit the σ minimizing the Mean Square Error (MSE), that is a n-dimensional function without local minimums [1] . It can be seen that this estimator is the likelihood ratio in the Bayes sense [11] .
Fitting Algorithms in Clustering Problems
When a TDS given, the A i , B i and D i parameters of Eq. 3 are directly obtained, the only parameter to be fit is the vector of sigmas σ. First, we have normalized all the input vectors the [0,1] interval, it assures the output to be bounded. Fit σ is an optimization problem that consists on finding the vector that satisfies
. n is the number of clusters and m the number of elements in the TDS. We have developed the fitting algorithms with a problem of two clusters to be able to represent them into 3D graphs. The strategy proposed by Specht in [1] , consists on leaving all the σ's components fixed but one, that is optimized minimizing the error. Once the first sigma has been fit, it becomes fixed. It is repeated with all the sigmas. This solution doesn't ensure that the minimum error is reached, since it can be easily seen that the MSE obtained depends on the initial values of the weights. Figure 3(a) , shows the minimization of the error varying σ 1 fixed σ 2 . Figure 3(b) , σ 2 is being fit. Figure 3 shows that the obtained error is not the minimum of the error surface.
We propose to apply this strategy iteratively, as Algorithm 1; this solution doesn't depend on the initial point achieving impressive results. Figure 4 shows the behavior of this algorithm.
The first point of Algorithm 1, initializes all the σ components to 0.5. The main loop is performed between the points two to seven, each iteration of this loop performs an optimization of σ. The loop between the points three to five recovers the n components of σ. To optimize each σ's component leaving the Algorithm 1 Applying iteratively the strategy proposed by Specht in [1] , the error of the TDS descends drastically.
end for ❼ end for rest fixed, we have applied a variation of the Newton's Successive Approximation Algorithm, [12] , between the points 4 and 5. Algorithm 2 Swapping the classes space with a n × n grid. The bi-dimensional case is outlined.
However this algorithm can only be applied when the number of clusters is low, it assures to reach a perfect fit of the KP. In the detection stage of the CAD system proposed in [9] a surprisingly improvement of the system's performance have been achieved. This is a perfect solution to fit two classes problems varying σ 1 and σ 2 in the interval Figure 3b shows the error surface obtained with a 70 × 70 grid. In order to reduce computing time, it can be obtained a first approximation of the sigmas vector with another strategy, and then apply Algorithm 2 in a reduced area, ensuring to fit the sigmas vector.
Gradient Algorithms
Some authors have studied the application of GDRA to fit the kernel parameters of GRNN structures [2] . Nowadays GRDA are being applied in the training of RBF Networks, that have the same kernel [5] .
Since the error surface doesn't have local minima, GRDA are a ideal solution to solve the problem, obtaining the σ that satisfies ∇(E) =0, this condition can be applied to verify that a obtained σ is a properly solution. The general equation of GRDAs is:
Where∇E is the gradient vector and K is the step length. GRDA have been broadly studied, with several strategies to find the optimal step length [12, 13] . In this work we have successfully applied the Step Descend Gradient Algorithm, [12] in order to compare the performance of all algorithms.
Results
Data have been split into the Training Data Set (TDS) and the verification one (VDS). Figures. 4, 5 and 6 , show the training processes in different algorithms. Figure 3(a) shows the outputs of the Network, introducing a TDS with the classical classification strategy, while Figure 3 As Figures 4 and Table 1 show there is a big difference between a properly fit and a noisy one. The TDS had was 180 samples and the VDS 49152 samples. Best performance was achieved by Algorithm 2, that is the one that is currently being used in our CAD system [9] .
Conclusions
In this paper we briefly describe a CAD system designed to detect MCs and the improvement in its performance when the kernel parameters are properly obtained. Two Algorithms to fit the KPs have been proposed. Presently, Algorithm 2 is the one that is being applied to fit σ. This allows to apply GRNNs in the classification stage of the system. If it weren't properly fit, the final classification would be very poor and noisy. Algorithm 2 might be the best solution to fit σ in detection problems. When the number of cluster grows, it is not suitable; in this case we propose to apply either Algorithm 1 or GRDAs. Nevertheless our CAD system achieves an excellent classification performance, other CAD architectures have been considered, like BSS techniques, to perform feature extraction in the classification stage.
