High-fidelity image synthesis is the process of computing images that are perceptually indistinguishable from the real world they are attempting to portray. Such a level of fidelity requires that the physical processes of materials and the behavior of light are accurately simulated. Most computer graphics algorithms assume that light passes freely between surfaces within an environment. However, in many applications, we also need to take into account how the light interacts with media, such as dust, smoke, fog, etc., between the surfaces. The computational requirements for calculating the interaction of light with such participating media are substantial. This process can take many hours and rendering effort is often spent on computing parts of the scene that may not be perceived by the viewer. In this paper, we present a novel perceptual strategy for physically based rendering of participating media. By using a combination of a saliency map with our new extinction map (X map), we can significantly reduce rendering times for inhomogeneous media. The visual quality of the resulting images is validated using two objective difference metrics and a subjective psychophysical experiment. Although the average pixel errors of these metric are all less than 1%, the subjective validation indicates that the degradation in quality still is noticeable for certain scenes. We thus introduce and validate a novel light map (L map) that accounts for salient features caused by multiple light scattering around light sources. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or direct commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested from Publications Dept., ACM, Inc., 2 Penn Plaza, Suite 701, New York, NY 10121-0701 USA, fax +1 (212) 869-0481, or permissions@acm.org. 
INTRODUCTION
Rendering of physically based imagery using global illumination techniques is very useful and necessary in areas, such as safety, military, or industry [Rushmeier 1994 ]. The applications in these areas usually deal with the analysis of visual perception under unfavorable environmental conditions, where the presence of a medium have a noteworthy influence in the visibility (and, therefore, the design) of certain elements, such as road signs, fire exit signs, car headlamps, and road lighting. Examples of these participating media include smoke, fog, dust, flames, silty and abyssal waters or atmospheric phenomena, as shown in Figure 1 . Simulating light interaction with this participating media implies the correct computation of the absorption and scattering of the light and is thus computationally very expensive.
In traditional global illumination rendering, not all computations performed effect how the final image is perceived. To improve the efficiency of rendering it is necessary to perform less rendering work, while not affecting the perception of the resultant image. Perceptually based rendering algorithms reduce the computational cost by exploiting limitations of the human visual system. For example, the amount of information that reaches our eyes is far greater than our brain is able to process. Selective visual attention is a complex action, which is used to find and focus on relevant information in a quick and efficient manner. Perceptually based metrics can be used as a stopping criterion for rendering by determining if continuing the computation would lead to a perceptual improvement. Selective rendering algorithms generate images where the rendering quality is varied spatially across the image [Sundstedt et al. 2005b; Chalmers et al. 2006] . Areas of high perceptual importance will have a more accurate solution. However, the difference in image quality will not be perceived by the viewer.
To significantly reduce physically based rendering times for participating media, we propose a novel perceptual strategy based on the combination of a saliency map [Itti et al. 1998 ] with our new extinction map (X map) and light map (L map). The X map stores in image-space the exponential decay of light in the medium. The L map accounts for salient features caused by multiple light scattering around light sources. This combination, that we have called the XSL map, is used to guide a selective rendering of a scene, with more accurate estimates in the perceptually important areas. The novelties of our work can be summarized as the introduction of the X-, and L-map concept and its combination with a modulated saliency map (S map) to guide a perception-based renderer for inhomogeneous participating media. In addition, two objective metrics are used to validate our approach and the perceived quality of selective rendering results is assessed by two forced-choice preference experiments.
The rest of the paper is organized as follows: In Section 2, we present a short summary of how visual perception has been incorporated in perceptually-based rendering algorithms. In Section 3, the physics of participating media that underpins this work is presented. We describe our novel selective rendering system using the XSL map in Section 4, and present the results in Section 5. We validate the XSL map in Section 6 using both objective metrics and subjective experiments. In Section 7, we conclude the work presented in this paper and discuss ideas for future research.
RELATED WORK
Early work in perceptually assisted rendering was mainly concerned with the acceleration of ray tracing. Although techniques based on visual attention had been developed before, such as adaptive sampling [Mitchell 1987] for ray tracing, which applied perceptual considerations, have recently become more popular. An good overview of early perceptually driven radiosity methods is given in by Prikryl [2001] . A frequency-based ray tracer using a more complete model of the human visual system, which incorporated the visual systemís spatial processing behavior and sensitivity change as a function of luminance was developed by Bolin and Meyer [1995] . An even more sophisticated model incorporating visual masking was developed by Ferwerda et al. [1997] . Visual difference predictors have been used both to direct the next set of samples within stochastic ray tracing, and as a stopping criteria [Myszkowski 1998; Bolin and Meyer 1998 ]. These algorithms both required repeated applications of the perceptual error metric, which was an expensive operation. The cost of such metrics were reduced in Ramasubramanian et al. [1999] by precomputing the spatial frequency component from a cheaper estimate of the scene image. Spatiotemporal sensitivity of the human visual system was later added to Dalyís VDP to create a perceptually based animation-quality metric (AQM) [Myszkowski 2002 ], which was used to guide a hybrid ray tracing and image-based rendering (IBR) approach to improve rendering performance in a key frame-based animation sequence. Myskowski's framework assumed that the eye tracks all objects in a scene and the AQM added computational overhead to the rendering process.
Later, a visual attention model was used in Yee et al. [2001] to improve the efficiency of indirect lighting computations for dynamic environments. Yee et al. [2001] exploited a saliency model, termed the Aleph map, to adjust the search radius accuracy of the interpolation of irradiance cache values. In Dumont et al. [2003] a perceptual metric for interactive applications was presented in order to reduce the memory required for each diffuse texture while keeping the best image quality. Another perceptual metric was used in a component-based rendering framework to predict the relative importance of each component as a function of the materials visible from the desired viewpoint [Stokes et al. 2004] . Saliency maps and the notion of task objects were used in a real-time renderer to identify the most salient objects for which to render the glossy and specular components Haber et al. [2001] . In Cater et al. [2003] and Sundstedt et al. [2005b] both task maps and saliency map were used to vary a number of rays shot per pixel in a global illumination environment. This paper is an extended version of previous work [Anson et al. 2006] , where a new extinction map (termed the X-map) is combined with the saliency map of a scene to guide a perceptually based rendering approach of participating media. One of the main limitations in the previous algorithm was that it did not account for the scattering around light sources, which could result in noisy artifacts because of poor sampling. We address this and other issues in this paper, performing new perceptual validation tests to assess the visual quality of the new selectively rendered images.
• V. Sundstedt et al. Fig. 2 . The four new types of interaction of light in participating media (after Perez et al. [1997] ).
LIGHT TRANSPORT IN PARTICIPATING MEDIA
Four new types of interactions may occur when light travels throughout a participating medium: emission, in-scattering, absorption, and out-scattering, as depicted graphically in Figure 2 . The first two represent an increase of the light energy as it traverses the medium, whereas the last two represent a decrease. All these terms must be calculated ideally at each differential step, thus making it a very expensive process. This is the reason why participating media computations usually are ignored in light-transport algorithms, considering that light only interacts with the geometry present in the scene.
This approach is sufficient for the majority of situations, when light-scattering effects can be neglected from a perceptual perspective. The rendering equation introduced in computer graphics by Kajiya [1986] yields good solutions for those cases. However, there are situations where a complete modeling of the light transport is necessary (such as driving simulators in foggy environments or underwater simulations).
A physically accurate light-transport solution in such media implies solving the radiative transfer equation (RTE) [Glassner 1994 ], which is an integro-differential equation and noticeably more complex. This equation does include the four new types of interactions introduced previously, each of them governed by a particular wavelength-dependent coefficient. The equation describes the variation of radiance L λ in a point x in the direction ω. Following the notation introduced in Jensen and Christensen [1998] , it can be written as
where α λ and σ λ are the absorption and scattering coefficients, and L e,λ and L i,λ are the emitted and in-scattered radiance, respectively. To simplify the notation, the wavelength-dependency of the parameters is assumed and is omitted in the rest of the paper. For general, inhomogeneous media, both the absorption and scattering coefficients vary throughout the medium. Defining the extinction coefficient as κ(x) = α(x) + σ (x) and knowing that the in-scattered radiance L i depends on the incoming radiance from all possible directions ω into the point x over the sphere mean, we can rewrite Eq. (1) in the form
where p(x, ω , ω) is the phase function that describes the fraction of radiance arriving from direction ω that is in-scattered along the path. Solving the integro-differential Eq. (2) by integrating with respect to its boundary conditions, we have the integral form of the RTE [Siegel and Howell 1992] given by
where e −τ (x ,x) is the transmittance along the optical path length τ (x , x), which express the attenuation of the light along its way. Optical length is defined as
As it can be seen in Eq. (3), the computation of the radiance at a point in the scene directly depends on the radiance of all other points in the medium surrounding it. This fact makes the light transport computation in participating media extremely complex and much more expensive than the traditional radiance equation. In the simplest case, where the medium is homogeneous, Eq. (3) could be simplified, since the absorption and scattering coefficients would not be functions of x . Our work does not rely on this simplification.
We have so far considered only elastic scattering events, where photon interaction does not imply a transfer of energy (change of wavelength) between photons. To also compute inelastic scattering, where such energy transfers do occur, we need to develop the RTE equation further, by adding an inelastic scattering term, which can be expressed as a double integral over the domains of the solid angle and wavelength
where α λ i is the absorption coefficient for wavelength
is the function that governs the efficiency of the energy transfer between wavelengths, defined as the probability of a photon of λ i being re-emitted at λ. Adding this term to the RTE (Eq. 3) we obtain the full radiative transfer equation (FRTE) [Gutierrez et al. 2005] . Since our proposed method to reduce rendering times is independent of the algorithm used to compute light transport in participating media, there is no restriction as to what type of scattering events can be taken into account.
PERCEPTUAL STRATEGIES
Given the complexity of the integro-differential equation that governs light transport in participating media, the time needed to render a physically accurate image is usually measured in hours. For complex scenes, the process can take as much as tens of hours. There is a lot of work done previously that deals with rendering of participating media at interactive rates [Sun et al. 2005] . Although, these methods are either based on clever hacks with no physical ground or they only consider single scattering computations instead of multiple scattering events. Our goal is to compute scenes with physically accurate participating media in a reasonable time, while maintaining a high-fidelity perceptual result. To achieve this goal, we first build a series of maps of the scene under the desired viewpoint. This process only impose an overhead of less than a few seconds per frame, but later helps us to reduce the rendering times by up to an order of magnitude. Each map contains different information about the scene to be rendered coded in grey scale: (1) the light extinction in the medium, (2) the saliency features, and (3) the scattering around light sources.
We term these maps the X, S, and L map, respectively. These three maps are then combined into one, which, as a result, yields information on what features of the scene are predicted to be visible, as a function of the three considered factors. The combined map is then used as a director to guide the renderer. In this way, computing efforts are concentrated only in the areas of the image, which are perceptually more important. The X, S, and L map and their combinations are described in the following sections.
The Extinction Map
In the general case of inhomogeneous participating media, the intensity of light as it transverses the medium is reduced by the transmittance e −τ (x ,x) (see Eq. 4), which can be evaluated by ray marching. Therefore, independently on how much irradiance reaches a given object, only a fraction of it will finally reach the viewer. The first idea of our work is to precompute that fraction beforehand, storing in image-space attenuation values in an extinction map, which we term the X map.
To obtain the X map, rays are cast from the eye into the scene, ray marching through the medium until the first intersection, and saving the result of the exponential decay in the X map. This represents the percentage of light (both direct and diffuse) that will reach the eye for each pixel (or subpixel, if the resolution of the map is increased). For homogeneous media, the attenuation is simply e −κs and faster ray tracing can be used instead of ray marching. In either case, the distance to the intersection is also saved in a Z buffer. This allows for instant recomputations of the X map if the description of the medium in the scene changes (such as dynamic fog or smoke), since intersections do not need to be recalculated at each step. The bottom left image in Figure 3 shows the X map for the Lucy scene.
For outdoor scenes, we found that large areas with infinite depth (i.e., the sky) could occur. In this case, we can not calculate the X map, which is set to a value of zero. However, a medium can exist taking up all the space between that apparent empty background and the camera. In this way, we can have a very poor-quality render of such medium that can be noticed by viewers. To overcome this problem, a technique is introduced, which we term MinBound. The first step in this method lies in calculating the minimum value x min in the X map. This value is then assigned to the zero values in the X map. This leads to an improvement that avoids rapid changes in quality between the ground and the sky in a scene.
The Modulated Saliency Map
The saliency generator [Itti et al. 1998 ] is based on a bottom-up, feature-based model, which extracts features from an image that humans would automatically direct attention to. The saliency map is obtained from an estimate (snapshot) of the scene, where only direct lighting is computed using ray tracing Sundstedt et al. 2005b] , as shown in the top middle image in Figure 3 . The saliency map is obtained via a combination of three conspicuity maps of intensity, color, and orientation. These conspicuity maps are computed using feature maps at varying spatial scales. The features can be thought of as stimuli at varying scales and conspicuity as a summary of a specific stimulus at all the scale levels combined. Saliency, on the other hand, can be seen as a summary of all the conspicuity of all the stimuli combined together. For further details on the computational model of the saliency map, we refer the reader to the work by Itti et al. [1998] . This process takes only a few seconds, although a hardware implementation can generate a saliency map in the order of tens of milliseconds ]. However, in the presence of a participating media, salient features are modulated by the scattering and emission of light. This is taken into account in our technique by modulating the saliency map accordingly. We term this modulated saliency map-S map. The bottom middle image in Figure 3 shows the S map for the Lucy scene. We found that extinction and visibility can roughly be considered inversely proportional for our purposes. The X map is thus first inverted and then added to the snapshot of the scene, applying the saliency algorithm to the resulting combination. The result of this process for the Lucy scene is shown in the top right image in Figure 3 . The X map, is, therefore, used for two different purposes. First, we use it to estimate the extinction in the scene because of the medium, and second, it is inverted and combined with the snapshot to act as input to the saliency map generator. While this is a not a physically based accurate method, we have empirically determined that the invert X map operation suits our needs in the perceptually-based selective rendering system. The validation tests described in Section 6 confirm this.
The XS Map
Once the X and the S maps are obtained, they are combined into what we term the XS map. The XS map intuitively yields information on the salient features of the scene modulated by the extinction in the participating medium. For the combination, we follow a similar approach as presented in Sundstedt et al. [2005b] . Our combination is given by XS(w x , w s , op), where XS represents the combined S and X maps, and w x and w s are coefficients applied to the values in the respective maps, allowing for different weighting to define relative importance of the maps. The coefficients are combined through the operator op. Selection of appropriate operator op controls the combination of the two maps in the selective renderer. We used an add operator to combine the information from both maps such that all weighted features are preserved. An equal weighting of both maps would, therefore, be XS(0.5, 0.5, +), which correspond to our XS map, rendered images, XS(1, 0, +) to the images rendered only with the X map, and XS(0, 1, +) to the images rendered only with the saliency map. A multiplicative operator could also be used in order to represent saliency modulated by the decay of light in the media. In any case, the XS map will guide the selective rendering process by spending computational resources in areas of higher perceptual importance and low extinction. The bottom-right image in Figure 3 shows the XS map for the Lucy scene.
The Light Map
The XS map seems to be sufficient if there are not visible light sources against an empty background. In the presence of a participating medium, multiple light scattering around light sources becomes an important salient feature and this will slip by undetected in the case described. This can be seen in Figure 1 , where areas of strong scattering around light sources become a salient feature of the whole scene. In the first experiment presented in Section 6, we also show, using a visualization of eye-gaze data, that the participants did attend to areas with light scattering.
However, neither the X map nor the S map (and, therefore, neither its combination into the XS map) will identify these areas as visually important. This will lead to poor sampling during the rendering stage, resulting in clearly visible artifacts in the image. The artifacts can be seen in the bottom right image in Figure 4 rendered using the XS map. The X, S, and XS map are shown on the top and neither of these maps predict the scattering around the light sources, which become a key feature of the scene. The bottom left image shows the gold standard for the road scene. Even though the image on the right took an order of magnitude less to render than the gold standard, artifacts around light sources caused by poor sampling are clearly visible. This is because of the maps wrongly indicating the rendering algorithm to undersample these areas.
To overcome this problem we propose a novel solution by introducing a new map, which we term the light map (L map). This map is obtained by first identifying the light sources in the scene and then producing a scan-line image in which light sources appear constant white, while the rest of the scene renders black. This render is termed the 0-LightMap (L 0 ) and an example for the road scene is shown in Figure 5a . We then want to define an area around those light sources where the scattering of light will become an important feature of the scene. This problem is similar to applying a point spread function to the white pixels rendered in the 0-LightMap. Since, at this stage, we only want to identify future salient areas (not render the actual multiple scattering), we can assume that the shape of this point spread function depends only on the optical thickness of the media. More accurate shapes could be considered by following the work of Narasimhan and Nayar [2003] , for example. Although, our interest is to keep the method as computationally simple as possible, while still producing good results. As an initial candidate, we could chose a Gaussian function, with a wider kernel as the medium thicken. However, this would result in low values around the light sources, as can be seen in Figure 5b . The 0-LightMap can be computed in a high dynamic-range (HDR) format to ensure that its convolution with a Gaussian filter yields high enough values. In order to make our method more general, we chose to use a multi-Gaussian filter, as can be seen in Figure 5c and d:
where L n is the n-LightMap, G is a Gaussian function with standard variance σ base i, which is convolved with the result of the previous step L i−1 . The values n and σ base are user-defined parameters, directly related to the thickness of the medium. Intuitively, a very thick medium will need a higher value for n and a medium-high value for σ base , whereas lower values will do for both parameters as the medium gets thinner. We found that values of n between 4-8 work well for moderately thin media, increasing as high as 20 for thicker media. For σ base , values of up to 4 work well in thin media, increasing as high as 10 as the medium thickens. Figure 5 summarizes this for the road scene, where the initial 0-LightMap is obtained first. The result of convolving it with a Gaussian kernel is shown next, where it can be seen how the convolution yields low values. Finally, two different maps are shown, using the multi-Gaussian approach with a thin medium with n = 8 and σ base = 4 and a thicker medium with n = 12 and σ base = 6.
The XSL Map
In order to generate the final director map, which we term the XSL map, the previous computed XS map is combined with the L map. The XSL map gives modulated information about the salient features of the scene and the extinction and scattering produced by the present participating media. For the combination we follow the same technique as for the XS map, combining the XS map and the L map through the term XSL(w xs , w l , op), where XSL represents the combined XS map and L map, and w xs and w l the coefficients applied to the values in the XS map and the light map, respectively, which allow for different weighting of the maps. The coefficients are combined through the operator op. Selection of appropriate operator op controls the combination of the two maps in the selective renderer. An add operator was also used in the combination of both maps such that all weighted features are preserved. In order to give the same weight to both maps we use the combination term as XSL(0.5, 0.5, +), which correspond to our XSL map, rendered images. If we want to render images only with the XS map, we will use XSL(1, 0, +) and XSL(0, 1, +), if on the contrary, we use only the L map. The XSL-map then work as a director map in the rendering process, favoring the quality where the perceptual saliency is high, the extinction is low, and where the scattering around the light sources is strong. The bottom-right image in Figure 6 shows the XSL map for the road scene.
RESULTS
The presented perceptual strategies have been used to extend our own global illumination rendering engine. Although, our algorithm for generating the XSL map can be incorporated into any rendering system, which then is used to direct the rendering parameters. In our engine the maximum number of rays per pixel is input as a user-defined parameter. For each pixel to be shot, this number is weighted by the corresponding value in the XSL map. Higher values in the director map will result in more rays shot per pixel and as a result of this an increased quality with lower aliasing effects. The system could easily be extended to support other parameters, such as the size step for ray marching the medium or the estimation quality in a volume photon map approach. We rendered images from four different scenes to construct the experiment stimuli used in the perceptual validations. These scenes are termed balls A, balls B, Lucy, and road. For the first experiment presented in Section 6, we rendered four versions for each scene: (1) a gold standard, (2) using only the X map, XS(1, 0, +), (3) using only the saliency map, XS(0, 1, +), and (4) using the XS map. In the gold standard image, sixteen rays where shot for each pixel in the whole image following the approach by Sundstedt et al. [2005a] . We also refer to this as our high-quality reference solution, or gold standard, which is defined as a hypothetical perfect rendering [Woolley et al. 2003 ].
For the three remaining versions, a sixteen rays per pixel ceiling was established. For the second experiment presented in Section 6, we also rendered an additional image for the Road scene using our new XSL map with the MinBound method. This was done because of the artifacts caused by the light scattering in this particular scene. The experiment stimuli created using the new XSL map can be seen in Figure 7 .
All images were rendered on a PC with a 2, 6 GHz Pentium 4 processor, based on Windows XP, and at 512 pixels in their largest side. Figure 8 shows the timing comparison (in hours) between the reference gold standard and the solution generated using the XS maps. Rendering the gold standard images takes between 5.2 and 10.3 times longer than using our XS map (and the XSL map for the road scene). Anson et al. [2006] showed that even though the XS map combination takes approximately 1.15 longer to render than using only the S map, the visual quality that is obtained is slightly better, allowing us to afford that extra rendering time. On the other hand, rendering the road scene with the XS map is approximately twice as fast than using our new XSL map with the MinBound method. Using the XSL map is slower (16.21 versus 31.15 hours), although the visual quality of the rendered scene is clearly better than the quality obtained by using the XS map. Figure 7 shows a comparison between the road scene images rendered using the XS map and the XSL map.
PERCEPTUAL VALIDATION
The perceptual validation consists of two experiments. The first experiment was based upon four scenes, namely: balls A, balls B, Lucy, and road. Examples of the stimuli can be seen in Figure 9 . Two images were rendered for each of the four scenes. One was rendered in high quality (gold standard) and the other one was rendered selectively using the XS map. The second experiment evaluates the visual quality of the selectively rendered stimuli generated using our new XSL map for the road scene. Two new images were rendered for this scene using the techniques described in Section 5. The same gold standard of the road scene was used, as in the first experiment. Two techniques were used to evaluate the visual quality of the selectively rendered stimuli. The first technique used two objective difference metrics to find the percentage of pixels, which are in error (and the average pixel error) between the gold standard stimuli and the stimuli selectively rendered using the XS or XSL map. The second technique was undertaking subjective psychophysical validations. In these validations, human subjects performed a two-alternative forced-choice (2AFC) preference experiment. Our hypothesis in the experiments was that the participants would not be able to discern a difference between the selectively rendered stimuli and the gold standard.
Objective Difference Metrics
The first metric used for comparing the differences were mean square error (MSE). A difference map was generated using MSE, which then was averaged for all pixels. The second metric used was Daly's perceptually based visual differences predictor (VDP) [Daly 1993 ]. The VDP takes two images as input and applies a model of human vision so that each image is represented visually. The VDP then generates a difference map (per pixel) of the probability (P) that, at any given pixel in the image, a human observer will perceive a difference between the two images.
We report the percentage of pixels for which the probability of detection between images is over 0.75. Myszkowski [1998] report that this is a standard threshold value for discrimination tasks. The difference map was then averaged to obtain the error value for each image pair. Although the average pixel error refers to a value, which is comparable between the different cases, it is not directly related to the error-detection probability . For example, the same average could refer to an imperceivable error throughout the image or a highly visible error in a specific location . The MSE and VDP average percentage pixel error results can be seen in Table I . Both average pixel error values were less than 1% for each of the four scenes using the XS map. Another way to display the results are the percentage of pixel errors for each scene, as shown in Table II . The percentage of error pixels using VDP was 0.57% or less using the XS map. The percentage of MSE error pixels for the balls A and balls B scenes were around 3%. For the Lucy and road scenes these increased to 8.5 and 50%, respectively. The MSE and VDP difference maps for the road scene using the XS map are shown in Figure 10 .
The error levels were also computed between the gold standard and the XSL map rendered image for the road scene. The percentage of MSE error pixels was 45.16% and the average MSE error was 1.74%. The percentage of VDP error pixels for the same condition was 0.00% and the average pixel error 0.09%. These results show that the percentages of MSE and VDP error pixels are smaller compared to the errors in the images rendered using the XS map, as shown in Table II . Introducing the L map to compute the resulting XSL map can lead to an increase in the average pixel error on a per scene basis, as shown in Table I . This is because of the fact that more samples were computed near the light sources whereas other areas of the image were subsampled as a result. The MSE and VDP difference maps for the road scene using the XSL map are shown in the bottom left and right image of Figure 11 .
Subjective 2AFC Experiments
Although objective visual quality metrics have been successfully used in the past to assess the pixel error of selective-rendered stimuli Debattista and Chalmers 2005] , it is important to validate the resulting images using subjective responses from human observers. Previous work has shown that VDP responses could replace human judgments in evaluating progressive radiosity solution convergence [Martens and Myszkowski 1998 ]. Even though the average pixel errors for all scenes were less than 1% using the XS map, a psychophysical experiment was run with 48 human observers. In this experiment participants performed a 2AFC, which assessed the perceived quality of selective rendering using the XS map. Within this experiment, two different display conditions for the experimental images were used, described in Section 6.2.1 and 6.2.2: The bright concentric isocurves in the VDP image are produced as an effect of the constant ray-marching step used to render the medium. Fig. 11 . Experimental stimuli of the road scene used in the second experiment: (top left) the gold standard and (top right) the XSL map rendered image. Objective difference metrics: (bottom left) mean square error (MSE) and (bottom right) visual difference predictor (VDP). Comparison between gold standard and XSL map image for the road scene. Brighter pixels in the image show greater perceptual differences.
• No reference: discriminating which of two consecutively displayed images (gold standard and selectively rendered image in altered order) contained the worse rendering quality using a 2AFC task.
• Reference: discriminating which of two images (gold standard and selectively rendered image in altered order) were most similar to a gold standard. All three images in this condition were displayed at the same time, as shown in Figure 12 .
In total, 48 participants (42 men and 6 women) in an age range of 19 to 38 took part in the first subjective experiment; 24 participants took part in each condition. In the second experiment, participants performed a 2AFC, which assessed the perceived quality of selective rendering using the XSL map. The second experiment only used the reference condition. This condition was chosen, based on the outcome of the first experiment. In total, 24 participants (19 men and 5 women) in an age range of 18 to 29 took part in the second visual trial. All subjects had a variety of experience with computer graphics and all self-reported normal or corrected-to-normal vision. All stimuli were presented on a 17 display monitor (1280 × 1024 resolution). The effects of ambient light were minimized and the lighting conditions were kept constant throughout the experiment. The participants were seated on an adjustable chair, with their eye level approximately level with the center of the screen, at a viewing distance of 60 cm. All stimuli were displayed on a screen, which had a 50% grey background.
6.2.1 No Reference Procedure. Before beginning the experiment, the subjects read a sheet of instructions on the procedure they were to perform. In the first condition, participants performed a 2AFC task between two consecutively displayed images. One of these images were the gold standard, whereas the other image was selectively rendered using the XS map. The consecutively shown images were displayed for 4 s each with a 50% grey image in between lasting for 2 s. After each trial, the participants were asked to judge which of the two images they thought contained the worse rendering quality. Participants circled their responses by choosing first or second on a questionnaire. One-half the high-quality images were on the left and one-half on the right, in random order. The first condition was chosen to study if a participant would be able to distinguish the image containing the worse rendering quality in the absence of a perceptually ideal solution. In reality, the XS map rendered image would not be displayed at the same time as a gold standard. To prevent repeated exposure to the same scene, each participant only performed one trial for each scene. 6.2.2 Reference Procedure. In the second condition, participants had to discriminate, using a 2AFC method [Neumann and Gegenfurtner 2002] , which one of the two presented stimuli was most similar to a reference image (gold standard). The gold standard was always displayed on top in the center. The selectively rendered image and the gold standard were displayed below, side by side, as shown in Figure 12 . The three images were displayed during 8 s. One-half of the gold standard images were on the left and one-half on the right, in random order. After each trial, participants circled their responses by choosing left or right on a questionnaire. The second condition was used to study if the outcome of having a gold standard for comparison would differ from the results in the no reference condition. Our hypothesis was that participants would be more likely to notice the differences in the presence of a gold standard. This is perhaps the fairest comparison to perform if one want to claim that images are perceptually indistinguishable from a fully converged solution. Although, one could also argue that this comparison is more likely to constitute a task in itself. This task could perhaps also alter the natural eye movements of human observers. Figure 13 shows the overall results of the first experiment. In each pair of conditions, a result of 50% correct selection in each case is the unbiased ideal. This is the statistically expected result in the absence of a preference or bias toward one case, and indicates that no differences between the gold standard and the selectively rendered images were perceived. For the first condition using the XS map, without a reference, the results show that 67% reported a correct result for the balls A and Lucy scene. For the balls B scene the percentage was 50% and in the road scene it was as high as 88%. When a reference image was introduced, the correct percentage for the balls A scene was 33%. For the balls B, Lucy, and road scenes the percentages increased to 71, 83, and 92%, respectively. Figure 14 shows the results of the second experiment. For the XSL map condition (using MinBound), the results show that 54% reported a correct result for the road scene.
Results

Statistical Analysis and Discussion
The results were analyzed to determine any statistical significance. To find out whether the number of participants who correctly classified the worst visual quality image or the one most similar to a reference is what we would expect by chance, or if there was really a pattern of preference, we use a nonparametric technique called Chi square. A nonparametric test is used when the data is not normally distributed, as is the case for our binomially distributed data. A one-sample Chi square includes only one dimension, such as the case as in our experiments. The obtained (correct/incorrect) frequencies were compared to an expected 12/12 (24 for each condition) result to ascertain whether this difference would be significant. The Chi-square values were computed and then tested for significance, as shown in Table III . The obtained values show that when participants did not have a reference image, there was no significant difference between the gold standard and the XS map rendered images for the balls A, balls B, and Lucy scene ( p > 0.05), as shown in Table III . This indicates that the participants not were able to correctly classify the image with worse rendering quality. For the road scene, the result was highly significant ( p < 0.05). In this scene, the participant could easily distinguish which of the two was the degraded one. When the participants had a reference image to compare the experiment images with, the result was not significant only for the balls A scene ( p > 0.05). This indicates that the participants not were able to correctly discriminate the gold standard from the two experimental images. For the balls B, Lucy, and road scene, the results were statistically different and not what would be expected by chance ( p < 0.05). From these three scenes it can be concluded that the participants did manage to correctly choose the gold standard as most similar to the reference. These results from our first condition (no reference) are promising and show that the XS map can be used to produce rendered images with a high perceptual quality. The results from the second condition (reference) are also interesting since they indicate that high perceptual results can be obtained, but it is not necessarily true to claim that the XS map can produce images indistinguishable from a fully converged solution. Overall the results show that, for certain scenes, the participants managed to distinguish the worse quality or the image most similar to a reference. Both of these were true for the Road scene, in particular. The results presented in this section extend previous work by showing that a low average pixel error of 1% not directly mean that an image will be indistinguishable from a gold standard. This shows the importance of using human observers in the validation process of realistic image synthesis algorithms.
In the second experiment, the difference in proportion between correct/incorrect answers was not significant, as shown in Table III . This indicates that the participants could not discern the difference between the gold standard and the selectively rendered stimuli created using the XSL map. By extending our previous XS map with the L map, we have shown experimentally that we can significantly reduce rendering time while maintaining a high perceptual result. The introduction of the L map allow us to overcome visible artifacts caused by light scattering in selective rendering of participating media.
Eye-Gaze Visualization
In addition to the subjective validation the Tobii x50 eye-tracking system [Tobii 2006 ] was used on the participants during the first experiment. Eye tracking allow us to study where the participant's gaze falls on the computer screen and, hence, what drew their attention. It can also give an indication as to how the observer perceived the environment. In general, the more attention an area has received, the more fixations are clustered here. The x50 system samples the position of the participant's eyes at a constant frame rate of 50 Hz and has an average accuracy of about 0.5-0.7
• . A calibration was carried out for each participant, prior to each experimental trial, to ensure the collected data would be reliable. Each calibration took 30 s on average. One useful method in order to display graphically where a group of people was attending to is called a hotspot visualization [Tobii 2006] . The hotspot plot consists of the experiment stimuli as a background image with a hotspot mask superimposed on top. The hotspot mask consists of a black background, with high lighted areas, showing where the participants have been looking. A hotspot visualization of the total fixation duration of the 24 participants (in the no reference condition) was created for the road scene stimuli. The maximum value of the total fixation duration was set to 4000 ms, the same length of time as each image was displayed for. Figure 15 shows the hotspot plot for the Road scene. The longest durations seems to be in the areas which are also most salient as indicated in the saliency map in Figure 4 (top middle). The fixations are mostly gathered around both the traffic signs and the car lights. Longer fixations durations were also centered on the lights and the light scattering in the scene, which had a lot of artifacts around them because of the flaws in the XS map that later was corrected for by our proposed L map.
• V. Sundstedt et al. 
CONCLUSIONS AND FUTURE WORK
We have presented an original perceptual selective method for efficient physically based rendering of participating media. Within this technique, we have introduced the X map, which precomputes light attenuation in inhomogeneous participating media (with a straightforward simplification for the homogeneous case). Combined with a modified saliency map into the XS map, this map can be used to guide selective rendering of scenes including participating media, with high-quality antialiasing settings for salient features foreseen to be less attenuated by the medium. Using the XS map, we have been able to achieve a substantial speedup of 5-10 times depending on scene. For animated sequences such computational savings can, therefore, be highly significant.
Furthermore, we performed a perceptual validation of the selectively rendered stimuli generated using the XS map to assess the visual quality of the resulting images. The perceptual validation consisted of two parts: using two objective difference metrics (MSE and VDP) and a subjective psychophysical experiment. The average pixel errors were less than 1% for all scenes between a gold standard and our selectively rendered images. Although the average pixel error was low, the subjective experiments showed that participants still could detect a reduction in visual quality of selectively rendered images for certain scenes. Our experiment also extends previous work by showing that a low average pixel error does not necessarily mean that we can obtain a result that is perceptually indistinguishable from a full solution. In the absence of an ideal solution, it is still possible, however, to achieve a substantial reduction in rendering time while maintaining a high-quality perceptual result.
One limitation of our the X map and XS map was that they could not foresee strong scattering around light sources, which would become an important salient feature of the scene. The XS map was, therefore, extended with a novel light map (L map) to overcome problem areas that were sampled poorly, resulting in visible artifacts. The combination of the XS map with our new L map was termed the XSL map, which gives a modulated information about the salient features of the scene and the extinction and scattering produced by the present participating media. We also performed an additional perceptual validation using the new XSL map to assess the visual quality of the resulting images. Although we did not reduce the computational cost as much as by using the XS map, the experimental results showed that the XSL map can be used to maintain a high-fidelity perceptual result for scenes with visible light sources against an empty background.
For future research it would also be interesting to study perceptually based rendering of dynamic environments, including a participating media. Our current approach does not take into account color of participating media and thus potential salient areas could be missed. Other important issues that should be addressed are partially occluded light sources, currently overlooked by our Gaussian-based technique, and highlights, which can attract an observer's attention.
