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Los desarrollos asintôticos son conocidos desde 
hace mas de un siglo, sin embargo, desde el principle fue- 
mon discutidos por los matemdticos debido a una aparînte 
uusencia de rigor, dâdo el caracter divergente de la 3 
series que se usaban coino instrumentos en la aproximaciôn 
L'-sintôtica. Pué Poincaré quien por primera vez ,con motivo 
de los trabajos sobre perturbaciones en mecànica celeste, 
lié un sentido a las series divergentes, formadas como 
las tradicionales series de potencias. Estudié sus pro- 
iedades y desarrollos de algunas funciones en concrete.
Este trabajo trata en ai primera parte, de agru- 
oar una parte de conocimientos bàsicos sobre desarrollos 
asintôticos de donna general, y en la segunda, se aplica 
este estudio al caso. concrete de desarrollos asintôticos 
de soluciones de ecuaciones diferenciales de tipo lineal 
y especialmente de tipo matricial.
El primer capitule sôlo es una introducciôn a 
las definiciones de desarrollos asintôticos que se dan en 
el segundo. Sin embargo se ha creido conveniente exponer- 
lo prsviamente, para abreviar le màs posible todas las
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demostraciones sobre desarrolles asintôticos y sus pro- 
piedades. Aqul se definen las sucesiones y escalas asin­
tôticas que daran lugar a los desarrollos. üno de los re- 
sultados mas importantes del segundo capitule, es el po- 
der afirmar, bajo las mlnimas condicones, que toda serie 
formai asintôtica tiene una funciôn de la cual es desa- 
rrollo asintôtico, y no sôlo para series de potencias, 
que son las que utilizaremos en los ultimes capitules.
En el tercer capitule se vé la forma de operar
con desarrollos asintôticos, y de que estas operaciones 
sean vàlidas con las funciones de las que son desarro - 
lies asintôticos.
El capitule cuarto consiste en una slntesis de 
diverses métodos empleados para obtener desarrollos asin­
tôticos de funciones definidas por intégrales. En él, 
sôlamente hay una breve introducciôn, y emumeraciôn de 
algunos de estes métodos, pues el tratamiento de alguno 
de ellos merece por si sôlo un estudio completamente aparté.
En el quinte capitule comienza la segunda par­
te de este trabajo, y trata de aplicar todo le estudiado
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hasta aqul, al tema concrete de la resoluciôn de ecuacio­
nes diferenciales ordinarias de segundo orden, por medio 
de los desarrollos asintôticos de las souciones ; se re- 
suelve el problems de hallar el desarrollo asintôtico de 
la funciôn soluciôn, le cual détermina realmente una 
clase de funciones, como ya se viô en los c&pltulos ante- 
riores.
Esta forma de solucionar el problems de las 
ecuaciones diferenciales no es nuevo. Muchos matemdticos 
internt&ron hallar soluciones de ecuaciones diferenciales 
en forma de series, lo que no originaba problemas mientr. s 
que las series que se présentaban eran convergentes; pero 
1 encontrar desarrollos no convergentes, se les plantea- 
ba la cuestiôn de su utilidad y posible rigorizaciôn , 
desde el punto de vista analltico, lo que les estimulô a 
la consideraciôn de los desarrollos asintôticos. Existen 
riétodos, de origen formai, para la construcciôn de este 
tipo de soluciones con los que no siempre se llega b. con- 
clusiones générales, y sôlamente son vâlidos para unos 
tipos concretos de problemas. En este capitule quinte , 
sôlamente estudiaremos un posible môtodo, totalnientc rigc- 
j'izado, como ejemplo, pues el problema queda resuelto to9
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talmente en el dltimo capitulo, cuyo ultimo teorema, fun­
damental, resume los esfuerzos de mas de ouarenta arîos 
de resnltados parciales, que se remontan a los resulta- 
dos de Horn y Birhoff (senior ) del primer cuarto de si- 
glo, 1 te teorema de Wasow, dificultoso en su demostra- 
ci6n, iene un enunciado precise, cuando se hace use de 
los re ultados de la teoria de matrices, con toda la ca- 
suisti a de las formas canônicas.
En el ultimo carltulo se aplicm estas teorias 
a una cuacidn dèferencial lineal de segundo orden con 
singul ridados en el origen, que no estd tabulada en la 
coleoc 6n de Kr.micc .
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Los si.'ibolos "0” y ”o" son debidos a Landau 
y van a tenar r.ucha importancia en este estudio, pues 
ellos son los que permit en medir la “x-tox imitai ” le 
dos funciones en el entorno de un punto. Para "medir" 
la dif cr en cia entre dos funciones, co.lo so trcta en el 
entorno de un ^Uüt’Q, es lôgico considcrar «/ . primer 
lugar ol li ib„; ■’.5 la diferoncia hacia ose punto nulo, 
pero si nos paràscnos ahi , tecdrianoo i,n criterio de 
apro...i,,.aciô_i nuy ^obre, pues bastnria apro inur Lu:a 
fu' lôn por u:'a simple cons Lcr. t;, i_unl al 1 fui te do la 
isi a en cl u^; '•o cous.* ^ erado. 3e vé pues, claraiiiente, 
la .c01^ i lit de définir ot"Cn ii^os de aproxinaciôr. 
v,;.s eni"entes ci- ; -os ni ■ on:is, lo eue eonsipue 
con el uso adecuado.de los sinbotos de Landau.
Ahora bien, pana apro imar cada vez mejor la
funoiôn se < onoiderarà un conjunto le 1 ,.n-;iones entre 
las cualos vaincs a eleplr  ^ara realizar esta aproe.i-a- 
eicfi. Este conjunto couenzarà por ser una sacesiôn, es 
docir un conjunto numerable, y despair, se xassrd a con- 
si d':r. r un conjunto -o numerablc que lla._a.:/ os sru- 
le ' .sis escala.
2.
le- Simbolos “0" y "o” ,
Sean f y g dos funciones definidas sobre un 
espacio E topolôgico Hausdorff { T^), a valores en un 
espacio de Banach M, y sean C c E un conjunto abierto 
de E, y C‘S un punto de acumulaciôn de C.
1.1. Definiciôn
1.1.1. Se dice que f 0(g) en C si, y sôlo si, exis:e
una constante A c o|- , ( A^o ), independiente de
X , tal que l ! f (x) l ! ^  A! l g(x) I ! para todo x iPC, sien 
do ! !. ! la norma del esnacio M.
1.1.2. Se dice que f #0(g) cuando x tiende a x^ si, y 
sôlo si, existe una constante A Æ “R^ D ^  o^  y un entoimo 
U(x^) de x^ , tal que !!f(x)J!^A !!g(x)!! para todo 
X perteneciente a U(x^) .
1.2. Definiciôn
Se dice que f ceo(g ) cuando x tiende a x^ si, 
y sôlo si, par* todo £ ^ R^, existe un entorno U^(x^) de
de , que depende de t  , tal que ! ! f (x) I ! ! g(x) ! !
para todo x perteneciente a ü (x^ ) •
Si g 0 , las definiciones anteriores son 
équivalentes a las siguientes :
i) f<SO(g) en C ( respectivaiaen he cuando x tiende a x^ ) 
si, y sôlo si , f/g esté acotada en C (respectivamente 
cuando x tiende a x^)•
ii) fo(g) cuando x tiende a x^ si, y sôlo si f/g tiende
a cero cuando x tiende a x .o
1.3. Definiciôn.
Sean f&x, s^ ) , i=l,2, ... n, s^  paramètres ,
y g(x,tj), j=l,2,...m , tj parâmetros. Se dice que f 6 0(g)
en C uniformémente respecto a los parâmetros s^ , t^  si,
y sôlo si existe una constante A>,o , independiente de
loè parâmetros s., t. , tal que !!f(x,s.)! !CA!îg(x,t.)!î
1 0 1 3
para todo x de C.
Anàlogaraente se define la uniformidad para
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fé"0(g) cuando x tiende a x^ y para fé^o(g). En general 
cuando no se habla de uniformidad, se supone que la con^ 
tante y los entornos dependen de los parâmetros.
Por abuso de escritura, se escribe a menudo
f =0(g) ( respectivamente f =o(gj) en lugar de f<^0(g) ,
(resp. fC o(g) ). Esta forma de llamar igual al conjunto 
y a los elementos del conjunto es bastante normal de#tro 
de las matemàticas.
1.4. Pronosicién.
El slmbolo 0 verifica ;
i) f=0(f)
ii)Si f=0(g) y g=0(h), entonces f=0(h) .
Con lo cual la relaciôn "0", résulta ser una
relaciôn de preorden entre funciones, ya que se verificai 
las propiedades reflexiva y transitiva. La demostraciôn 
Be esta roposiciôn es directa a partir de las definiciones 
anteriores, tomando para i) A=l, y para ii) A=A^» A^ .
1.5. Anâlogamente a la proposiciôn anterior, es igual de 
fâcil comprobar que la relaciôn f R g <=> ( f=o(g) 6 f=g )
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es una relacién de preorden, es decir verifica las propie­
dades refiexiva y transitiva. Ademàs, la relaciôn f=o(g) 
equivele a decir que f se anula en un entorno de x^ .
Sobre el conjunto de funciones no nulas (en cidal- 
quier entorno de x^ ) la relaciôn anterior induce una re- 
laciôr. de orden que notaremos por f ^ g < = >  f R g .
1.6. Ejemplos.
Sea 0 el piano complejo, y **a" una constan^Cif-
arbitiaricî, entonces se verifica que e 0(z*) y que 
e o(z^) cuqndo z tiende a infinite , siendo (^  = j z (f C/
, con d^o .Si(T’<fo las reii 
laciones anteriores son falsas .
- g  4- T^arg z < g - r
En efecto, en , z^/ o , para todo z de Cr»
-z
luego basta comprobar que lim = o . Sea z=x4-iy , y
Z-i:>Po
a=sc4-id, con x, y, c, d qümeros reales.
-6Al 1eaXT ea(n?l+ca.^ a-) “ -a"cu^ 2
- X
dargz esté acotado en , luego ^lim-------------  o
^cL!zî-dargz
Asi pues con 0  o tenemos asegurado el que x no pueda tea-
der a menos infinito, lo que podrla ocurrir o .
2 - Operaciones con los "0” y "o'
2.1. Ppoposiciôn.
Sean f y g dos funciones como eà el apartado 
anterior. Y sea "a" un numéro real estrictamente positi­
ve , entonces si f=0(gj se verifica que ! !f!Î 0(!!g?!*).
Demostraciôn:
Por ser f=0(g) existe A<^R^ tal que !!f(x)!! ^  
A,!!g(x)!!, Ô lo que es equivalents î!f(x)!!^ A?f!g(x)î!^< 
Por lo tanto basta tomar como nueva constante A^ para que 
!!f!!^=0(!lg!!* )j .
2.2. Proposiciôn
Sean f^= O(g^), con i=i,2,.. .K , y 0, E
constantes arbitrarias, entonces se tiene que 
2  oci'a.i-üg^ ü)
I   ^ I I  “  *
Demostraciôn:
Para todo i^l,2,...Z, existe A^6R^ tales que 
! ! fi(x) Î ! ^  Aj^! ! g^(t) ! ! por la bipôtesis.
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K
4 f\ 1 wll)
Siendo A=màx^A^ , 1=1,2,...Z^.(Si f^=0(g^) cuando x tien
de a X , el entorno adecuado es U(x ) =/) Ü.(x ), siendo O 0 • • 1 OJ
U^(x^) los de la hipdtesis.).
Esta proposiciôn tambien es cierta cuando K es 
infinito, es decir, para series, sim embargo hay que te- 
ner en cuenta que entonces debe verificarse f^= O(g^) uni­
formément e en i;ô lo que es lo mismo, ni las constantes 
A^, ni los entornos deben depender de i. Entonces exis­
te una costante A y un entorno de x^ que son fijos para 
todo i natural.
1 !f(x) ! ! C Ai Ig(x) ! ! para todo i(gN ,Vx5U(x^). 
Ademàs la s e r i e !a^!!!g(x)! ! debe converger para que la 
proposiciôn tenga sentido, y tendriamos:
2.3# Proposiciôn
Sean f^=0{g^) , i=l,2,^..Z, con a^ constantes,
y !!g^ !! !!h!! para i=l,2,...K para todo z f]XJ





Por ser O(g^) entonces existe tal que 
! î f^(x) ! î ^  A^ ! ! (x) ! ! para todo x de U^(x^) .
22|q:l(I(y ^4 é ^  f- ' AIH'
Siendo A=màx/A^,A2,.#.Aj^^ y U(x^) ^ Q ü^(x^) .
i: (
Esta proposiciôn como la anterior, es vilida 
tambiôn para E infinito siempre que f^=0(g^) uniformemen
c>^
te en i, y que la serie real a. ! oonveja. La demostra
V :  I
ciôn es compleibamente anàloga.
Proposiciôn.
Sean fi=0(g\), i=l,2,...K, entonces se verifica
J I 0(f, gj_)
i: I t-'l
La demostraciôn es completamente analoya a la
hecha en 2.2.
2.4.Pasamos a ver el comportamiento de los simbolos cuan 
do se trata de integraciones.
Proposiciôn:
Proposiciôn
Sea (E,M,n) un espacio de medida con una topo- 
logla de espacio de Hausdorff, y sean f,g dos funciones 
de B c ExE, en un espacio de Banach (H,!!’!!)• Sea 
f (x,y)=0(g(x,y) ) uniformément e en x^G, con CcE medible, 
cuando y tiende a y^ en S, y GxScB. Si f y g son mediblees 




verifica que \ f(x,y)dn(x) = 0 (
Je
cuando y tiende a y^ •
Generalizaciôn Erdélyi pag.7 .
Demostraciôn:
Por la uniformidad de 0, existen A y ü(y^) 
taies que ! ! f (x,y) ! ! ^  A! ! g(x,y) ! ! para todo x G, y U(y^ )).
 ^ !lf(x,y)! !dn(x)^  ^A!!g(x,y)! !dn(x) =





Sean x,z 6 G, y ^(z) un camino diferenciable 
con continuidad a trozas en el abierto G de #, con
Y"(z) ; Ia(z), bl --- \> 0 , de z a z^.Sean f y g dos
funciones complejas de variable compleja , y f=0(g)
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cuando z tiende a z^ . Si f y g son medibles en ^ (z),
entonces \ f(x)dx = 0( l îg(x)î!dx! )* cuando
J(z) l(z)
z tiende a z .o
Generalizaciôn Erdélyi pag. 7
Demostraciôn:
Por ser f=0(g), existen A y ü(z^) taies que
lf(z)!  ^A!g(z)! para todo z de U(z^) .
î( f(x)dxl ^  f lf(x)!!dxt< a [ !g(x)!!dx! .
)(z) j(z) j(z)
Es conveniente hacer notar que todas las propo- 
siciones que se han demostrado en este apratado son anà- 
logas para el sfmbolo “o** , mientras no se indique expre- 
sanente lo contrario.
2.5.En general la diferenciabiôn no es posible con estos 
simbolos, ni con respecto a la variable independiente ni 
con respecto a parâmetros, salvo en casos muy excepcio- 
nales o triviales.
2.6. Proposiciôn.
Sean f y g dos funciones del espa&io topolôgiœ 
E Hausdorff en el de Banach ( M, !! lî).Entonces se veri-
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fican las siguientes propiedades :
0) 01 f = o(g) entonces f = 0(g).
1) 0(0(f)) = 0(f) .
ii) 0(o(f)) = o(0(r)) = o(o(f)) = o(f) .
iii) 0(f)0(g) = 0(fS) .
iv) 0(f) 6(g) = o(f)o(g) = o(fg) .
v) 0(f) 1 0(g) = 0(f) 4- o(g) = 0(f) .
vi) o(f) 4- o(f) = 6(f) .
Demostraciôn:
0) Evidente.
1) Vista ya en 1.4.
ii) Sea o , entonces existe O^(x^) tal que
! !0(o(f))(x) ! ! <■ A^ ! !o(f) (x) ! ! £ A^/A ! !f(x) !'. = £ ! !f(x) ! !
para todo x de U(x^) = /I • Pues para la segunda
desigualdad basta tomar <^2 = £ / A y el U^(x ) .
y JL c 0
Luego 0(o(f)) = o(f) .
iii)Se comprueba la desigualdad siguiente:
!!0(f)0(g)!! < A^l'filAgllg!! =(A^Ag) !!fg/* .
iv) Sea [/o , y U^^x^) el correspondiente a Cj = c/
y IJ^ Cx^ ) el corrèspondiente a la constante que existe A^ , 
! !0(f)o(g)(x)! ! £ A^ ! !f(x)!!3/A^!!g(x) ! ! = £'!! f (x) g(x) ! ! 
para todo x de Ü = TJ^ O •
Sea C~?Of tomamos £ = luego existe U^(x^) y U2(x ^
12.
! ! o(f) o(g) (x) ! ! 6 VRî !f (x) ! ! ! g(x) ! ! = 6  !!f(x)g(x)!!
para todo x de ü = Ü^O .
v); Existen A^y A^ taies que ü(04f) 0(g)){x> !! <r
!^'0(f(x))î! 4- !lO(g(x))ü <‘A^!îf(x)ü t Agllg^x)!! = 
as A !!f(x)!! , para todo x de ü = 11^6, » Y siendo
A ss màx ( A^, Ag) ô A = Aj^4" Ag .
Pata la otra igualdad existen A y O^(x^), y tomando 
£ = 1 , t el correspondiente se verifica que
!!(0(f) 4- o(f) )(x) l l5 ! I0(f)(x)! ! 4- !!o(f)(x)!!<
< A î!f(x)Ü 4- !îf(x)î! = (A4»l)l!f(x) I ! , para 
todo X de •
vi) Anââogo a los anteriores.
Résulta évidente que todas estas expresiones 
siguen siendo vélidas si se reiteran un numéro finito de 
veces .
Hay que tener en cuenta que expresiones del 
tipo 0(f^ 4- 0(g) sa 0(f 4- g ) son falsas completamente , 




3.1. Seaa E un espacio topolôgico Hausdorff, y C c E , 
sea un punto de acumulaciôn de C, y f^ , ...,f^,... 
una sucesiôn de funciones definidas sobre C a valores en 
un espacio de Banach.
Definiciôn.
Se dice que la sucesiôn /^ fn^^ es una sucesiôn 
asintôtica cuando x tiende a x^ , si, y sôlo si para cada 
n£'H, se tiene que fg^^=o(f^) cuando x tiende a (xé^C).
Se dice que ^ f^^ nC K una sucesiôn asintôtica
uniformemente en a cuando x tiende a x^ , si para cada <f O
eaiste un entorno de x^ , U(x^), independiente de n, tal
que ! !f^ , !f^ (x) ! !, para todo x de ü(x J H  C, yn^ jL n o
para todo n, es decir si f^^^ = o(f^ ) uniformémente en n
cuando x tiende a x •o.
Si las dependen de parâmetros, y f^^^ -o(f ) 
uniformemente en los parâmetros, se dice que /f"n^  n6 N




Las sucesiones asintôticas mas usuales son las 
de potencias, y el punto suele ser el punto del infi­
nito, aunque si el punto fuera el origen basta hacer el 
cariibio x=l/t para volver a obtener el infinito ; el 
punto no el el origen basta hacer la traslaciôn % = x^ 4- t 
y obtener de nuevo el origen •
3.2.1, cuando x tiende a x^ y E=M= C .
Se puede considerar como conjunto C un abierto de € y 
siempre que hablemos de un entorno de x^ , , podemos
considerarlo reducido sin perder nada de generalidad ,
U (Xq) = Ufx^) -  jjx L , con lo cual se puede tomar
-XJ 0 , para todo x de U^{x^) . y f^^x) = (x-ï^) . 
Sea o ,
(x-x_)^
= !(x-x^)l < t  para todo x de
ü (Xg), siendo ü(x^) x C / Ix-x^'Cf' Agi pues queda 
demostrado que ^  (x-x^/^es una sucesiôn uniformemente 
asintôtica en n, cuando x tiende a x^ , pues el entorno no 
depende de n.
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3.2,2. Sea E=M=® , C c abierto , y el punto del infi­
nito y f (z)= z**^  , z^C . Como z~^ / o para todo 0 , 
consideramos
-n
■—I < Ç  tomando U(x^) =
J “ j / I ^ I
= < z^ 0 / !ziyi/^ I ,Asi pues esta es otra sucesiôn
asintôtica unif ormemente en n, cuando r, tiende a infinito,
3.2.3. Sea E=M=€ , y C»/zfC/ ! z! ^ 1  vîargz!^^2 - ^
conS^^o y consideramos f^(z) = z”^n , con ^0 para
cada n £ N , y Re(hr)<^Re(h^^^j . Y sea x^ el punto del
infinito , entonces se tiene
'^ n4.1^ ^^ /^ n(^ ) " *  ^z“\4-l / z"\ ! « ! z^n” ^n+l ! =
=! smp ( h^- ( L!z! 4- i arg z ) î -
= exp(He(h^- - Im(h^- arg z ) .
Pero Re(h^- constants ne gat i va , y L!z!^0
cuando I z l J ^ l , y ademàs Re(b^- h^^^)L!z! tiende a menos 
infinito cuando z tiende a infinito en C .
Im(h^- En constante y! arg z!^ l(/2 luego
Im(h^-h^^^)ary z ^  Jn constante para cada n^N ;
Luego ! I tiende a cero por tender a i&emos
infinito Re(h^- b^^^)L!z! cuando z tiende a infinito en C.
Con lo que queda demostrado que /j z es
una sucesiôn asintôtica cuando z tiende a infinito en C,
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pero no es unifornemente asintôtica en n, pues los en­
tornos dependen de n, salvo si las constantes En y Jn 
fueran iguales para todo n «
3.2.4.Sea E= G, y C un abierto de 0, y f^(z)= z con
ndmeros reales p&ra todo n , y * Y el punto
del infinito el entonces n es una sucesiôno' / ne»
asintôtica . Es un caso particular del 3,2.3*
3.2.5. Sean E = 0 = M, y nümeros complejos para todo 
n natural , y sea el abierto C como en 3.2.3- . Se don- 
sidera f^(z) = e^. z"^ para cada z de C . La sucesiôn
a é K
infinite en C, pero no unif ormemente asintôtica , Se 
prueba de forma anàloga a 3.2.3.
4.- Sucesiones asintôticas deducidas de otras.
Vamos a obtener sucesiones asintôticas dedu­
cidas de otras basandonos en las expresiones de 2.6.
En las siguientes proposiciones consideraremos 
siempre, salvo que se diga expllcitamente lo contrario,
n
es una sucesiôn asintôtica cuando z tiende a
17.
un espacio topolôgico Hausdorff B, y C un conjunto abier- 
to de E, seré un punto de acumulaciôn de C, y las fune 
oiones seran funciones definidag sobre d, a
valores en un espacio de Banach (M,l! !! ) .
4.1. ProposiciiSn.
Sea 1 n^^B sucesidn asintôtica cuando 




trata le probar que f = o(f ) cuando x tiènde a x .
Sea n.,T- n. = b^ '^N, se tiene f =o(f _)=o(o(f .))
o u  3 ajii
= o(f p) , e iterando el proceso h veces, resulta/apli- 
cando 2.6. f =o(f ) .
4.2.Proposicidn.
Sea / f I una sucesidn asintôtica cuando x ) n> n^B
tiende a x_ , entonces la sucesidn \!!f !!^l , cono I n n<f:N
a 0 , es una sucesidn asintdtica.
Demostracién:
Basta tener en cuenta 2.1.
18.
4.3. Seflnlclén.
Sean ^ sucesiones de fun-
clones definidas sobre C.Se dice que son équivalentes si, 
y sélo si , y g^=0(f^) para cada n natural en C.
Proposicién.
Si ( O n é m  ^ sucesiones equiva-
lentes de funciones definidas sobre C, y es una




también es una sucesidn asintdtica cuando x tien-
Demostracién:
Sea n^.Teniendo en cuenta 2.6. es 
=0( o(fn) )s=o(f^)=o(0(^^) )=io(g^ ) cuando x tiende a x^ .
4.4.Proposici6n.
Sean Y j^ n^ n^ B sucesiones asintô -
ticas cuando x tiende a x_; entonces 1 f g L ..«es unao' ^ n^np^N
sucesidn asintdtica cuando x tiende a x .o
Demostracién:
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“ o(f^)o(gg)=o(f^g^) cuando x tiende a x^para 
cada n natural, teniendo en cuenta 2.6.
4.5. Propoaicidn,
Sean ^ una sucesidn asintôtica defini-
da sobre C, cuando x tiende a x^ , y a^  ^conn n£-N ,
i»0,l,2,...K un conjunto de constantes reales positivas,
tales que a_,^ .< a . para cada par n,i, y sea la fonciôn n-*-JL, 1 ^ n,i ^
real positiva definida por g (x) =. .Ilf , .(x)!l ,®n T-T n,i n4-l ’c-O
para cada N. Entonces se verifica que  ^n6N
una sucesidn asintôtica cuando x tiende a x .o
Demostraciôni
Por ser j suce si ôn asintôtica, para
cada n natural , y para cada1[)o,fxiste un entomo Un(x^)
tal que ! îf^ « ^ (x) ! l<fl ! f (x) ! î enü^(x )/)c. Si para este zxt*x n u o
£) 0 , tomamos ^n4i^^o^ tendremos que
t ""O
! If^^l(x) ! l !fj^ (x) ! ! con xé^U^(x^)/) C , y m=n,ntl,.,.n^k.
para te do x  ^^n 0
4.6, Teorema
2 0 .
Sean ^  una sucesiôn de funciones asinté-
tica, uniformémente en n, eu ndo x tiende a x^ , defini­
das en C, y x^ un punto de acumulacién de C.Se conside-
ran a ., n 6 B , i=o,l,2,... un conjunto de constantes n f 1
reales positivas taies que a ^ a . para todon^l,i n,i
par n,i. Sea para cada n natural, la serie real positiva
x) = a^ i* ’ ^n4-l^ ^^  ’ * * serie infinite con
t'o ’
verge en un entorno U(x ) de x , entonces existe un con  ^ ' 0 0  —
junto C^de C, tal que x^es un punto de acumulacién de 
0^ , todas las series infinites converger en C^ , y
g^^^j^es una sucesiôn asintôtica, uniformemente res­
pecte de n, cuando x tiende a x^ en Go •
Den ostraciôn:
Por ser  ^ una sucesiôn asintôtica unifor-
menente respecte n, tomando 1 , existe un entorno 
de x^ , I^ (x^ ) , tal que se verifies que IIf^^^(x)!l^ !!f^(x)! 
paia todo x %^x^) = C^ y pra todo n natural, y x^ con- 
tir.da siendo de acumulaciôn de G^. Se tiene
( . . .  i  ^1,1' •
'  : 'j ’
lue go todas las series inf ini tas g^ , con nyl , convergea 
poi estar dominadas por g^ que converge en U(x^) por hi-
pôt^sis.Sea 0^- U(x^) jfjc^ con le que x continua siendo
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punto de acumulaciôn de 0^ . Sea 0 ^ = 0 ^  • Todas las
series converger en y es un punto de acuaiula-
ciôn de C^ . Sea o , por la uniformidad de \ f  r.
0 ) njn 6#
existe un entorno u'^ (x^ ) tal que Ilf , _(x) l ! <T f ! If (x) ! !o nfi > n
para todo x de ü^(x ). Se tiene
P O  °  ^
[-0 . t'~o
= £  g^(x) , para todo x de C^Aü^x^) = Ü^(x^) entorno de x^ .
4*6. Proposiciôn .
Sea ( E, M,p) un espacio de medida con una to- 
pologia de espacio de Hausdorff, y ^n n B f^^ciones 
definidas sobre H c ExE en un espacio de Banach (B,i! ! !).
Se considéra £jj sucesiôn asintôtica unif or­
memente en x^, con C c E medible, cuando y tiende a y^ 
en S, con CxS c H. Si las intégrales g (y)=f î îf (x,y)!!dp(x]
b ^
exister, entonces ( ^ n^^^ | A ^  una sucesiôn asintôtica 
cuando y tiende a y^ .
Para asegurar la existencia de todas las inté­
grales basta sufioner que las f^ , con n natural son niedi- 
bles, y que existe g^(y), pues las demas con r^l las 
podemos doninar por como en la proposiciôn anterior ,
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, si la sucesiôn es asintôtica uniformemente en n, toman-
do^*ly ! !f^^^(x,y) ! !  ^ !!f^(x,y)!! parax^C,y ü(y^) ,H(f B
con lo cual quedari g^(y) = L, !lf_(x,y)!!dp(x) ^n I o n




!lf^(x,y)!!dp(x)) = o (g^(y))
l!f (x,y)lIdp(x)»\ îlo(f (x,y))!!dp(x) = 
C f le
y aplicando 2.4. queda » o(
Proposiciôn .
Sean x,z^C, y sea Y(z) un camino diferencia- 
ble con conitunidad a trozos en el abierto C c C, y
Y(z): Ia(z), bl -- $>C, de 2: a z^ . Sean ^ f^(z)(^^^ g. una
sucesiôn asintôtica de funciones complejas de variable 
compleja, cuando z tiende a z^ . %l las intégrales
g (z) =f ! !f (x) !•! !dx! existen , entonces /g / »
^ mz) ) n(ntiN
es una sucesiôn asintôtica cuando z tiende a z^ .
Para la existencia de las intégrales g^
n natural, basta suponer las mismas candiclones de la 
proposiciôn atterior.
La demostraciôn de esta proposiciôn es anàloga
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u la interior.
4.7. En general, la diferenciaciôn de una sucesiôn a- 
sintôtica no es jiüa sucesiôn asintôtica.Gono ejomplo 
basta tomar a 4- cos x^ ) , con x R, y x^
el punto del infinito. f^(x) = -nx”*^( x^^Cafcos 4-senx^ }^.
3 -nscalas asintôticas.
Teniendo en cuente la relaciôn de ûrden défi­
ni da en 1.5. , se trata ahora de generalizar la idea de 
s cesiôn asintôtica, mediante un conjunto de funciones 
n • numerable.
5,1. Definiciôn.
Sea '^un conjunto de funciones definidas sobre
ui espacio topolôgico X de Hausdorff, a valores en un
espacio de Banach ( M, !! !î), y no nulas en un abierto
C de X, tal que es un punto de acumulaciôn de G, ^
lis funciones no son nulas sobre cualouier entorno de x .o
Si dice que constituye una escala asintôtica cuando x
t lenâe a x si est^ total i-ente ordenado por la relaciôn
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f R g f=o(g) 6 f=g, denotada por . Es decir, 
constitute una escala asintôtica si para cada par de 
funcionis f,g ^ , f/ g , se verifica que f=o(g) ô g=o(f).
Résulta eVidente de la definiciôn que si
es una escala asintôtica, toda parte de ""Z constituée 
una escala asintôtica, llarr.ada subescala asintôtica de .
5.2. Ejemplos.
VeUiiOs algunos yjer-los de ec calas asintôticas 
en el entorno de un % unto de f.
3.2.1. Ses el conjunto de funciomo x con R. 
Résulta évidente que en el estas funciones forman
una escala asintôtica • Basta probar qr.e x ^ x équiva­
le a decir que j l
Las funciones x^ con n£Z forman una subes- 
cala asintôtica de \ que llamaremos \-^  .
.X p
5.2.2. Las funciones x Log x definidas para todo par 
é R^, y x^l se comprueba fàcilmente que para x^ =
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forman una escala asintôtica pues Log& <x LoJ^  x si,
y sôlo si ' ô si 4; = 'entonces p < que es una
relaciôn de orden total en R (orden lexicogràfico). A
esta escala la llamaremos .
-d
5.2.3. Sea ^^el conjunto de funciones de la forma
donde <Y6 R y p(x) es un polin&mio sin término 
constante • Veamos que^ es una eacala asintôtica para 
el infinito. Sea c(p) el coeficiente del téimino de mayor 
grado del polinomio p, entonces lim ef^^^= o si, y sôlo 
si c(p)y o . Con lo cual para que lim x e = o es 
necesario y suficiente que c(p)<^o, ô que si p=o entonces 
y <^0 . De esta forma si, y sôlo si
c(p-q) o , ô si p= q entonces oi <
La escala definida èn 5.2.1. J es una subes­
cala asintôtica de^, y de ^  .
5.2.4. EÈ conjuntop^formado por las funciones Log^ x^Lo^ x^, 
con 6 r ,^ y x  ^e forma una escala asintôtica cuan­
do X tiende a x^=Po tomando Log^x = log(Logx), logaritmo 
reiterado 2 veces .
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Para ver que x^Lo^'x Log^ < jT^ Lo^'x log^^x , 
basta ver que en el orden lexicogràfico
de R^.
De forma general, définiendo por Log^x el loga-
ritmo reiterado de orden m, por les relaciones de recurren-
oia log^x=Log X , y Lo^x ^ Log(Iog^^^x), para todo m de
B - h o), y para todo x)> e _ , donde e es la sucesiôn' I y m-1 m
definida por las relaciones de recurrencia e^= o, e^^^=e^^, 
podemos définir , con m fijo como el conjunto de fun­
ciones x'^ Log^ x logl'ixLog^ ^^ x • • . Log^x , con »p,ip2* ’ 
de R^^^ as! defiifiido constituye una escala asintôtica
para el punto del infinito, con la relaciôn de orden total 
inducida por el orden lexicogrâfico de
5.2.5# Sea 0^ = . Este conjunto résulta ser otra
escala asintôtica para el infinito, de forma que cada ^lu. 
es una subescala asintôtica.
5.2.6. Sea "u una escala asintôtica para el p^nto del in­
finito, formada por funciones taies que lim f(x) = .
f(x)Entonces el conjunto formado por las funciones e es
tEonbién una escala asintôtica para el infinito deducida 
de
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Sea, por ejemplo, la subescala asintôtica
D  {  X  jforaada por las funciones x e donde ) o y p(x) es m
pollnomio de coeficientes nositivos. El conjunto ] de las
f ( x} ^fun ;iones e , donde f A , es una escala asintôtica.
De esta forma mas general, se puede définir por recurren­
cia la escala^^ como el f on junto de funciones e^ ^^ ^
don ie f y . Incluso se uuede probar fâciliaente que 
0
y es otra escala asintôtica.
il
^  élf\
5.2.7. las funciones !x! ILogxl con forman una
escala asintôtica para el origen •
C A P I T U L O  II
. - D E S A R  H O L L O S  A S I N T O T I C O S - .
1.- Distintas definiciones.




Los desarrol&os asintôticos fi.eron tratados 
por Henri Poincaré en 1.886 ( Acta Mat. 8,295-3#4 ), y 
a él sc debe la definiciôn mas utilizada. Sin embargo, 
esta pi'imera definiciôn se ha ido mejoranco y generali- 
zando, y es por lo que se dan otras très, que amplian la 
primer:, cada una en un sent ido.
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1.- Distintas definiciones de desarrollos asintôticos.
Sea E un espacio topolôgico Hausdorff, y sean 
f , f^ , con n y B funciones definidas sobre C, a valo­
res en un espacio vectorial de Banach ( M , !î !î )/. 
Con C y_E y K el cuerpo.
1.1. Definiciôn de Poincaré
Sea C c M un subconjunto abierto, / sea C
un punto de acumulaciôn de C.Sean f^ (x)(^  i^B cu-
cesiôn asintôtica cuando x — x^ , y f una iTunciôn defi­
nida sobre C a valores en M. Entonces se d i q u e  f(x) 
tiene un desarrollo asintôtico relativo a la sucesiôn
) f_(x) y M de orden H, cuando x  x ai, y sôlo si,n / n (é B ' y  o
existen constantes taies que es
c^ fj^ (x) 4 o(fg^ ) , con C^^K cuerpc
cuando x ^ x_ ". Cuando esto ocurra se escribirà :
— ~y 0
f ( x) 22 c^f x) de orden H cuando x-^x^
en C,
Un desarrollo de orden 1 se denom_na representa- 
ciôn asintôtica ô parte principal.
f(x) =
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Cuando el desarrollo es de orden J, para todo 
J , f admite un desarrollo de orden E, simpleinente 
truncando el desarrollo de orden J en el término iï (basta 
tener en cuenta la proposiciôn 2.6 del canltulo anterior,
%  i
ya que f = 4- o(fj) = L  V k   ^“k4-l^ k4-l ^
^ ®k4-l°^V + • ♦ • = ' ' =
®k^k ^ %)
K- ô
Si el desarrollo es de orden cualquiera, es
decir J = A» , entonces ôscribiremos f(x) c^f^(x)
cuando x -~) en C . o
Es importante observar que si existe èl desa­
rrollo asintôtico fènito ô infinito de f relativo a 
{ f  7 ^  -kt cuando x —^x en C, la determinaciôn de
J n ( n £' B 0
las constantes c^ , n ^  B es directa, pues basta utilizer 
reiteradamente la fôrmula siguiente : _
[ (  f(x) - %  °kfk(*)
1.2. Una propiedad curiosa que encierra una doble con- 
diciôn referente al carécter asintôtico de una sucesiôn
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y al desarrollo de una funciôn segùn esta sucesiôn asintô­
tica, es el siguiente teorema de A.G. Mackie .
Proposiciôn;
Sean H 4- 1 funciones , f, f^ , f^ , . . . f^ , definidas en
C. Si los limites c = lim f(f(x) - T  c, f, (x)) / f (x)7n X X u  k k n /
x^Oexisten , y ademas son c^ ^  o para n = 1,2, . . .H enton
ces n f 7 _  ^ _ es una sucesiôn asintôtica deI n [ n=l,2,..• E ^
orden W, para x _^x^ y c^f^ es un desarrollo asintô-
tico de orden H @ara f cuando x —^x^.
Demostraciôn:
De la existencia de los limites c , résulta qieSL
para m = 1, 2,...a-l ae tiene 
Ü2.
f(x) - 2  ~ 0(o(f^)> =o(fm) , y
del limite c^^^ , résulta igualmente 
f(x) - é  4-
-I
Comparando estas dos dltimas ecuaciones obtenemos
(c^^l 4- o(l)) f^^^ = o(f^ ) para m= 1,2,... E-1
si X —Un x^ en C. Como c , ^ o , entonces c ^ o(l) / o  ^ o m4-i mfl
en cierto entorno de x^ , por lo cual podemos dividir por 
este factor y obtenemos f^^^ = o(f^ ), para x __^x^, y ai
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consecuencia  ^ es una sucesiôn asintôtica • Ademas
es un desarrollo asintôtico de f cuando por
u
la existencia de c „ .n
1.3. Veamos ahora un ejemplo que va a servir p^ra dar una 
nuevr definiciôn •
Ejemplo : Sea f una funciôn real de variable real, en
cuyas condiciones de regularidad no entramos, pero se su- 
pone que puede ser representada por una serie de funciones
de Bessel, f (x ) = a^  ^J^(x) , donde las a^ son cons-
L:o . /
tantes. En un entorno del origen la sucesiôn 4 Jj^ (x) h
forma una sucesiôn asintôtica . Y puesto que J.(x) = O(x^)
K ^
cuando x __£) 0 , podemos decir que f(x) = ^  4-
N y ~ ^4- o(x ) . Asi pue's se observa que AjT^ (x)^  n^N 
sucesiôn asintôtica utilizada en el desarrollo asii tôti<n, 
y sin embargo la sucesiôn asintôtica ^ ^  està uti­
lizada para medir la aproximaciôn . Esta dà una nutva idea 
de définir los desarrollos asintôtiées .
Segunda definiciôn de desarrollo asintôtico.
Sean las funciones f, f^ , f^ , . . . t ^ , g ^
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definidas en C abierto del espacio E. Y sean ^ f^ y
 ^ ^ sucesiones asintôticas de orden N cuando x  y x^
Se dice que f tiene un desarrollo asintôtico de orden N, 
f A/ %[f^ relativo a la sucesiôn asintôtica (^ gj^  n(cN 
cuando x _^ x^ si, y sôlo si, f= ^ f ^  4- o(g^ ) para cada




Sea la serie convergente sen nx /x^ ,
para x érR y !x!^l .De acuerdo con las def iniciones ante- 
riores esta serie no es un desarrollo asintôtico en nin- 
gun caso cuando x ^  ^  , puesto que ^ x ^sen nx no 
es una sucesiôn asintôtica. Ya que si lo fuera se deberia 
verificar que para cada  ^o
r
0
rn-t 0  X < (C j
[eu 1/1 X
i A
para cada n fijo y con !xl M . Sin embargo basta 
tomar x = k 7T/ n , con k Mn para que el segundo 





Sea Sf (  ^_ una sucesiôn asintôtica en C,/ n / n r N '
para x — x^ . Llamaremos clase , a la clase :1e las 
funciones c(x) definidas en C, con las siguientés pro­
pi edade s :
i) Toda funciôn c(x) esté acotada cuando x en G.
ii)Si c(x)  o cuando x — ) en C, y c 6 , enton­
ces c(x) = 0 .
iii)La combinaciôn lineal de funciones de es una 
funciôn de ,
Tercera definiciôn de desarrollo asintôtico .
Se diré que la funciôn f definida en G ri< ne 
un desarrollo asintôtico de orden m cuando x x en G, 
en el sentido generalizado si, y sôlo si f(x) = c^(x)fi(x 
4- o(fm{x) ), donde ^
Es importante hacer constar que los anter ores 
coeficientes constantes empleados hasta ahora, pasai: a ser 




Dada la suceaiôn asintôtica C f  \ def1-n ^ n^R
nida en C cuando x — el desarrollo de una funciôn f^ o
en e.l sentido generalizado es ùnico.
Demoitraciôn 
Beducciôn al absurdo.
Supongamos que existen dos desarrollos asintôticos de f/x) 
en el sentido generalizado, es decir f(x) a^2^c^(x)f^(x) 
y f (x) 0^(x)f^(x) cuando x x^ y x£- C.
Paba 1=0 tenemos que f (x) =^ c^(x)f^(x) 4- o(f^(x)) , y
f(x) = c^(x)f^(x) 4- o(f^(xï>, con c^ , c^ £
Restando queda c^(x)f^(x) - ^(x)f^(x) = o(f^(x)) es
decir (c^-c^)f^ = o(f^) , ô , c^(x) - c^(x) = o(l) j
pero^  la propiedad iii) de ^  se tiene que c^(x)-c^(x) 6 ^  
y por la propiedad iiï = c^ . Siguiendo el proceso
para 1=1,2,... m, siendo m el orden del desarrollo se tis- 
ne la unicidad .
1.6. Cuarta definiciôn de desarrollo asintôtico.
Sea f una funciôn definida en un entorno de 
x^^ X , ( X espacio topolôgico Haussdorff ), y sea
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■una escala asintôtica para x^ . Se dice que f admite un 
desarrollo asintôtico segdn la esèala asintôtica , 
hasàa el orden  ^, donde if Cr ^  , si existe una familia 
de nômeros reales \ r i  Y I , casi todos nulos, es decir
todos nulos salvo un niimero finito de ellos, verificando 
que fjTx) = ^  ^ .
1.7. Proposiciôn
Si f admite un desarrollo asintôtico segun la 
escala asintôtica , esté, es ùnico.
Demostraciôn
Beducciôn al absurdo.  ^  ^ .
t. fe) +  o ( p j . Z  3 'y  Y w  M  Y
luego O  . Y ÿ" - Y  ^ y
con y] Y casi todos nulos.
Sea Q" tal que ^  ^  f  é ^  con ^ <0
Aq,^(x ) = + o (f ) =0 (9-)
lo cual es absurdo pues S^S Jb ^ nula en un
entorno de x^ .
1.8. Anélogamente a la primera definiciôn de desarrollo 
asintôtico, si dada f y la escala asintôtica ^
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es el mas grande de los Y 6 taies que ^  0 , ^
entonces la funciôn se llama parte principal de
f en ika escala asintôtica ^  y f= o( 0 ]^ -
Por la proposiciôn anterior si existe la parte 
principal de una funciôn respecto a una escala asintôtica 
, esta es ünica, aunque hay que tener en cuenta que 
la paite principal es unies con respecto a una escala 
asintôtica dada desde el principle. Asi por ejemplo, 
ch X admite por parte principal la funciôn l/2 e^ para
cr~el punto del infinito respecto de la escala • Sin em­
bargo con respecto a la escala (x^)^ no tiene
parte principàà.
Si f admite parte principal con respecto a una 
subesc ila de , f admite la misma parte principal con 
respecto a la escala asintôtica .
Proposiciôn.
Sea la funciôn f que admite un desarrollo asin­
tôtico de orden segun la escala f/v) y W y ' f j»
p  / '
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Entonces para cada ^  , f admite un desarrollo asin­
tôtico de orden ^  , obtenido truncando el desarrollo
dado en el término ^  , f = ^ ^  1
La demostraciôn es anàloga a la realizada con desarrollœ 
asintôticos segdn una sucesiôn asintôtica.
2.- Funciones definidas por un desarrollo asintôtico.
Sea f una funciôn definida sobre un abierto C 
de un espacio topolôgico Hausdorff B, a valores en un 
espacio de Banach ( îS,!! !! )•. Esta misma funciôn f pue­
de tener dos desarrollos asintôticos diferentes, si cada 
une de ellos esté dado respecto a una sucesiôn asintôtica 
distinta. ïdemés las dos sucesiones asintôticas no tienen 
porque ser équivalentes •
2.1. Ejemplo
f (x) = 1 / 14-x , X R .
l/14-x ^ ^  (-1)^  ^X ^ cuando x tiende a infinito.
Vl4-> XU (x-1) " " " " “
1/H-ï. 2 -  (-l)“-^ ( x^-x 4-1) x"^“.
La pi _mera es évidente cuando Ixi^l > y las otras dos
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se dedacen de la primera. Estas très series son conver­
gentes cuando îxl^l . Pero no son équivalentes como sa­
ri s asintôticas. Sin embargo es frecuente encontrar fun 
ci nés que tienen desarrollos convergentes y otros diver 
ge tes, 6 viceversa. La transformaciôn de desarrollos 
as ntôticos divergentes en desarrollos asintôticos con- 
ve gantes tiene un interés simplements analitico. Traba- 
jor de este tipo, y para la obtenciôn de desarrollos 
asintôticos de fécil computaciôn numérisa, fueron reali­
ze: os por Airey en 1.937, Van der Corput en 1.951, Miller 
en 1.952, Van Wijngaarden en 1.953 y Watson.
2.2. También es conveniente observar que un desarrollo 
asintôtico no détermina una ünica funciôn. Basta tomar 
la funciôn e ^y ver que si queremos hacer e"^ a^x ^ 
eu indo X tiende a infinito, es inmediato que a^= o para 
to lo i (S B. Entonces las funciones l/l4-x y (1 4 e )^/l4-x 
tienen el mismo desarrollo asintôtico (-1)^ ^x ^ 
eu mdo X tiende a infinito para x^R, es decir si f(x) 
tiene un desarrollo asintôtico con respecto a la sucesiôn 
asintôtica l/x^^^j^ cuando x tiende a infinito, en- 
toices f (x) 4* e  ^tiene el mismo desarrollo asintôtico.
Es més, si ^  f^  es una sucesiôn asintôtica para el
p into del infinito, el teorema de Du Bois-Reymond nos 
asegura la existencia de una funciôn f(x) tal que
f = o( f^ ) para todo n natural.
Asi pues, dada una sucesiôn asintôtica n
cuando x en E , esta sucesiôn establece una re­
laciôn de equiValencia entre las funciones definidas en C.
Definiciôn
Sean f y g funciones definidas en Gc E abierto.
S3 dice que f y g son asintôticamente équivalentes, con
respecto a ^ si, y sôlo si f(x) - g(x) = o(f^(x))
cuando x tiende a x  en G, para cada n de la sucesiôn.o ' "
En eiecto es una relaciôn de equivalencia: 
i f es asintôticamente équivalente a f pues f-f= o =o(f^), 
i )Si f es asinttoticamente equivalents a g, entonces 
f-g= para cada n natural , g-f=-(f-g)=o(f^)
luego g es asintôticamente equivalents a f.
i i)Si f es asintôticamente equivulente a g y g lo es a h
f-g=o(f^) \/n6N
*-»-o(V ..(f,) [ / n & N
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Por lo tanto una serie asint6tica représenta 
una clase de funciones asintdticamente équivalentes. A 
esta clase de funciones asintôticamente équivalentes la 
llamaremos * suma del desarrpllo asintdtico” , 6 ” suma 
de la serie asintética".
2 .3. Veamos ahora un resultado interesante que fué pro- 
bado para series de potencias asintdticas por Van der 
Gorput en 1.954, y para series asintôticas de funciones 
anallticas por Carieman en 1.926.
Proposicién
Sea E un espacio topoldgico Hausdorff perfecta-
mente normal ( ). Sean f , n funciones definidas
5 a n
sobre el abierto C^.E ^ a valores en un espacio de Banach
( M, ! ! ! ! ) .Y sea una sucesidn asiniética cuando
X Dada la serie asintôtica 2_a f , existe la su-o —^  n n
ma asintôtica de la serie.
Demostracidn;
Para prob-ir esta proposiciôn bastarà construir un miembro 
de la clase de equivalencia de las funciones asintdtica- 
mente équivalentes.
43.
En primer lugar consideramos una subsucesidn de 
^i^n^n^N * que o para cada n ^ N. Para evitar com- 
plicaciones de notacidn la seguimos llamando igual que a 
la sucesidn.
Si ^  a^f^ es una serie finita 
podemos tomar cono représentante de la clase la suma finita, 
en el eentido ordinario.
Si la serie es infinita ^  a f , cor serMzj n n I n  n6"N
una sucesidn asintdtica cuando x tiendè a x^ , se tiene
cff^ ) cuando x — para cada n ÊS, Por lo tanto
podemos tomar pn entorno de x^ , U^tx^) , para câda n ,
tal que por ser el espacio normal.
® /  l i 6 V X 6  /]6 .
Para cada n, sea g^(x) una funcidn continua tal 
que o Cg^(x) ^  1 en C, y g^(x) =1 para todo x 6 
g^(x) = o para todo x ^ U^(x^) . Esto lo podemos hacer 
por ser el espacio perfectamente normal.
^ntonces se tiene que
^ 2"^!!a^f^(x)! 1, para todo x£ü^(x).
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Evidentemente esta serie es convergente por la
desigualdad anterior, y por lo tanto define una funcidn
en G . Veamos que f(x) r \ ^ 2 anf (x) cuando x x  .—  n n 1 o
Sea N fijo, y sea x ^  0 C , entonces se tiene que
#^(x) =1 para n= 1,2,3,... N , y î î f (x)-2_ a^f^(x) !!<
/ M
2.4. E. conveniente hacer notar algpnas propiedades inte- 
resentf s de la suma asintôtica de una serie asintôtica 
dada.
a) Si T ara cada n^N, f es continua, entonces f es conti-' n
nua en J.
b) Si el espacio E permite tomar para cada n^N, g^ infi- 
nitamen :e diferenciable, y f^ es K veces diferenciable 
con K <  se tiene que f es K veces dif erenciable.
c) Carleinan en 1.926 publicô un libro titulado "Las fun­
ciones quasi-analfticas", donde probô que en jZf, y para 
seri.s asintôticas de potencias, existe una ùnica funciôn 
f (x); que verifique .
f u )  —  I z  < &
( y -
donde laa son constantes que verifican que





Con lo cual conseguimos la unicidad del représentante de 
la clase en un caso muy particular.
3.- E.iemolos •
Ahora que heinos visto las definiciones exac- 
tas de desarrollos asintôticos, vamos a ver unos ejemplos 
muy sencillos, y uaa interpretaciôn intuitiva del desarro* 
llo asintôtico.
As! pues, una serie convergente se aproxima a 
la funciôn cuando n tiende a infinite, para un valor de 
la variable dado, mientras que una serie asintôtica se 
aproxima a la funciôn cuando la variable tiende al punto 
de acumulaciôn dado, para cada n fijo. Esto estrictamen- 
te no es cierto, como hemos visto, pero puede dar una in- 
terpretaciôn muy intuitiva.
3.1. Ejemplo de Euler ( 1.754 )
S(x) = 1 - lîx4- 2!x^- 31x^ 4- . . .  = (-1)^ n! .
Esta serie es divergente para todo x / o. Sin embargo, 
si X es suficienternente pequeho, por ejemplo 10 m^ 2,
46.
los té 'minos de la serie cercanos al primero decrecen 
muy récidamente, y se puede hallar un valor aproximado de 
S(x) . Euler considéré f(x) = xS(x) , con lo cual 
f'(x) = 1! - 2!x  ^3!x^ t . . . = (x-f(x) ) / x^ , es
decir : f'(x) 4- f(x) = x, con lo que f(x) puede ser ob- 
tenida como la soluciôn de esta ecuaciôn diferencial 
cerca ie x= o , y con f(o) = 0  ^y asi se ha obtenido la 
suma d i la serie asintôtica.
3.2. Considérâmes ahora la exponencial integral para va- 
lores eales positives de x. E.(à) = I e / t dt.
Se desoa obtener una evaluaciôn de E^(x) para grandes va­
lores ie X .  Una serie convergente de potencias en l/x no 
es posible, pues Ed(x) no es analitica en el infinite.
Sin embargo, podemos integrar por partes obteniendo :
r ^  4- o o
Ef(x) = e /^x - j e /t dt = e ^/x - e”V x  4- 2 \ e ^/t dt
X ^
y haciendo el proceso reiteradamente n veces obtenemos
E. (x)= S /x) 4- R (x) , donde S (x) =e~* (l/x-l/x^ 4-2!/x^ 4-n
4- . . .4(-l)^^l(n-l)!/x* ) , y R^(x) = (-1)%!
Para cada x fijo, los términos de S^ Cx) crée en cu-ndo n cre*
ce. Pero por ser E^(x) = S^ ^x) 4- R^(x) , R^ es preciso que 
también crezca. Sin embargo R^^x) satisface la inegualdad
"n<-> e ^dt =- e^ n! / x^^^
de le que se sigue que, para n fijo, es del orden
de e-^/ cuando x tiende a infinito. Asi, para n fijo
y X creciendo, R (x) tiende a cero màs ràpidamente que eln
■dltirio término de S^ (x) . Por lo tanto, S^^x) dâ una aproxi- 
maciôn de E^(x) para un valor de x suficienternente grande.
Veamos ahora un ejemplo numerico de este désa­
rroi] o asintôtico.
x=10 , n= 4 S (10) = 0,0914 '
!R^(10)! < 0,00024 e / ! 5^(10) - 3^(10)!; . 3*10"^e“^® ,
Para x=100 obtenemos anllogamente que 
!S^(100) - E^(IOO)! < 3'10"7 g-100 _
Asi E^(x) es aproximado por S^(x) cuando x tiende a infinito, 
y noimalmente se escribirâ E^(x) a/ S^ (x) , 6 lo que es 
igual E^(x) e *( l/x-l/x^4-2î/x^-3!/x^) .
Otra alternativa de aproximaciôn asintôtica para E^(x) es 
dar un gr^n numéro de términos en S^ x^) . Por ejemplo 
IRg(x)! ^  e ^ 8î/x^, luego para x suficientemente grande 
Sgdà un^ mejor aproximaciôn de E^(x) que S^ (x) . Sin em­
bargo para x pequehos, S^(x) dà una peor aprosimaciôn que 
S^ (x) . Y se escribirâ E^(x) e l/x-l/x^4-2!/x^ . . . )• 
Gracias a la forma especial de R^(x), en este caso, la 
magnitud del error es tan pequeha como el primer término
4 8 .
omitido. Generalmente este criterio no es aplicable.
3.3. Ejercicio.
Comprobar que las funciones sen px y cos px , cuando p y 
q son reales, pertenecen a , cuando x <^R, para x ten 
diendo a infinito.
C A P I T Ü L O  III
^ - O P E R A C I O N .  E S  C O N
D E S A R R O L L O S  A S I N T O T I C O S - .
1.- Combinaciôn lineal, composiciôn y sumaciôn.




6 .- Operaciônes con desarrollos asintôticos segun escalas.
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Introducciôn;
Se trata de establecer el mayor numéro 
posible de operaciones ciertas entre los desarrollos 
sintôti jos para facilitar su estudio. Es decir, inte- 
resa saber en qué condicioncs se puede operar con los 
desarrollos isintôticos para obtener un nuevo desarro- 
llo asintôtico de la funciôn résultante,
Esto tiene una import ncia efactiva dada 
la dificaltad rràctica de obtener un desarrollo asin- 
t Hico de una funciôn segun una sucesiôn ô escala asin- 
tjiica previamente dada; por lo que serà conveniente 
r Oder relacionar la funciôn en estudio con algunas cu- 
,V js desarrollos asintôticos son conocidos , para obtener 
£1 desarrollo por medio de relaciones con otros antericr- 
i: ante ob te ni do s.
Gombinaciones lineales, composiciôn y sumaciôn .
Las funciones que trataremos en este capitule 
îstaràn definidas sobre un conjunto abierto G de un es­
pacio topolôgico E de Hausdorff, a valores en un espa - 
lie de Banach (M, !! M), y sus desarrollos .sintôticcB 
,eran en un runto de acumulaciôn de G.
L.l. Proposiciôn
Si f^% f para en G y g b f paran n  0 ^ n n
z en G, de ôrdenes E y P respectivamente, y si
î y d son constantes, entonces ef(x) 1 dg(x) ea^ 4-db^ )f^ (x)
lara x — ^ x^ , de orden N min (K,P) .
iemostraciôn.
3asta aplicar la definiciôn. Résulta también évidente 





orden N, uniformémente en i, i= 1,2, . . . y son cons 
tantes taies que a^ converge absolutamenta, y ademas
^a^ converge para cada n, entonces ^  a^^ con­
verge en un entorno de z^ , y P(x) = /vÆ A^f^(z)
para x x^ , de orden N.
Demostr .ci6n
(U
^ .-%a .f = o(f_) uniformément e m i , y 
ryo n,i n iS
îa. ! <9o , y por 1 .2 .3. podemos escribir 
c:\  ^ A/
Z^i^l^i “ i^ n) “ par* y la serie por lo
i ' i ’
tanto es convergente en un entorno de x^ . Sumando ahora
se obtiene lo que se queria siempre que N <T Ao .
Si N entonces A f es un desarrollo asintôticon n
infinito de P(x) para x x^ .
1.3. Proposiciôn.
Sean n=l,2, . .. N < <?o y g^^^
m=l,2,... M dos sucesiones asintôticas para x  x^
en C, y sea f^= O(ê^) • Si aéemâs f aj ' ^  a^f^ de orden N
p ra X X en C, y para cada n se tiene f A^^b é j  0  ^ n ^ m,n®m
de orden M, entonces f ^  g^ de orden M, donde
lAA




f(x) = 2  a^f^(x) 4- o(fjj(x)) = Z \ ( ^ \  ëjcy.) 4. o(^(x))4-
_ ' M, l/v r < VK _( »
P o(g^(x) ) =<d_c^g^(x) 1 o(g^ ) gracias a 1 .2 .6 .
Si M es infinito, entonces "7 c g es un desarrollo asinm m  —
tôtico de f. %l N =/fc, entonces en la demostracién necesl 
t moo la extensiôn para series infinitas de la 1 .2 .3 . , 
con lo cual la proposiciôn quedaria enuiiciada asi :
Proposiciôn .
Sean , n=l,2, ... , y ^g^ ^  m=l,2,... M ^
/ **" (
dos sucesiones asintôticqs , y se supone que para cada n
existe un entero (n) < M  tal que y/ (n) ^ M cuando
y f^= . Si . y
de orden M, uniformément e en n, y <2. a es absolutamente—  n
convergente, y la serie infinita c anb es convergm ^  n m,n ^
gente para cada m, entonces f cy^ g^  de orden M para
^*0
en G.
2.- Multiplicaciôn, inversiôn y sustituciôn .
2.1. Para la multiplicaciôn ô producto de series asintôti­
cas, los problemas son muy diferentes, pues en pi*imer lu-
gar el producto de dos desarrollos asintôticos no es un
desarrollo asintôtico en principle, ya que al multipli-
car f ormaimente dos desarrollos/ a f y ^  b f para^  n n m m
x.^x^ en C, los productos no son, en general ,
una sucesiôn asintôtica, y normalmente no es posible arre- 
glar el sistema para que lo sea. Sin embargo existen al- 
gunas sucesiones asintôticas que tienen propiedades es- 
peciales con respecte al producto, es decir, en las que 
ampliando el sistema de sucesiones, ô simplements por 
caracteristicas especiales de su forma, son taies que al 
multiplicar dos desarrollos asintôticos abtenemos un 
nuevo desarrollo asintôtico . Veamos primero un ejemplo, 
y luego una8 proposiciones mas générales.
Proposiciôn.
La multiplicaciôn formai de dos desarrollos
asintôticos en series de potencias (conx = o) es el de-o
sarrollo asintôtico del producto.
Demostraciôn
En este caso tenemos f^^x) =- x^ , luego el pro­
ducto sigue siendo una potencia x^x^= x^^^ = fa(x)fQ^x)=f
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Sea f(x) a/j^(x) y g(x)/^2^b^f^(x) para x —3> ,
siendo el orden M y P respectivamente, y se toms N < rnin(P,M)
Sea 0^ = 2 I a  b y f (x) = x^.
[yj P Q. ^
' Z  ^ entonces
g  = %  V n  = < ^ N > ° ( VlA " I
f.g = Pg'Gg 4- (f-F^)G^ ^ f(g-Gg) 4- o(f^)o(y .
11m (f^ x)-Pjj(x) )Gj^ (x) / x^ = 0 pues esta'acotada para x4o
luego f'g= P^G^ 4- o(fy) 4. o(f^ ) 4- o(f^ ) = F^-G^ 4- o(f^) .
lim f (x) (g(x)-G„(z) ) / X = 0 pues limf/x) = a / - (^ O
V-90  ^ y-9 O o
2.2. Proposiciôn ,
Sea f r - ^  a^f con f (x) = , x = 0 , y—  n n n o
lim f(x) = a / 0. Entonces el desarrollo asintôtico de
X'-)0 o
1/ f es la inversiôn formal de la serie.
Demostraciôn
Por ser a^ =;4 0 tomamos b^= a^  ^y seguidamente
hacemos a^ b,4- a_b_ = 0 de donde obtenemos b_ , y asi su- 0 1 1 0 1
cesivamente se van obteniendo b. , i = 2,3,. . . .Y ahora
^  ibasta comprobar que Z__ b x^ax l/f(x) . Sea g = ^ b. z
n r o ^ ^ L ]-
(Vf - gjj) = l/f (l-fgj = l/f ( l - V n  ^ ®n^V^^ ) =




n=l,2 ,..N ’ n^|in=l,2 ,.. .K ^
h, \ , T o jr t très sucesiones asintôticas para x-ax k/ k=l,2 ,...k ' / 0
en C, y taies que verifican f^g^=0(h^) , f^ g^ =0(hj^ ) , y
orden K para en C. Sj.
de orden N para x —^x en C, y g<^Z.b g de orden M, paV O » j o m in —
ra X-^x en C, entonces f-gruZ^.h,^ de orden K para x \ x 
® AJ M ^ ^ '
en G » donde c, a b c ,’ k n m nmk
Demostraciôn
a) Si N,M y E son linitos se tiene que .
AL M
f g  = ( z  a/n 4- o ( V 3  ^ ^ ^r( /1 p, n .'i
4- 0 (^ 1%) 4- o(f^gi) =3_®k\ ^ ^  ^ =
= ,b_ °k\ 4- o( hj^) .
b) Si K= ?o y f^g^ = O(h^) , f^g^ = 0(h^j para cualquier k 
entonces podemos seguir la mioma demostraciôn de a).
c) Si M *ô N son infini t os, hay eue imp oner como hipôtesis 
suplementaria que la doble gerie que define c^ sea conver­
gente , y la demostraciôn se haria eompletamente similar.
2.4. Definiciôn
57.
Una sucesiôn da funciones A f ( n o _de-I n j n=l,2;3,...N
finidis sobre el abierto C^E, se dice que es una sucesiôn
multiplicativa asintôtica si, y sôlo si n 6 N tina
sucesiôn asintôtica para en G, tal que f^= 0(1), y
f^f , ^  5* c ,f, de orden N, m,n=l,2,... N, n m ^  nmk k '
Proposiciôn.
3i<( f S TO » cs una sucesiôn multiplica-] n/ n-1,2,...N
tiva asintôtica para en G, y s .a  ^ S o. .f ne orden
^ 0  '  ^ —  n,i n
N, i=L,2,...K para , y P(X^,...X^) es un pblinomio
de variables entonces P(x)=P( f^ , f^,.. .fj^ ) posee
un deiarrollo asintôtico 2. A f de orden N, para x xn n  ^ o
en C, donde los coeficientes An son los que se obtienen 
de le. sustituciôn formal.
Demostraciôn
Por ser unia sucesiôn asintôtica multiplicati- 
va se tiene f^= 0 ( 1) , luego
lim !! f,f„(x) / f^(x)!! - lim !!f.(x)!! ^ A , es decir 
f^ fjj= O(f^) , ô lo que es lo mismo, se cumplen las hipô- 
tesis de 2 .3 ., con lo que en el caso de un polinomio se 
reduce a repetir las operaciones un nômero finite de veces.
;8.
2.3. Proposiciôn
Sea ( f L T - ..una sucesiôn multiplica- / n I n~ R
tiv : asintôtica para w^en C, tal que f^=o(l) y
H
!!f^(w)!! = 0(fjj)(w) para w w^, H fijo, entero y 
positivo. Si f de orden H, cuando z -r)0, y
z ^ DcM , siendo (M, ! ! ! ! ) el espacio vectorial de 
Banach con f4z) : (M, ! ! Î ! ) — (M, ! ! Î I ), y z(w)-v^a^f^(w) 
de orden N cuando w en C, entonces P(w)=f(z(w))
posee un desarrollo asintôtico 21 A^f^ de orden N cuan­
do w en C, y los coeficientes A^ estan ohtenidos
por sustituciôn formal,
Demostraciôn.
Por ser L f \  ,  ^ „ una sucesiôn asintôticaj njn=l,2 ,...N
multiplicativa, ^  posee un desarrollo asintôtico para
todo m luego (z(w) ^  h f (w) de orden N , cuan-m,n n
u
do w w  ^ en C, y por ser !!f^ !! =0(f^) podemos aplicar
1 .3. con lo que la proposiciôn queda demostrada.
3.- Divisiôn •
En esta secciôn se suponen las funciones a va­
lores reales ô complejos, es decir M = jZf .




X en c, y a ^  0 se podrla aplicar la misma técnica
de 2 .2. para probar que 1/ f(x) tiene un desarrollo 
asintôtico de orden N cuando x_)x^ en C, de la forma
con b^ s=a^ ~^ , siempre que f^ sea una sucesiôn 
multiplicativa asintôtica y f^=o(l) cuando xmr^^ en G,y 
ademôs ha de existir H 6 N" tal que ! ! f^ ! O(fjj) cuando 
X m) X es decir cuando se cumplen las hipôtesls de la 
proposiciôn anterior. asi podriamos extenderla para 
funciones rationales con el siguiente enunciado :
Proposiciôn
Si( f \ , o _esuna sucesiôn asintôticaI n I n=l,2,...R
multiplicativa tal que f^= o(l) y !!f^!!^= O(f^) para
al^ nln H fijo cuando x-^x^ en C, y ^f^^x) de
orden N, para x^x^, con i=l,e,... K , y Pfz^pZg,'".&%)
una funciôn racional de K-variables sobre el espacio
couplejo ( 0 ,  l î ), a valores en este mismo espacio,
y tal que el denominador de P(z^,Z2 ,...&g) no se anula
para z^sz^*. . . =z^=0, entonces P(x)= P(g^(x),g2 (x)...g^  (x) )
posee un desarrollo asintôtico de la forma A 4- f
0 n n
de orden N, cuando x^:^x^ , y los coeficientes son los 
ob:enidos por sustituciôn formai.
6 0 .
Si M Æ  ▼ E , y g(Ç) es una funciôn de varia­
ble compleja 5 , regular en un entorno de , con
=P(o,o,...o) y bajo las mismas condiciones del teore- 
ma anterior se puede asegurar la existencia del desarro­
llo asintôtico para g(P(z^,Z2 ,...z^)). De esta manera se 
pueden justificar los desarrollos asintôticos de expresio- 
nés del tipo L
4.- Integraciôn.
4.1. Proposiciôn
Sean (E,^ ^^ / , J<a ) un espacio de medida , E' un
espacio de Hausdorff y f(x,y) definida en ExE
abierto, a valores en un espacio de Banach ( M,!! î! ) y
f(x,y) rv 2, orden N, uniformément e en y,CxDcJ^
y De B medible, con AfS .  ^ „ una sucesiôn asintôI n( n=l,2,...N —
tica cuando x A> en C. Si f(x,y) para cada x fijo, xfO, 
y a^(y) para cada n fijo son funciones medibles âe y ,
y h(y) es una funciôn integrable de y , y cada una de las
intégrales A^= h(y)a^(y)cy^’ existe, entonces la inte­
gral P(x) = ( h(yïf(x,y)d/' existe para cada x de un 




f(x,y)= % . a (y) f„(x) 4- o(f^(x))
r'-' ^ (
P(x) = J h(y)f(x,y)^ = %  f^(x) j h(y)a^(y)dy^ f
+ ( r h(y)dyu. )(o(fjj.(x))), = ^  A/^(x) 4 o ( f ^ ) .
k  / . . I
4.2. Proposiciôn,
Sea E st 0 , C cE abierto y un punto de acu-
mulaciôn de C. Sea y('^un camino dif erenciable con conti-
nuidad a troaos de x a x . Sean /f (x))  ^_ una sucesiôn
0 c n / n (j R
asintôtica de funciones positivas sobre C, para x -b 
taies que existen las intégrales I (x) * / f (z)dz . Si 
f (x) /u2_ de orden N, cuando x ^  x^ y f es una
funciôn medible sobre entonces F(x) = [ f(z)dz
existe en un entorno de y P(x) /v^^a^I^(x) de orden
N cuando x -9 x^ .
0
Demostraciôn
Por ser f^ , para todo n una funciôn positiva 
se puede aplicar (1 .4.6 .) y  ^n tina sucesiôn
asintôtica para x -9 x^.
F(x)= J f(z)dz = I ( ^  a f (z) 4- o(f (*)))dz =
4  % .  \ u )  “ ^  ®




Sea f(z) una funciôn compleja de variable corn- 
pleja definida en un sectorfS, y tal que f(z)/w'2^ a^ z de 
orden N para z -^0. Entonces f^f(z)dz, donde el camino
'Iq
de integ "aciôn es una recta desde el ordlgen, tiene un 
desarrollo asin-céOéèo en serie de potencias de orden N4-1. 
Demostraciôn
f(z) =o(z^ )C-^  l.Ld
!f(z)
î j f(z)dz - %a^ z^ V^n4-l 






Si f(z) es una funciôn compleja de variable com-
pleja en un sector S , y tiene derivada f'(z) a/218-gz^  
de orden N para z-9 0, entonces f(z) tiene un desarrollo 




Basta aplicar 4.3. a f'(z) .
.^5. Proposiciôn.
^ 9 l f una funciôn compleja de variable com­
pléta y f(z) ^a^/z^ de orden N cuando z -> ^  en un
sector S. Entonces f(z) - a -a /z es integrable y
^  o  J .
P(z) S i j (f(w)- a^-a^/w)dw ( U  -(a^/z 4- ay^2z^ 4- a^ /3z^ 4-...) 
de orden N-2 cuando z —^ ^  .
Demostraciôn
!f(z) - 21 * ^^!l/z&! \/ 2  entorno d e e n  S.
z*' p
!P(z) i %_ a^^^y nz^ ! = l j (f(w) - a^-aj/w - a^/w - ...
... ) dw ^yn^f (w)-a^-a^w-a^/w^- ...- a^_yw^~^) ! !
<  ! l / z ^ " ^ !  ! d w f  =  0 ( 1/ 2^ " " ^ )  .
Proposiciôn
%1 f es una funciôn compteja de variable com­
pléta y f (z) a /z^ de orden N para z y f es*0-2 n
diferenciable y f'tiene un desarrollo asintôtico en se­
rie de potencias, entonces el desarrollo asintôtico de 
f'es la derivada del desarrollo asintôtico en serie de 
potencias de f(z) .
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Demostraciôn
Basta aplicar la anterior proposiciôn.
5.- Derivaciôn.
5.1. La derivaciôn no es posible en general. La derivada 
de un desarrollo asintôtico no es el desarrollo asintô­
tico de la derivada, salvo en casos excepcionales en los 
que se pueda aplicar algdn teorema sobre integraciôn ^ de 
los vistos hasta ahora. Como contraggemplo b sta tomar
- Xf(x) y e sen (e ) , para x^ = 4- , x ^ R.
Evidentemente f tiene un desarrollo en serie de potencias 
identicamente nulo. Sin embargo su derivada f'(x) =
- X  x 2 x 2 x 2- e ( e 2x cos(e ) - sen (e ) ) no tiene limite cero 
en el infinito y por lo tanto no tiene desarrollo asintô­
tico en el infinito en serie de potencias.
6 .- Operaciones con desarrollos asintôticos segiin escalas 
asintôticas .
6 .1 . Proposiciôn
Si las funciones f^^fg , ( definidas como en 11,1.6.)
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admiten desarrollos asintôticos hasta el orden [ , segun
la e s c a l a » fz = /  A w  1* o(V^) 1=1,2.
rentonces la suma f^f admite el desarrollo asintôtico
se^dn la esc-la hasta el orden ^  , que résulta de
la suma formai . f,, = 2 H o( ^  )
Para demostrar esta proposicriôn basta aplicar la defininiôn.
6.2. Definiciôn
La eeaala asintôtica ^  se dice estable para el 
producto si para cada par de funciones f, g se tiene
que fg £
Proposiciôn.
es una escala estable para el producto, 
fl y ±2 son funciones acotadas que admiten un desarrollo 
asintôtico hasta el orden segün la escala asintôtica^^ 
f. = y  4- o( M  , entonces el producto f'f_ admite
r  \ i oun desarrollo asintôtico hasta el orden ^  de la forma
La de Lbstfacion es muy sencilla teniendo en cuenta que 39s 
funciones estàn acotadas, lo que implica que las funciones
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de la escala que entran a fornar parte de sus desarrollos 
estàn acotadas .
6.3. Proposiciôn.
Si , fg son funciones que admiten respecti­
vamente a y como partes principales segiin
la escala asintôtica ^  , ntonces se verifies que ;
a) Si ÊT. A & 7  entonces la suma f^ 4- fg admite a 
como parte principal segun la escla asintôtica ^  .
b) Si ^ y  si t ^ la suma f^ 4* fg admite 
a ( 3'^ como parte principal segun la esoala aoin-
tôtica
c) Si la escala asintôtica ^  es estable para el produc­
ts, el producto f^fg admite Af como parte 
principal segun la escala
Demostraciôn :
a) Como = ' ) D ' |  f g  =  ' i f  ' i  '
+1 .%  -t j  = ?  Z © - t  ^  - ( f - )
b) Anâloso . . j
0) f / g  = i f  b f c  4 o ( & ,  j  o(  D ,  j  , i  h h  i"^ ' i  ' ' 
= f l  iopA j.
6 7 .
6.4, Proposiciôn.
Sea una escala asint6tica estable para el
producto, para el punto (S X . Sea f una funcidn a va-
lores reales, definida en un entorno de %ue admlte un
desarrollo asintë&ico segdn la escala hasta el orden ^  .
f= 4- o((f) , con f= 0(8 ") , -& y ^=o(l) .
Sea g una funciôn continua en el origen ( funciôn real de
variable real ), admitiendo en un entorno del origen un
desarrollo en serie de potencias de la forma
n4-lr (u) = a^f a^u 4* . . • 4- a^u^ 4- 0{u^ ) . %i. las funciones 
^  verifican Qt * entonces gof ad-
üPl .f. ,
 ^ CT
ite un desarrollo asintético hasti el orden ^  , segun
la escala ^  , y este desarrollo es el obtenido hacienda
la suma de los términos mayores 6 iguales a ^  , en la
expresion a 4- a_R 4- . .. 4* a R^, con R B 5  H'’ ^G 1 n ^ ^  '
Demostraciôn
De la relacién f= 0 ( se obtiene que 
0 ( f  c  0^^'^jluego gof =a^ 4- a^f 4- . . .4- 4-
4- 0( ) = a^ 4- a^f 4* . , . 4* a^f^ 4* o(^) , ya que ^  V
Pero teniendo en cuenta 6.2, caota f^admite un desarrollo 
asintdtico hasta el orden , segun la esiala , y
por la unicidad del desarrollo la proposicidn queda demoe- 
trada.
C A P I T Ü L O  IV
. - O B T E N C I O N  D E  D E S A R H O L L O S  
A S I N T O T I C O S  P A R A  J.N T E G R A 1 E S
!•- Método de integracidn por partes . 
2.- Intégrales indefinidas,
3 #- Otros métodos.
Introduccién;
Este capitulo trats de dar algunas reglas prà_ç 
ticas, para la obtenciôn de desarrollos asintôticos en 
casos muy concrètes de funciones definidas por integra 
les . El problema résulta mas complioado en la prâctica, 
pues peneralmente el date es una sim île funciôn y la so- 
luciôn un desarrollo asintôtico de esta funciôn, ^ero 
sin hablar para nad-j, en ton principij, de sucesiôn ô 
escala asintôtica. Es decir, la elecciôn de una u otra 
escjla asintôtica va a venir determinada por la misma 
funciôn de la que se quiere hallar su desarrollo. For 
este motivo es conveniente tener ya un grupo de esca- 
las asintôticas posibles, estudiadas anteriormente 
( este es el interés de los ejemplos en los capitulos 
anteriores), para poder elegir una de ellas , ô tener 
algui punto de partida para alguna nueva.
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1,- Método de integraciôn por partes •
Sean g(t,x)=g(t) , h(t,x)=h(t) dos funciones 
reales , con t ,x reales •
1.1. Se trata de hallar un desarrrollo asintético de 
g(t)h(t)dt integrando por partes .(x) =
Para una funciôn cualquiera f (t) , denotenios
la derivada m-ésima y la integral m-ésima por
Hay que hacer constar que f ^ contiene m constantes,
una por cada integraciôn, lo cual dà la oportunidad de
la elecciôn de las constantes mas conveniente en cada
casol As! pues , integrando por partes queda f 
-p>
f(x) = g(t)h(t)dt = 2  S t , donde
M a «
V  Sn(p)h_a_i(p) - ^
Un =(-!)“ P g  (t)h (t)dt , j  n -n
Si (< , (p ) es un intervalo finito, para que 
estas manipulaciones sean vàlidas basta que g sea N ve- 
ces continuamente diferenciable y que h sea integrable.
Si es un intervalo infinito, es suficien?
te que todas las intégrales, y los limites limg (t)h (^t), n —n—i
”1
y lim g^(t)h .(t) existan . n —n—±
Si g es N4-1 veces continuamente fiiferenciable 
podemos integrar de nuevo, y nos queda R^= S^  4- ,
lo que nos va a permitir comparar el resto R^ con el 
primer término omitido w Las siguientes proposiciones, 
esbablecen relaciones de este tino.
1 .2. Proposiciôn
Si g y h son reales, y g^h_^ y
tianen signos constantes, e i puai es para -^<t$ ji , 
enfonces R^ tiene el mismo signo que S^ , y !R^ d ^  ! S^ 
Demostraciôn
nR^= (-1) I g^^t)h_^(t)dt, luego 
sig R^ / sig R^ i^ y como R^= S^4- R^^^ entonces
sig R^, sig S^  ^ es decir !Rgd= l tS^ ! - !
i) Si 0 entonces S^)>o y R^^^ <  o
luego Rjj= Sjj- (- "C Sjj îRjjîî^ lS^ Î




Si g es real, y !h es una funciôn cre-
ciente df t, y g^ , tienen signo constante e igual
I ara ^ ^ , ô si !h ^  es una funciôn decreciente
ce t, y ^ ^ 2  tienen signo constante y opuesto para 
'^5t<^ '^ , entonces IR^ ! <2!Sj^l .
Iemostraciôn
i) !h „ t! es una funciôn creciente de t.—ly-j.
!ü_B_2(t)! < - / h } 0  , suponemos
^aîl •
‘%4-l’"- l^-N-1^^ >5 ~
<!Sjj! *^ N4-1* ^ ’^ N* "^ 7 ’^ N* ^
Inélogamente se hace para X  0 » cambiando
i or ”%> ~%4-l
ii) Si !h_Q 2 * decrece se cambia en i), t por -t.
2.- Intégrales indefinidas .
2.1. Sea f una funciôn de variable real a valores corn- 
rlejos y consideraremos x^=Ad. $e van a estudiar algu- 
r:os casos en los que f cg, donde g pertenece a una
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amplia clase de funciones del tipo g = x(Lx) e  ^ ,
funciones de Dieudonne, donde g/ 0 , diferenciable y
^  f/xLx 4* ^ /x 4- P'(x) , donde P(x) = ^  c^x' con
^ - - 2  ^ o U2_
Para dar una aporximacidn de g ' / g  vamos a utilizar las 
dos siguientes identidades évidentes : 
g = d/dt ( tg(t)) - t g'(t) . (a)
Si h = g / g' g= d/dt (gh) - g h ' (b)
Una aroDximacidn ( parte principal 6 repre- 
sentaciôn asintôtica ) séria el pirmer término de un 
desarrollo asintôtico cuando tuviesesmos la escala asin­
tôtica definida desde el principio, es decir, cuando se 
trata de hallar el desarrollo asintôtico de una funciôn 
en un punto, hemos de referirnos, segiîn la definciôn, 
a una escala ô sucesiôn asintôtica dada. Sin embargo , 
lo que ocuprre, en general, cuando se desea hallar el 
desarrollo asintôtico de una funciôn, es que la escala 
asintôtica se va creando al mismo tiempo que se obtiene
el desarrollo asintôtico, es decir, vamos obteniendo
aproximaciones sucesivas, y se comprueba después que 
efectivamente forman parte de una escala, lo ùnico que 
tenemos dado desde el principio es una clase de funciones
muy amp Lia, en este caso la clase de funciones de Dieu- 
donné, La cual actua como proveedora de las posibles 
funciônis que van a formar parte de la escala asintôtica 
en cada caso, Lo que se hace no es mas que aplicar el 
teorema de Mackie una vez obtenidos los limites, y por 
consign Lente las funciones de la escala.
2.2. Proposiciôn
Sea g ' / g r ^ / ' / x  , /i ^  R.
i) Si j X -1 entonces x ^  = 0(g) yara todo o y
/ r ^
o, cuando x oo y ademés 1 g(t)dt /V xg(x)/^ 4-l.
ii) Si ^ 'x -1 entonces g= 0(x^  ^) para todo ^ ^ o ,
r ^
cuando x />o y \ g(t)dt - xg(x) / j - ( 4- 1
Demostraciôn ^
i) Podeiios aplicar 1.2.4. e integrando obtenemos
g'(x)/g(x)/v/ yu /x luego Lg(x) ^ y^Lx.
Para ciia £ p> o , y x suf ic lentement e grande
Lg(x) ^  ( y- 6 )Lx g(x) ^  x ^  ^ con  ^ O
ütiliz ndo la identidad (a) queda 
r K rX
/ g(t)dt = xg(x)-og(o) - tg'(t)dt , ô lo que es lo
(^0 f A  h  ,
mismo J  (g(t) 4- tg'(t)) dt = xg(x) , pero g'/gA^'/x
xg'(x) /\/ yA g(x) con lo que podemos volver a apli-
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car 1.2,4. y j  (g(t)4- tg'(îi)dt/^ ^4-l)\%i(t)dt =)
g(t; i t ( \ y xg(x)/M 4-1 
^  / 
ii) An', ogamente al caso anterior Lg(x)/yMLx, y para
todo £ ) 0 Lg(x) £ (y4-£)Lx/^2 g(x) < x^^^^
%)lican( 0 de nuevo la identidad 4a) $ tenemos
I 2^  / A)
I g(t)( : = - xg(x) - I tg'(t)dt y anàlôgamente
, *g(t) t yv -Xg(x)/y 4-1 .
2.3. Pr cosiciôn
Sea g'(x)/g(x) = o(l/x), entonces
PA
J g(t)d AT xg(x) cuando x 'Ar .
o
Denostrcci6n
Aplicando 1.2.4. a g'/ë tenemos Lg(x) = o(Lx)
Pai r cada £* )> o , y x ^ M !Lg(x)! <^^Lx
Ix " -Ig(x) 12^  g \x ^ parr todo > o .
Utjlitai do la identidad 4a) (g(t) 4- tg'(t))dt =xg(x)
J 0
Pero po: hipôtesis tg'(t) =o(g), luego I g(t)dt/^xg(x)
Jcu: ndo ^  ^  .
2.4. Prccosiciôn
Sea g / g ' = h , y h'(x) = o(l) para x —  ^ '2^  •
7 6 .
i) Si g' o en un entorno de infinito, entonces
■''\(t)dt = ^  y j g(t)i:,'v^  (g(x)JVg'(x) .
ii) Si 0 en un entorno de infinito se tinne que
J r(t)dt c y f  g(t)dt/2_ (g(x) )^/ g'(x) .
Demostr: ciôn
i) Apliuando I././. se tiene que h(x) =o(x) pues 
h'(x)=o(x) , luego l/x = o(g'/g) Lx=o(Lg(xï)
Para ca a / < o Lx < 4 lg(x) con x y M , y g ^x , con y o,
lo cual prueoa que ( 'g(t)dt = .
,x //
Utilisai.do la identidad (b) J g(t)dt=j h(t)g'(t)dt =
= h(x)g'x) - h(o)g(o) - r*h'(t)g(t)dt con lo cual
f X Y '
J (14- h'(t))g(t)dt = h(x)g(x) - h(o)g(o) . Pero h'=o(l)
-r-p ( 1: h')g - g, y por 1 .2 .9 . tenemos
j g(t) it h(x)g(x) = (g(x))V g'(x)
ii) Por ser g'< o anâlogamente al caso anterior para 
cada o y Ix (^!Lg(x)! z:/ -l/y Lx Ig(x) con
x suf ic .entemente grande , luego g <( x ' para codo \ / o
luego g(t)dt (Po , y aplicando de nuevo 1 .2 .4 .  y
/Po
la iden tidad (b) tenemos ( 14-hCt) )g(t) dt = - h(x)g(x)
y siguiendo el proceso anterior se aiguë lo ob se queria.
2.5.
2.5. Asi pues se han obtenido los primeros términos del
77.
desarrollo asintôtico en el infinito de flunciones defi- 
nidas por intégrales indefinidas, pero este mismo pro- 
ccdimiento puede ser vdlido para obtenerl términos su- 
cesivos volviendo a aplicar el resultado varias veces. 
Per ejemplo, en el primer caso de la primera proposiciôn 
S(i tiene que
^(x)/g(x) /x  ^yV ^ -1 , con lo cual
g(l4- t^(t)/g(t) ) dt = xg(x) - ag(a) . 
y  g( 14-/4 )dt 4- g (tg'(t)/g(t) -y )dt =xg(x)-afe(a)
2  j ^ g(t)dt = (xg(x) -ag(a))/ ( l y ^ )  - (tg'(t) -
- Mg(t) )/ y‘4'1) dt . LLamando g^ (t)=^  (t^(t) -
- yig( t) ) / (y 4- 1) , se puede volver a aplicar el pro-
g^(t)dt g ^  , po- 
demos subdividir el problema tomando / g^(t) dt =/ g^(t) -
/
r
2.6. En el caso de intégrales de la formai g(t,x)dt ,
pA .
y J g(t,xjdt cuando x q o  hay que tener mas cuidado, 
pero se pueden estudiar de forma parecida .
: Otros métodos
Biempre que se trate de encontrar desarrollos
asi-itôticos de funciones definidas por una integr 1, 
sera conveniente relacionar la integral dada con al- 
gun.- transformacién integral, àe la que sepamos a 
priori que podemos obtener el desarrollo asintôtico 
ô bien la representaciôn asintôtica buscada, para 
poder después, volviendo a aplicar la misma trans- 
formaciôn, obtener el segundo término del desarrollo 
y asi sucesivamente,
Como no es el objetivo de este trabajo, me 
limitaré a hacer una relaciôn de tranèformaciones de 
este tiro, con alguna bibliografla.
1. Trnnsformaciôn de Laplace. Lemas de Watson. Genera- 
iizaciones.
2 . ïransformaciôn de Fourier.
3. Fôrmula de Kelvin y su generalizaciôn.
4. Método del descenso ràpido 6 método del puerto.Apli- 
caciôn a la integral de Airey . Fôrmula del punto de 
silla.
5. Método de la fase estacionaria.
6 . Intégrales multidimensionales con varios paramètres. 
Bibliografla:
- Techniques of Asymptotic Analysis. L.Sirovich. Springer.
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Asymptotic expansions . A.Erdelyi. Dover Publications,!. 
Asymptotic Analysis. J.D. Murray. Oxford University Press. 
Matemâticas para fisitos.
Copson.Asymptotic expansions. Cambridge University Press.
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1.- Claeificacl6n .
2 .- Soluciones normales.
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Introd-gccién;
Se trata de obtener soluciones a ecu clones 
difevenciales ordinarias lineales de segundo orden, en 
el entorno de un punto, cuyos coeficientes no son ann- 
litinos en dicho punto. Generalniente se podrâ orecisar 
la e istencia de estas soluciones, pero no una forna 
explicita de ellas. En este caso se trataré de aproxi- 
mar est s soluciones por medio de sus desarrollos asin- 
tôtinos. En la prâctica se suele seguir el croceso 
inverso; es decir en primer lugar, se busca un tipo 
de St;rie que kuede satisfacer la ecuacién diferencial, 
desde un punto de vista puraniente formai, y despir-é 
ae procédé a la comcrobaciôn analitica de la esio - 
tencr’a de la soluciôn, verificando que efectivamente 
la s(rie buscada es el desarrollo asintôtico de la 
soluciôn, cuya eristencia se ha probado.
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1.- Clasificaclôn .
Se trata de investigar el comportamiento 
asintôtico de las soluciones de ecuaciones diferen- 
ciales ordinarias lineales de segundo orden, del 
tipo y "  4- p(x)y'4- q(x)y = f(x) cuando . Se
supone que 0 en una regiôn abierta R, es un 
punto de acumulaciôn de R, y las funciones p,q y f 
son complétas. Evidentemente, las posibles soluciones 
de la ecuaciôn diferencial van a dependcr del compor- 
tamiento de los coeficientes p y q en el punto x^ ,
Por esta razôn, principiemos haciendo una 
clasificaciôn de las ecuaciones uiferenciales de 
orden cualquiera, lineaies homogéneas, segdn el eom- 
portamiento de los coeficientes en el entorno del 
punto X . Sea la ecuaciôn diferencial de orden n
m 0
(1) ^  f.(x)y^^ = 0 , donde en un entorno del punto 
t-D ^
x^ , las son funciones complétas con f^ x^) / 0 y 
fo(à) / 0 .
Si las f2 fuesen meromorfas, rnultiilicarido 
la ecuaciôn por una potencia conveniente (x-x^/Qy
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m entero, se puede conseguir que todas las f^ sean
anallticas en elppunto x^ , pero no todas nulas para
X - x^ . Es decir, podemos considerar f^(x) = (x-x^ ) h^(x),
ôonéeo^'^^, 0 es un numéro entero positivo, h^(x^)/ 0 ,
y h^fx) desarrollable en serie de potencias de (x-x^),
con h. (x) = ^ 1. a^  (x-x^ )°^ , y a^ = h.(x ), siendo 
1 m o 0 1 0
convergente la serie en un entorno de x^ . Supongajuos 
en talaciôn con las definiciones siguiente, que hemoB 
efectuado la multiplicaciôri conveniente en el caso 
de que sean funciones meroitorfas.
1 .1 , Definiciôn
%e dice que x^ es un punto regular de la
ecuaciôn diferencial si es f^^x^) / 0 y las fi son
todas funciones meromorfas. Se dice que x es un
0
punto singular si f^(x^) = o .
1.2. Definiciôn
Se dice que es singular regular si la
ecuaciôn (1) puede escribirse en la forma 
^  i
(2) h^fx) y = 0 , donde son
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funciones anal!ticas en y h^(x^) / 0 .
1 .3. Dn el caso de que el runto no verificuc nin-o
guna de las definiciones .nteriores, se dice que Xq
es una singularid.d irregular. Si en el c so de la
singularid d irregular las funciones f. son neromor-1
fas, se dice que es una singularidad irregular de 
range finito.
Cuando x^ es el punto del infinito, enton­
ces se hace el camibo x'=l/x y se clasifica àa ecua­
ciôn diferencial résultante nara el punto x' = o. Asi,o
por ejemplâ), el punto del infinito serà singularidad 
regular cuando se pue/le escribir la zcnaciôn difei-en- 
cial en la forma ^  (l/x') h.(x/ï y = 0 , donde
h^(x') son funciones arallticas para x'enel punto x^=0 ,
es decir ^  x^ h. (l/x) y^^= 0 .L--0 i
2.- Soluciones normales .
211. En el caso de que sea x^ un cunto regular^ enicn-
ces f (x) = h (x) = a^ (x-x )^ y = 0 , todas n n -Q o
las f^  son anallticas, luego para cada conjunto de va-
8j.
lores (x^,y^,y^,. • ' ^  ’ existe una unica
Goluciôn analitica de la ecuaciôn /l), de forma que
y(xp= y^. y'(Zo)=yi, .... y^^^  ^ ei
teorema clasico de existencia y unicidad .
Ahora, se trata de encontrar ô aprôximar 
esta soluciôn que ya sabemos que existe. Ademàs el 
mismo teorema asegura la analiticidad de la soluciôn, 
y el método mâs idôneo séria dar su desarrollo en se- 
l'ie de potencia^, para lo que se pueden seguir dos 
caminos. El prin^ erb consistirâ en construir su serie 
de Taylor y = ^  y^^(x ) (x-x ) V  i’* , alrededor
V- o O o
del punto x^ , para lo que basta despejar y^  ^ de la
ecuaciôn diferencial, y seguir derivando para obtener
las derivadas sucesivas. El segundo camino séria dar
la serie ^  c.(x-x )  ^y determiner los coeficientes C-Q 1 0 ^
c^ f obligando a esta serie a berificar la ecuaciôn 
diferencial e identificando coeficientes.
2.2. Al tratar de bubcar soluciones cuando x es uno
ounto singular regular ya no se tiene la seguridad
de la existencia de una soluciôn analitica en x ,o
din embargo se puede intentar buscar soluciones en
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forma de series de potencias de la forma y=(x-x^) ^ ^c^( x-x^ ) ^  
con c^/ 0 , donde r no es necesariamente un mimero en­
tero. Precisamente cuando no lo sea, se considerard 
que (x-x^)^ indica qlguna de las ramas de esta fun - 
ciôn potencial que estan definidas en el plemo com- 
plejo , con un corte a lo largo de una semôrecta con 
ori£en en x^ .
Al obligar que esta serie satisgaga la ecua­
ciôn diferencial (2), se ha de anular el coeficiente 
del término de menor orden P(r) (f) i! l;.(x ) .LT 0 1 1 0
A F(r) = 0 se denomina ecuaciôn caracterlstica de la 
ecuaciôn diferencial en el punto x^ , y a cada soluciôn 
r, exponente caracterlstico.
Para este caso hay dos posibles métodos de 
soluciôn • En el primer método se toma una soluciôn r 
de la ecuaciôn caracteristica y se forma la serie 
y = (x-x ) c, (x-x )^ . Sustituyendo esta serie ei 
la ecuaciôn diferencial (2), se han de anular los coe- 
fic entes de la variable x, cbteniéndose las condicio-
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Se toma un o cualquiera, y se obtienen 
por recurreacia los c^ ,^ siempre que la ecuaciôn ca - 
racterlstica no tenga otras raices que difieran de 
r en niimeros enteros. En este caso se obtendrtan tan- 
tas soluciones como expomentes caracterlsticos. Si
Si la ecuaciôn caracteristica tienen raices 
que se diferencian en numéros enteros, se pueden cal- 
calcular efectivamente los c^ , si se toma una raiz r 
para la cual ninguna de las r4-l, r4*2, . . . ,es raiz 
de la ecuaciôn caracteristica .(Si las raices son rea­
les, una raiz adecuada es la mayor. Si son complejas 
no se puede hablar de mayor. ). As! se obtienen los 
coeficientes c^ , y la serie correspondiente, que con­
verge en todo clrculo, donde todas las sean regu- 
lares y o, y représenta una soluciôn de la ecua­
ciôn diferencial, en el circule, con un corte a par­
tir de X .o
Si existen varios exponentes caracterlsticos 
taies como r^ , r^ , . . . r^ que se diferencian en nu­
méros enteros, a partir de la sÈluciôn encontrada se 
puede rebajar el orden de la ecuaciôn diferencial, y
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entonces se puede volver a aplicar el método ex uesto.
Si se ueden orlenar las raices de manera
que sea ru-r^, o , • r _-r \ 0 , por el método1 2/'^ ' m-1 mry ' '
iniicaio se obtiene un sisteina de soluciones lineal-
mente independientes, de la forma
;A=^^( x-Xo) log^
donde las funciones Y son ramulares en n .' ' o
El segundo método, t mbién llamado método
de Frobenus, se distingue del anterior, en que la 
r ~ kserie y=( -x ) (x-x ) no se forma ini ci alimente
 ^ fbzO ^  °
con los valo: es eara r deducidos de la ecuac én carac­
teristica, si no que se le hace depender de i* y se 
la dériva con respecto al parâinetro r, r em >1 estudio 
es anâlogc y no se verâ aqul.
2.3. El ccso de sin^gular dades irregulares e;. comsle-
tijiiente difei ente. Séria légico . ensar que, 1 igual
que en el caso de singularidad regular, dond.- las f^
tienen polos, y la soluciôn se obtenla multi licando
por una cotencia finita de (x-x ), si las f. tuvieseno 1
singularid des eoenciales, se podrla intentar una so-
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luciôn , que para x = ^  , tuviera la forma y=2 l c, T 
El problema ahora es que para los obtenemos un sis- 
temr infinito de ecuaciones que no pueden ser resuel- 
tas por reçu rencia, y para p una ecuaciôn transcen­
dante, con un deterciinante infinito, el del sistema, 
por lo que los coeficientes no se pueden hallar con 
facilidsd y las series no tienen (orque converger rà- 
pidamente, para grandes valores de x.
Llegados a este punto, parece importante, 
que el paso siguiente para resolver el problea , sea 
una idea intuitiva de la forma que puede tener la se­
rie soluciôn de la ecuaciôn diferencial dada, e ir 
as! obteniendo, mediante ” ideas felices” las posibüe s 
soluciones en forma de serie.
Asi, en el caso de singularidades irregula- 
res de rango finito, ciert- s soluciones formates exis­
ten, sin caer en las dificultades anteriores; los coe9 
ficientes en e tos casos pueden ser hallados ^or recu- 
rrencia, y las series pueden utiliaarse para càlculos 
numéricos, tornundo un entorno de x^ suficientemente 
!equeho. Este método fué descubierto cor Thomé en 1.872,
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y las soluciones son de la forma y = c,x~^ P
(^-_0 *
para x^= Oo , con 0 y P(x) un polinomio. Estas 
soluciones son èlamadas soluciones normales ; para el 
caso de una ecuaciôn de segundo orden, con x^= ^  sin­
gularidad irregular de rango finito .
la ecuaciôn diferencial del tipo9<3
q(x)y = 0 (1) , con q(x)= 2  ^q x"^  ^(2) una se-
vie, de momento convergente en un entorno del infinito. 
Esto no supone ninguna restricciôn pues toda ecuaciôn 
lomogénea de segundo orden, que escrita de la fomma 
general serâ y ''4- p(x)y'4- q(x)y = 0 , mediante el cam- 
bio y(x) = w(x) queda de la forma
v''4- ( q(x)- l/2 p'(x)-l/4p^(x) )w(x) = 0 . Por lo que 
30 puede considérer, sin pérdida de generalidad, desde 
el principio la ecuaciôn (l) , sin que aparezca el tér- 
nino de y'.
Se trata de hallar soluciones normales de 
la forma (3) y = ^  c x" \ ^ , c / 0 , donde w y P
^ o *
son constantes.
Para simplificar la notaciôn, se tomarâ q =0,-n
^-n=0 para n=l,2 ,. . . y as! las sumas se pueden exten-
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der de ^A) a ^  . Sustituyendo (2) y (3) en la ecu*- 
ciôn diferencial (l), ce tiene
21 c^x I 2w 2_ ( -4- n) c^x~ f 4-
Z(f4- n) ( fl-n-l) c^x-f^"-2 = 0-
Comparando l&s coeficientes, se tiene
2I
C!L
(4) w c^-2w( p 4-nrl) ( pi-n-2) (p4-n-l) c^ ^^ 4-
4- ^ q . c  . = 0 , para todo n entero . La px iraera con- 
7^ 1 n-i 
0-0
diciôn vàlida, aparece para n=0 en (4), suponiendo 
c^/O , (5) w 4* q^= 0 • Si hacemos n=l en (<) ,y se 
satisf ice (5) entonces se tiene (6), -2w p 4-q^ = 0 .
Estas dos ecuaciones (5) y (6) determinan 
w y p . La relaciôn de recurrencia para los coeficien­
tes puede tomarèe de (4), reemplazando n por n4-l y 
simplificando con (5)y (6) se tiene
(7) 2wnc^= ( «• n) ( ^  4- n^l) ^
[i;o
Luego existen soluciones normales para o,
ô q^=q^= 0 . Asi pues, w. ^ , c^, Cg, . . .  ,c^^ ...
estan completamente determinados por q^,q^,qg, . . .q^^^,... 
y viceversa, Ademds, en este caso se tienen dos soùu- 
ciones normales, para dos dos diferentes valores devv.
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i^n el caso de una singularidad regular es q^=o
2
y q^=o , por lo que de la ecuacidn w 4- q^*o queda \v= o, 
y desapL-rece la ecuaciôn (6) para ^ • Sin embargo, de 
(/), para n= 1^ se tiene 4-1) 4- q^ = o , con lo
que se obtlenen dos valores para p , y de nuevo con la 
ecuacidn (7)> para n=2,P,. . . se determinan ios coe-
f iclent.es.
Si q^= o, y q^/ o entoncos las ecuacioies
(5) y (6) no se satisfacen y e>.isten soluciones lo nor­
males. Por ejeinolo, transformando la ecuacidn diz'eren- 
cial (1) rcediante èl cambio de variables ' ,
= 5 '^^ y^(x) , la ecuacidn ^ueda de la forma
(8) h - 3/<1^) p= 0 , con lo cuil la
ecuacidn diferencial (8) tiene una singularidad irre­
gular en el ^  con soluciones normales en el inflnito, 
I s  cuales dan lugar a soljciones no normales de (1 ), 
le la forma y = ^ ^  c '
Las soluciones normales y no normales son 
sol.ciones formclesp es decir, si son sustiuidas en la 
ecuacidn diferencial como series infinitas convergen­
tes, la ecuacidn diferencial se satisface. Sin embargo,
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liis series infiniüas dadas por las soluciones formales 
son en general divergentes, aunque constituyen un de - 
sarrollo asintdtico de la solucidn.
Hay dos métodos para probar que las solucio- 
n 38 formales son desarrollos asintdticos de las solu­
ciones de la ecuacidn diferencial. El primero de ellos 
fud pro^uesto por Poincaré y desarrollado por Horn.
Este niétodo consiste en hallar representaciones inté­
grales del tipo de Laplace para las soluciones, y Igb 
correspondientes desarrollos asintdticos.
El otro método fué desarrollado por Birhoff 
y sus alumnos, usando las representaciones asintdticas 
d sumas parciales de la solucidn formai para construir 
una ecuacidn diferencial y poder comparar las dos ecua- 
ciones. En ambos métodos juegan un papel muy importate 
la ecuacidn intégral de Vblterra d las ecuaciones in­
tègre diferenciales.
2.4. Veamos como ejemplà una variante del segundo mé­
todo para discutir la ecuacidn diferencial (1) con q^/o, 
hasada en el trabajo de Hoheisel de 1.924 y Tricorni de 
1.953.
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Para simplificar, se supondré que x es una
variable real y que q(xj es continua para x '^a ^  0,
y que su desarrollo asintdtico es ^Lq cuandon
X tienâe a infinite y q ^  0 ; enfonces se obtienen
dos soluciones formales e^^ ^  c c / o, don-^  n ’ cT ’
de w, p ,c^ , Cg, . •• satisfatrcn las condiciones ante- 
riores. Se trata ahora de .lobar que estas soluciones 
formales son desarrollos asintdticos de ciertas solu­
ciones de (1) •
Sea w = iWg , p = f » con w=(-q^) 1/2
wxde forma que e”^x ^esté acotado cuando x tiende a infi­
nite, es decir: si q^ es real y qQ<0, se toma la raiz 
cuadrada tal que 0 , y si q ^  0, se toma la raiz
cuadroda tal que = Re(q^/2w)No , si Imq^/ 0, y si 
q^Ç ®  tomamos cualquiera de las raices. En todo caso, 
se puede elegir la raiz de forma que “Co, si q^0 0 •
Con lo cual tenemos 0 d w^= 0 y 0.
Se transforma la ecuacidn (l) médiante el 
cambio y(x)= e^^x P z(xï , luego z satisface la eciB- 
cidn diferencial
(2) 2(w - ^ x) z ' 4 ( w2 -2wp/x 4*l)/x^ 4* q(x))z = 0
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2
con w 4- q^= 0 y -2w^ 4- q^ = 0 , tomsndo ?(x) =
2 —1 = X ( q(x) - q^- q^x ) 4- p(p 4-1) , enfonces F està
acotada cuando x tiende a infinite, es decir existe a / 0
tal que l F ( x )  l ^  A , x , luego
d/dx ( e^^^x dz/dx) 4* e^^^x~^f2~^P/x)z(x) = 0 , e
0
integrando, se tiene dz/dx 4- e e^''^*^t ( t) 2.( t) dt=
-2wx 2p j , \ '6 .
= c^e X I , donde c^  y a son constantes arbitra-
rias . Integrando de nuevo se tiene
z(x) 4-
_2
K(x,t)?(t)â(t)t dt = c^ 4- c^
doMe " K(x,t) = -  I
X
-2wt.2 Rt idt ,
I»ota ecuacidn es una infegr 1 del tipo de 
Volterra, Cualquier solucidn de (2) la satisface para 
algunos b,c^,C2 y viceversa, es decir, cualquier solu­
cidn continuamente diferenciable dos veces satisface (2) 
para todo b,c^,Cp • La existencia de tal solucidn se 
sigue de la tuoria general de ecuaciones integr les 
donde b ^ 9^  • Cuando b = ^  , la ecuacidn integral es
singular y la existencia y diferenciabilidad de la so­
lucidn ha de ser demostrada.
Se trataba de probar que (2) tiene una solu­
cidn que puede ser representada asintdticamente por 
c^x ^ , para lo cual se tomaré b= j c^= 1, c^= 0
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en la ecuacidn integral anterior que 4^eda de la forma 
y
__2
K(x,t)F(t)z(t)t dt y que pue le ser re-(3) z = 1 4
suelta por método de aproximaciones sucesivas.
Sea, para cualquier funcidn s^t) ,
(x) = j K(x,t)F(t)5(t)t^^dt , y se define z^(x)=l ,
' t  ^  °
z n(x) = Tz (x) , z(x) z (x) . Ahora x6lo quedanfi n n
probar que z(x) existe, satisface la ecuacidn (3) , 
es dife enciable, y verifica (2).
Veamos en primer lugar que el nue Léo K(x,t) 
esté ac)tado para t x ]^x^, donde x^^^a suficiente- 
mente g rande . En efecto, sea cualquier w^< 0 , d w^=0 
ja. 0 , enfonces d/ds(log( e”^^l®s^ PO )=--W^  d 2p^/s C
para s suficientemente grande, luego e ^^1^ s^P 1 es 
una funcidn creciente de s .
g 2 w ( t - a ) ( g y ^ ) 2 f L  g 2 w ^ ( t - s )  ( g / ^ ) 2 p i  (  / ^ ( s , t )  i -±/6^a,t))
donde /.(8,t) 4- i/_(s,t) = (s/t)
f t
-K(x,t) = g2w^^t-s)^gy^j2^i  ^/^(s,t) 4- l/gfSftïids =
= ^(x/t)^^'( f / (s,t)ds 4- i ( / ( 3,t) ds) 4-
rt .k 1 A 2t IjL
4* ) /^(s,t)ds 4- il /$2(s,t)ds , por el segunio teorema
&e^eralizado del vllor medio, con *
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Como las intégrales que aparecen en la ulti­
ma igualdad son funciones acotadas de x y t, y ademàs 
g2w^(t ^  1 , con t ^  x^/ x^ , x^ suficien-
temente grande , enfonces existe B tal que !K(x,t)!^ B»
%
con t ^  x/^ c^  . Si ademds se verifica que !$(t) ! ^  ct~
pare  ^ donde ^  ^ -1 , enfonces !T^(x)!^ ABCx"^  ^/(^ 4-l)
^  \
con x//x^ , ya que IT^ (x)! = !jK(x,t)F(t)^(t)t dt! ^
g  ABC dt .
Enfonces se verifica por jnlûccmôn que 
I z^ (x) (AB)^x-^/nl , X x^ , lo que prueba que la
serie z=^^ z^ converge unifornemente para % ^  x^ , y 
satisface la ecuacidn (3), pues podemos integrar termino 
a término por |ia oonvergencia uniformel Ademâs la inte­
gral de la ecuacidn (3) es una funcidn diferenciable 
de X, pues K(x,x) = 0, (^K(x,t)/dx = e^ ^^  ^ ^^(x/t)^(^ 
luego diferenciado la ecuacidn (3), se tiene 
z'(x) = g2w( t %)(%yt)^r?(t)z(t)t~^dt . Esta nueva 
integral es otra vez diferenciable respecte a x  y 
sc'tisface la ecuacidn diferencial (2) •
Por lo tanto se ha encontrado una solucidn 
de la ecuacidn diferencial (1), que es de la forma
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y = f z(x) , donde z(x) ? z^ x^) .
Si q^ )> 0 y q^ es real, los Jos valores ro-
sibles pa: a w son vàl dos, y se obtienen los soluciones
line 1 Lente independientes de la forma anterior. Sin
embargo, en todos los casos se puede oonslderar
[t _2
y^ (>i) = yn(x)l (y (t)) dt, donde b es cualquier nmiero 
^ -L / ^  1
sufi oient errent e gr nde, con y^(x) / 0, para x ^  b .
iisi en cada uno de los casos se han obteni: o 
dos soluciones linealmence inderendientes en el intei-- 
valc X ^  x^ , con por lo que se pu- i n extender al
inttnvalo x ^  a.
Y a solo queda probar que las soluciones foi-raa- 
les encontridas antes son desarrollos as'ntôticos de 
IhiS soluciones que se acab n de encontrar, para lo cral 
notcmios en primer lugar que
I e t ^dt e (-l)^ (u)^ x ^ ^ cuando x —d
 ^ ^  e'^  ^  " x
donde Cu)^=l, (u)^= uCu^ jDfiîf . . (u4-r-l) . Estos resulta- 
dos se pueden probar por integracidn por partes con 
g=t- ^  , h_ = (-l)^e^  ^. Ademés se verifica que
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e-^t ^dt = 0(e cuando x ^  Oo
J e t  dt = 0(e^x ” x ^
v>
El siguiente paso serâ probar por induccidn 
que cada una de las funciones , n= 0 ,1 ,2 ,. . .
definidas antes, poseen un desarrollo asintético en
serie de potencias de la forma z i x ) t \ /  ^  c x ^ cuanion ^ yxu KnA
X tiènde a infinito.
Evidentemente es cierto para n=0, y si se supo-
^  kne cierto para n, enfonces F(t)z ( t ) c \ J a t cuando
e (x/t) F(t) z^ ( t) t ^dt,
luego si w yjP son reale^ , la proposicidn III.4.2. jus- 
tifica la sustitucidn de&' desarrollo asintdtic o de 
F(t)z^ït) en la integral, de forma que z ^^ (x)
-  A  * r\  (x/t) ^ ^t~^”*^ dt , cuando x ^  .
Si w 6 p son complejos, se toinafà un numéro 
finite de tërminos, con un resto, sustituimos en la in­
tegral y estimaiûos el error en z^^^ por (5) .En cual­
quier caso cada integral en z^^^ posee un desarrollo
rsintdtico que puede ser obtenido de (4), partiendo de 
— k — 2^ • Ütilizando la segunda proposicidn de III.1.3. ue
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puede sustituir esté desarrollo en , con yu(n)=n,
se compruebai fécilmente las condiciones y agrupando,
—k—2se tiene ^  con lo que se puede vol-
ver a integrar para obtener el desarrollo asintético
V r
La primera proposicién de III.1.2, hace po-
sible Gustituir el desarrollo de z (x) = c, x ^ en
z(x) =-«iz^(x), con z^^x) = 0(x )^ , la uniformidad es
trivial y se verifican las condiciones exigidas por
el üttimo teorema. Entonces z(x) posee un desarrollo
^  nasintdtico de la forma z(x)^x/ ^  cnx~ , cuanio
vw D
S6lo queda probar que èstos coefici antes c^ 
satisfacen la ecuacidn
Cl
w'Cj^-2w(p 4-n-l)Cn_3^ 4-(p 4- n-2)(f 4- ni!) o^_24-1" q. c^_. = 0
L'*
Ahora bien, de las relaciones intégrales que 
vsrifican z'y z''se sigue que ambas poseen un desarrollo 
asintdtico en serie de potencias, por lo que oodemos apli- 
car III.4. y entonces z(x)-^ c x ^ se puede dife-
v>:0 B
renciar dos veces y las series résultantes verifican 
furmalmente la ecuacidn diferencial
z "  1- 2(w-P/x)z'4- (w2-2wp/x f  ^  (P4-l)/x^ 4-q(x) )z(x) = 0 ?
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con lo cual sus coeficientes verifican la ecucciôn c edi- 
da. Se puede torn- r c^= 1 •
Para terminar oroberos que r) = y^(x) 1 (y^(t)) ^dt
A
esta représente da por otra solucion formal.
Si se toma y^(x) = e , entonces
(x)= z(x(| x/t) ^n[z(t)) ^dt . Fero trmbiën
podemos tomar a^ , tales que (' (t)) a^t ^ F 0(t )
para t ^  b, pues c^= 1, invir liendo el desarrollo d s
z(t) ;/ elevGndo al cuadrado, y entonces
Zp(x)/z(x) = ^  a 1 (x/t)” f^^ t'"^ dt 4-
V\tCi n/k
La primera integral puede ser desarroliada 
asintoticamente por (<), y la ultima integral es una 
0(x , utilizando (5) . Pero N es simplements un e itè­
re poritivo arbitrario, por lo que z^txX/zfx) tiene i n
desarrollo asintdtico en serie de potencias, luego 
^  -hz^ (x) ^  C 2 \ cuando x tiende a infinito. Y ror con-
eider ciones anâlogas a las de x(x), para z^ fx) se puede
I robar que los coeficientes C satisfacen las relacionesn
d iseac as.
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Si w y P son las dos imaginarias, las dos so­
luciones formales, ambas de la forma y(x)=e^^x”€(x) 
estan definidas salvo una constante, de forma que las 
dos estàn acotadas y ninguna se aproxima a cero cuando 
X tiende a infinito. En los demés casos, una de las dos 
soluciones y^(x) se aproxima a cero en el infinito, y 
la segunda no esté acotada cuando x —^ , y ademés no
es unica pues depende de b.
2.5. Veamos el caso de tner x como variable compleja. 
Los resultados anteriores se pueden extender al caso 
complejo en una regién vectorial abierta S, ! a ,
Se supone que q(x) es analitica en S y
que tiene un desarrollo asintôtico q(x)r^ q x ^, 
q ^  0, uniformeiiiente en arg x, cuando x en S.
Entonces tenemos dos soluciones formales c x
2 l/^~Cq/O, donde w 4- q^= 0. La recta Re(x(-q^) ) = 0 se
llama recta crltica, 6 iécta de Stokes. Si x a
lo largo de esta recta, los factores exponenciales en
ambas soluciones estan acotados. Si a lo largo
de otra recta, el término dominante en una de las solu­
ciones formales aumenta exponencialmente.
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En el caso de que la recta crltica no tenga 
intersecciôn con S, entonces evidentemente se verifica 
que p -^  , y se puede tomar w como solucidn de
w^ 4- q^= 0 de forma que Re(wx)/, 0, para todo x de S.
Si X varia a lo largo de una recta de forma argx = cons­
tante, en S, los resultados anteriores son vélidos, pues
-2en la ecuacidn intégral z(x) =14-) K(x, t)F( t) z( t) t dt,
/ i
integfamos a lo largo de la recta argx = argt , y las 
cotaciones del nùcleo se toman anâlogamente. La ecua­
cidn integral puede ser resuelta como antes, y se pue­
de probar que cada z^^x) es analitica en S, y z(x) tam- 
bién, por ser limite unifornie de funciones anallticas.
Se puede elefeir b, tal que y^(x) / 0 cuando ,
argx ^  ^  . El resultado es la existencia de dos
soluciones y^ e y^ que en S pueden ser respresentadas 
asintdticamente por mûltip&os de las soluciones forma- 
les e ^ ^ G  X ^ Los desarrollos asintdticos son 
vélidos unif ornemente en arg x, cuando X'-^po , argx 
Cualquier solucidn de la ecuacidn diferencial es una com­
bina cidn lineal de y^ e y^ , y su desarrollo asintdtico 
se obtiens de la combinacidn lineal de los desarrollos 
asintdticos de y^ e y^ .
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Si l e recta crltica tiene interseccidn con S, 
y lo dcacompont en un nümero finite de sectores , 
k=l,2,...K; en cada uno de los sectores 3^ tenemos un 
valor de w, tal que Rew^\ 0, para todo x de S^ , y 
por lo tanto en cada tenemos un sistema fundamental 
yik> y^ jj que pueden ser representadas asintdticamente 
por las soluciones formales. Para ver una discusidn 
compléta de estos sistemas fundamentales, se puede se- 
guir Hoheisel de 1.924. El sistema fundamental de la 
recta crltica no podrà ser tornado como sistema funda­
mental para los dos sectores separados por dicha recta, 
pues cada una de las dos soluciones aumenta exponencial­
mente en uno de los dos sectores y decrece exponencial­
mente en el otro.
Consideremos una solucidn y(x) de la ecuacidn 
diferencial en S, en cada sector 3^ , y(x) serà una com­
binacidn lineal de las dos soluciones fundamentales de 
ese sector, y en cada sector, y(x) podrâ ser representa­
da asintdticamente por una combinacidn lineal de las 
soluciones formales; los coeficientes pueden variar de 
un sector & otro. Esta circunstancia fué descubierta per 
3Èokes y se llamd fendmeno de 3tokes.
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G R A D 0 4- .
1.- Clasificacidn.
2.- Soluciones . 
S.- Caso general .
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Introduccidn :
Este capltulo généralisa el anterior, pasando 
a estucliar sistemas lineales de ecuaciones de primer 
grado. El caso de una ecuacidn queda incluido en éste, 
median :e la transformacidn que se expone. Si la ecuacidn 
es . . .  4- a^(x)y = f(x), hacemos
y <  =  1
Y ^ — 1,2, ••• n*
yg = y 1
lYj = y,^i i = 1,2, .. n-l.
jy„ = - aa(x)yi - *a_l(*)y2" " a^(x)y^(x) 4- f(z)
y al rssolver este nuevo sistema, obtenemos la funcidn 
y^(x) %ue satisface la ecuacidn diferencial original •
Los sistemas que seràn estudiados, los expre- 
saremoe de forma matricial y '= A(x) y 4- f(x) , donde 
A(x) 6 3 una matriz cuadrada de orden n, y f(x) una 
funcidn compleja, en columna, de la variable compleja x. 
Las soluciones seran expresadas, en general, por sus 
desarrollos en serie de potencias, d por sus desarrollos 
asintdticos.
Para las demostraciones se necesita définir
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una noma en el espacio de matrices cuadradas de orden
n, y otra para los veotores. Como ambos espacios son de
dimension finita, las normas son équivalentes. Para te-
ner una en concrete, se puéde définir, por ejemplo,
A = (a. .)i,j=l,2,...n se toma !!A!!= mâx laij!
y si v=(v,,Vp,...v ) , !!v!!= mâx !v.!
j=l,2,3..n 
que verifican las condiciones :
a) !!Al! = 0 si, y s6lo si, A = 0
b) Si I es la matriz identidad I!II! = 1
c) Si c e 0  => ! !cA! ! = ! c! I !A! !
d) ! !A4-B! I ^ ! !Ai! 4- ! !B! !
e) ! !AB! \ <  ! !A! ! ! !B! !
f) lim A = 0  si, y s61o si, lim ! ! A ! ! = 0
g) V = 0 si, y s6lo si^  l!v!! = 0
h) ! ! cv! ! = ! c! ! ! v! ! si of:# .
i) ! ! u4-v! ! ! !u! ! .4- ! ! v! ! .
j) I!Av!! ^ !!A!! !!v!!
k) Para toda matriz A, existe un vector v / 0 tal que 
!!AV! ! = !!A!! -!!v!!
1) Si ^  ! !M^ ! ! converge, entonces  ^' c o n v e r g e .
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1.- Cl&feificacidn .
Empezaremos por dar una breve cj.asificacidn , 
siguiendo la del capltulo anterior, par- los sistemas 
de ecuaciones dif erenciales, expresados matricial.uent^ 
y trataremos de aproximar las soluciones cle estas ecua­
ciones, mediante sus desarrollos asintdticos. Para sim- 
plificar la escritura, se tomaré, casi sicinpre, el pun­
to x^= 0, lo que no supone ninguna restriccidn, como 
ya se ha visto anteriorme^te, pues .ara cualquier otro 
punto basta hacer un cambio de variable.
Para la clasificacidn, tomaremos la ecuacidn 
diferencial honogénea y'= A(x) y (l), donde A(x) es 
una matriz funcidn, matriz cuadrada nxn, :on y, e y' 
dos vectores columna. La clasificacidn atanderé al 
coinportaiî.iento de la matriz A(x) en el puito x^ , como 
ocurria en el capltulo anterior,
1.1. Definicidn
Se dice que es un punto regular para la 
ecuacidn diferencial (1), si A(x) es holoiiorfa en una
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regidn R, con x^6R .
1.2. Definicidn
Se dice que es un punto singular para la 
ecuacidn diferencial (1), cuando A(x) no es holomorfa 
en x^ . Dependiendo del tipo de singularidad que tenga 
A(x) en x^ , diremos, por ejemplo, que x^ es un punto 
singular regular, par^ la ecuacidn diferencial (1), si 
A(x) tiene un polo de orden uno en x^ .
Decir que x^= o es singular segular serâ lo 
mismo cue afirmar que la ecuacidn diferencial (1) se 
puede trasformar en una ecuacidn del tipo xy'= A(x)y, 
donde A(x) es holomorfa en x^= 0 .
Cu .ndo la singularidad sea un polo de orden 
h> 1 ( entero positive ), ue dirâ que x^ es una singula­
ridad irrregular de rango finite, y la ecuacidn diferen­
cial, para x^ =0 , se podrâ escribir de la forma x^y'=A(x)y 
donde A(x) es holomorfa en x^= 0, y por lo tanto desa- 
rrollable en serie de potencias.
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También puede ocurrir, de forma mas general, 
que A(x) no sea holmorfa, pero tenga un desarrollo 
asintdtico, en serie de potencias, en el entorno de 
También trataremos de solucionar este caso,
El caso mas importante en el que se presen- 
tan singularidades irregulares es cuando x^= , pero
mediante la transformacidn z=l/x , se puede estudiar 
el comportamiento para z  = O.Las ecuaciones obtenidas 
que son de la forma z^y'= A(x)y, y resultan por el 
cambio anterior de la ecuacidn x ^y'= A(x) y , con 
q = h-2 , y A(x) = -B(l/z) tienen el punto z=0 eon:o 
un .unto singular irregular .
Al entero q4-l se le llama rango de la singui 
laridad • 5sl, résulta que los puntos regulares tienen 
rango -1, lès singulares regulares cero, y las singu­
laridades irregulares tienen rango positivo.
2.- Soluciones.
2.1. En el caso de un punto regular para la ecua­
cidn y '= A(x)yf f(x), el teorema clàsico para ecua -
111.
ciones no matriciales| se generalize fécilmente, y se 
obtiene, para cada vector y(x^) una linica solucidn ho- 
lèiriorfa en R. Podemos dar su desarrollo cn serie de 
potencias y(x) = c y x-x ) , donde el radio de con-
Vl - 3
vergencia es la menor de las distancias de x a los 
puntos donde A(x) y f(x) dejan de ser holonorfas .
Para obtener los coeficientes c , bast . considerar 
las series A(x) = ^ A^(x-x^)^ y f(x) = ^ __f^(x-x^)^,
l,V. 1
que existen y definen las funciones ho.loiao:*fas A(x) y 
f(x), y sustituit las tres series en la ecuacidn di­
ferencial, haciendo y(x^) = c^ , y por recu;'rencia se
obtienen 10s demâs c  .n
2.2. Cuando se trat& de un punto singular regular; 
no se puede hablar a priori, de un tipo de solucidn, 
ni siquiera de su existencia, aunque se puede seguir 
un crocedimiento curamente formal.
Sea x^= 0 y la ecuacidn diferencial (1) 
xy'= A(x)y , donde A(x) es holomorfa en x^ . Con 
el cambio de variable (2) P(x) z, con ?(x) una 
matriz no singular en x=0 , transformâmes la ecuacidn 
(1) en la ecuacidn diferencial xz'=B(x)z, con B(x) =
JL2.
-1 -1 
B(x) = F (x )a (x )P ( x ) - xP(x)P'(x) , (3). Se trata
de deteriainar P(x) , de forma que B( .) se, lo màs
simple posiblej y que origine una solucidn explicita
de (2) .
La ecuacidn jf3) es equivalents a la ecua­
cidn (4) xP'(x) = A(x)P(x) -P{x)B(x), siempre que 
det P(x) / 0. A simple vista, parece que (4) es un 
problena tan complicado como (l), sin embargo el 
hecho de que B(x) no esté fijada previamente, lo 
hace mas sencillo.
Probemos una funcidn holomorfa P(x) en el 
runto X =0 , para satisfacer la ecuacidn (4)
(5) P(y) = P x^ ; (6) A(x)= ^  A ;^ v'^o r
(7) B(x) = ^  B x^ . Si existe una solucidn de la
r ,3 f
forma (5), para un cierto tipo de funcidn B(x), susti- 
tuyendo estas series en la ecuacidn (4) e identifican- 
do los coeficientes de las potencias igutles, obtene­
mos las condiciones :
(S) V o - V o = 0
C9) (Ag_ rI)P^-P^Bg = - Ë  - P3B^_3 ) , ry o .
Esto es una sucesidn de ecuaciones récurrentes para
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P^, Pg, • . • , matrices que se pueden c Icular previa
una eleccidn de las matrices B ,B‘_ • . • • t£tn simple0 ' 1
como sea posible. Otra cuestidn, es la pregunta refe­
rents a la convergencia de las series (5) y (7) , for- 
madas con estos coeficientes. De momento, como ya se 
ha dicho, se trata simplements de un procedimiento 
formal, para eaclarecer el tipo de posible solucidn.
Recurriendo al àlgebra de matrices para ha­
llar P^, se hace uso del teorema que dice :
"La ecuacidn AX-XB = 0 tiene soluciones distintas de 
X = 0 si, y sdlo si, A y B tienen al n.enos un autovalor 
comiin, siendo A,B,X, matrices cuadradas de orden nxn , 
con coeficientes complejos ". La més obvia elecciôn
para B_ en (8), es B =A , con lo que basta tomar P =I . ^ 0  0 0 0
Ciertamente, esto conduce a una simplifLcacidn
del problema, aunque no seré siempre resoluble. La di-
ficultad esté en el hecho de que A y A -rl pueden te-
0 0
ner autovaleres en comiin, para ciertos enteros positivas
r. Ahora bien, cada ecuacidn (9) foria un conjunto de
2 2 n ecuaciones escalares, para los n coeficientes de
la mattiz Pr . Si A^- rl y Ao tienen un autovalor en
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comün , la ecuacidn homogdnea correspondiente a (9) 
tienau en general por el teorema citado anteriormente, 
una solucidn no trivial. Por consiguiente, las ecuacio- 
nes (9) no tienen, en general, solucidn para todo va- 
1èr de r.
Si por el contrario, rl y Anotienen anto- 
valores comunes, para cualquier entero positiva r, en­
tonces todas las ecuaciones (9) tienen soluciones uni- 
cas para Pr, que pueden ser hallados sucesiva lente pa­
ra r= 1,2,... siempre que B^, s ]> o esten elegidos. La
eleccidn mas simple seré B = 0 , con lo cual se has
prohado el siguiente teorema :
Teorema 1
Si la matriz A , en el desarrollo convergente
f» o
A(x)= 31 A x^ no tiene autovalôres que difierun en en- 
teros positives, entonces existe una serèe formai
(>o
P^x , con P^= I , tal que la transformacidn formai
y=(%P X )z , reduce la ecuacidn diferencial xy'=A(x)y r
a la forma xz'= A z .
0
Si A^ tiene autovaleres que difieren en en-
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teros positivos, sea K el mayor de éstos. En este caso
rodemos tomar de nuevo B =A y P = I , pero entre las
0 0 0
primeras K,las ecuaciones (9) pueden resultar incompa­
tibles con B = 0 . Entonces elegimos F = 0 y determi - r ^ r
nanos B , es decir B = -X Ip B 4**2-A P . Esta r’ r s.i 8 r-3 r-s s
elecciôn sirve para generalizar el teorema anterior cie 
la for .a siguiente ;
Teorema 2
Si K es el mayor entero no negativo que es
diferencia de dos autovalôres de A^, entonces existe
^—- %*
una serie formai Z_P x , con P = I , tal que la trans-, 'o r o
'm- p
formaciôn forraal Y = ( ^  - P x )Z reduce la ecuacidnt'r'> r
K
diferencial xY '= A(x) Y a la ecuacidn xZ'= ( X. B x )Z,
®o= Ao"'
Una vez obtenida una simplificacidn formai, 
se traxa de probar que efectivamente es una simplifi- 
cacidn analitica en un entorno del origen . Es decir, 
hay que probar la convergencia de las series formales 





Sea P(x) = %- P una matriz funcidn holèmor- V--0 r
<po 2*
fa pafa !x! ^x , y sea 2 T a x una serie formai vectoe 
o v^ o r
rial que satisface la ecuacidn diferencial xz'= (^P x^)z (10) 
para el vector z, en el sentido formai. Entonces ^ a  
converge para !x!/ x^ y représenta una solucidn de la 
ecuacidn diferencial (10) .
Demostracidn
Si 'è-a x^ satisface formalmente la ecuacidn (10) , r
entonces se verifican las condiciones que resultan de 
sustituir la serie en la ecuacidn diferencial; efectuar 
la multiplicacidn formai e identificar los coeficientes 
de las potencias de x. Es decir ;
(11) ï’o V  °
(12) (P^-rDay
Sea K el entero positivo menor tal que det(P^-rl) / o 
para todo K. Entonces (P^-rl)  ^existe para todo r^ E 
y ademés existe una constante real positiva c, indepen- 
diente de r, tal que (13) ! !(P^-rl) î $ c, para todo r^  K.
y-
Pero (12) implica que (14) ! ! a ! î <’ c 21 ! !P ! I ! l a ! ! ^ r - 5,. s r-s
para r ^  K, con lo cual podemos defirnir la funcidn ho-
lèn.orfa /(x) = !!P l!x^ !x! x .La convergen-
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cia de este serie en !x! <'x està probada pues la
^  r °convergencia de P x implica que la sucesidn/-<o r
P^ o(^  estâ acotada, siempre que !p(!<lx^ , es decir,
ü P X ’^ Ü^M^ , de donde ! !P oon 16 cualr r <A
^  M^ !x/o<î converge si ! x ! 4^ , y esta serie mayora 
a /(%) .
Ahors podemos introducir la fonciôn esca- 
lar mayorante
K y ^
f ( x ) = ( l -  c / 6 ( x ) ) ~ ^ l l ! a ^ !  l 4-Z^Süagü - c ^  ! !P^ ! ! ! !ag_^! ! >
' / T.-/ (
(Si K=0, la suma en s no existe )• El motivo para esta 
construcciôn se puede ver mas claramente, si escribi-
mes la fôrmula anterior de la forma
-  L
ÿ(x)=c/^(x)ÿ(x) 4- ! ! a !! 4-^M!a !! - c^IlP !!!!a !!
° 5’zJ ® G s-"'G
Como j6{o) = 0 , entonces existe un niimero rositivo
xj ^ x^ , tal que ÿ(x) .es holomorfa en ! x! ^x^ , Sea
ÿ(x) = 21 & x^ , !x! x^. Sustituyendo esta serie en la r j.
fdrmula de definiciôn de ÿ(x) e identificando los coe- 
ficientes de las potencias de x en ambos miembros, se 
tienen las condicienes ; 
ây = !!a^!! si r  ^  K  .
=  « 2  & r - a  3 i  r  S  K  .
■s-i
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Una coniparaciôn con la d^nigualdad (14)
ituGstr que îîa^îî^â^ , r = 0,1^^,... . Con lo cual
lu con ergencia de la serie ÿ(u) implica la couver - 
"7" %»
gencia le a x cuando !xî<x_ . ^ntouces pode.aos  ^ r 1
d'ifere ciar la serie termine a término en ix!< x^ y
por lo tanto la funciôn zs=y(x) = - - a t i s f a c e  la
ecuaci n diferencial (10) en ese disco gracias a las
fdrraul s récurrentes (il) y (12). Como la ecnaciôn
dixere cial no tiene puntos sineulares en x_ îx!: x ,1 ■ o
tampoc • la soluciôn puede tener sin.gul ridaler en este
ranillo. Entonces la serie a c o n v e  ge en ul cir-
r. ï'
culo Ix! < >:o
Esta demostraciôn, sirve tair u en como prueba 
del siguiente teorenia, que es el equiv .lente ■: nalitico 
del teorema 2 ,
Teorenia 4
rLa serie formai 1 P x del üeorema 2, conver-r
gc en el circulé de convergencia de la serie de ;otencias 
A ( >:) = Ê i  A .
rrO I*
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La ecuaciôn diferencial xz'=A. z es fâcilinen-o
te res lubie ya que la matriz z= e o ^ = x ® es
una ma riz fundamental de la ecuaciôn, Basta compro- 
bat q, e d/dx (/o) = a/ o"1 • teniendo en cuen-
te las transforaaciones hechas hasta ahora, lo que se 
ha pro ado en realidad es el sigulente teorema .
Teorem 3
Si A(x) es holomorfa en x= 0 y si para cada 
dos auuovalôres de A(o) , éstos no difieren en un en- 
tero pusitivo, entonces la ecuaciôn diferencial 
xy'= A x)y tiene una matriz fundamental de la forma 
y = P( :)  ^ con P(o) = I , donde P(x) es holàrmor-
fa en := 0 y su serie de potencias puede ser calcula- 
da med ante operaciones racionales con los coeficien-
tes A de la serie A(x) = ^ A  x^ . ^ rro r
2.3. El caso de un punto singular irregular es diferer- 
te. Se trataré el punto x^= , que aparece con mas
frecueucia, en la ecuaciôn diferencial (l) x ^dy/dx=A(c)y 
Para cualquier otro punto, bastaré hacer el cambio de 
variable correspond!ente en la ecuaciôn, y pasarlo al 
infini to.
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Primeramente se verâ lo que ocuire, con el
caso trivial de que se tenga una ecuaciôn escalar, es
decir la matriz A(x) serâ de orden uno y holomorfa
para x^^î-;!<'^en un sector S, con el desarrollo asin- 
g: -r
tôtico A(x) A^x , X Este caso
permitiré utilizer èstos resultados en el caso general 
y preveer la estructura de la soluciôn esperada en el 
caso general.
Sea a ^  S, con !a!^ x • La soluciôn general ^  ^ 0  pr
de la ecuaciôn diferencial (l) es y=c%Ja donde
c es una constante arhitraria.
Pero t^A(t) A t”^^^ 4- A , _t~^ 4- B(t) con
B( t) gu 21 A^t^"^, t ^  » ‘fcé'S. Si hacemos Q(x) =
= ^  _j), tenemos^y = eJjB(t)dt
djnde c = 4- J7(t)dt ) .
Aplicando las proposiciones III.4.5.y III.2.5.
tenemos que e\ (X c x , x , x CS, siem-
r ^
pre que el camino de integraciôn esté en S. Con lo que
V(x) py ( 2. c x^ ) x^ e^ *^^  cuando x-^Po en S , es 
un desarrollo asintôtico de la soluciôn de la ecuaciôn.
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Esta expresiôn de la soluciôn dé exactamente 
la forma de la estimetura de la soluciôn en el caso 
n-dimensional.
Eà procediraiento que se seguiré en este caso 
es anàlogo al seguido en el caso de singularidades re- 
gulares. En primer lugur estudiaremos una simplifica- 
ciôn formai que viene dada por la transformaciôn 
y= P(x)z, en donde P(x) es una matriz funcional con 
déterminante no nulà en el infinite.
Esta transformaciôn reduce la ecuaciôn di­
ferencial (l) a la nueva ecuaciôn x ^z'= B(x)z , con 
B(x) = P ^(x)A(x)P(x)- X ^P ^(x)P'(x), es decir 
X  ^P'(x) = A(x)P(x) - P(x)B(x) .
OO
Tomando P{x)=ZLp x  ^y B(x)= 2. B x ^ con< ro r V -o r
^  —rel desarrollo de A(x) k x~ , para x y x<£ S;
e insertamos las series en la ecuaciôn (2) para iden- 
tificar coeficientes y obtener las condiciones:
V o ' - V o = ®  ( 2)
= (Vr-3- - (r-q-l)Pr_q_l
con r ^ 0 y el éltimo termine desaparece cuando r-q-1<^o
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Se trata ahora de conseguir una soluciôn de
las ecuaciones anteriores. Se observa que si P(x) = P
es una matriz constante, se trata de una transforma -
ciôn de semejanza para la matriz A(x) , y la nueva
serà B(x) = P ^A(x)P. Ütilizaremos este hecho para
transformer la matriz A , de forma conveniente narao
les càlculos posteriores •
Si los autovalores de A^ los podemos seca- 
r: r en dos grupos 7 ^ • é)p Y i p4_2^  *-In’
les que (« para j <p, K^p , entonces es semejaj-
te a una matriz diagonal de cajas
f A 0 \
(4) ( pp j donde A es una matriz
\  °  I
pxp con los autovalores ^i,..., ^  y A^^ es una matriz 
(r-p)x(n-p) con los autovalores
Con esta hipôtesis referente a A^, tomamos
B^= A^ y P^= I. Entonces las formulas (3) quedan de
le forma (5)AP - P A = B -îH, donde H dependeo r  r o r r r
sclamente de las PJ, B^ con . Entonces, las ecua­
ciones (5) para son siempre singulares, en el sen- 
tido de que las correspondientes ecuaciones hoipogéneas 
tienen soluciones no triviales.
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Vam.08 a probar que estas ecuaciones son re­





tituyendo las expresiones (4), f6), f?) y (8) en la 
ecuaciôn (5) se obtienen las condiciones
0=B^^ 4- _ gl2
/ q\ / r r o r  r o  r
a 2 2 ? 2 1  _  p 2 i p . l ^  g 2 1  Q _  g 2 2  ^ 2 2
0 r r 0 r r r
Si H es conocido, podemos satisfacer dos
11 22de estas ecuaciones tomando B - -H y B = -H
^ ^ ^ 22 ^ 21 
Las otras dos poseen una dnica soluciôn para y ^ ^
en virtud del mismo teorema algebraico, al que se hi-
22 11zo referenda en 2.2, , yq que y A^ no tienen,
por hipôtesis, autovalores en comün. Partiendo de 
r=l , las ecuaciones (9) se pueden resolver sucesiva- 
mente. Con lo que se ha demostrado el siguiente teo­
rema .
Teorema 1
Si los autovalores de A^ ( a (x) ^ 2^Arx”^
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X , 2 é'S) se pueden separar en dos grupos 
y con para j <p, k^p , entonces
existe vna serie formai de potencicas 2_ P x , con
Ÿ--0 ^
det P / 0, tal que la sustituciôn formai y=t(2.P x ^)z
camoia 3a ecuaciôn diferencial (1) en la ecuaciôn dife-
rencial formai x~^z'= (2 b x~^ ) z , donde todas las
KO ^
son ce la forma diagonal (6) .
Este teorema se puede axpresar también de 
f orjûa qt e se eviten las operaciones f ormales como en 
el ooroîario siguiente 
Corslario
Con las hipôtesis y la notaciôn del teorem
Of\\
anterioi, la transformaciôn y= P x z , cambia
y - c.  ^ ^
la ecuac LÔn diferencial (l) en x ^z^ =z^^B^x ^ 4- B ^ (x,m)x 
donie la matriz B^(x,m) esté acotrda en un entorno de x^^7 
El ente]o no negativo m es arbitrario.
Ahora se trata de probar que este cambio se 
puede htcer analiticamente, y que las series obtenidas 
foraalmcnte ô bien son convergentes 6 bien son desa- 
rrollos asintôticos. Para lo cual se introducen dos
n Levas matrices desconocidas ^(x) y B(x) mediante læ
r laciones (10) P(x) =14-
A
(il) B(x) = A^ 4- B(xï, e imponiendo las









Sustituyendo estas fôrmulas en la ecuaciôn
(if-j X ^P'(x) = A(x)P(x) - P(x)B(x) , se obtienen 1;
coatro condiciones :
- 0 = f - a ^^  -
x-q(dê^Vdx)=A^^4- 
0 = 4- A^2- A^^ - B^^ .
:14)
Reclppocamente, si P*^ (x) y B'^ (x) son 
matrices que satisfacen (14) , las correspondientes 
matrices P(x) y B(x) de (10 y (11) satisfacen la eci -t- 
ciôn diferencial anterior .
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Pero puede ser eliminada entre la prie 3-
ï A y la tercera ecuaciôn de (14), quedando la ecuac: 5n
A21ciferencial para P de la forma
(Ij) ^:9(dP^^(x)/dx)= A^^ 4- pZlA^l-
Ap2
ina ecuaciôn semejante se puede obtener para P , di
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la segunda y cuatta ecuaciones.
Tal como se presentan estas ecuaciones pa-
recen tener mas dificultades que la ecuaciôn (:^) pues
/\21son no linealesl y ademàs P (x) es una matriz rectan­
gular, no necesariamente cuadrada. Sin embargo reunen 
ventajas desde nuestro punto de vista.
Sea w un vector p(n-p) ( de dimensiôn p(n-o))
A21cuyas componentes son los elementos de P tornades en
cierto orden. Entonces la ecuaciôn (15) es de la forma
X '= f(x,w) (16), donde f(x,w) es un vector funciôn
cuadrético de las componentes de w, cuyos coeficientes
admimen un desarrollo asintôtico en serie de potencies 
-1de x , cuando x^o», en S. Se sabe por el teorema an­
terior que (16) se puede satisfacer formalmente por 
una serie de potencias w (17) ( Observese qu
la suma parte de r= 1 ).
Wn hecho importante es observar que como 
—r —%»las series ^  P x y ^  B x satisfacen formalmente
r v-o r
la ecuaciôn (^ , las series en los dos miembros de h 
ecuaciôn (16) deber ser idénticas.
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Ademéa, no estamos interesados en resolver 
la ecuaciôn (16) completamente, sino que solainente se 
desea probar que tiene una soluciôn y que ésta, ademas, 
esté representada asintôticamente por la serie (1?) .
La ecuaciôn (16) se puede escribir, poniendo 
f(x,w) de la forma f(x,w)= fg(x) 4- F(x)w 4- 
donde f2 (w,x) es un vector cuyas compônentes son for­
mas cuadréticas en las componentes de w. Con la nota­
ciôn de la ecuaciôn (15), F(x)w es la ecuaciôn lineal 
A^^(x)^^^- P^^A^^(x). Esta es una funciôn vectorial 
lineal , del vector w, y con todos sus autovaleres
distintos de cero, para x=^ gracias al teorema de él-
11 22gebra de matrices mencionado m. 2.2., nues A y A
0 0
no tienen autovalores en comun.Con otras palabras, la 
matriz F(x) es no singular en x=^Ademés el det P(x) 




Sea S un sector abierto del piano complejo x
128.
con vértice en el origen y un éngulo central positive 
mener que ^/(q4-l) ,(siendo quun entero no negative), 
Sea f(x,z) una funciôn vectorial N-dimensicnal de X y 
del vector N-dimensional z , con las siguientes propie- 
dadc s ;
(a) Las componentes fie f(x,z) son poliîiomios en las
componentes de z, z. , j=l,:',...N cuyos coeficien-
J
tes son funciones holomorfas de x en la regiôn 
o Y ! xl\^, xE S (x^ una constante).
(b) Los coeficientes del polinomio f/x,z) tienen desa- 
rrollos uniformes asintôticos en serie de poten - 
cias de x cuando , en
(c) Si fj(.L,z) son las componentes de f(x,%), entonces 






(d) La ecu ciôn diferencial x ^y'= f(x,y) se satisface
formalmente por una série de potencias de la forma 
f  -r
Entonces e xiste, para x suficientemente gr; nie en S, 
una soluciôn y= /(x) de la ecuaciôn x ^y'= f(x,y), tal
que en cada subsector propio de S, /(x) y x ^
vu ^
cuando x c»o .
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Aplicando este teorema, que demostrareraos 
después, a nuestra ecuaciôn diferencial, se obtienen 
los siguientes resultados.
Teorema 3
Sea S un sector abierto del pàano x, con 
vértice en el origen y un ângulo central mener que 
Ti^ /(q4*l) . Sea A(x) una matriz nxn , funciôn holo­
morfa en S para x^< ! x! < , que admite en S un
desarrollo asintôtico uniforme en serie de potencias 
A( x) /V ^  A X cuando x ^  o- , en S.
Suooniendo que los autovalores de A seo
pueden separ.vr en dos grupos ^
* *^n’ taies que A cuando j 4 p ,
k>p; entonces existe una matri^ P(x) funciôn holo­
morfa para x6 " 8 , x^ç!x!<çjO , que tiene en S un de-
-rsarrollo asintôtico P(x)w5^P x , con x-^ Xsr , y 
detP^ / 0, tal que la transformaciôn y = P(x)z trans­
forma la ecuaciôn diferencial x ^y'= A(x)y en la ecua­
ciôn diferencial x ^z'= B(k)z, donde B(x) tiene la
/bF(x) 0
forma de cajas diagonal B(x) = ( )
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Las matrices B^^(x) tienen desarrollos asintôticos en
serie de potencias B %x)fvr^B^^x ^ cuando yr J
los autovalores de B^^ son^^,^^»* • • para j = 1 ,
'^ p4-l>^ p4-2' • • " L  pars 2.
Este teorema reduce el trabajo de resolver 
la ecuaciôn diferencial (1) asintôticamente para gran­
des valores de x, al mismo problema para dos ecua - 
ciones diferenciales de orden inferior. Por repeti- 
ciôn de estas reducciones se obtiens finalinente un 
conjunto de problemas de la misma forma priibitiva, ei
los cuales A tiene solamente un autovalàr distinto. o
La soluciôn general de un problema de este tipo tie­
ne bastante dificultad y se verà después. Abora nos 
liinitaremos a la discusiôn del caso en que en el pro­
blema de origen , todos los autovalores de son 
distintos. Con esta hipôtesis el problema se puede 
reducir a una ecuaciôn de la forma x ^z'= B(x)z, don­
de B(x) es diagonal. Una ecuaciôn de este tipo puede 
ser resuèlta casi literalmente como una ecuaciôn es- 
calag de la forma excuesta al principio de 2.2.. Cada 
matriz fundamental tiene la forma
(18) z(x) = e^j^^ B(t)dt)c^^ donde c^  es una matriz
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cuqdrada de constantes, ya que si D(x) es una matriz 
holomorfa y diagonal, entonces d/dx (e^^^^)= dD(x)/dx
Pero (l8) puede escrihirse de la forma 
z(x) = V F ® ®  * - rU) ) ^
Q(x) = &  Y  (x) r/2 B x"^
J J
eu ndo x . ^ 0 0 , en S, y = Q(a) 4- log a 4-^(a).
i (x)Ya que la funciôn e tiene un desarrollo
asintôtico en serie de potencias por el teorema III.2.5. y 
como t das las matrices que aparecen en el exponents 
son diagonales, entonces connutan entre sf, y por lo 
tanto se puede escribir z(x) = &(x) ,
donde C es una matriz constante aibitraria, y 2(x) 
posee un desarrollo asintôôico en serie de potencias 
cuyo término dominante es I.
Podemos resumir todos estos resultados en 
el siguiente teorema.
Teorema 4
Si ademàs de las hipôtesis del teorema 3,
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se supone que todos los autovalores j= 1 ,2 ,. . . N ,
le A son distintos , entonces la ecuaciôn diferencial o
X ^y'= A(x)y tiene una matriz fundamental de la forma
y(x) = ÿ(x) x P , donde Q(x) esuna matriz diagonal
cuyos elementos son oolinomios de gr^do q4-l . El tër-
niïïio dominante de Q(x) es (q4-l) ' ^  j
D es una matriz diagonal de constantes, y la matriz
ÿ(x) tiene en S un desarrollo asintôtico ^(x)C^^ÿ^x ^
V
cuando x , y con det / G .
Si A(x) es holômorfa en x= entonces cual- 
quier sector de àn^lo ^  (q4-l) puede ser tornado como 
el sector S del teorema anterior, y entonces podrlamos 
enunciar el siguiente corolario.
Corolario
Si la matriz A( x ) en la ecuaciôn diferencial 
X ^y'= A(x)y es holomorfa en x=v3 , entonces una solu­
ciôn de la forma descrita en ëL teorema 4 , existe para 
cada sector S de àngulo central mener que (q4-l) .
Demostraciôn del teorema 2 . en el caso en que todos los 
autovalores son distintos.
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Sean: (l8) a(x) = -^ (x.o) , A(x) |z=o^
(19) g(x,z) = f(x,zl -a(x) - A(x)z , con lo que la 
ecuaciôn diferencial x ^y'= f(::,y) queda de la forma
(20) x~*y'= a(x) 4- A(x)y 4- g(x,y) .
Por hipôtesms, la matriz A(x) tiene un desa-
rroll 0 asintôtico uniforme A(x) A^x~^ , x_f., ,
en 3, cuyo término dominante A tiene los autovaloreso
('Ô t j= 1,2,...N. El polinomio g(x,y) en las compo -
nentes de y no tiene términos lineales ni constantes,
0 \Podemos suponer, sin perder peneralidad, que A^= j(2l)
ya que podemos efectuar previame te una transform ; ciôn 
lineal de y con una matriz const nte de determinants 
no nulo.
Por el teorema II.2.3. existe un vector fnn- 
ciôn holomorfa /(x), en îx!'^  x , con S, tal que 
(22) j 6 ( x ) r ^ ^  y ^ x , cuando x —> po en S, que por la 
proposiciôn III./.5. su derivada tiene por désarroi o 
asintôtico el que se obtiens de / al derivar término 
a término el desarrollo asintôtico de /6 •
la transformaciôn u = y - / (23), cambia
.34
la ecuaciôn diferencial (20) en (24) x  ^u' = a(x) 4- 
4- A(x)/(x) - X ^ /6 ' (x ) 4- A(x)u 4- g(x,u4- /(x)) .
Pero como la serie y x resuolve formai-
Ta r
mente la ecuaciôn (20), se tiene 
a(x) 4-A(x)>f(x) - X ^ j6 ' ( x ) = - g(x,/(x) ) 4» b(x) , 
donde (24 b) b(x)rv o cuando x-^Ç> , x^ S, y por 
lo tanto , con (24) podemos escribir x ^u'= b(x) 4*
4- A(x)u 4* g(x,u4r//x)) - g(x, /(x)) .
Pero si A^(x) = | ^  g^ (x,u4-/(x) )/ uj
entonces g(x,u4-/(x) )- g(x,/(x)) = A^(x)u 4- h(x,u) .
Como lim /(x) = o en S, y todo ^g.(x,z)/^, es cero,
para z=o, se tienen lim A^(x)= 0, xC S. La funciôn
h(x,u) es un polinomio en las componentes u^ de u,
cuyos coeficientes admiten desarrollos asintôticos
-1en serie de potencias de x cuando x->> v- en S. Este 
polinomio no tiene términos constantes ni lineales en 
u •, 3= 1 ,2,# » # N#
V
Tomando ahora A(x) 4- A"^ (x) = B(x) , la ecia- 
ciôn diferencial transformada toma la forma 
(25) X b(x) 4- B(x)u 4- h(x,u) , donde
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El teorema quedarà probado si se Luede demos- 
trar que la ecuacidn diferencial (25) admite una solu­
ciôn que es asinttotica a cero, cuando x en S .
La ecuaciôn (25) se puede escribir de la for­
ma (27) X ^u'= A^u p(x,u) , donde
(2#) p(x,u) = b(x) 4- ( B(x) - A^)u 4- h(x,u)
ciôn integral équivalente. Si u(x) es una soluciôn de 
(27), la funciôn p(x,u(x)) se convierte en una funciôn 
conocida de x, y aplicândole la fôrmula de variaciôn 
de constantes se obtiene u(x) = V(x) K 4-(v(x)V ^(t)t^p(t,u(t) ) d(; 
donde K es un vector constante, a es un punto fijo, y V(x) 
es alguna matriz fundamental de la ecuaciôn diferencial 
x"‘^V'= A^V (30) .
Inversamente, si u(x) es soluciôn de la eæua- 
ciôn integral (29), entonces por diferenciaciôn se prue- 
ba que u(x) también satisface lu ecuaciôn diferencial (27).
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El mibmbro de la derecha de la ecuaciôn (29) 
consiste en N intégrales escalares. En vez de toinar el 
mismo camino de integraciôn en todas ellas, se pueden 
elegir caminos individuales^, j=l,2,. . . N, que ter- 
minan todos en el punto x, en cada una de estas inté­
grales escalares. El conjunto de estos N caminos de 
denotarà simbôlicaïaente por P (x) .
Se puede probar qtra vez por diferenciaciôn 
que cualquier soluciôn de estas ecuaciones intégrales 
modificadas satisface la ecuaciôn diferencial (27) .
La ecuaciôn diferencial (30) posee una ma­
triz fundamental particular, de la forma V(x) = e^ ^^^’^ ^A^(31
Con la elecciôn especial de K = 0, entonces 






El miembre de la derecha define un operador no lineal
de la funciôn u(x) . Abreviadanente, se puede es­
cribir de la forma (33) u =/^u) *
La prueba de que esxa ecuaciôn funcional 
tiene una soluciôn, y que esta soluciôn es asintôtica
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a cero, se basa en el método de las aproximaclones su- 
cesivas •
Una sucesiôn de vectores funciones u^(x) , 
r = o,lj-2,. . . se define por (34) u = 0 , u ,-=^u ,
r^ 0, r la convergencia de la sucesiôn se establece
estiman lo las diferencias (35) u u = \ u - ..r4*j. r v/ r m r—j.
Para lo cual se definen primero lès caminos de integra­
ciôn P (x) .
Los caminos de integraciôn (^. , j= 1,2, . . .E
3
serà ppaciso construirlos de forma que a lo largo de 
ellos, la funciôn exponencial que aparece en la ecua­
ciôn (32) esté acotada. ^omemos una variable auxiliar 
^  = t ° (36) , y sea ^ (37) . La imagen del
sector 3 del plano-t, es un sector en el piano-^
con un Ingulà central mener que Ht -
Ccnsideremos las 2N Ifneas del plano-dZ , en 
las que Re(T(3 ^ ) = 0 , j = 1,2, . . .  EL . Sin perder 
genera]idad, se puede suponer que ninguna de estas Tineas 
esté ér: la frontera de ^  , para lo cual bastarla tomar 
un subsector de S , en lugar de S, si fusse necesario.
Se divider! los autovalores j , en dos clo­
ses, La primera contiens aquellospt . para los cuales
j




Sea ^ ^ un punto en la bisectriz de u , tal
que ^ y denotemos cor ^  el sector cerrado
Tcon vértice en lineas frontera paralelas a las de
, para ^  .
sea g
%  . Entonces ^  G  ^  y
— C  K
Para y ^ ^ ^  , X(y) el segmente que une
los puntos 5, y ^  . El antecedente de à . ( en el 
plano-t, serà el camino de integracién ^  (x) , para 
. Es importante observar que Re(X(^ .) decrece






Para cada elegimos una llnea 1. desde
ü
el origen en ^ , a lo largo de la cual Re( o •
Sea ^.(5) semirecta infinita en , desde el
0
infinite al punto ^  ,paralela a 1 . Entonces ReC'^ t 3*,)
C
decrece a lo largo de 3 (p) . De nuevo, podemos to- 
mar el camino de integracidn ^^(x) en el plano-t, el 
antecedente de ^  .
También es importante observar que el an- 
teceiente 8 de /I es una regiôn del nlano-x que
l/(q:l)
està acotada por dos curvas con origen en y
cuyas asfntotas son las lineas fronteras de S. Esto 
implica que ^  contiens todos los puntos de môdulo 
suficienxemente grande, de cualquier subsector de S.
Lema 1
Sea A = min!^ .! , entonces existe una coin-
tante positiva , independiente de * j y , tal
que (38) Re ( ( x^^^- / (q4-l) ) J ^ /  [ q ^ l
para t^^.(x) , x &  S^
J
Demostre.ciôn
Por la construcciôn de los caminos de inte-
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graciôn, los numéros ( t - ^ ) A. estan en un subsector 
propio, cerrado, del semip^ano derecho, si %  y ^ son 
ijiiàgenes de los puntos t y x del lemu. Entonces, exite 
una constante positiva ^  tal que o o s ( ar g( ^
63 decir Re( ( 5 " t  “'f " GpoP
Lema 2
T mSea A (x) un vecror funciôn holomorf par: 
xv^S^ y satisfaciendo la dosigualdad de la forma
n i-(39) cl x! donde m es un entero no
gativo , y c es una constante. Entonces
(40) p(x) =r )Ay(q4-l) (-fc)at ea
U ( )
holomorfa en Sv, y satisface una desigualdad de la or- 
ma ; ( O) ! x) ! ! ^  Kcîxl donde K es una cons an-
rv")
te, independiente de A (t) , pero dependiendo de m. 
Demoetraciôn
Si I j=l,2,. . . N son las componentes 
de y, bastarà probar que lY^(x)!^ Kclxl para j=l, 
las transformaciones (36) y (37) cambian (40) en le
ecuaciôn, con notaciôn escalar , 




Pero por el lema anterior, y la hipôtesis 
/39, se tiene
(art T Î L
f(5,
Se consider?? primero, el caso . Si se
toma°\/=3 - f donde P= ^  , y C\ es el ànÿu-
lo direccional del camino O » 1& desigualdad an­
terior queda de la forma :
Jo
Se divide el camino de integraciôn de la 
desigualdad anterior, en dos segmentes de igual longi- 
tud. Para ^4; ! ^ ! / 2 la desigualdad 111 ^ 1^1/ 2 
se tiene como una simple consideraciôn geométrica. 
Esta partë de la integral contr^uye en menos que 
(42)__S__ a p =
=  C  2
Si ^ /2 , se reemplaza |1\ por
SU cota inferior y esta pa^e contribuye en menos
que (43) i - U -  r  3-p\y/(q4-l)
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pu
Esto prueba que la Ultima e^presiôn es siemore
una
Si I J > - \ i  ^  !^!/2, entonoes el miiabro de la
derecha de la desigualdad (43) es manor qua 
 2_ I-iû/(cifl) !^^/4 (q4-l) ^
^  __£_ ,^^j-m/(q4-l)^^^|^ . jm/(q4-l)^ -ii:/(q4-l) ^ j-ni/(q4-l)
Para obtenez^dltima desisualdad bast.; icjiltiolicar y 
di/idir por y oalcular el iiâximo de la eapre-
sidn .
Sumando estas Cct it 1 tales se ha obtenido la 
estimacidn deseada pai-a la integral, siempre que j
Sea j ^ probarà primero la existencia 
de un numéro positive p, independiente de j, tal que 
en ^.(5) 86 veriixque (44) ! Ü ^p($) , 6  ^  ( ^) .
V J
efecto, sea F el punto donde corta la per- 
p;ndic^  lvi.r trazada desde el oriven a la recta de la cual
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forma parte 5 ) • Si P no estâ en , entonces
î tj para ^  6 ^ ^  . Si P pertenece a S. (^ ), el
ôngulo ojp es nüméricainente no raenor que el mas peque- 
ho de les àngulos positives que forma l.con las rectas 
frontera de ^  • Sea ^ el minimo de estos àngulos para 
j . Entonces ! t) ^ OP^! sen ^ , con lo cual se ha
probado la desigualdad (44).
Sustituyendo (44) en (41b), y llamajdo ^ = !^-^ ! 
se tiene /O
I e ” ^  d A _
J qtl I ^0 I -
= — -- p-nt/(q-1), oi/(q*-l)  ^Con lo cual se ha oompls-
ql-l
tado la prueba de la desigualdad (41) .
P%ra probar que ^ (x) es holomorfa en S^basta
crobar que las intégrales I e ^ ^ ( t )  d son
/%(;) ^
fuiiciones holomorfas de ^ en ^  • Esto es obvio para
j Y para j ^  es igual de sencillo pues el integran-
do decrece exponencialmente para grandes ^  •
Nota ; Mientras K depende de debe ser no creciente 
si 1^ 2 ' es creciente ,
1/4.
Sea S' un subsector cerrado del sector S del 
teorema 2, y ahora se repite la construccidn del sector 
S^ , pero con 8' ai lugar de S, obteniendo entonces una
regidn 8 .  Tomando S' prdximo a S, se cuede conseguir 
que les caminos T\x) estén en 8'^ , siempre que lo esté x.
Sea m un entero positivo, aplicando (24b), 
existe una constante C dependiendo de m tal que !!b(x)!l^ 
^ x é  S'^ (45) .
Por el lema 2 y por (34), existe una const nte
Ahora évaluâmes el miembre de la derecha de 
relacidn (35), por induccién. En vista de la definiciôn 
del operador^^y de la funciôn p(x,u) en (28), se neceâi- 
ta acotar la cantidad ! l (B( x) ~A^ ) ( ) 4- h(x,z^^) -
- h(x,z^))!t, donde z^  ^ y z^^son vectores • Por ser
lim B(x) = A , x€r S, y h(x,z) un polinomio en z, sin X -^(/o o
termines lineales, se tiene, para x 5  S '^  y para 
i )l!z ! ! ^  z_ , i=l,2, z una constante» que \ o '  o
(47) ! ! (B(x)-A^) 4- h(x,z^b-li(x,z^h ! ! ^
x' Ü ! ! z^  ! ! , donde la oonst'.nte J^puede ser tomada
Il 3.
tan pequena como se qui era, toirianûo ! suf icie itsnente 
grande y suricientemente pequeflo. Pero gracias a la 
nota, con la cual el que cresc no afecta a la cons-
t nte K , podemos suconer que (46) ô ‘C. .
Hiiciendo crecer x , si es necesirio, ero 
tor nio ^ y K fijos se puede conseguir que (4?)
CK!x! ^/(1-^E) z^ , para todo x le 3' "^ . Entonces 
se probarâ que
(50) ! !U ! ! P y  r=0,l,2,. . . , xfcS'’^'
I ! T <-
r4-l' • Vy (51) !!u , CK!x !"“/(1->'K) , r=0,l....... xes'"**
Tenienlo en cuenta (io) y que u^=0 , las lesi- 
qualdades son ciertas para r=0. Supong:rnos que son cier- 
t s para todo rA j -1 , j arbitrario, entonces poi (49), 
se ruede aplic r la desigualdad (/7) con u . _ ,
2)' xÿ X?
z = U-. En .ûoriaecu.încia 'Xu.-')u. _ os ï.;;'., inte.-ral
3 3 X 3-1
de la forma (lO), en la que ^ {x) satisface, por la 
fdrroula (47) y por la (50) para i-j-1, la desigualdad 
!'.'p (x)üP^^ C!x!"“ .
El lema 2 establece entonces la validez le 
(50) para i-j. La validez de (51) para r=j est/ leriv.
l/,6.
da de (50) para j como sijfue :
' '"jn' ' ° ' ’ P
^ CK!x!"“^ ^ V  < CK!xr“'‘(l-'yK)"^  .
Vezmos ahora que limu (%)= u(x) .Las formulas 
(48) y (50) implican qud la serie <^' "^ r4-l"'^ r" ' ’ P^ -ra 
xGS' , estd dominada por una serie geometrica conver-
gente, Por lo tanto- la serie ^  (12 , _-u ) converge
/co ri-1 r
uniformémente en S'^ es decir lim u = lim 2(u , .-u )r r^^Tc s4-l s
existe y es holomorfa en S
Para probar que u(t) resuelve lu vjuacién in-
tegral u=*lu , es rreciso nrobar que lim/u =^lim u ,/ V Y  r /r .^y, r’
pero esto se dériva de la uniformidad de la convergencia 
y de la desigualdad (38) .
Final : ente, la fôimula (51) dice que u(x)<A/ 0, 
cuando x ^  , con m arbitrario. La regidn depende 
de la eleccidn de x^ con lo cual depende de la eleccidn 
de m. Esto sin embaargo, no tiene importancia pues u(x) 
es independiente de m, y existe en una regién que no 
depende de m. Con lo que el teorema 2 éstâ probado, bajo 
la hipôtesis de que los autovalores sean diforentes.
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El teorema 2 tiene interés, no s6lo para 
ecuaciones diferenciales lineales, sino también para 
obtener resultados con ecuaciones diferenciales no 
lineales. Para esta conexiôn se puede reeraplazar la 
hipdtesis reetrictiva (a) de que f(x,z) debe ser un 
polinomio an las componentes de z, por otra mucho 
mas débil, que f(x,z) sea holomorfa en esxas compo­
nentes para z=0.
3.- Caso general .
3.1. Soluciones para un punto singular regular
Sea la ecuacién diferencial xy'=A(x)y, con 
A(x) holomorfa en x=o. Sea T una matriz constante 
tal que J= I ^A(o)T, .es su matriz de Jordan. Si los 
autovalores de A(o) no difieren en un entero positive, 
en el apartado anterior se ha construido una solucién 
para la ecuacidn diferencial. En el caso generrl, co- 
menzaremos el anélisis, cambiando la ecuacidn diferen­
cial en xz'= B(x)z, por la transforma ci6n y=Tz, tal que 
B(o) s= J, Se trata de generali^ar la idea del ap- itado 
interior.
l‘i .
Si A es un autovalor de J que excede de ujio 
de los otros en un entero positivo, se puede, sin per­
ler generalidad, suponer que las cajas de Jordan corees- 
pondientes a este utovalor son las ultimas en J. Si p 
es la multiplicidad de A, se hace una particiôn de 
B(x) con (n-p) filas y columnas, de forma que
B(%) =
donde las matrices x) , j ,k=l,2 son ho] ccorfas en
x=o. , i=l,2 son las matrices le Jordan, y la ce -
gunda de ellas tiene linicamente como autovalor a 
en la diagonal.
Ahora efoctuamos la transformaci6n de "recor- 
te" en la ecuacidn diferencial con z=S(x)\v, donde
S(x) = /In-p M  
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La matriz C(x) de la ecuacidn diferencial résultante
xw'= C(>)w , tiene la forma C(x) = S ^(x)B(x)S(x) - 
- xS-^(x)S'(x) = 12 (x)
y
La matriz C(o) tiene los mismos autovalores 
que ..J, excepto el liltimo autovalor que esté dis:i:inui
do en una unidad.
Después de un ndraero finito de pares de 
transf ormaci one s constantes y de "recorte”, reduciinos 
la eouaciôn diferencial a otra cuya matriz en el origen 
no tiene autova3ores que difieran en un niimero entero. 
Entonces el teorema 1 del apartado anterior se puede 
aplicar, y por là tanto también es cierto el teorema 5#
Si las matrices de coeficientes en la ecuaclén 
diferencial xy'=A(x)y tienen series no convergentes, 
pero que son desarrollos asintéticos, cuando x-^ 0 en 
algdn sector S, el teorema 3 no es aplicable y del teo­
rema 5 s61q queda el débil resultado de que la ecuaciôn 
diferencial estd formalraente satisfecha por una expresién
Y» (j
de la f orna ( x ) x , 6 si transf ormamos la ecuacién
Q.
diferencial tomando y- Px , en la ecuacién xP'=a(x)P - PG,
la serie de potencias P x^ es una solucién formai.r
Se trata de probar que esta serie de potencias en S es 
la representacién asintética de una verdadera solucién 
de la ecuacién .
Teorema 1
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Como la ecuacién diferencial xV'= P V tiene una matrizo
Pfundamental V=x o, la férmula de variacién de paràmetrcB 
dd una ecuacién integral (5)z(x)=x^ut ^o(a(t)t t) t) ) dt 
para z,cualquier solucién continua de (5) satisface (4) .
Construimos una solucién de (5) iterativamente, 
tomando z^(x)-^0, y definiendo z^^^(x) recunsivamente co­
mo el valor del iniembro de la derecha de (5), con z(t) 
reemplazade por z^(t). Inmediatamente se vé que 
(6) ! ! z^(x) ! ! ^  c! x ! x Ç S ,  ! x! ^  x^ , ya que a(x) mV 0 
en 3. El entero positivo m es arbitrario, pero la cons­
tante c depende de m.
Para asegurar que z^(x) existe y es holomorfa 
e:i 3, elegimos m suficientemente grande para que sea 
t?) lim = 0 y observâmes que si a y b son nu-
nieros cualesquiera y M es una matriz cualquiera, se ve­
rifies que (ab)^ = (6).
Si /(x) es un vector funcién holomorfa para 
el cual se verifies que !!/$(x)!!^ K!x!^ , ! x^,xgS, 
K constante, entonces se sigue que
9 A




i jD ml-Fo p(x^) K^!x!“^^ donde la
constante depende de m y F(x), pero no de /(x) •
En base a esta desigualdad, una simple in- 
duccién prueba que tomando (10) z (x)-z (x) =
f% ri-l r
t ®P(t)( z (t)-z ^(t))dt , rP>o y aplicando
0 r r-x
(6) se verifican las relaciones
(11) ! ! z^^^-Zp! ! ^  cK^ I ' , r ^ ;  0 , Î x !^  x^ , x (r S
(12) !!Zj,!!t o!x!“y(l-K !x!) , r ^ O  , !x!< x <  1/E ,x6S . 
Be las cuales se sigue inmedLa66mente, por el argumento 
standard del método de iteracién de Picard que la suce-
si6n z^(x) tiende a  una funcién holomorfa z(x), unifor­
me aente en S, cuando r , y que z(x) satisface la 
ecuacién integral (5), y z ( x ) 0 en S, pues m estaba 
e3egido suficientemente granie, lo que prueba el teore- 
m&.
Gomo una consecuencia, se puedé ahora. contes­
te r a la pregunta de la forma asintética de la solucién 




Sea A(x) una matriz holomorfa para tolos los 
punto8 de un sector SL, con 0< îx!< Xq y poseyenio en es­
te conjunto, el desarrollo asintéétco A(x)rJ^A x^ , convco r
x-^ 0 en S. Entonces la ecuacién diferencial xy'=A(x)y 
posee una matriz fundamental de la forma Y(x) =P(x)x , 
donde G es una matriz constante y P(x) admite un desa­
rrollo en serie de potencias, cuando x —^0 en S. Si 
en particular, A^= 0, entonces G= 0, y ?(0)= I.
3.2. Punto singular irregular
Se trata de prohar el teorema 2 del apartado 2,
en el caso general. Las modificaciones en la demostracién,
cuando la matriz A(>o) tiene raices mûltirles no afectan
a la esencia de los razonamientos del apartado 2. Las
diferencias nacen del hecho de que la forma de Jordan J
de a (^ ) puede ser no diagonal. En general se tendrà que
J = D 4- H, donde D es una matriz diagonal formada por
los autovalores de y H = H..G H^G. . . GH es una
J. ^ s
suma directa de matrices nilpotentes. Se observa que D 
y H commutan.
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Con esta definicién de J, la primera difercncia
con el razonamiento de la demostracién del teorema estë
en que se trata de la matriz )D/(q4-l)) y
no de la e^^^  ^ )Ao/(q.l))^ cuyos términos liafo-
( y9.4"l . q4-l\9 y / \
nsles son e 3 . El resto de le demos-
tracién haste el leina 2 si<^e siendo literalmente vàli-
da en el caso general.
Sin embargo, la demostracién del lema 2 dele 
ser modificada. Sea el conju_to de caminos v^ (\) .
En térmlnos de 5 Y ^ en lugar de x y t el segundo rnj em-
bro de la i.gualdad 2 .2 .(40), queda de la f orna




Por el le a 1, la norma del integrando no (x- 
cede a (12) )R/(q4-l) ; , i .
Pero, e^  ^ ^)H/(q-rl) polinomio en ^  ~ t , y cor lo
tcnto acotado cor una exponencial de exponents positivo 
tan pequeno como se quiera, luego existe una const -iiii.e G
tal que la cantidad (12) es manor que Ce  ^ \ l f \ ( t )  l l ,
^ Ldonde 0g ^a. constante con 0 -C/ ' .
El numéro C depende de ^  , Entonces se obt ene
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de nuevo la desigualdad, salvo el factor l/(q4-l), que
ha sido reemplazado por el factor G/(qPl), posiblemon-
te mayor, y y* por la constante , posiblemente me-
/
nor.
A partir de este moments la demostrccién d d  
teorema es literalmente la rnisma que se expuso.
Veamos ahora la forma de aplicarlo para obise- 
nùr soluciones asintéticas para una £ingularidad irre­
gular en el caso general.
Por inedio b repetidas aplicaciones del teore- 
ir.x 3 del apartado 2, una ecuacién diferencial x ^ y x ) y  
, q^^O se puede reducir a un conjunto 1' ecuaciones 'iie- 
renciales de la misma forma, en cada una de las cual;s 
los términos dominantes del desarrollo de A(:) tienen 
sélo un autovalor distinto. Supondrenos pues, que la 
ecuacién diferencial x ^y'= A(x)y es la résultante de 
esta reduGcién y que A(x) rx/ A x^ , x — , xC S euyi 
matriz A^ tiene sélamente un autovalor distinto. 3i j .(x ) 
es holomorfa en el y el sector S puede ser cualquier 
sector de àngulo central menor que ^/(q4-l) , Proba te-
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L 08 sin perder generalidad,que se puede suponer que el
ûnico autovalor de es el cero. En efecto, si p es
el autovalor de A , la transf ormaci 6n y- ^ /(q.41)o
cambia la ecuacién x ^y'=A(x)y, en '=(A(x)I)z,
el término dominante de la matriz A ( x ) I, es A^-^ I, 
eue es niIpotente.
Ademàs, se puede suponer que la matriz nilpo- 
tente està en la forma de Jordan. Esto no resta ge- 
neralidad, pues siempre es posible una transformacion 
line il con una matriz de coeficientes constantes.
Pinalmente, se observa quesi todos las cajas 
de Jordan de la matriz nilpotente A^tienen dimensién uno, 
entonces A^ = 0 y el problems se ;uede reducir a otro 
con un valor de ^ inferior, eliminanao una potencia de 
X  ^èn la ecuacién. Con lo que se ha obtenido otro nuevo 
problema con A^0, é si el nuevo valor de q es nepativo, 
el problema pasa a ser resuelto, p e s deja de ser el 
punto singular irregular. Por consiguiente, sè puede su­
poner que al menos una de las cajas de Jordan de A^ , 
tiene dimensién mayor que uno.
Entonces, A se ouede t omar coro suma directa 0
de mat ices nilpotentes es decir
(13) . Q= G G . . . G Hg , donde al menos un
tiene imensién mayor que uno,
El método de simplificacién a que conduce el
teorema 1 del apartado 2.3. puede ser usado todavfa con
mas amplitud . Transformamos la ecuacién diferencial
X \/'=A(x)y, q)^ 0 por medio de y= P(x)z en la ecuacién
diferencial x ^z'=B(x)z, lo que conduce a las fémulas
de recursién A P - P B  = 0
0 0 0 0
V o  = -(r-q-l)Pr_q_l > ^ > 0
y r-q-1^^ • Con lo que de nuevo se tiene B^=A^ , P^= I 
y se pueden escribir las otras en la forma 
(U) . r>0.
Ahora son necesarias nuevas consideraciones, 
ya que A^ sélo tiene un autovalor que es cero y no serd 
siempre posible elegir todo,s las B^, r^O iguales a 
cero, 6 en bajas diagonales.
Ahora dividimos cada ecuacién (14) en cajas 
del mismo orden que las de la resresentncién (13) de A^, 
y llaaiamos a estjs cajas pjk , con j,k =1,2, . . .  s.
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p
Entonces cad& relncién (14) es équivalente a las s ‘ re­
laciones siguientes
(15) H.P^^ - P ^ \  = , j,k=l,2,..,s , r >0.
Por el mismo teorena del dlgebr: le matrices
que 5 6 cita en el apartado 2.2. , las corresfondientes
ecua iones homogéneas tienen soluciones no triviales,
y:or 0 que cala ecuacién (13) puede ser resuelta .o-
lame. te si las matlices satisfacen alpuna comlici énr
est icciva, Veamos que el lema sipuiente nos àà esta 
condicién .
lema 1
lean H y K matrices nilpotentes le érdenes 
h y , respectivanente. Sea M una matriz de h filas y 
k co umnas, le las cuales las .rimeras h-1 filas son 
V e c t > r e s const an tes, mi en t ras que los e l es, o ; it os o >
W ^ ^  de la é-ltima fila son variables. Entonces 
los liner08 ^  ^,. . . nueden ser leterminalos
unfvicamente ie manera que la ecuacién IX-XK = M pue- 
da s r resuelta con la mavri^ X de orden hxk , 
Be.iiontracién
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Sea X =(x^.) . ^ntonoes HX - XK
*21 *22 *23 " • • E k \
'El \ 2  n^:
v °
'11 ^2 *13'








• Xn y 1
De las hk ecuaciones escglares represent'das 
per HX-XK = M, primero resolvemos las h-1 elementos de
la primera columna ^21**31* ' * * •* *nl* valor es
estàn univocamente determinados. Esto détermina t-mbién, 
los ültimos h-1 ele. entos de la segunda columna de XK. 
For lo tnto, los elementos ,x, . , . , x  ^deQiL , c TLc
la segunda columna de llli pueden ser hallados de forma 
unica. Procediendo de esta foma, todos las ecuaciones 
correspondientes a los elementos de la diagonal! y los 
de debajo de ésta, pueden ser satisfechas, exceptuando 
los de la dltima fila. La dltima fila de iïX-XK tiene 
entonces ciertos valores numéricos, los cuales determi- 
i. ;n los 0^ 2 * 2 * * * *^k*
Ahora se eligen 3^_2»^ 3_2* * * ’’*1 k-1
trariamente y de lerminainos el resto de los elementos de
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la oi'imera fila de H}L, Esto compléta la deterinina^ .-ién 
de los elementos en la se run la fi fa de lHv, y esta in- 
formacién se ré. utilizada r ^ "a calcular el resto dt. los 
elementos de la se.gundr fila de HI, y as! has ta que sean 
resueltas todas las hk ecuaciones. Con lo que se ha ter- 
minado la demiostracién del lema.
Aplicando es e lema a las ecuaciones (15), 
puesto que todas las filas, exceptuando la dltima de 
3^^ pueden ser elegidas arbitrariamente, las tomai) os 
iguales a cero.
la seri e P x ^ neter r.inada resolvien lo rcO r
sucesiva.Men ,.e para r=l,2,.., todas las ecuaciones (13), 
serd en general divergente, cero por el teoi-eira 11,2.1. 
existe una matriz funcién holomorfa ?(x), tal que
P X  ^ es su desarrollo asintético, parc x tendiendo 
a infinito. Con lo cual hemos probado el siguiente lema.
Lema 2
Existe una matriz funcién P(x) holomorfa en S,
90
rara !x!'>x , con el desarrollo asintético P(x)r\/ ^  P x o r
cuando x , en S, txl que la transf ormaci én y=P(x)%
-r
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c mbia la, ecuacién diferencial x ^y'=A(x)y, con una ma­
triz nilpotente A(v) , en la ecuacién diferencial x ^z'=B(x)z 
donde b(x) tiene las siguientes nropiedades :
1) B(x)r-V B x"~^ , X  ^  y O  ,  x G s  .
2) B = . . .  G H ( las H. son matrices nilpotentes)o J. c s j
3) Los UniCOS elementos distintos de cero, en B^ con r '> 0 
estàn en la fila correspondiente a la ultima fila de 
las cajas H^ , j= 1,2,. . . .s.
Sin embargo, aunoue ciertas filas tienen sé­
lamente ceros en las matrices B , esto no quiere decirr
que la correspondiente matriz B(x) tenga sélamente cerœ 
en estas filas. Lo que se ha probado es que los corres­
pondientes elementos de B(::)> son asintéticamente qnui- 
valentes a cero, cuando x tiende a infinito en S.
Veamos khorà una nueva reduccién, pars la 
cual sui ondremos que la ecuacién diferencial original 
X ^y'= i(x)y verifica las condiciones descritas en el 
lema 2.
La experiencia con el problema de puntos sin­
gular es regulares sugiere el empleo de otra nueva trans-
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fcrmacién para reducir el problema, pero que contiens 
potencias fraccionariaa de x.
Transformamos la ecuacién diferencial x ^y'=A(x)y 
per medio de (16) y=8(x)z, donde (17) Si(x)= -(n-l)g
con una constante positiva indeterminada g, en 
(l8) x-^z'- B(x)z • El término dominante de la matriz 
B(x)=S ^(x)A ( x )S(x)- X  S^^ (^x)S'fx) depende del valor de g. 
Para estudrar esta dependencia vamoa a escribir les 
elementos -le A(x) que no son asintéticamente équivalen­
tes a cero en la forma (19) a^^(x) = x"’^ ^^^j^(x) ,
î^ (^9^ )^  0, 0. Al menos un  ^ es cero, j=l,2...nl,
y todos los son enteros poàitivos, con iWj 4-1, ya que
A es una matriz de Jordan no nula. Los elementos corres- o
pondientes de B(x) son (20) b., (x)st ^^  (x)4-
4 - 3-l)gx"^ "*^ , donde dénota los elementos de la 
#.tri7 identidad. Si a^ j^ ( x)^ 0, entonces b^ j^ (x)r^ O, ex­
cepto para j=k/l, en cuyo caso b . .(x) = x*^ (x), con
J J J 3
b..(>) / 0 . Estos b que no s on asintéticamente equi- 
J J JK
valantes a cero pueden escribirse en la forma 
bj%(x) = x“^ ^ ^^ ^^ b^ j^ (xlD , con b^C^Q ) / 0 .
Los ^^(g) son funciones lineales con coefi-
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ciantes enteros y estan dentro de las ouatro clases ;
1) k> J4.1 => b  (k-j)g
2) K= => = ( X j g  , y ^  jjii(g) = « P^-
ra il menos un j.
3) B = j Los son Independientes de g y po­
sitives, es decir, (^ j(g) ^ P jj ^  ^  * Con mas preci­
sion, , si ^  21 definida ; ademâs
Pjj-
W i n  ( (q4l)) , para j \l, si 0(. . esté def.
Du ' D D
q4-l , para j ^  1, si 0.
Se observa que ^ ^ ^ esté definido par- todo j 1,
aiir cuando . , no esté definido, es decir a..(x)^VO .
D D D D
u  k{j =c<j^_ (j-k)g ,
Se trata de determiner el exponents g. La cons- 
trucciôn es màs fécil explicàndola gràficamente. Se con­
sidéra el primer cuadrante de un sistema coordenado orto- 
gonal de abscisa g y ordenada , en el cual hemos repré­
sentât: o las rectas Entre las rectas corres­
pondientes a k ^  j , està en particular la recta ^ =g. 
Todas las demàs para k^j, estàn por encima de ella en 
este primer cuadrante. Las rectas ^ = ^  jk^ ^^  * para k^ j 
tienen pendiente no positiva y cortan al eje ^ en su
zona Tositiva. Entonces existe la abscisa g \ 0 mas0 /
pequefa de las intersecciones de este ultimo grupo de
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rectas (k ^  j) con la recta ^=g. La ordenada corres- 
pondiente a este punto es también g'o
Se toma g=g^ para nuestra transfonra ci6n. En 
principio g^0 A. Multiplicande la ecuacién diferencial 
(18) por la matriz x^®B(x) en el miembro de la de­
recha tiene la cropiedad de que el lim x^®B(x) = B^ 
existe y es diferente de A^. En efecto, gracias a la 
eleccién de g^ , la matriz B^ tiene al menos un elemen- 
to distinto de cero debajo é en la diagonal principal. 
Por enci'iia de la diagonal es igual a A^.
La ecuacién diferencial que se tiene ahora 
serà (21) X B(x) z .
Para volver a tener un problema con una serie
de potencias enteras hacemos el cambio de la variable
independiente (22) x=0( t^ , * donde p
es el entero menor positivo tal que g^n es un ndmero en 
tero. Entonces, result:-! la ecuacién diferencial de la 
forma (23) t ^dz/dt = C(t)z. El exponent e h es 
(24) h= p(q41-go)-l y C(t) tiene un desarrollo asinté­
tico G(t) <N/^^C^t t vdlido en el sector obte­
nido en el lema 2 para la transformacién (22). La rama
1 4.
de la funcién multi val ente p-gede ser elegida como
se quiera • La paralela superior de la diagonal de
tiene los mismos elementos que gracias a la eleccién
de ^  en (22) .
Si 0, el problema se ha resuelto ya que ha
dejado de ser un punto singular irregular.
Si h/^0, la matriz tendrd, normalmente, mas 
de un autovalor distinto y entonces el problema puede ser 
reducido a un conjunto de problèmes similares de orden 
menor, aplicando el teorema 3 del apartado 2.3.
Por otra parte, puede participer con de
la propiedad de tener un sélo autovalor. Serà necesario
estudiar con mas detalle la estructura de C 1 Para loo
cual vamos a escribir en cajas, forma inducida por
le descomoosicién de A = H^G . . .  G H .' o 1 2  8
^ n  perder generalidad, podeinos suponer que
las dimensiones m.. de estas cajas estan en un orden
J
ascendente mi b m_ . . .5 m .2 ^  ^ s
Si Gj^ , jk = 1,2,. . . s son las correspon-
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dierites cajas de G^ , sabemos, t'Or lo que acabaicos de
hacer, que C^^=0 cuando k ^  j , y que los elementos de
la raralela sucerior a la d i rornl de G., son i^u-les
00
a uno.
Si todos los autovalores de G son i/uales
0
al mismo numéro , entonces es nilpotente .y todo j
las G . .=H . , 6 g esun entero.
0 0 0 0
Demostraoién
Si g es no entero, entonces no ruade ser i'-ual a nin-
runo de los exnonentes (î . ., los cuales son enteros
l 00
rositivos. En este caso G tiene sélo elementos ceroo
en la diagonal. Por lo t nto, la traza de C es cero,7 O
por lo eue ^ = 0, es decir, es nilpotente. Cor.o los
utov lores de C . . son trirbién autovalores de C , todas
00 o*
las C . . son nilpotentes. Por otra artc, cualquier ele- 
00 '
niento distinto de cero de C.. rue de est ar deb jo de la
00 '
diagonal pero en la ultima fila! por la transformacién
preliïïiinar del leiaa 2. Esto no puede suceder si se sabe
que G., es nilpotente, ror la forim del nolinomio carac- 
0 0
teristico de G... Luego H. = G.., y el lena queda probado.
0 00
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Si el ndmero es un entero, entonces h=q-g^q,
es decir, el problema ha sido reducido a uno de menor
orden. Entonces, el método de reduccién por cajms que
ya se la usado, en combinacién con el método empl-ado
aqui, intentan ambos reducir el orden del problema, a no
ser que en las repetidas aplicaciones de estas técnicas
se lieTue a un problema de la forma (23), par: el cual
C tie 18 sélamente un autovalor y el numéro g de la o 0
transformacién sea un numéro entero. Se trata de pro­
bar ahor que cada una de est;s situacnones a las que 
se ha Lleg-do puede ser resuelta asintéticamente. Este 
es el caso màs molesto de an lizar. A partir del lema 3 
podemos caracterizarlo as! : es nilpotente, y todas
las C. . son matrices nilpotentes H.. Si G tiene estas Ô3 D o
propiedades diremos que el problema (23) es del tipo ( E j ,
Se trata ahora de probar que si repetimos este 
proceco de transformaciones se obtiens otra vez un pro­
blema del tipo (E), entonces después de un nùmero finito 
de pas os llegamos a que tiene sélamente una caja de 
Jordar , es decir s=l. Veamos primero que si s=l, la so- 
luciér de un problema del tipô (E) es casi igmediata.
La matriz es nilpotente. Usaremos una vez jiias el mé-
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todo del recorte. Si el valor hallado para es eiitero, 
el problems ha sido reducido a un orden rnenor. Si g es 
una fraccidn y la nueva inatriz tiene inâs de un autovalor 
el problems puede ser dividi lo en probleruas de orden 
menor. La posibilidad de que sea una fracciôn mlera- 
tras la nueva n.atriz tenga solamente un autovalor esté 
excluida por el leraa 3» ya que, por construed6n, la nue­
va matriz debe tener elementos no nulos en, 6 bajo, la 
diagonal.
Dosde ahor8 supond emos que s ^ 1 y que estâ­
mes en las condiciones del roblema (E). Gomparamès la
\ °sl ^32 ...........
En particular, interesan loa mayores divlsôres comunes
a.(^J y c.(^ ), respectivameute, de los jaenores de ordea j, 
J u
j= 1,2,. . , .n en estas matrices .
Lema 4
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Sean j=l,2,...n, los grades de a.(^ )
0 J 3
y c^ (/i), respectivamente, y supongamos que s^l, Enton- 
ces (27) ^j^ ^  j, j=l,2,...n y la desigualdad estricta 
es clerta al menos an una de las relaciones.
Deiriostracidn
Los pollnomios a.(^), c,(^ ) son invariantes en las trans-
3 3
formaciones elemertales y taatién es posille, después de 
una sucesidn de est s transformaciones carübiar H I  en 
diagonal. Con s de est:-s tr.-.nsf ormaciones element al es,
la matriz (25) A ha sido carnbiada en la
A 10 . . . .  0
i \ 01 0
, donde (28)A
0. .
00 . . 0 A " j/V
con j=l,2,. . . s y m. la dimension de H..
3 3
NOTA :
Los polinomios inv riantes en las transformaciones ele- 
mentales, asi como los polinomios minimales y sus cropie-
dades que necesitaremos después, se pueden ver en
Lang, S. Linear Algebra. Addison Wesley. 1.966. 
Godement,R. Cours d'algèbre. Hermann . 1.966.
Gastinel, N. Anâlisis numérico lineal. Reverté.l,975.
Un desarrollo muy detallado del tema se encuentra en 
la obra de
Marcus,K. Introduction to lodern algebra. Cap.IV. Marcel 
Dekker. New York. 1.978.
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Si las raismas transf ormaciones elementales son 
introdr cidas en la mutriz C - Çl I (26) , se tiene la matriz
/ A l  0  . o \
q. / A  0  - • • 0
?.. r:,, A 3 .  ; - O
\^S, ^S-2 ^5'^ ■ ■ n
(2:) c( 9) =
Todos los elementos de los C son polinomios
en P. los que interesan son equellos de las esquinas in-X
feriores derechas de cada que llamaremos ^ ^( • En
efecto, todos los demàs elementos gueden ser supuestos 
cero, a que conocemos la estructura de los A .  • S in 
embargc , al menos uno de estos polinomios / (h ) es dis- 
tinto ce cero. Los coeficientfîs de los /.. ( A) son ele- 
mentos de las ùltimas filas èu los C.., y es / .. ( = 0
jjt
si, y f6lo si 0, lo cual^ por hipdtesis no es cier-
to paru todo G .
3^
Por medio de mas tr.nsformaciones elementales, 
si es necesario, el grade de / puede ser tornado me­
nor que m^ y por lo tanto rnenor que m^, ya que k< j .
Los ùnicos menores de A(^) distintos de cero, 
son aquellos formados por subuatrices cuya diagonal prin­
cipal forma parte de la diagonal principal de %(^). Su 
valor (is el products de estos elemôjtos de la diagonal .
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Los correspondientes menores de CQ) tienen el mismo va­
lor. Ello indica que para csda orden, los menores de 
A(I\) no nulos, forman un subconjunto de los menores de 
. Por lo que la desigualdad (27) es una consecuen- 
cia inmediata de este hecho.
Para cornpletar la demostraciôn del lenig., basta
construir, para algiin valor de j, un rnenor, distil eto de
cero, de C(^) cuyo grado sea menor que o(.. See î  , el
3
entero mas pequeflo, tal que uno de los polinomios
k=fPl, f4-2,... 3 es distinto de cero. Se considéra la 
V, + • f  0  ■ - ■ - 0
n( j |  J i i A V : .  . , o
• V y - ' 1 n  9 “
I (d A p i W
Esta formuda por las filas y columnas de C(h) que contie- 
nen elementos disti&tos de cero. El menor minimal de or­
den uno de P  (  %  tiene grado menor que m^ , ya que todos 
los / j^ ( /^) en la primera columna de ^(^) tienen grado 
menor que m^. Por lo tanto, P (1) es équivalente a la
matriz diagonal 0
r  (A) . 0  ■ ■ -
ô' 0^- ■ -  ’ ■
con p^ ^  P f p q y  Pf * Las transf ormacio*
nés elementales que cambian P(^) en P( ^  » cuando
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actu:.n en las correspondit:ntes filas y coliminas en
r s/
toda la matriz G(/) no produce nin,gun otro cambio en C(^),
ya que P(f^ ) contiens tocos los elementos distintos de
^ r\cero do estas filas ÿ columnas. Por consiguientc^ C(^ ) 
es équivalante a ^  (  ^  \  Q
A  / A l  o  \  \  " F - - .  A ,
donde Q k=I,fPl, ...s . Ahora se vé
ràpidai ente, a partir de A (^  j * A l \y (28) que
®n-ei-ïA) = , es decir, 0(^ _g^ =^in^ 4-m24-.. .+m^ .
El mis o polinomio  ^) es un menor de A(^) , pre-
cisamente el formado por 3a intersecciôn de las s-f fl-
f. m
las y columnas que se encuentran en los elementos A f^l,
de la diagonal de 'A(^ ). El correspondüen­
te menor de C ( i) es ^ que es de grado in­
ferior a^n-s4-f. Lo que prueba el lema 4.
El lema 4 se cu_da del ùnico caso restante, es 
decir, aquel en el que se ha repetido toda la sucesiôn de 
reducciônes consistantes en : una aplicacidn del lema 2, 
una transformaci6n de recorte, una transformaciôn de 
semejanza de la matriz dominante en la forma canônica 
que conduce siempre a un ; roblema del tipo (E) del mismo 
orden. Los grados de los maximos comunes divisores de
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los menores de orden j de deben ser cero para
todo j^n . Para la matriz nilpotente G^ , esto indica 
que ella misma es una matriz de recette, es decir s=l, 
Esto caso ya ha sido estudiado antes.
La cadena de transformaciones que en conclu- 
si6n conducen a una solucién asintôtica de la ecuaciôn 
diferencial x ^y'= A(x)y , q^O, consiste primero en 
unas transformaciones lineales con coeficientes que tie­
nen desarrollos en series de potencias, convergentes 6 
asintétices, de x con un exponents fraccionario, segun- 
do multiplicaciones de algunas componentes de la variable
dependiente por funciones escalares exponenciales de la 
ax^forma donde a es un numéro complejo y ^  un numéro
racional positivo y tercero sustituciones de al-juna po- 
tencia fraccionaria de z, por x como variable indepen- 
diente. Est .s transfo'rnaciones son aplicadas a los sis- 
temas de orden inferior que aparecen en las sucesivas r 
reducciônes. Si agrupamos iodas estas transformaciones 
en una sôla, ésta tenarla la forma 
jflO) X = Gte.t^ , péN.
(31) y= P ( t ) .
La matriz P(t) depends del sector T, donde se ha obtenido
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la scluci6n asintética, 31 la matriz original I.{x) efa 
holon orf. en el infinite, enfonces la v o .itidn del sec9 
tor L ai bitraria. Su direulo centr.l no debe exceder de 
un ciertc valor, que depends de los varies valores que 
to:na en las sucesivas reducciônes. No se vend una 
caracter:zacidn explicita 1. este dnulo. En T, la ma­
triz 7(t) tiene un desarrollo asintduico en a;rie de po­
tencias de t Adem^s det(F(t)) j^ O , para o. La ma­
triz Q^ (t) es diagonal y pclindnica en t.
La ecuaci6n diferencial (32) t ^dz/dt=B(t)z 
que résulta por esta transformaci6n, tiene una matriz 
' (t) que es suna directa de vtrices taies que cada uno 
de los sistenas de orden "dt:rior en que se ha descom- 
P'Uesto (32) es de orden uno 6 tiene una si Xvularidad 
regular que puede ser resuelta por medio del teorema 2 
îel apart do 3.1. ïocibs los elementos diagonales de 
Q^(t) que corresponden a las .^ .ismas caj s de la descom- 
posici6n de B(t) tienen el nismo valor.
Por consi^puiente, la ecuacién difeeencial (32) 
tiene una mat ri z fundai.ieiital que es suna directa de las 
soluciones de los sistemas separados de menor orden en
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que la hemos descompuesto. Esta matriz lundamental pue­
de ser escrita de la forma z=^(t)t^e^^^(33), donde 
z(t) tiene un desarrollo asiritético en serie de poten­
cias, y det z(t) ^ 0 , si t ^ o , G es una matriz cons- 
t nte, y Q2(t) es una ma'.riz liagona] polin6:dca . odas 
estas matrices son de ergas diagonales, correspondientes 
a la misma particidn de B(t) . Si svstituimos (33) en
(31) la matriz e^ l^ "^ ,^ connut a estruc truralmente con
.G -, , . , Qo(t) . ^ntonces2^ (t) y t , y puede ser combinada con e *-
podemos enunciar todos estos résultat os en forma de teo-
rema , del siguiente modo;
Teorema
Sea A(x ) una i. at riz funcidi nxn, holomorfa 
para !x!^^ , x^S, donde S es un sector con vértice 
en el origan; se suno.ne que A(x) tier e un desarrollo
_p
asintôtico en ærie de potencias de x , cuando x tiende 
a inflnito, en S. Entonces, para cada subsector de S,
suficLentemente pequeho, la ecu ci6n diferencial
X ^y'= A(x)y tiene una matriz fundamental de la forma 
y(x) = y(x) . Donde &(x) es una ratriz diagonal
1 /-Q '
cuyos elementos son polinomios en x^  ^, con p entero po­
sitivo; G es una matriz constante, y y(x) admite, para
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A teniiendo a infinite en este subsector, un desarrollo 
asintôtico en serie de ootencias de x
Este método es una adaptaciôn del procedimiento 
désarroi!ado por Turrûtin en 1.952 para problemas con un 
oarametro. La elecciôn de la rama, de la funciôn multiva- 
lenie es arbitraria, pero evidentemente, la soluciôn
depènde de esta eleccidn.
Como aplicacidn de estos ultimos capitules, 
ve-mos una ecuaciôn diferencial en particular.




e ^/(l^x^t^) dt, luego
'(x) = r -e ^2xt^/(l^ x^t^) dt y oor lo tanto
:f'(x) =
-t.//.. 2.2e t/(l4-x t ) dt - f(x) , s in mes que inte-
prar por parte. Sea f^ (x)) = xf'(x) 4- f(x). Siguiendo 
el mismo tratamiènto con f^(x) se tiene que 
xf^ (x) 4- 2 f^(x) =( l-f(x))/ x^ , es decir
1 = x^f''(x) 4- 4x^f'(x) 4- ( 2x^ 4-l )f(x)
Scugcion diferencial no homogène? de seguudo orden, de
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e ( 14-X t ill
Se trata de hallar dos soluciones correspondientes a un 
si:/berna fundamental de soluciones de la ecuaciôn homo- 
gé' ca %^f''(x) i 4x'f'(x) 4- (2x^ 4-l )f(x) = 0
a) dl punto x^~ ^  es un punto regular para esta, ecuaciôn»
se un la clasificaciôn del capitulo V, por lo tanto existe
•GO.' iciôn en un entorno del infinito y esta soluciôn es
de: rrrolLable en serie de potencias de x î. Para hallar
^  —res 1 desarrollo no hay rras que escrihir y a^x y
oh.‘ igar a esta serie e. que verifique la ecuaciôn dife- 
re: cial, con lo que se obtienen dos posibles desarrollos ;
5^3^ = x"E x“V2!+ x"V4! . . .
— 2 -”4 y -”6 /y^ = X - X /3!4- x /5! . . , es decir :
y2 = l/x ( COS l/x ) , y^= Vx( sen l/x)
b) SI punto x= 0 es una singularidad irregular de rango 
fi ito, casemos la ecuaciôn fîiferencial a un sistema de 
do. ecuaciones diferenciales par? utilizar la notaciôn 
ma ricial del ultimo capltulo.
Ha. iendo y^ = y 1 j y^= y^





J J\ h J





donde es holomorfa en x= 0 , lue/ro (l) es un sis-
tema de ecuaciones diferenciales de rrimer orden con x =0o
singularidad irreqular de rango finito. Oomo el estudio 
GO ha hecho rara el : unto dc] iffinito, se hace el cambio 
s=l/x, con lo cual la ecuaciôn diferencial queda de la
forma ^ o W  Ji ]
1 % -)3A, 4
londe B(z) es holomorfa on cl infinito.
:/
10 4
Pars seruir el orden est blecido en este dltimo carftulo 
y tener Is. matriz nileotente dominante, cambiamos d or­
den de las componentes del vector y , con lo que la ecua­
ciôn diferencial oueda de la forma :
(2) } /
- y p
2, /4 0 \ -3, 100 2
Z.
A, ii
Y aplicando el lema 2, existe, en cualquier sector S 
(con dngulo central menor que 4*t/3 )» nna funciôn holo-
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morfa P(z) en S, para Izl'^  z^ , con un desarrollo asintô­
tico P( z) cuando z tiende a infinito en 3,
qua transforma la ecuaciôn diferencial (2) en una 
ecuaciôn z z'= B(z)z , mediante el cambio y*”=-Ftz)z, 
donde B(z) està en las condiciones especiales del lema .
Tomamos B = A , P =1, y mediante las ecuacio- 
0 0 0
nes result ntes del cambio , tenemos




®2 =/S 3 ^  = 0-2) =fo °4
®3 {S Î ) h =(-40) ®6 =to 0
p -f°
h  ” [o 4)
/o O'
h  '(s 0
n =/0 0
*6 0 -8
Ls decir, B(z). 0 J ) 4- ° 4 g ° 4 ° % ~ h
0 0\ 
0/
Y siguiendo el proceso descrito, hacemos uso 
del nuevo cambio z = S(z)y^ . Con S(z) =■  ^ , y
la nueva ecuaciôn serâ z » donde
A^(z) = S ^(z)B(z)S(z) - z~^S-^(z)S'(z) ;
A ^ z )  = 4 10z"h. . . ) z"^ (g44-4z"^ 4 . . .)





12 - g 
^22 = ^
= ^  = 2 y efectivamente,
lim (z) = lim / ° ^
■^S'' {-14-lOz'h.., ) z" (24-44-4Z" 4-..
= I ^ p I , es dcir, si multi; lioamos la ecu:;ci6n
dif . reioial por z^ , se tiene z^”^yik'=^A^( z) ÿ ^
4 /  ÿ^'= A^hz)ÿ-^ = (îi-lOz-.?.
z) es holomorfa para 2= , luego la soluciôn de
esti ultima ecuaciôn diferencial se puede obtener igual 
que se hizo para el infinito al principio, mediante una 
ser e de potencias de z ya que ahora z= Dq es un 
punxo regular para la nueva ecuaciôn diferencial.
.)
f
Lue go y ^  —
C)0
-r
= ^  z = S(x) y ^  =^z =10
= / ÿ = P(z) z , es decir y =(/> P_z )
-r
ÿ = ( M  / n 2 l( ^  A ) , es decir para hallar y
bcstaré cambiar el orden de las componentes de ÿ ,
1 0.
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