Urban land surface models (LSM) are commonly evaluated for short periods (a few weeks to months) because of limited observational data. This makes it difficult to distinguish the impact of initial conditions on model performance or to consider the response of a model to a range of possible atmospheric conditions. Drawing on results from the first urban LSM comparison, these two issues are considered. Assessment shows that the initial soil moisture has a substantial impact on the performance. Models initialised with soils that are too dry are not able to adjust their surface sensible and latent heat fluxes to realistic values until there is sufficient rainfall. Models initialised with too wet soils are not able to restrict their evaporation appropriately for periods in excess of a year. This has implications for short term evaluation studies and implies the need for soil moisture measurements to improve data assimilation and model initialisation. In contrast, initial conditions influencing the thermal storage have a much shorter adjustment timescale compared to soil moisture. Most models partition too much of the radiative energy at the surface into the sensible heat flux at the probable expense of the net storage heat flux.
surface facets could persist, due to the large thermal inertia, impacting LSM performance. However the models use different representations of the surface, varying in complexity from a bulk representation of the urban area with a single surface temperature, to surface temperatures for a number of facets, to a number of surface temperatures for a single facet (such as several vertical levels for a wall). Thus it is difficult to identify a variable (e.g. surface temperature) that is observable at an appropriate scale that can be used to evaluate all of the models.
Assessing the impact and timescales that information is retained from initial conditions can be difficult, as often the data required to initialise can not be, or are not, observed. Unfortunately sensitivity studies can not distinguish between initialisation errors and model formulation errors. For instance, demonstrated that the observed latent heat flux for an industrial site in Vancouver, Canada, could only be obtained if the model was initialised with unrealistically high values of soil moisture. Independent of horizontal advection possibly impacting these observation (Masson et al. 2002) , it is possible to get realistic fluxes for the wrong reasons, such as unrealistic initial conditions.
So to distinguish between model formulation errors and initial condition, the simulation period needs to be sufficiently long so that the initial conditions are no longer retained while ensuring the seasonal variations in model performance are considered. In addition, observational datasets of short duration are unlikely to capture all of the synoptic weather conditions experienced at the site over each of the seasons, making it difficult to draw conclusions about the suitability of a model to represent an urban region in general. This suggests simulation for at least twelve months is required.
Whilst there are still few urban datasets of this length, the one used for the first international urban model comparison (Coutts et al., 2007a, b) is of sufficient length to allow for both the exploration of the impact of initial conditions on the performance of different urban models, and the impact of various atmospheric conditions on the performance of the urban models. Hence the objectives of this paper are two fold: first, to analyse urban LSM performance to assess the impact of user choices of initial conditions and the timescales these impacts persist, and second to assess how urban LSM performance changes with different weather conditions.
Methods
The urban model comparison was designed to provide a systematic evaluation of a number of urban LSMs. The overall goals of the comparison included the identification of: the dominant physical processes within the urban environment, the complexity required for an urban LSM to be suitable to represent the radiative, sensible and latent heat fluxes, and the subsequent parameter requirements for such a model. The model evaluations were performed for a single site using meteorological forcing data that was observed at the site provided to the modelling groups. The amount of information about the site (such as the vegetation fraction, the height to width ratio of the built environment, the buildings' thermal parameters, etc.) released to the modellers was provided in stages, so that analyses of the changes in results between stages could be used to address these goals (see details in Grimmond et al. 2011) . To assess the impact of initial conditions "Phase 2/Stage 4" data, when all information about the observation site was provided, are analysed. Ideally the model performance should be its best at this stage, but Grimmond et al. (2011) found this is not the case for all models.
The forcing and evaluation data used were observed over a 16 month period (13 August 2003 to 28 November 2004 in Preston, a suburb in north Melbourne, Australia (Coutts et al., 2007a, b) . The calculated land cover within the turbulent fluxes footprint was 44.5% buildings, 13% roads, 4.5% concrete, 15% grass, 22.5% other vegetation and 0.5% bare soil (Coutts et al. 2007a ). The Oke (2004) Urban Climate Zone (UCZ) is 5 and the Loridan and Grimmond (2012a,b) Urban Zone for Energy exchange (UZE) is medium density (MD). The mean height to width ratio is 0.42 and the mean wall-to-plan ratio is 0.4.
The observations undertaken at 40 m, were analysed at 30 min intervals from samples at 1 Hz for the radiative fluxes and 10 Hz for the eddy covariance data. Further details are given in Coutts et al. (2007a Coutts et al. ( , 2007b , Grimmond et al. (2011) and Best and Grimmond (2013) . The anthropogenic heat flux was estimated following Sailor and Lu (2004) using inventory methods with the contributions from vehicles, building sector and human metabolism accounted for. The net storage heat flux, determined as the residual of the surface energy balance, accumulates the observational errors from the other terms in the energy balance.
Missing forcing data were gap filled to provide a continuous 30 min resolution data set. Evaluation is undertaken for only the time periods when all fluxes are available (8865 30-min periods), hence around 60% of the data are usable in this evaluation. To separate the impact of the initial conditions from the overall performance of the models, whilst also considering the seasonal cycle and enough data points per period, the analysis is performed for 60 day periods (Best and Grimmond, 2013) . This yields seven 60 day periods, with the first and last being for the same time of the year. Prior to the first 60 day period there are an additional 53 days of forcing data. However, there are insufficient periods when all fluxes are available to allow meaningful statistics to be analysed from the model output. Thus, these 53 days are used as a spin-up period to try to remove the impact of the initial conditions and only the subsequent periods are analysed. No advice was given to the modelling groups to determine how they should set their initial conditions, or if an additional spin-up should be undertaken. These decisions were therefore made by the modelling groups themselves. This length of spin-up is likely to remove the initial conditions for moisture stores such as water on a road surface, but is not sufficient to spin-up the deeper soil moisture stores. Hence the results from the initial conditions impacting on model performance due to water availability are more likely to be connected to soil moisture and vegetation processes than the initial conditions for other water stores.
To assess the impact of the soil moisture initial conditions, the Bowen ratio is compared between the first and last of the 60 day periods. The Bowen ratio is explicitly linked to the soil moisture through the evapotranspiration from the vegetation fraction within the urban footprint. As some models were run by more than one modelling group (Table 1) with independent assumptions about the initial conditions, it is possible to separate the impact of the initial conditions from the evaluation of the model physics. The Bowen ratio, for the midday period (10:00 -14:00 local standard time), is determined from the mean sensible and latent heat fluxes for the period. Similarly for the impact of other initial conditions, such as the temperatures of the various facets that make up the urban surface, the ratio of any two fluxes is determined from the mean value of each flux over the same midday period.
To investigate the impact of atmospheric conditions, the observed and modelled net all-wave radiation (net shortwave plus net longwave), sensible and latent heat fluxes and net storage heat flux have been scaled by the incoming all-wave radiation flux so that a direct comparison can be made between these surface fluxes (Loridan and Grimmond 2012a,b) . The median of these results, along with the standard error, has been calculated for a number of bins based upon the value of various atmospheric variables that are used to force the urban models. The size of the bins for each atmospheric variable have been chosen to allow the distribution of results across the range of the variable, whilst ensuring that there are enough data to create robust statistics for each bin. This results in a different number of bins between variable analysed ranging from eight for temperature to 16 for wind speed.
Results

Impact of model physics
A number of things influence the performance of each of the urban models; this includes: how the physics within the model are represented, the values of parameters used, the initial conditions of the prognostic variables in the model and any spin-up strategy that is used to reduce the influence of these initial conditions. Within the urban model comparison no spin-up protocol was specified. Therefore the initial conditions of each model could still influence model performance, especially as many urban model evaluation studies have only been able to use repeated used of the initial period rather than using a long period of preceding data due to the short duration of the observational datasets, alternatively spin-up is neglected. Although the choice of model parameters and the representation of the physical processes within the models can both influence performance they are treated here as "model physics" for the comparison to observations; and initial conditions are a second aspect.
The total observed precipitation during the simulation period was (all hours independent of availability of observed fluxes for evaluation) was 883 mm, which occurred during 1089 of the 30 min periods. These data were provided within the forcing data set. To assess the net variation in model performance the total cumulative evaporation (over all hours of the simulation) from each of the models are compared (Fig. 1a) . It is evident that there is a large spread in the results with model 22 having a cumulative evaporative flux of 164 mm and model 44 of 821 mm (whole period). The evaporative flux for the restricted period when all the fluxes were observed was 214 mm (observed) whilst the two models were 52 and 358 mm respectively. These two models both have normalized Bowen ratios of 1.0  βN  1.5. Although the two models had similar evaporation rates for their first and last 60 day periods, their actual evaporation time series is quite different (Fig. 2) . Model 22 underestimates the evaporation throughout the year, whereas model 44 has a much better fit to the observed latent heat flux, but in general overestimates during the winter period.
One model (50) has a net evaporation that is greater than the total precipitation over the period of the simulation (or integration-if not the whole period) and generally over estimates evaporation throughout the year. To sustain these large evaporation rates over an extended period of time would require irrigation. Unfortunately it is unknown which of the models simulated this. This data was not provided as part of the forcing data set and the area was under irrigation restrictions during the study period. So the net loss of water to the system simulated may be realistic over the period, and is unlike the results from any of the other models within the comparison (Fig. 1a) . However it is likely that whilst the model physics has the largest impact on the differences in results, the initial conditions for model 50 are impacting its performance.
As each model does not change its representation of the physical processes during the simulation period, it is possible to identify the impact of the initial conditions on the performance for each of the models by comparing the behaviour of the model during the first and last 60 day period (i.e., the same period in consecutive years) relative to the observed behaviour at the same time. For example, an increase in the mean evaporative fraction (latent heat flux divided by the sum of the turbulent sensible and latent heat fluxes) in the observations over the same period of the year would suggest that there is more water available for evaporation in the second summer compared to the first. As the models are forced with the observed precipitation they should have the same trends as the observations despite any differences in their representation of the physical processes. So any disagreement between the model behaviour and observations is the impact of the initial conditions used for the simulation.
Initial Conditions: Bowen ratios
As the treatment of vegetation within the models plays a key role in their performance , Best and Grimmond, 2013 , and evapotranspiration is influenced by soil moisture availability, the seasonal and annual evolution of soil moisture are important. Therefore one metric of the impact of the initial conditions is the change in the Bowen ratio between the start and end of the simulations.
The observations show that the seasonal cycle of the midday Bowen ratio (β) has an increase over the first 6 months of the summer period followed by a decrease in the winter time (Fig. 3a) . During the summer months the larger values of net all wave radiation drive larger latent heat fluxes which reduce the soil moisture. This reduction in soil moisture is not sufficiently replenished by the precipitation that is reducing during this period, and hence evapotranspiration becomes limited by the availability of soil moisture. The net result is an increase in the average Bowen ratio (Fig. 3a) . The observed Bowen ratio decreases after the larger autumnal rainfall in April and May. Overall, the first late spring (October/November) had a higher β than the following year which was wetter. The observed normalized midday Bowen ratio (first 60 day period normalised by the last 60 day period, βN) was 1.24; i.e., β was larger (soil drier) at the start of the observation campaign than at the same time the following year (Fig. 1b) .
The simulated Bowen ratio is influenced by a number of model processes which can include the soil water, the leaf area index of the vegetation, the depth of soil over which vegetation can extract water, the texture of the soils, etc. Thus initial soil moisture is not the only control on the relative performance of the various models but the comparison is informed by the assessment of the same period in two consecutive years for each model. The changes in the Bowen ratio between these two periods, removes differences in model physics within each model. Hence comparing the normalised Bowen ratio of each model against that observed, allows us to assess how the change in moisture availability for the model differs to the observations. Ideally the models would have the same proportional decrease in their Bowen ratios over the integration period, and hence the same normalised Bowen ratio as that observed. Six models do not simulate any latent heat flux (see Grimmond et al. 2010 Grimmond et al. , 2011 for discussion) therefore they have an ill-defined β. Thus their βN can not be compared. Of the remaining models, only 12 have a value of 1.0 ≤ βN ≤ 1.5 (i.e., close to the observed βN ± 0.25), whilst seven models have a βN that is less than 1 (Fig. 1b) . Eight models have βN > 1.5, with three of these greater than 2.0 and a further two with βN > 2.5. It is likely that this behaviour is caused by the initial conditions for soil moisture chosen by the user. The high βN are probably related to low values of available water for evaporation at the start of the simulation restricting the latent heat flux and hence increasing the β, whereas the low values of βN could be due to the initial available water being too high and hence not restricting the evaporation at all.
To demonstrate that the influence of initial conditions can be separated from the representation of model physics, the results for three models with similar cumulative evaporation, but different βN behaviour (viz, models 41, 25 and 16) are shown in Figure 2 . Although model 41 Bowen ratio (1.0 ≤ βN ≤ 1.5) is similar between the first and last 60 day periods, the model clearly underestimates the evaporation during both summer periods (Fig. 2) suggesting the initial conditions are having little if any impact on the evolution of the model.
For model 25 (βN > 1.5) the evaporation for the first summer period is underestimated whereas in the second summer period is in better agreement with the observations (Fig. 2) . This suggests there is an available water limitation during the first summer but subsequently, after sufficient precipitation the model does not have this as an ongoing constraint so performs more realistically.
With model 16 (βN < 1.0) the evaporation is more restricted during the second summer period compared than during the first, compared to the observations (Fig. 2) . Given that the observed Bowen ratio decreases between the first and second summer periods (i.e., there is more water available for evaporation in the second summer that there is during the first), this suggests that whilst the physics of model 16 would generally underestimate the observed evaporation due to water availability. This indicates that the initial conditions have been set so that there is little limitation to the evaporation but through time the available water is depleted, despite receiving precipitation in the winter, so it becomes a constraint.
To consider the persistence and impact of the initial conditions three representative cases ( In the first case (40), the high β persists for the first 6 months when there is less seasonal rainfall, but in April/May when the rainfall increases again the β decreases to similar values to that observed (Fig. 3a) . For the subsequent 60 day periods, the β are more similar to the observations, which suggests that model 40 was initialised with too dry soil moisture that restricted evapotranspiration unlike the observations. It is only once more rainfall occurs during the winter months, when the net radiation is limited, that the modelled soil moisture is able to recover to values which do not limit this evapotranspiration.
Although models 39 and 46 have βN that are similar to the observations, the actual values of the β are not the same (Fig. 3a) . Compared to the observations, model 39 has a similar shape to the seasonal cycle of β but there is an off-set throughout the simulation, with the model having higher values than the observations. The β values for model 46 compare well with the observations during the winter period, but have larger vales than observed in the autumn and both of the summer periods.
In the third case, model 50 initially does not follow the observed increase (December/January) but does start to increase in February/March (Fig. 3a) . However, the β continues to increase in the autumn and winter months, before reducing in the spring. This may be caused by initial soil moisture that is too high. The initial reduction in soil moisture during the summer months is not sufficient to limit latent heat fluxes. However, the soil moisture continues to decrease during the autumn and winter which then restricts the evaporation and hence β increases, even as the rainfall start to increase. It is only once the accumulated rainfall reaches its larger values that the soil moisture is increased to a level that reverses this trend.
The differences in the evolution of the β between model 50 and others is not driven solely by the initial condition of soil moisture, but also by the amount of soil water that is removed via evapotranspiration. The average mean bias error (MBE) in the latent heat flux from model 50 is around double that from any of the other models with a positive bias (Table 2) , and so it removes more soil moisture regardless of the initial conditions. Hence although the initial conditions of soil moisture are important, so is the relation between soil moisture and the limitation in evapotranspiration.
Initial Conditions: Model user assumptions
For two of the models in the comparison, results from identical configurations (including physical setup) were submitted by more than one group. This ensured that the only differences between the models were the initial conditions, ensuring a clearer analysis of the role of initial conditions on the evolution of the model fluxes, whilst removing differences due to the physical parameterisations. Fig. 3b shows the evolution of the β for these two models (now called "1", "2"). For both models, the simulations consist of results with an initial β substantially larger than the observed value ("dry") and a second set with β results in better agreement with the observations ("wet"). Although the timing of the reduction in the large β varies between the models, both simulations with initially large β have reduced values through the winter/spring months, when the accumulated rainfall is higher. By the end of the simulation, all runs of the models have similar β which are close to the observed value. However, one of the model simulations (1wet) has average midday β that is consistently lower than the observed value.
At the start 2wet is closest to the observed β but there is substantial increase in the modelled β during February/March resulting in values that are close to the initialised dry run (2dry) (Fig. 3b) . This suggests that the soil moisture dries out to similar values despite the different initial conditions. However, this drying of soil moisture with subsequent increase in Bowen ratio is not seen in the observations. The initially wetter run (2wet) stays drier during the period of larger accumulated rainfall compared to the initially drier model run (2dry), suggesting that the representation of physics within the model is also sensitive to the evolution from its initial state and not just the initial conditions. The impact of the initial conditions on 1dry and 1wet simulations can clearly be seen in Figure 3b . Whilst the two simulations show similar values of evaporation during the initial spin-up period (first 53 days), the evaporation from the 1dry simulation is clearly restricted during the first summer period. This is caused by the onset of a restriction in water for evaporation that is due to the drier initial conditions set within this simulation. However, during the second summer period the evaporation rates are more similar between the two simulations, although 1wet still has larger values than 1dry. Hence although the impact of the initial conditions has been reduced by the second year, they have not be removed completely.
Initial Conditions: Sensible heat ratios
As building materials have high thermal inertia, the initial conditions for the temperature of the urban facets (walls, roof, road) could impact the simulations. In addition, although the soil thermal capacities are smaller than that for many building materials, the initial conditions for the soil temperatures in the models may also contribute. The net storage heat flux from the models does not distinguish between urban facets and the underlying soil, therefore these are considered together. If an impact from the initial surface and soil temperatures does exist, then we would expect a trend in the ratio of the net storage heat flux to net all wave radiation (ΔQS /Q*) between the start and end of the simulation period, and a reverse trend in turbulent sensible heat flux to net all wave ratio (QH /Q*). Unlike β, there are no such trends in modelled ratios of the mean midday fluxes (e.g., Fig. 4) , with the exception of QH /Q* from model 50. There are some small trends in QH /Q* in some cases (e.g., model 40, Fig. 4c ) but not in ΔQS /Q*, even for model 50. Hence it is not obvious that the initial conditions chosen by the user for the soil temperatures or the surface temperature of each facet in their model have a significant impact on the simulation.
Although there are no obvious differences in the values of QH /Q* and ΔQS /Q* between the start and end periods, only five models (21, 22, 33, 44 and 49) have values of QH /Q* which are consistently smaller than observed during the seasonal cycle (e.g. Fig. 4b ). With the exception of model 22 which has a specified constant β (=1), these models all have an initial β that is lower than observed, and this persists throughout the seasonal cycle (not shown). The only other model with an initial β that is smaller than observed is model 50, which shows a trend in QH /Q* over the year. Hence it is likely that these models were initialised with too high soil moisture. Also, apart from model 50, these models have values of QH /Q* that are closer to the observed values by the end of the simulation than at the start. Hence this demonstrates that the initial conditions of soil moisture also impact on the sensible heat flux, through the surface energy balance, as might be expected. The implications of the initial conditions for the soil moisture are not so clear for the values of ΔQS /Q* (e.g., Fig. 4b ), although three of these models (21, 44 and 49) have values which are closer to those observed over the whole period than the other models.
There are a further four models (31, 32, 36 and 40) that have values of QH /Q* which are lower than observed in the winter and spring period (e.g., Fig. 4c ). Of these four models, three have an initial Bowen ratio that is substantially larger than observed, but are in much better agreement by the end of the simulation (not shown). However, these are not the only models that have an initial Bowen ratio that is substantially larger than that observed and hence the initial conditions on their own are not sufficient to explain the seasonal behaviour of QH /Q* in these models. For the remaining majority of models the ratio of QH /Q* is overestimated at all times of the year (e.g., Fig.4a ), whilst the ratio of ΔQS /Q* is underestimated, compared to the observations. This suggests that in general, the models put too much of the available net radiation at the surface into the sensible heat flux at the expense of the net storage heat flux at all times of the year. This result does not seem to depend upon the initial conditions, unless the soil moisture is set to values which are too high, resulting in a β that is lower than observed throughout the simulation.
This result can also be seen in the midday MBE for each of the fluxes (Table 2 ). For the majority of the models there is an overestimate in the sensible heat flux and an underestimate in both the latent heat flux and the net storage heat flux, including models 11 and 28 which have a large positive bias in the net radiation during the daytime. The average MBE for these fluxes are 50, -19 and -50 W m -2 , respectively; whilst the median model's MBE are 42, -11 and -50 W m -2 . Exceptions to this include some models that have a positive MBE in the latent heat flux, and consequently a negative MBE in the sensible heat flux (models 21, 33, 44 and 49). Model 50 has a positive bias in both the sensible and latent heat fluxes due to its excessive evaporation, whilst model 16 has a negative MBE for all fluxes, due to its large bias in the net radiation. Only models 22, 36 and 44 have positive MBE for the net storage heat flux in the afternoon, with all three models having a negative bias in the sensible heat flux.
Initial Conditions: Surface flux behaviour group by normalised Bowen ratio
To assess the change in performance of the models between the first and last 60 day periods, a Taylor plot (Taylor, 2001 ) is used for each flux (Fig. 5) , in order to identify changes to three statistical measures within the same plot. Each statistic shown in the Taylor plot has been determined using the 30 min data for all models within each βN category (section 3.1). The group of models with no latent heat flux are not impacted by the initial soil moisture conditions. This means that the change in performance between the first and last 60 day period for this group results from the differences in the climatological conditions and the model's response to these. As such, the results for the no evaporation models can be used as a baseline to assess the impact of the initial conditions for the other groups of models. This is done by comparing the difference between the first and last 60 day periods for each group of models, to that from the group of models without evaporation. Note that models with no evaporation have no vegetation, but a model with no vegetation can still have evaporation if this process is included for other facets of the urban surface.
For net radiation, the best predicted flux, the models that have no latent heat flux have degradation in the root mean squared error (RMSE) and correlation at the end of the period compared to the start, although the normalised standard deviation remains about the same (Fig. 5a ). This is in contrast to all of the other groups of models which show no real difference between the two periods in any of the statistics. This implies that the models generally show an improved performance in the net radiation at the end of the simulation compared to the start, due to the impact of initial conditions of soil moisture that offsets the degradation that results from the change in meteorological conditions. For the turbulent sensible heat flux, the models that have no evaporation have a slight improvement in the RMSE and normalised standard deviation, but a slightly poorer correlation at the end of the simulation (Fig. 5b) . The models with a βN < 1 have degraded performance at the end of the period for all three of the statistical measures. However, these models have a substantial improvement in the latent heat flux for both the RMSE and correlation and an improvement to the normalised standard deviation resulting in good agreement with the observations at the end of the period (Fig. 5c) . This is the only category of model that has a standard deviation in the latent heat flux for the first 60 day period which is larger than observed.
The models with βN > 1.5 have a larger degradation in correlation between the last and first 60 day periods for the sensible heat flux compared to the models with no latent heat flux, but have improvements to the RMSE and particularly the normalised standard deviation that are larger than the models with no evaporation (Fig.5b) . Those models in the 1.0 ≤ βN ≤ 1.5 class show an improvement in all of the statistics at the end of the period compared to the start. However, both βN classes, plus the overall results for all models, have improved results in all of the statistical metrics for the latent heat flux at the end of the simulation compared to the start (Fig. 5c) .
Notably the models with βN > 1.5 have substantial improvements to the normalised standard deviation for both the sensible and latent heat flux (Figs. 5b, c ). These models, initialised with a dry soil state, have a standard deviation that is too large for the sensible heat flux and too small for the latent heat flux during the first 60 day period. This is the expected behaviour if the vegetation was in an incorrectly water stressed state limiting the latent heat flux, resulting in too much energy partitioned into the sensible heat flux. The standard deviations for the last 60 day period do not agree with the observations, but are substantially closer for both fluxes.
All the model classes have an improved net storage heat flux at the end of the simulation compared to the start (Fig. 5d ). There are some slight differences between the categories compared to the changes in the models with no evaporation, such as a larger improvement to the RMSE from the models with βN > 1.5, but these differences are smaller than for the sensible and latent heat fluxes. Hence this shows that the initial conditions have more of an impact on the sensible and latent heat fluxes than on the net storage heat flux in general, due to the large influence that water availability has on the evaporative fraction.
For models that are influenced by soil moisture, there is a general improvement at the end of the simulation compared to the start for all fluxes. Whilst the precipitation over the integration period will influence these results, all models received the same precipitation input, so different changes in the errors for the various groups of models show that the initial conditions also contribute. The only exception to this is the sensible heat flux for the models that are initialised with too much soil moisture (βN < 1.0, Fig. 5b ). The largest improvements between the start and end of the simulation period are seen in the standard deviation of the latent heat flux for models initialised with either too much or too little soil moisture (βN < 1.0 and βN > 1.0 respectively). The models with too much initial soil moisture have more variability in the latent heat flux because it is not sufficiently constrained, whereas those with too little initial soil moisture have less variability due to an over constraint on the evaporation.
Meteorological forcing
As well as the initial conditions, it is important to know the effect of the meteorological forcing conditions on urban land surface model performance. To investigate this, the 30-min model results and observations are analysed across the range of each forcing variables (Fig. 6) . The fluxes are scaled by the forcing incoming radiation (Q↓ = K↓ + L↓, shortwave and longwave, respectively), with the mean and standard error shown for the bins from each meteorological forcing. These meteorological forcing (namely shortwave radiation, longwave radiation, rainfall, atmospheric temperature and specific humidity, wind speed and surface pressure) are the data that were given to each group in order to perform their integrations. As such, this data were consistent across all of the modelling groups. In addition, the models have also been analysed for the wind direction, which was not a meteorological forcing that was given to the modelling groups.
Whilst this analysis is not done according to particular weather types certain synoptic situations can be inferred, such as cyclonic conditions having lower shortwave radiation, higher longwave radiation, larger rainfall, higher wind speed and low pressures, or anticyclonic conditions having higher shortwave radiation, lower longwave radiation, less rainfall, higher temperature, lower wind speeds and high pressure.
The normalized QH and ΔQS observations have a similar magnitude response to atmospheric forcing variables, whereas QE is smaller. Figure 6 shows an example of this for a model with behaviour that is typical of the majority of models in the comparison. Q* has the largest response to changes in variations of the forcing meteorological conditions. The almost linear trend between Q* and the atmospheric temperature is probably linked directly to the radiative forcing of the surface and boundary layer (e.g., model 18, Fig. 6 ).
For both Q* and QH the relation with the humidity forcing (Fig. 6) has two maxima and minima. Low values of specific humidity are most likely related to hot, dry anticyclonic periods which have large insolation; whereas high specific humidity are linked to periods associated with precipitation events when the surface water is freely available, such as low pressure systems. Hence the two extremes of the humidity values lead to different behaviour in the net upward radiation and subsequently with sensible heat flux. For the wind speed, the observations have lower values of Q* and QH and higher values of QE associated with high wind speeds and low pressure (Fig. 6) , which is also consistent meteorological condition for low pressure systems. These synoptic conditions are likely associated with high humidity and rainfall.
In general the models capture the observed response to each of the atmospheric forcings (e.g., model 18, Fig. 6 ), including the non-linear behaviour with respect to the humidity and wind speed, and the double maximum and minimum for the specific humidity, which agrees well with the observations. However, the models do have a growing bias for increasing shortwave radiation forcing, with QH having an increasing positive bias and ΔQS with an increasing negative bias. The results for ΔQS show that the models have a flat response at larger values of the downward shortwave radiation forcing.
Whilst the majority of models reproduce the observed behaviour for each of the atmospheric forcing variables, the following have differing characteristics (Fig. 7) . For QH, model 11 has higher values than observed for small and large downward shortwave and downward longwave radiation forcing (Fig. 7) . The values are too high for small and especially large rainfall amounts, and there is a consistent positive bias to atmospheric temperature forcing. There are larger values than observed for lower atmospheric humidity, and an increasing positive bias for increasing wind speed. Finally, there are higher values than observed for low pressure. These results are all consistent with over estimating QH during low pressure synoptic storms.
For model 22, with a constant Bowen ratio specified, the results for QH do not capture the observed increase with larger downward shortwave radiation forcing (Fig. 7) , whilst the trend for the downward longwave radiation is the reverse to that observed, apart from largest forcing values. There is a small response to atmospheric temperature, but the inverse to the observed trend, and a flat response to wind speed apart from a reduction at high wind speeds.
The QH for model 44 is underestimated compared to observations under large downward long wave radiative forcing (Fig. 7) . During warmer temperatures the model results have the reverse trend to that observed, and decrease too rapidly with increasing wind speeds.
For model 50, the results for QH are too high compared to observations for downward shortwave radiation forcing (Fig. 7) , whilst the modelled increasing trend in response to the downward long wave radiation between 300 and 400 W m -2 is not observed. The modelled values are too large for high rainfall amounts, whereas the increasing trend for wind speed between 5 and 15 m s -1 is not observed.
So the majority of the models can simulate the response of the observed surface fluxes to various atmospheric forcing conditions, but there is no obvious consistency between the minority that does not. These few models each have a different response which must be related to the details of their individual parameterisation schemes, rather than the representation of a generic physical process which they share with models in the majority that agree well with the observations.
Conclusions
For urban LSMs soil moisture initialisation can have a substantial impact on seasonal performance. If set too dry, urban LSMs are not able to adjust to realistic values until there is sufficient rainfall. Conversely, if initially too wet the model is not able to restrict the availability of water to vegetation. This may persist for a period that is longer than a year, but with smaller errors. This impact of the initial soil moisture state confirms the importance of vegetation and how this interacts with the available water store in the soil of urban areas.
The initialisation of soil moisture has implications for model evaluation studies. As many urban observational campaigns to date have been for short time periods (typically of the order of a few months), without well determined initial soil moisture conditions, evaluation of model performance may be hampered. Unfortunately, urban soil moisture data are still relatively rare. Thus, extreme care should be used to interpret model evaluation results if this is not explicitly addressed. For the modelling community to enhance their model evaluations and their model performance, future observational campaigns of fluxes in urban areas should be complemented with soil moisture observations.
The long term memory from soil moisture is more significant in the evolution of the simulations than for thermal storage, with the timescale for the adjustment of the initial conditions of surface temperatures being much shorter than for soil moisture and not apparent at the end of the simulation. However, the initial soil moisture can also impact on the sensible heat flux and the net storage heat flux throughout the simulation.
In general the models capture the observed trends in the surface fluxes for each of the atmospheric forcing variables, including the observed nonlinear behaviour with respect to humidity and wind speed. However, the models are not able to capture the observed increasing trend in ΔQS with the larger downward shortwave radiation values. Overall, for increasing downward shortwave radiation, the models put too much energy into QH and too little into ΔQS. This is consistent with results from analysing the impact of initial conditions (section 3.3). Correcting such behaviour in the models requires future research, as it is not straight forward to increase ΔQS without having a similar impact on the turbulent sensible heat flux, due to their common interaction with the surface temperature which forms part of the thermal gradients that drive each of the fluxes.
Some models do not capture the observed relations with atmospheric forcing. However, no general conclusions can be drawn as these models do not share any common representation of their physical processes which implies that the results are not due to the representation itself. Rather it is probably the way in which these processes have been implemented within the parametrisations. Taylor plots have the correlation coefficient on the polar axis, the normalised standard deviation on the radial y-axis and the normalised RMSE (x-axis) on the internal circular axes (Taylor 2001) . Performance for the average of all the models, plus the average of the models grouped by their normalised Bowen ratio (βN), as identified in Fig. 2 (see key). For (c) models with no evaporation the points plot at the origin. 
