ABSTRACT Functional near-infrared spectroscopy (fNIRS) has attracted much attention in brain-computer interface (BCI) area due to its advantages of portability, robustness to electrical artifacts, etc. However, in practical applications, fNIRS-based BCI usually needs a labor-intensive and time-consuming training session (calibration procedure) to optimize the user-specific neural spatial and temporal patterns for further classification. Recently, studies revealed that neural spatial and temporal patterns extracted from user-specific resting-state brain signals were closely related to those of his/her task data. In this study, we proposed a resting-state independent component analysis (RSICA) based spatial filtering algorithm aiming at extracting individual task-related spatial and temporal brain patterns from the resting-state data. Specifically, independent component analysis (ICA) was applied to extract different independent components (ICs) from resting-state fNIRS data. The ICs with their spatial filter weights maximally lateralized over the sensorimotor regions were regarded as most relevant to motor imagery. These spatial filters were used to spatially filter the multi-channel motor imagery task data for feature extraction. Based on 8-minute resting-state data and a small training dataset (20 trials) from 10 participants, the proposed RSICA algorithm achieved an approximately 7% increase in left vs. right hand motor imagery classification accuracy, as compared to the conventional common spatial pattern (CSP)-based and shrinkage algorithms (69.8±12.1%, 63.3±10.3% and 63.4±11.8%, respectively). For acquiring a similar level of classification accuracy (i.e. 70%), the number of training data required could be reduced from 36 trials (CSP) to 22 trials (RSICA). As a relatively small training set is required to obtain a satisfactory performance, training burden is significantly reduced by RSICA, which might be useful for developing practical fNIRS-based motor imagery BCIs.
I. INTRODUCTION
Brain-computer interface (BCI) aims to establish a direct connection between its users and external devices through interpreting the users' brain activities, towards improving
The associate editor coordinating the review of this article and approving it for publication was Jafar A. Alzubi. the living quality of patients with severe motor disabilities [1] , [2] . Whereas electroencephalograph (EEG) is still the most widely used neuroimaging technique in BCI community, functional near-infrared spectroscopy (fNIRS) has attracted substantial interest in recent years. Different mental activities are associated with distinct spatial or temporal changes in users' hemodynamic responses, as reflected VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ by the concentration of oxygenated hemoglobin (HbO) and deoxygenated hemoglobin (HbR) measured by near-infrared light (approx. 650-1000 nm wavelength) [3] . Compared to EEG, fNIRS is more robust against electrical artifacts, while having a similar level of portability and running cost. To date, the most common brain areas used in fNIRS-based BCIs are the sensorimotor cortex and the prefrontal cortex and the most popular mental tasks include motor imagery, mental arithmetic, music imagery, verbal fluency, etc. In other words, fNIRS-based BCIs have mainly relied on spontaneous neural activities, rather than evoked neural responses (e.g. visual or auditory evoked responses), possibly due to its coverage effectiveness and temporal resolution. Efficient signal processing algorithm is crucial for implementing practical BCIs. The most important criterion for a 'good' algorithm is whether it can detect different mental tasks in real-time with high accuracy. To this end, the spatial filtering technique has been a key research topic [1] , [4] : by performing a weighted summation of multi-channel neural signals by certain mathematical optimization principles, the signal-to-noise ratio of the brain activity of interest can be greatly enhanced, leading to fast and reliable detection output. Depending on the BCI paradigms, the well-known spatial filtering methods includes the basic ones such as common average reference (CAR), Laplacian filters, principal component analysis (PCA) [5] - [7] , and the advanced ones such as canonical component analysis (CCA) [8] , [9] , independent component analysis (ICA) [10] - [12] and common spatial pattern (CSP) [13] , [14] . The most critical underlying assumption of this spatial filtering technique is that different mental tasks are associated with different and stable spatial or temporal activation patterns. Notably, most of these spatial filtering techniques have been developed and validated using EEG-based BCIs, with limited applications on fNIRS-based BCIs. As EEG and fNIRS have different temporal, spatial and spectral properties, caution always needs to be taken when transferring the EEG-based algorithms to fNIRS BCIs.
The above-mentioned BCI algorithms (as represented by the spatial filtering techniques) have mainly focused on the machine side (e.g. advanced machine learning techniques), with relatively less attention on the human user side. The development on the machine side has usually assumed a stationary representation of the human neural activity patterns without considering the dynamics of the human user. This assumption, however, is subject to violation especially considering the long-term usage. Besides the known high inter-participant variability, human brain signals are non-stationary and dependent on human mental states (e.g. fatigue, cognitive load, mood states, etc.) [15] - [18] . There also exist slight deviations of EEG or fNIRS sensor locations from session to session [18] , [19] . The users may gradually get more and more adapted to BCI systems by learning new mental skills [20] - [22] . While BCIs using evoked neural responses usually suffer less from these issues (possibly due to their reliance on sensory responses with low interparticipant variabilities), they are non-negligible for BCIs using spontaneous activities. To alleviate these problems, the common practice is to have a training or calibration session before each usage, for the purpose of modeling the participant-specific, sensor-specific and session-specific neural responses. To have a highly specified and optimized individual neural model, however, it usually requires a sufficient amount of neural data. In turn, such a requirement would ask for a relatively long calibration time, which is labor-intensive, time-consuming and brings a heavy burden to potential users, therefore limiting the practicability of real-world BCI applications.
In the context of motor imagery BCIs, efforts have been made to address these issues, mainly for EEG-based BCIs. Researchers explored the possibility of transferring the acquired knowledge from previous participants or previous sessions from the same participant. It has been demonstrated that by adaptively incorporating previous data, session-to-session and participant-to-participant transfer can be achieved [23] - [26] . The CSP method was employed in these studies, not only for feature extraction but also, and more importantly, for the representation of the 'acquired knowledge' (reflected by its covariate matrix). These methods worked on the assumption of a common invariant spatial pattern across sessions or across participants, while ignoring the session or participant specific variances. However, these variances may provide important information for further improving BCI performances, considering the issues discussed above.
Recent progress on resting-state brain activity may shed light on how to fully utilize these session and participant specific variances in a practically plausible manner for an fNIRS-based motor imagery BCI. Given the functional importance of human sensorimotor system, sensorimotor component is one of the most frequently reported resting-state networks by using functional magnetic resonance imaging (fMRI) [27] - [32] . The resting-state fMRI networks were established based on the functional connectivity among different brain regions which synergistically cooperate on implementing various human brain functions. And no matter in the resting or task states, the brain signals acquired by external devices (fMRI, EEG, fNIRS, etc.) are mixtures of signals from different functional sources. There have been studies showing that ICA is able to extract and separate the spatial and temporal neural activation patterns corresponding to different brain tasks from resting-state fMRI brain signals. For example, in [30] , the motor imagery related spatial and temporal neural activation patterns were extracted from the resting-state data and found to be highly related to the neural patterns activated during the motor imagery task (in sensorimotor regions). As both fNIRS and fMRI are supposed to measure hemodynamical activities [33] - [35] , sensorimotor regions have been identified using resting-state fNIRS at an individual level as well [33] , [36] - [38] . In addition, it has been reported that the motor related hemodynamical responses were similar in concurrently recorded fNIRS-fMRI data [39] . This inspires us to think about how to extract useful components related to the neural activation patterns from the comprehensive information inside the resting-state fNIRS-BCI data and use these components to assist training the motor imagery fNIRS-BCI classification model. If successful, we may effectively reduce the dependency of conventional motor imagery fNIRS-BCI classification models on the size of training dataset which needs to be acquired in a labor-intensive and time-consuming procedure during the task session.
In the present study, we proposed and implemented a resting-state independent component analysis (RSICA) based spatial filtering method for an fNIRS-based motor imagery BCI. By additionally using the information from resting-state data, sensorimotor related independent components (ICs) and their corresponding spatial filters could be extracted from resting-state data and only a small amount of labelled motor-imagery data are needed to construct the classifier. Hence training burden can be reduced compared with the conventional approaches. In order to identify the most sensorimotor related ICs, a lateralization index was proposed. ICs with their spatial filter weights maximally lateralized over the sensorimotor regions were identified and used for later feature extraction and classification. Compared with the conventional CSP and shrinkage methods, the proposed method achieved significantly better performance when a relatively small amount of training data was used. The proposed method is potentially useful for implementing practical fNIRS-based motor imagery BCIs.
II. METHODS

A. PARTICIPANTS AND FNIRS RECORDINGS
Ten right-handed healthy participants (all males, average aged 22 ± 3 (years)) participated in this study. They were all graduate or undergraduate students from Beihang University. None of them reported neurological, psychiatric or other brain-related diseases. All of them had normal or correctedto-normal vision and had no known motor impairments. All participants were able to follow instructions to complete the experiment successfully. The written informed consents were obtained from all participants before the experiment. Participation fee was afforded. This study was conducted according to the Declaration of Helsinki and was approved by the local Ethics Committee of Tsinghua University.
The fNIRS data were recorded by NirScan (HuiChuang, China) with wavelengths of 740 nm and 850 nm and at a sampling rate of 17 Hz. As shown in Fig. 1(a) and (b), the optical probes were placed to mainly cover the sensorimotor areas. 13 sources and 12 detectors were used and topologically configured with a source-detector distance of 30 mm. Consequently, 38 effective fNIRS channels were generated.
B. EXPERIMENTAL PROTOCOL
In the experiment, the participant sat in a comfortable armchair in front of a computer screen (LG, 23.8-inch, 1920 × 1080 resolution) in a quiet room. As shown in During the 8-minute resting-state session, the participant was asked to keep relaxed with eyes closed and stay still. Next, a continuous low-frequency audio sound was played to inform the participant the transition from resting to task and the participant opened eyes. After 20 seconds' transition period, the motor imagery session started. The participant was asked to perform left-or right-hand self-paced finger tapping imagery tasks in a random order. As shown in Fig. 1(c) , the duration of each motor imagery trial is 37 seconds, consisting of a 2-second instruction, a 15-second task and a 20-second rest. During the 2-second instruction, a continuous low-frequency audio sound was played and the words ''Left-hand Motor Imagery'' or ''Right-hand Motor Imagery'' appeared on the computer screen. During the following 15-second task period, a real-time visual feedback was presented to provide basic guidance for the participant.
The online signal processing and visual feedback were performed using MATLAB (R2014a, MathWorks Corporation) and Psychtoolbox was used for visual presentation. As shown in Fig. 1(d) , the feedback is a yellow bar shown on the left side of the computer screen. Its height was reset to 11 units (440 pixels on the screen, 40 pixels per unit) at the beginning of each trial. During 15-second task period, the height of feedback bar was refreshed quantitatively per second according to the participant's motor-imagery performance, as evaluated by the lateralization of their hemodynamic activities (see below for the feedback strategy). The participant was asked to make the height of left yellow bar as high as possible until it reached the maximum 22 units (880 pixels) by trying his/her best to perform the hand motor imagery task during each trial. The right yellow bar with a static height of 18 units (720 pixels) served as a reference representing an empirical 'good' performance.
The lateralization of the hemodynamic responses (the height of feedback bar) was computed as follows. To tradeoff the accuracy and cost of calculation, eight channels (the red lines shown in Fig 8, 9, 10 x i (t) − i=27, 28, 29, 30 
where x i (t) represents the HbO time serials in the i th channel. Let d rest (t) and d task (t) represent d(t) during the resting and motor imagery states, respectively. For signal stability, the first and last 1-minute of the 8-minute resting-state data were removed and only the middle 6-minute data were used to calculate d rest (t). For the motor imagery data, mean of 5 seconds' data before the onset of each task was firstly subtracted channel-wise to correct the baseline drift and then the averaged HbO differences were calculated.
The feedback information was calculated by the following criterion. First, it is well known that the brain hemodynamic activities are changing all the time, even during the resting state. In order to indicate effective HbO changes induced by lateralization, a standard deviation sd rest of all d rest (t) values was calculated as follows:
Then we assumed that only d(t) larger than sd rest could be regarded as effective lateralization and used as feedback information. According to this criterion, for the right-hand motor imagery task, the difference between the means of d task (t) and d rest (t) was calculated and compared with sd rest every second. The height of the left yellow bar (as shown in Fig. 1(d) ) would increase by one unit (40 pixels) if the difference exceeded one positive sd rest (the expected lateralization) until it reached the maximum 22 units (880 pixels). In contrast, the height would decrease by one unit (40 pixels) if the difference was less than one negative sd rest (the unexpected lateralization) until it reached 0. And the height remained unchanged if the absolute value of difference was less than sd rest . For the left-hand motor imagery task, the same criterion was applied except for that the signs of d task (t) and d rest (t) were changed.
C. THE RSICA ALGORITHM
The procedures of the proposed RSICA algorithm are illustrated in Fig. 2 . Briefly speaking, firstly, ICA method was used to decompose the n-channel resting-state data X rest into a set of independent source signals S rest (each source signal is an independent component, i.e. a IC) and the corresponding set of spatial filters W rest . As fNIRS channels mainly covered the sensorimotor areas, a highly lateralized IC was more likely to be associated with the left or right hand related sensorimotor functions. Hereby, we proposed a 'lateralization index' to identify the ICs that were possibly most motor imagery task specific. Then spatial filters sf task_related corresponding to these ICs were applied to the motor imagery task data X task to extract the motor imagery related components s task (only including the independent source signals corresponding to the identified motor-specific ICs). Finally, the extracted motor imagery related independent components s task were used for feature extraction and BCI classification. Details of the algorithm are illustrated as follows.
1) INDEPENDENT COMPONENT ANALYSIS
ICA is a statistical method that aims at finding a linear direction to maximize the independence of the observed data [11] . ICA decomposes a two-dimensional data matrix into a set of independent time-courses and spatial patterns which jointly describe the temporal and spatial characteristics of the underlying source signals (i.e. ICs).
To simplify, take the HbO data for an example. The measured n-channel HbO data were denoted by X = [x 1 ; x 2 ; . . . ; x n ] where X is a n × T matrix and T is the number of time samples. The unknown m independent source components were denoted by S = [s 1 ; s 2 ; . . . ; s m ], where S is a m×T matrix and s i is the i th independent source component with a dimension of 1 × T . There is:
where A is a mixing matrix. Each column of A represents the weight distribution over n channels of the corresponding independent source component, i.e. the spatial pattern. In order to obtain an estimation of the underlying true source S (the purpose of many ICA problems), this blind separation problem requires finding a linear ''unmixing'' matrix W such that of A. W = [sf 1 ; sf 2 ; · · · ; sf m ] is a m × n matrix and each row of W is a n-channel weight which represents a spatial filter vector, i.e. sf i , i = 1, 2, · · · , m. By applying one spatial filter sf i on the observed n-channel data X , we could extract the estimation of the corresponding source:
In the proposed RSICA algorithm, only the resting-state data X rest were analyzed by the ICA method introduced above and we can acquire the spatial filter set W rest . The spatial filters were utilized for further calculation of the lateralization index and the spatial filtering in later BCI classification.
Prior to data analysis, the original recorded fNIRS data were transformed into the optical density data. Next, in order to remove the physiological noises, e.g. respiration (0.2∼0.5Hz), heart beat (1∼1.5Hz), etc., [3] , the optical density data were band-pass filtered (0.01-0.2 Hz) to retain the task-related signal. Then, the band-pass filtered signals were converted into concentration changes of HbO and HbR using the modified Beer-Lambert law [40] . After that, ICA was performed on the middle 6-minute resting-state HbO and HbR data separately.
In order to reduce the data dimension and improve the robustness of ICA, the 38-channel (n = 38 in the present study) fNIRS data were analyzed by PCA before preforming ICA. Following previous studies [38] , we retained 15 principal components which accounted for at least 90% data variance for all participants.
FastICA v2.5 toolbox was used to perform ICA decomposition [41] , [42] , with the ICCSSO package [43] to get a reliable estimate of the ICs by running ICA for multiple times [44] (25 times in this study). After performing ICA on the resting-state data X rest , the corresponding 15 spatial filters W rest = [sf 1 ; sf 2 ; . . . ; sf 15 ] were obtained for each participant.
2) IDENTIFY THE MOTOR IMAGERY TASK RELATED IC S
In order to find the ICs most likely related to motor imagery tasks, a lateralization index was proposed to quantify the VOLUME 7, 2019 extent of biased spatial filter weights from left to right hemisphere channels in this study. IC with a higher lateralization index (corresponding to a spatial filter with more biased weights from left to right hemisphere) was assumed to be more related to the hand motor function and therefore the motor imagery tasks. The assumption was derived upon the observations in previous motor imagery BCI studies [45] - [47] , where a strong lateralized activation (usually contralateral) of the sensorimotor regions was associated with the imagined hand movement side.
In detail, the lateralization index L i of the i th IC was defined as the weighted difference between the spatial filters of the left and right hemispheres as follows:
where n 2 = 19 in this study, sf i_left and sf i_right represent the coefficients of the corresponding spatial filters sf i over the left and right hemisphere symmetrical channels respectively, and P depicts the contribution from different channels. Since channels nearer to the sensorimotor regions contribute more to the lateralization, the corresponding weight coefficients in P were set larger. To simply, in the left hemisphere, the P values of channel group I (channel 1, 4, 5, 6, 12, 14, 15 and 22), channel group II (channel 2, 3, 17, 18 and 21) and channel group III (channel 7, 8, 9, 10, 11 and 13) were empirically set to be 0.5, 0.75, and 1, respectively. The value of P showed an increasing trend of contribution to lateralization when channels get closer to the sensorimotor regions. The right hemisphere channels shared the same P parameters with the symmetrical channels on the left hemisphere. Note that, the values of P may affect the identification of the motor imagery related ICs in the next step. Here, P values of three channel groups were simply set as [0.5, 0.75, 1]. We have tried other P values choices among the range [0.5 ± 0.15, 0.7 ± 0.2, 1], and the classification accuracies varied very slightly, and would not affect the main conclusions of this paper. It showed that the proposed method is robust to the selection of P values.
According to our assumption, IC with largest lateralization index was most related to hand motor imagery tasks. By ranking the lateralization indices of 15 spatial filters, the motor imagery task related spatial filters sf task_related can be identified, as shown in Fig. 3 .
So far, we have extracted the useful task-specific information from the resting-state data. Compared with the conventional methods by which a large amount of labelled training data would be needed to obtain the task-specific information, RSICA made good use of the resting-state data to obtain the task-specific information and thus was expected to reduce the training burden.
3) SPATIAL FILTERING
After identifying the most likely motor imagery related spatial filters sf task_related from resting-state data, we could apply it to single trial motor imagery data X task to extract the task-specific components s task :
where h was the number of selected resting-state spatial filters. In the present study, the spatial filters corresponding to ICs with the top two largest lateralization indices were used to filter the single trial motor imagery data in the RSICA algorithm, i.e. h = 2. Based on the assumption of an invariant spatial pattern between resting-state and motor imagery task state, task related information could be extracted. Compared with the original multichannel motor imagery data X task , the dimension of spatial filtered data s task was greatly reduced, and the signal-to-noise ratio of motor imagery related activities would be increased as well. Thus, RSICA can reduce the need for labelled training data.
4) FEATURE EXTRACTION AND CLASSIFICATION
Here we chose two representative features, mean and slope of the filtered data for classification [3] . Mean represents the average activation level over the task period while slope characterizes the raising rate of activation. First order coefficient from linear fitting was taken as slope, and mean was calculated as it was. For both features, the time window was 2-17 seconds after the onset of task considering the typical approximate 2 seconds fNIRS signal delay [3] .
Both HbO and HbR features were used for classification. Therefore, there were 8 features (2 ICs by 2 hemoglobin types by 2 feature types) for each trial. The Linear discriminant analysis (LDA) classifier was simple, low computation required and less prone to overfitting, and it was the most commonly used classifier in fNIRS-BCI studies [3] . Therefore, we also used LDA for further classification.
In RSICA algorithm, since the spatial filters were acquired from the resting-state data, the labelled motor imagery data were only used to construct the classifier. Compared with the traditional methods which need the labelled motor imagery data to construct both the spatial filter and classifier, RSICA algorithm was expected to utilize less labelled motor imagery data to achieve an equivalent performance. If true, this would be the most significant advantage of the RSICA algorithm.
To verify this assumption, we evaluated the performance of RSICA using training datasets at different sizes. The initial training dataset included 8 trials which was equal to the number of features, and 2 trials were added to the training dataset each time until it reached a maximum number of 38 trials. In the case of training dataset with k trials, where k = 8, 10, · · · , 38, the classification accuracy was calculated by a cross-validation strategy over 10 iterations. And for each iteration, k trials were randomly selected as the training dataset and the left 40 − k trials were used as the validation dataset. The classification accuracies of all iterations were averaged as the final classification accuracy of the training dataset with k trials.
Next, the performance of RSICA algorithm was further evaluated against that of two widely used algorithms, i.e. CSP-based spatial filtering and shrinkage LDA. CSP [13] , [14] is a very popular algorithm applied on the EEG-based BCI applications also on the fNIRS-based BCI applications to obtain the task-specific spatial filters [48] . The data of 2-17 seconds after the onset of task were used to compute the CSP spatial filters, and the spatial filters of the first and last components were used. Shrinkage LDA [49] , [50] is an efficient method to optimize features by mitigating the negative effect resulted from the use of high dimensional feature vectors. It has already been used in the fNIRS-based BCI applications in several previous studies [51] - [53] . In this study, in order to make a relatively fair comparison, the strategies for feature extraction, classification and cross-validation of CSP and shrinkage algorithms were kept consistent with those of RSICA. For shrinkage, all 38 channels participated in the feature extraction. For RSICA and CSP based spatial filtering methods, the same 8 features (2 components by 2 hemoglobin types by 2 feature types) were extracted from the spatial filtered data. The number of features of shrinkage LDA for each trial was 152 (38 channels by 2 hemoglobin types by 2 feature types).
5) PAIRED T-TESTS AND PEARSON'S CORRELATION
To investigate whether there were significant differences on the classification performance, paired t-tests were conducted on the classification results obtained by using three different methods (RSICA versus CSP, RSICA versus shrinkage and CSP versus shrinkage) with each value of k trials.
On the other hand, to verify the effectiveness of lateralization index, Pearson's correlation analysis between the group-averaged lateralization indices (ranking from small to large) and the corresponding group-averaged classification accuracies was conducted, for all ICs and for both HbO and HbR. Here, the classification accuracy was obtained by using a classifier constructed by 2 features (1 IC by 1 hemoglobin by 2 feature types) and leave-one-out cross-validation was used.
III. RESULTS
A. THE MOTOR IMAGERY TASK RELATED ICS AT THE RESTING STATE
As shown in Fig. 3, 15 ICs for a typical participant (participant 2, HbR) are presented and ordered according to the value of lateralization index. The spatial patterns of three typical ICs with distinctive lateralization indices are displayed. There is an obvious trend that large lateralization index leads to heavily biased spatial distribution and vice versa. The IC with highest lateralization index shows extraordinarily high values in the left and right sensorimotor areas, indicating its strong correlation to the motor imagery tasks. These results were consistent with our assumption that the lateralization index of IC is strongly related to motor imagery tasks.
To further investigate the relation of lateralization index with motor imagery tasks, IC with highest lateralization index in each participant was picked and its normalized spatial pattern was depicted on the right side of Fig. 4 , with upper for HbO and lower for HbR. It is shown that higher lateralization indices correspond to ICs with more biased amplitudes over left and right sensorimotor areas, with uncertain signs. Since direct averaging over all picked ICs would possibly make the bias amplitudes with different signs counteract with each other, group averaging was done on the absolute values of all normalized spatial patterns on the right side of Fig. 4 , in terms of HbO and HbR, respectively. The normalized group-average results are shown on the left side in Fig. 4 , upper one for HbO and lower one for HbR.
We can see that the group-averaged spatial patterns of both HbO and HbR show dipolar-like spatial distributions and the weights in the sensorimotor areas (both left and right hemispheres) are relatively larger than those of the peripheral channels. Nevertheless, by checking the signal quality of channel-wise original data, we found that the extremely high activation of the channels on right up side may be caused by the high noise level of the original data [38] . Though the results were not perfect for all participants, more than half of the participants' spatial patterns showed a typical dipolarlike distribution in the sensorimotor areas. This implied that the lateralized ICs extracted from the resting-state data were consistent with the motor imagery brain activities [19] , [54] . higher classification accuracies. These results further verified that the lateralization index was an effective criterion to identify the motor imagery task related ICs. Fig. 6 demonstrates the group-averaged classification accuracies of RSICA, CSP and shrinkage with different sizes of training dataset.
C. GROUP-AVERAGED AND INDIVIDUAL CLASSIFICATION ACCURACY
As shown in Fig. 6 , RSICA outperforms both CSP-based and shrinkage methods when the number of training trials exceeds eight. There is a rapid growth on the classification accuracy of RSICA when the number of training trials increases from 8 to 20. And this growth rate becomes gentle when the number of training trials is over 20. It is shown that RSICA requires only 22 training samples to achieve a mean classification accuracy of 70% (the general threshold of an acceptable accuracy for practical binary BCI systems [55] ), while CSP requires more than 36 training trials and shrinkage requires even more to reach a similar accuracy level.
To quantify whether RSICA outperforms other two methods under different data sizes, paired t-tests were done between the classification accuracies of RSICA and CSP-based methods and between those of RSICA and shrinkage methods, respectively, under different data sizes. Results showed that RSICA surpassed CSP significantly when the training data were from 10 to 20 trials and surpassed shrinkage when the training data were from 12 to 24 trials, respectively (p < 0.05). However, when the size of training data exceeds 20 trials, the above differences became insignificant. Our results indicated that RSICA may probably outperform CSP and shrinkage methods when a relatively small size of training dataset was available. In other words, RSICA could significantly reduce the training time while maintaining an acceptable level of classification accuracy.
The comparisons among the three methods above are in a group-average sense, without individual details. In Fig. 6 , it is obviously shown that RSICA outperforms both CSP-based and shrinkage methods when the training dataset changes from 12 to 20 trials. As a result, Table 1 demonstrates the detailed classification accuracies obtained by using the three methods on all participants when the number of training trials equals to 12 and 20, respectively. Besides, in order to quantitatively show how much extent RSICA outperforms the other two methods on every participant, for each size of training data (from 12 trials to 20 trials), the classification accuracy differences between RSICA and CSP (RSICA -CSP) and those between RSICA and shrinkage (RSICA -shrinkage) were calculated and averaged with respect to each participant over different data sizes. These data are shown in the right two columns of Table 1 . Specifically, the increase in classification accuracy of the proposed RSICA as compared to those of CSP and shrinkage by overall mean ± SD values are 7.0% ± 6.7% and 5.9% ± 5.9%, respectively. A closer look at the individualized results further revealed that the RSICA method consistently yielded better or comparable results as compared with CSP and shrinkage methods. The maximal gain in classification accuracy with 20 trials was >15% and no participant showed a reduction of accuracy more than 4%. In other words, even if the gain was not of a noticeable magnitude for some participants, the application of the RSICA would not worsen the BCI performance.
IV. DISCUSSION
The present study proposed and validated a resting-state ICA based spatial filtering algorithm for fNIRS-based motor imagery BCIs. By extracting motor imagery related useful information from the 8-minute resting-state data using the ICA method, the proposed RSICA algorithm was able to reach a relatively satisfactory classification accuracy which was ∼7% higher than those of two classical algorithms (CSP and shrinkage), under the same small size of training dataset. For acquiring a similar level of classification accuracy (i.e. 70%), the amount of training data required could be reduced from 36 trials (CSP) to 22 trials (RSICA). The proposed algorithm is potentially useful for practical fNIRS-based motor imagery BCIs where the training time is strongly desired to be reduced.
We proposed a lateralization index for the automatic selection of ICs for feature extraction and classification. The lateralization index was shown to be effective by its significantly high and positive correlation with the classification accuracy: generally, ICs with higher lateralization indices indeed showed higher classification accuracies (see Fig. 5 ). Although a similar idea has been proposed in a previous EEG-based motor imagery BCI study [19] , the selection was more challenging in our study: the EEG-based IC selection could rely on both the spectral (i.e. mu rhythm) and spatial information, whereas only spatial information was available for fNIRS. Nevertheless, the effectiveness of our method suggested that this selection criterion is neurophysiologically plausible and the ICs with heavily lateralized spatial filter weights over the sensorimotor regions would be highly likely to be involved in the hand motor imagery task.
More importantly, compared to conventional algorithms, the RSICA algorithm achieved significantly higher classification accuracies when a small training dataset (with a total number of 12 to 20 trials) was used. In other words, smaller training data were required by the proposed RSICA algorithm to reach a certain classification accuracy. Our results VOLUME 7, 2019 showed that with a training dataset of 20 trials, the proposed method was able to approach a classification accuracy of 70% which is an empirical accuracy threshold for acceptable practical BCIs. Using either the CSP or the shrinkage methods, the amount of data needs to be doubled (i.e. about 40 trials) so as to reach a similar level of accuracy. Moreover, compared with the laborious recording of task-based training data, resting-state data recording is easier and more user friendly. Therefore, by using the proposed RSICA method, the training time and burden for the BCI users could be substantially reduced, and a significant alleviation of the user's task burden could be expected.
It should be noted that the proposed method is motivated by a theoretical consideration on the neurophysiological basis of motor imagery. The superior performance of the proposed RSICA method as compared to the traditional methods implies that the identified independent components by their lateralization index could better reflect the underlying neural activities accompanying motor imagery. While the ICA method has previously been demonstrated to be effective in extracting neurophysiologically plausible components [19] , [30] , [38] , here we show that the ICs with lateralized weights over the sensorimotor regions could be closely related to motor imagery functioning. Besides the overall better performance of the proposed method, the extracted ICs indeed had a similar sensorimotor activation pattern as in previous neuroscience studies on sensorimotor functional regions [45] - [47] and the individual-based correlation between the lateralization index and the classification accuracy provides further support for a sound neurophysiological basis of the extracted IC components. In contrast, the traditional methods such as CSP mainly worked in a purely data-driven manner, making it challenging to extract components with reliable neurophysiological functions, especially given the small training data requirement in BCI application scenarios.
Regarding the practical implication of our study, it should be mentioned that training data are necessary for the proposed RSICA algorithm in two ways. First, the participants need to take part in a resting session for recording their resting-state fNIRS data. Second, the participants still need to perform a number of trials with the motor imagery tasks. Nevertheless, the former session does require additional mental efforts from both the participants and the BCI operators and the latter session is expected to be greatly reduced in length, given a target classification accuracy (i.e. 70%). Taken together, the training burden could be reduced, thus promoting the practicality of fNIRS-based motor imagery BCIs.
Admittedly, several limitations of the present study should be noted. First, while the lateralization index is expected to be neurophysiologically oriented, its current calculation is mainly based on empirically selected parameters that could be further improved. For instance, its parameters such as P values, the channels to be included, etc., should be further tuned with the help of additional experiments focusing the neural mechanisms of motor and motor imagery functions. Second, although consistent results were obtained across participants in favor of our proposed method, the number of participants is relatively small. Validation on a larger sample size is necessary as the next step. In addition, the ICA could benefit from data from a larger group of participants by taking a transfer learning approach towards a more reliable description of the individual models even with only a small training set per participant [56] . Last but not least, the evaluation on the long-term stability of the selected ICs within a single participant was not included in the present study. Further studies in this direction might provide more insight on the motor imagery relevant ICs, towards algorithm optimization.
V. CONCLUSION
The aim of the present study was to reduce the training burden and time by using the spatial filters extracted from the resting-state data to filter the motor-imagery task data. Results showed that the proposed RSICA algorithm outperformed the other two conventional algorithms CSP and shrinkage significantly under the conditions of smaller training datasets. This suggested that our approach is potentially useful for practical applications of fNIRS-based motor imagery BCIs where a reduced calibration time is highly desirable.
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