Introduction
Let M 0 be a smooth Riemann surface with boundary, equipped with a metric g. A complex line bundle E on M 0 has a trivialization E ≃ M 0 × C, thus there is a non-vanishing smooth section s : M 0 → E, and a connection ∇ on E induces a complex valued 1-form iX on M 0 (where i = √ −1 ∈ C) defined by ∇s = s ⊗ iX, which means that ∇(f s) = s ⊗ (d + iX)f if d is the exterior derivative. The associated connection Laplacian ( * is the Hodge operator with respect to g) is the operator
acting on complex valued functions (sections of E). When X is real valued, this operator is often called the magnetic Laplacian associated to the magnetic field dX, and the connection 1-form X can be seen as to a connection 1-form on the principal bundle M 0 ×S 1 by identifying iR ⊂ C with the Lie algebra of S 1 . This also corresponds to a Hermitian connection, in the sense that it preserves the natural Hermitian product on E. Let V be a complex valued function on M 0 and assume that the 1-form X is real valued, and consider the magnetic Schrödinger Laplacian associated to the couple (X, V )
(1) L X,V := ∇ X * ∇ X + V = − * (d * +iX ∧ * )(d + iX) + V.
If H s (M 0 ) denotes the Sobolev space with s derivatives in L 2 and Γ ⊂ ∂M 0 is an open subset such that ∂M 0 \Γ contains an open segment, we define the partial Cauchy data space of L X,V to be (2) C X,V,∂M0\Γ := {(u, ∇
where ν is the outward pointing unit normal vector field to ∂M 0 and ∇ X ν u := (∇ X u)(ν) . The first natural inverse problem is to see if the Cauchy data space determines the connection form X and the potential V uniquely, and one easily sees that it is not the case since there are gauge invariances in the problem: for instance, conjugating L X,V by e f with f = 0 on ∂M 0 \Γ, one obtains the same partial Cauchy data space but with a Laplacian associated to the connection ∇ X+df , therefore it is not possible to identify X but rather one should expect to recover the connection ∇ X modulo isomorphism.
It was shown in [13] and [1] that, in the special case when Γ = ∅, the Cauchy data uniquely determines the connection ∇ X up to unitary bundle isomorphisms which are identity on the boundary and the potential V . This was done in [13] through showing that the Cauchy data determines the integrals of X along closed loops modulo integer multiples of 2π. For planar domains, this result was first proved by Imanuvilov-Yamamoto-Uhlmann in [18] assuming only partial data measurement.
For these types of results in Euclidean domains of dimensions three and higher, we refer the readers to the works of Henkin-Novikov [25] , Sun [28, 29] , Nakamura-Sun-Uhlmann in [24] , Kang-Uhlmann in [19] , and for partial data Dos Santos Ferreira-Kenig-Sjöstrand-Uhlmann in [6] . For simply connected planar domains, Imanuvilov-Yamamoto-Uhlmann in [18] deal with the case of general second order elliptic operators for partial data measurement, and Lai [21] deals with the special case of magnetic Schrödinger operator for full data measurement.
For s ∈ N, p ∈ [1, ∞], let us denote by W s,p (M 0 ) and W s,p (M 0 ; T * M 0 ) the Sobolev spaces consisting of functions and 1-forms respectively with s derivatives in L p . If X 1 , X 2 ∈ W 3,p (M 0 ; T * M 0 ) and V 1 , V 2 ∈ W 2,p (M 0 ) for p large, we assume that the partial Cauchy data spaces for L X 1 ,V 1 and L X 2 ,V 2 agree
As the Cauchy data is invariant under the gauge transformation X → X + dζ for ζ ∈ W 4,p (M 0 ) ∩ H 1 0 (M 0 ), we may assume without loss of generality that ι ν (X 1 − X 2 ) = 0. (4) The main result of this paper is the following generalization of the results of [13] : Theorem 1.1. Let X 1 , X 2 ∈ W 3,p (M 0 ; T * M 0 ) be real-valued 1-forms and V 1 , V 2 ∈ W 2,p (M 0 ) be functions such that they satisfy (3) and (4) . Then there exists a non-vanishing function Θ with Θ | ∂M 0 \Γ = 1 such that iX 1 = iX 2 + Θ −1 dΘ and V 1 = V 2 .
To simplify the geometry it is sometimes convenient to consider larger Γ. As such we will prove the following auxiliary theorem. Theorem 1.2. Let X 1 , X 2 ∈ W 3,p (M 0 ; T * M 0 ) be real-valued 1-forms and V 1 , V 2 ∈ W 2,p (M 0 ) be functions such that they satisfy (3) and (4) . Then there exists a subset Γ 0 ⊂ ∂M 0 containing Γ with ∂M 0 \Γ 0 a connected open segment ∂M 0 , and a non-vanishing function Θ with Θ | ∂M 0 \Γ 0 = 1 such that iX 1 = iX 2 + Θ −1 dΘ and V 1 = V 2 .
Note that, unlike Theorem 1.1, we may assume without loss of generality in Theorem 1.2 that ∂M 0 \Γ consists of a small line segment along the boundary. The fact that Theorem 1.1 follows from Theorem 1.2 is a simple exercise in unique continuation and gauge transformation.
An approach to treat this problem in the case when X 1 = X 2 = 0 was developed in [12] . The technique was based on ideas of [17] and [3] of constructing CGO vanishing on Γ whose phase is stationary at a prescribed point. One then applies stationary phase expansion at the critical points to extract point-wise information on the coefficients.
There are two difficulties when applying this technique to prove Theorem 1.2. First, the presence of first order terms in the boundary integral identity causes derivatives of the phase function to appear in the integrand and thus prevent one from obtaining the desired information at the critical points of the phase function. Second, one needs to construction CGO with higher regularity via a "shifted" Carleman estimate. The standard methods of shifting loses track of the boundary structure (see e.g. [6] ) and therefore it is not clear how one can construct CGO with H 1 scl estimates and at the same time vanish on Γ. Chung in [4] resolved the "shifting" issue in R n for n ≥ 3 and our approach is partially inspired by his ideas. In the planar case, Imanuvilov-Uhlmann-Yamamoto in [18] overcame these difficulties by direct computation and our method, based more on geometry, differs significantly from their approach.
The first difficulty is resolved through the use of a new boundary integral identity: Furthermore, for any pair of {F A 1 , F A 2 } satisfying (5) and solutions u j to L X j ,V j u j = 0 u j | Γ 0 = 0 one has
whereũ j = F A j u j and Q j = * dX j + V j .
Note that as both solutions are differentiated only by∂ we can then construct CGO (in Section 5) which are compatible with this differential operator so that the difficulty of the phase function appearing in the integrand would not occur. Arriving at (6) requires one to see how assumption (3) leads to the existence of a holomorphic extension of the function F A 1 F A 2 −1 | ∂M 0 \Γ for any non-vanishing solutions of F −1 A j∂ F A j = iA j . This is achieved by considering the double of Riemann surfaces and exploit the symmetry of the holomorphic extension problem under reflection.
The second difficulty, the one of "shifting" the Carleman estimate, will be treated again by using the reflection principle. In this case we double the bordered Riemann surface and extend the harmonic Carleman weight with reflection principle. On the doubled surface we "shift" the Carleman estimate with the semiclassical pseudodifferential operator hD −1 as in [6] . We then use symmetry to see that this shift operation on the doubled surface actually leaves a large portion of the original boundary intact.
In addition to highlighting the geometric nature of this problem, the approach outlines here allows one to extending the setting of [18] to general surfaces. Furthermore, the program described here can be applied to study a wide range of inverse problems involving the connection Laplacian. In a series of forthcoming articles we will use the approach outlined here to treat:
(1) The partial Cauchy data problem for the Hodge Laplacian on surfaces (see [5] for the higher dimensional case), (2) The partial Cauchy data problem for Dirac systems (the full data case was considered in [1] ), (3) Inverse scattering on surfaces in the presence of magnetic potentials (the special case when X 1 = X 2 = 0 was considered in [10] ). The systematic approach developed here will facilitate future discussions which naturally follow the identifiability result we prove -that of stability, analytic reconstruction, and numerical reconstruction.
2. Harmonic and Holomorphic Morse Functions on a Riemann Surface 2.1. Riemann surfaces. We start by recalling few elementary definitions and results about Riemann surfaces, see for instance [9] for more details. Let (M, g) be a compact connected smooth Riemannian surface with boundary ∂M . The surface M can be considered as a subset of a compact Riemannian surface, for instance by taking the double of M .
The conformal class of g on the closed surface M induces a structure of closed Riemann surface, i.e. a closed surface equipped with a complex structure via holomorphic charts z α : U α → C. The Hodge star operator ⋆ acts on the cotangent bundle T * M , its eigenvalues are ±i and the respective eigenspace T * 1,0 M := ker(⋆ + iId) and T * 0,1 M := ker(⋆ − iId) are subbundle of the complexified cotangent bundle CT * M and the splitting CT * M = T * 1,0 M ⊕T * 0,1 M holds as complex vector spaces. Since ⋆ is conformally invariant on 1-forms on M , the complex structure depends only on the conformal class of g. In holomorphic coordinates z = x + iy in a chart U α , one has ⋆(udx + vdy) = −vdx + udy and
where dz = dx + idy and dz = dx − idy. We define the natural projections induced by the splitting of CT * M
Let us denote CΛ k the complexification of Λ k , then the ∂ and∂ operators can be defined as differential operators ∂ : CΛ 0 → T * 1,0 M and
∂f := π 1,0 df,∂ := π 0,1 df, they satisfy d = ∂ +∂ and are expressed in holomorphic coordinates by
with
Similarly, one can define the ∂ and∂ operators from CΛ 1 to CΛ 2 by setting
There is a natural operator, the Laplacian acting on functions and defined by
where d * is the adjoint of d through the metric g and ⋆ is the Hodge star operator mapping Λ 2 to Λ 0 and induced by g as well.
2.2. Maslov Index and Boundary value problem for the ∂ Operator. In this subsection we consider the setting where M is an oriented Riemann surface with boundary ∂M and
Following [23] (see also [12] ), we adopt the following notations: let E → M be a complex line bundle with complex structure J : E → E and let D :
be a Cauchy-Riemann operator with smooth coefficients on M , acting on sections of the bundle E. Observe that in the case when E = M × C is the trivial line bundle with the natural complex structure on M , then D can be taken to be the operator ∂ introduced in (7). For q > 1, we define
where F ⊂ E | ∂M is a totally real subbundle (i.e. a subbundle such that JF ∩ F is the zero section) and D F is the restriction of D to the L q -based Sobolev space with ℓ derivatives and boundary condition F W ℓ,q
The boundary Maslov index for a totally real subbundle F ⊂ E ∂M of a complex vector bundle is defined in generality in Appendix C.3 of [23] , we only recall the definition in our setting Definition 2.1. Let E = M × C and ∂M = ⊔ m j=1 ∂ i M be a disjoint union of m circles. The boundary Maslov index µ(E, F ) is the degree of the map ρ • Λ : ∂M → ∂M where
is the natural map assigning to z ∈ S 1 the totally real subspace F z ⊂ C, where GL(1, C)/GL(1, R) is the space of totally real subbundles of C, and ρ :
In this setting, we have the following boundary value Riemann-Roch theorem stated in [23] :
Theorem 2.2. Let E → M be a complex line bundle over an oriented compact Riemann surface with boundary and F ⊂ E | ∂M be a totally real subbundle. Let D be a smooth CauchyRiemann operator on E acting on W ℓ,q (M, E) for some q > 1 and ℓ ∈ N. Then 1) The following operators are Fredholm
2) The real Fredholm index of D F is given by
where χ(M ) is the Euler characteristic of M and µ(E, F ) is the boundary Maslov index of the subbundle F .
As an application, we obtain the following (here and in what follows,
Proposition 2.3. (i) For q > 1 and k ∈ N 0 , there exists a bounded operator
is supported in a complex charts U bi-holomorphic to a bounded open set Ω ⊂ C with complex coordinate z, then as operators
where dv g (z) = α 2 (z)dz 1 dz 2 is the volume form of g in the chart.
(iii) For m > 1/2, let f ∈ H m (∂M ) be a real valued function, then there exists a holomorphic
(iv) For k ∈ N and q > 1, the space of W k,q (M ) holomorphic functions on M which are real valued on Γ ′ 0 is infinite dimensional. Proof. (i) Let L ∈ N be arbitrary large and let us identify the boundary as a disjoint union of circles ∂M = m i=1 ∂ i M where each ∂ i M ≃ S 1 . Since Γ ′ 0 can be chosen so that ∂M \Γ ′ 0 is as small as we like, it is sufficient to assume that ∂M \Γ ′ 0 is a connected non-empty open segment of ∂ 1 M = S 1 , and which can thus be defined in a coordinate θ (respecting the orientation of the boundary) by ∂M \Γ ′ 0 = {θ ∈ S 1 | 0 < θ < 2π/k} for some integer k. Define the totally real subbundle of
The map Λ in Definition 2.1 is then given on ∂ 1 M by Λ(e iθ ) = e ia(θ) GL(1, R) and on ∂ 2 M, . . . , ∂ m M by Λ(e iθ ) = e iθ GL(1, R), therefore the Maslov index µ(E, F ) is given by the degree of the map e iθ → e 2ia(θ) on S 1 , and this is given by (a(2π) − a(0))/2π = 2L. By theorem 2.2, D F is surjective if 2χ(M ) + 2L > 0. Since L can be taken as large as we want this establishes the solvability assertion of (i).
To obtain the estimate, we fix L large enough so that 2χ(M ) + 2L > 0 and consider the splitting given by W k+1,q (M ) = ker D F + (ker D F ) ⊥ . By taking a projection one sees that for all ω ∈ W k,q (M ) there exists a unique element u ∈ (ker D F ) ⊥ such that∂u = ω. Therefore we conclude that
is a linear bijection and the uniform boundedness principle gives the desired estimate.
which is a finite dimensional space spanned by some smooth functions ψ 1 , . . . ψ n (by elliptic regularity) on M . Assuming that (ψ j ) j is an orthonormal basis in L 2 , this implies that, on W 1,2
Now we also have∂
and the last operator on the right has a smooth kernel in view of χ∇χ ′ = 0 and the fact that T has a smooth kernel outside the diagonal z = z ′ . Now since
F (M ), we can multiply by∂ −1 on the left of the last identity and obtain
The last two operator on the right have a smooth kernel on M × M , in view of the smoothness of ψ k and the kernel of [∂, χ ′ ]T χ, and since∂
(iii) Let w ∈ H m+ 1 2 (M ) be a real function with boundary value f on ∂M , then by (i) there exists R ∈ H m+1/2 (M ) with R
(iv) Taking the subbundle F as in the proof of (i), we have that dim ker D F = χ(M ) + 2L if L satisfies 2χ(M ) + 2L > 0, and since L can be taken as large as we like, this concludes the proof.
Lemma 2.4. Let {p 0 , p 1 , .., p n } ⊂ M be a set of n + 1 disjoint points. Let c 1 , . . . , c K ∈ C, N ∈ N, and let z be a complex coordinate near p 0 such that p 0 = {z = 0}. Then if p 0 ∈ int(M ), there exists a holomorphic function f on M with zeros of order at least N at each p j , such that f is real on
the same is true except that f is not necessarily real on Γ ′ 0 . Proof. First, using linear combinations and induction on K, it suffices to prove the Lemma for any K and c 0 = · · · = c K−1 = 0, which we now show. Consider the subbundle F as in the proof of (i) in Proposition 2.3. The Maslov index µ(E, F ) is given by 2L and so for each N ∈ N, one can take L large enough to have µ(F, E) + 2χ(M ) ≥ 2N (1 + n). Therefore by Theorem 2.2 the dimension of the kernel of ∂ F will be greater than 2(n + 1)N . Now, since for each p j and complex coordinate z j near p j , the map u
linear, this implies that there exists a non-zero element u ∈ ker D F which has zeros of order at least N at all p j .
First, assume that p 0 ∈ int(M ) and we want the desired Taylor expansion at p 0 in the coordinate z. In the coordinate z, one has u(z) = αz M + O(|z| M +1 ) for some α = 0 and
is a smooth cut-off function supported near p 0 and which is 1 near p 0 = {z = 0}. Since M ≥ N > 1, this function has a pole at p 0 and trivially extends smoothly to M \{p 0 }, which we still call r K . Observe that the function is holomorphic in a neighbourhood of p 0 but not at p 0 where it is only meromorphic, so that in M \ {p 0 }, ∂r K is a smooth and compactly supported section of T * 0,1 M and therefore trivially extends smoothly to M (by setting its value to be 0 at p 0 ) to a one form denoted ω K . By the surjectivity assertion in Corollary 2.3, there exists a smooth function R K satisfying ∂R K = −ω K and that R K | Γ ′ 0 ∈ R. We now have that R K + r K is a holomorphic function on M \{p 0 } meromorphic with a pole of order M − K at p 0 , and in coordinate z one has
we have the desired holomorphic function. Note that f also vanish to order N at all p 1 , . . . , p n since u does. This achieves the proof. Now, if p 0 ∈ ∂M we can consider a slightly larger manifold M ′ containing M and we apply the the result above.
We conclude this subsection with the following estimate for the operator∂ −1 e 2iψ/h . 
There exists ǫ > 0 and C > 0 such that for all ω ∈ W 1,p
Observe that the estimate (10) is a direct corollary of (9) and (8) by using interpolation. We recall the Sobolev embedding W 1,p (M ) ⊂ C α (M ) for α ≤ 1 − 2/p if p > 2, and we shall denote byT the Cauchy-Riemann inverse of ∂z in C:
Since ω is compactly supported in a chart U biholomorphic to a bounded domain Ω ⊂ C, and since the estimates will be localized, we can assume with no loss of generality that ψ has only one critical point, say z 0 ∈ Ω (in the chart). The expression of∂
where K is an operator with smooth kernel and χ ∈ C ∞ 0 (C) is identically 1 on U .
Let us first prove (8) . Let χ δ ∈ C ∞ 0 (C) be a function which is equal to 1 for |z − z 0 | > 2δ and to 0 in |z − z 0 | ≤ δ, where δ > 0 is a parameter that will be chosen later (it will depend on h). Using Minkowski inequality, one can write when q < 2
On the support of χ δ , we observe that since χ δ = 0 near z 0 , we can use
and the boundedness of T on L q to deduce that for any q < 2
The first term is clearly bounded by δ −1 f L ∞ due to the fact that ψ is Morse. For the last term, observe that since ψ is Morse,
The second term can be bounded by ||
grows like δ −2 ,∂χ δ is only supported in a neighbourhood of radius 2δ. Therefore we obtain
The third term can be estimated by
Combining these four estimates with (12) we obtain
Combining this and (11) and optimizing by taking δ = h 1/3 , we deduce that
We now move on to the smoothing part given by K(e −2iψ/h f ). Take χ to be a compactly supported function in Ω such that it is equal to 1 on the support of f , we see that
By applying stationary phase, we easily see that
For the first term, we write f := f − χf (z 0 ) and we integrate by parts to get, for some smoothing operator K ′
By the fact that K and K ′ are smoothing, we see that for all
Using the fact that ψ is Morse, the Sobolev embedding W 1,p ⊂ C α for α = 1 − 2/p and f (z 0 ) = 0, we can estimate the last term by C f W 1,p if p > 2. Therefore,
for any q ∈ [1, ∞] and p > 2. Combining (14) and (13) we see that (8) is established.
Let us now turn our attention to the case when ∞ > q ≥ 2, one can use the boundedness of T on L q and thus (15) ||χT
Now since χ δ = 0 near z 0 , we can use
and the boundedness of T on L q to deduce that for any q ≤ p, (12) holds again with all the terms satisfying the same estimates as before so that
since now q ≥ 2. Now combine the above estimate with (15) and take δ = h 1 2 we get
The smoothing operator K is controlled by (14) for all q ∈ [1, ∞] and therefore we obtain (9). 
, and so it is a Banach subspace of
For allΓ 0 ⊂ ∂O such that the complement ofΓ 0 contains an open subset, we define
We now show Proof. We use an argument very similar to those used by Uhlenbeck [30] . We start by defining m :
This is clearly a smooth map, linear in the second variable, moreover m u := m(., u) = (·, du(·)) is Fredholm since O is finite dimensional. The map u is a Morse function if and only if m u is transverse to the zero section, denoted
which is equivalent to the fact that the Hessian of u at critical points is non-degenerate (see for instance Lemma 2.8 of [30] ). We recall the following transversality theorem ([30, Th.2]):
, and W are separable Banach manifolds with W and X of finite dimension. Let
, more precisely it is a residual set.
We want to apply it with X := O, W := T * O and W ′ := T * 0 O, and the map m is defined above. We have thus proved Lemma 2.6 if one can show that m is transverse to
where Hess p u is the Hessian of u at the point p, viewed as a linear map from . Furthermore, for a given complex coordinate z near p = {z = 0}, we can arrange them to have series expansion v(z) = z + O(|z| 2 ) andṽ(z) = iz + O(|z| 2 ) around the point p. We see, by coordinate computation of the exterior derivative of Im(v) and Im( v), that d Im(v)(p) and d Im(ṽ)(p) are linearly independent at the point p. This shows our claim and ends the proof of Lemma 2.6 by using Theorem 2.7.
We now proceed to show that the set of all functions u ∈ HΓ 0 such that u has no degenerate critical points onΓ 0 is also residual. Proof. The proof is quite similar to that of Lemma 2.4. By Lemma 2.4, we can choose a holomorphic function v ∈ C k (Ō) such that v(p) = 0 and Im(v)|Γ 0 = 0, then either ∂v(p) = 0 and we are done, or ∂v(p) = 0. Assume now the second case and let M ∈ N be the order of p as a zero of v. By Riemann mapping theorem, there is a conformal mapping from a neighbourhood U p of p inŌ to a neighbourhood {|z| < ǫ, Im(z) ≥ 0} of the real line Im(z) = 0 in C, and one can assume that p = {z = 0} in these complex coordinates.
is a real valued function with χ(z) = 1 in {|z| < ǫ/2}. Then∂r vanishes in the pointed disc 0 < |z| < ǫ/2 and it is a compactly supported smooth section of T * 1,0Ō outside, it can thus be extended trivially to a smooth section of T * 1,0Ō denoted by ω. We can then use (i) of Corollary 2.3: there is a function R such that∂R = −ω and Im(R)|Γ 0 = 0, and so∂(R + r) = 0 in O \ {p} and R + r is real valued onΓ 0 (remark that r is real valued onΓ 0 ) and has a pole at p of order exactly M − 1. We conclude that u := v(R + r) satisfies the desired properties, it vanishes at p but with non zero complex derivative at p. Proof. By Riemman mapping theorem, there is a conformal transformation mapping a neighbourhood of p inŌ to a half-disc D := {|z| < ǫ, Im(z) ≥ 0} and ∂Ō = {Im(z) = 0} near p. Denoting z = x + iy, one has (∂ 2 x + ∂ 2 y )φ = 0 in D and ∂ 2 x φ| y=0 = 0, which implies ∂ 2 y φ(p) = 0. Since ∂ ν = e f ∂ y and ∂ τ = e f ∂ x for some smooth function f , and since dφ(p) = 0, the conclusion is then straightforward.
Let N * ∂Ō be the conormal-bundle of ∂Ō and N * Γ 0 be the restriction of this bundle toΓ 0 . Denote the zero sections of these bundles respectively by N * 0 ∂Ō and N * 0Γ 0 . We now define the map 
Proof. This can be seen by the fact that for all p ∈Γ 0 such that b u (p) = (p, 0),
At a point (p, u) such that b(p, u) = 0, a simple computation yields that the differential
This observation combined with Lemma 2.8 shows that for all (p, u) ∈Γ 0 × HΓ We are now in a position to give a proof of the main proposition of this section. such that v j → v in C k (M ) for any fixed k large. By Cauchy integral formula, there exist harmonic conjugates u j of v j such that f j := u j + iv j → f in C k (M ). Let ǫ > 0 be small and let U ⊂ O be a neighbourhood containing p and no other critical points of f , and with boundary a smooth circle of radius ǫ. In complex local coordinates nearp, we can identify ∂f and ∂f j to holomorphic functions on an open set of C. Then by Rouche's theorem, it is clear that ∂f j has precisely one zero in U and v j never vanishes in U if j is large enough.
Fix Φ to be one of the f j for j large enough. By construction, Φ is Morse in O and has no degenerate critical points on Γ ′ 0 ⊂Γ 0 . We notice that, since the imaginary part of Φ vanishes on all ofΓ 0 , it is clear from the reflection principle applied after using the Riemann mapping theorem (as in the proof of Lemma 2.9) that no point on Γ ′ 0 ⊂Γ 0 can be an accumulation point for critical points. Now ∂M \Γ ′ 0 is contained in the interior of O and therefore no points on ∂M \Γ ′ 0 can be an accumulation point of critical points. Since Φ is Morse in the interior of O, there are no degenerate critical points on ∂M \Γ ′ 0 . This ends the proof.
Doubling of Riemann Surfaces.
We describe the construction of a double of a bordered Riemann surface outlined in [9] . Let M and M ′ be two copies of a bordered Riemann surface. We construct the closed surface M D := M ∪ M ′ by identifying points p ∈ ∂M with its copy p ′ ∈ ∂M ′ . We take in the interior of M the existing holomorphic coordinates while on M ′ the holomorphic coordinates are precisely the complex conjugate of those on M . To construct coordinate charts along the boundary ∂M , if U is a small neighbourhood in M D containing p ∈ ∂M such that U ∩ ∂M is an open segment we take a holomorphic chart which maps U ∩ M conformally to the upper half plane such that U ∩ ∂M is mapped to a segment of the real axis. We can then apply the reflection principle to obtain a holomorphic coordinate chart around p ∈ ∂M . Let M be a bordered Riemann surface which is isometric to the flat cylinder ([0, ǫ]×S 1 , dt 2 + dθ 2 ) near each of its boundary components. If q 0 ∈ ∂M , define M ′ 0 ⊂ M by removing a small interior closed half-disk around q 0 of radius δ > 0 and let Γ ′ be defined by
is half of the surface obtained by removing a whole disk from M D .
On every doubled Riemann surface M D there exists an anti-conformal involution R satisfying R(M ) = M ′ and is the identity on the boundary ∂M . Since the metric g on M is assumed to be of the form dt 2 + dθ 2 near ∂M , it extends smoothly to a metric on M D by the relation R * g = g. It is easily checked that if Φ is a holomorphic function on M ′ 0 satisfying the boundary condition Φ | Γ ′ ∈ R, then Φ extends to be a holomorphic function onṀ D by the relation (R * Φ) =Φ. Similarly, if η is a holomorphic 1-form with boundary condition ι * ∂M ′ 0 η | Γ ′ ∈ R, then η extends to be a holomorphically toṀ D by the relation R * η =η.
Conversely, if Φ is a holomorphic function onṀ D , we say it is conjugate even/odd if (R * Φ) = ±Φ and we adopt the same terminology for holomorphic forms. It is easily seen that the set of even holomorphic functions/1-forms are precisely the reflected ones described above.
Boundary Values of Meromorphic Functions.
In this section we characterize the boundary value of holomorphic/meromorphic functions on the surfaceṀ D . These characterizations will be useful in boundary identification and in proving Proposition 1.3. We begin by stating a well-understood orthogonality condition for boundary values of holomorphic functions (see eg. [13] ).
,p (∂Ṁ D ) be a complex valued function. Then f is the restriction of a holomorphic function which is differentiable up to the boundary if and only if
We would like to generalize this statement to that of meromorphic functions with prescribed poles of certain order. As such we consider the following
D ) with the property η(p j ) = 0 to k-th order, then f is the restriction of a meromorphic function which is smooth up to the boundary and whose only poles lie in the interior points {p 0 , .., p N } ∩Ṁ D . Furthermore the poles are of order at most k.
Proof. Let
is the restriction of the meromorphic function Ga a and since the zeros of a are isolated, this meromorphic function is continuous up to the boundary. As such, the singularities of Ga a are precisely the interior zeros of a.
Let us now consider another holomorphic function a ′ with isolated zeroes vanishing exactly to k-th order at {p 0 , .., p N }. By using Lemma 2.4, we may construct a ′ in such a way that a and a ′ do not have common zeroes in the interior other than {p 0 , .., p N } ∩Ṁ D . We repeat the above argument for a ′ to show that f =
Unique continuation for meromorphic functions forces the identity
The fact that the only common interior zeroes for a and a ′ are {p 0 , .., p N } ∩ M ′ 0 ensures that they are the only poles and that they are of order at most k. Thus we conclude that f extends to a meromorphic function differentiable up to the boundary whose only poles are {p 0 , .., p N }∩Ṁ D of degree at most k.
Observe that if R is the involution defined in Section 2.4, then every holomorphic function Φ and 1-form η can be decomposed into their conjugate even and odd part by writing
As one can transform between conjugate even and odd functions via multiplication with i ∈ C, one has that a smooth function 
Shifted Carleman Estimates and H 1 Solvability
In this section, we prove a shifted Carleman estimate on a Riemann surface using harmonic Morse weights. The estimate will have boundary conditions similar to the ones established in [4] . We show the following estimate for M ′ 0 , M , and Γ ′ described in Section 2.4:
Note that since ∆ e K g = e K ∆ g it suffices to prove Proposition 3.1 for a conformal representative of g which is isometric to the flat cylinder near ∂M . The important feature in Proposition 3.1 is that Γ ′ is the common boundary component of M ′ 0 and M . This allows us to deduce the following semiclassical solvability while controlling the solution on a part of the boundary.
Corollary 3.1. Let ϕ be as in Proposition 3. 3.1. Shifted Estimate on M D . In this section let M , M D , and the metric g be as described in the construction given in Section 2.4. We prove in the setting the following estimate:
There exists an h 0 > 0 such that for all h ∈ (0, h 0 ) and u ∈ C ∞ 0 (Ṁ D ) we have
Proof. By Lemma 3.2 of [11] one has the L 2 Carleman estimate
) be a cutoff so that χ = 1 onṀ D and apply the above inequality to χ hD −1 u for u ∈ C ∞ 0 (Ṁ D ) where hD −1 is the elliptic semiclassical pseudodifferential operator obtained by quantizing the symbol ξ −1 := (1 + |ξ| 2 g ) −1/2 ∈ S −1 (T * M D ). Standard commutator calculus yields that
We compute the second term directly to obtain
and see that it can therefore be absorbed into the right side of inequality (17) . Similarly if we write e −ϕǫ/h h 2 ∆ g e ϕǫ/h = A + iB where
we see that the third term on the left side of (17) can be written as
which leads to the estimate
and therefore can again be absorbed into the right side of inequality (17).
Reflection Argument.
In this section we apply a reflection argument to prove Proposition 3.1. We first prove the estimate for the special case when X = V = 0.
If u is an element of C ∞ 0 (M ′ 0 ), letũ denote its odd reflection which is an element of C ∞ 0 (Ṁ D ) which extends trivially to a smooth odd function on M D . We can now apply Lemma 3.2 to the compactly supported functionũ ∈ C ∞ 0 (Ṁ D ) to obtain
) We now would like to use the symmetry ofũ with respect to the pull-back by R to argue that this estimate is comparable to the analogous one on M . This can be done with the help of the following Lemma 3.3. Letũ ∈ C ∞ (M D ) be an odd function with respect to the involution R, that is,
Indeed, sinceũ is odd and ϕ ǫ is even we have that e −ϕǫ/h h 2 ∆ g e ϕǫ/hũ is also a smooth odd function on M D . Thus we can apply Lemma 3.3 to e −ϕǫ/h h 2 ∆ g e ϕǫ/hũ to obtain
We complete this subsection we must provide Proof of Lemma 3.3. We compute directly the H
wherev is the unique maximizer inv ∈ H 1 (M D ) with v H 1 scl (M D ) = 1. We decomposev into its odd and even parts by writinĝ
Observe that since u is odd by assumption we have
and thus we can write
Note that since M Dv +v− = 0 and M D dv + , dv − = M D ∆v +v− = 0, we can write the
. From this we can conclude thatv − is in the unit ball of H 1 scl (M D ) and by the uniqueness of maximizer we have thatv − =v. Furthermore, sincev − is odd, it vanishes along the fixed points of the involution R. As the involution R fixes the boundary ∂M , this means that
. So by (18) we have that
This inequality goes the other direction by observing that for odd functions u ∈ C ∞ (M D ) we have
3.3. Proof of Proposition 3.1. By Lemma 3.2 we have for u ∈ C ∞ 0 (M ′ 0 ) the estimate for the Laplacian with convexified weights:
). If we replace ∆ g by the operator L X,V := (d + iX) * (d + iX) + V we will obtain errors on the left side:
for some Q ∈ L ∞ . Since X ∈ W 1,∞ (M ) and Q ∈ L ∞ (M ) all the errors on the left side can be absorbed into the right side of the inequality. We now replace u in the above estimate by 
Boundary Determination
We begin the section by stating the local boundary determination result. The statement was proven in the Euclidean case by [2] and [26] . A slight generalization to the case of Riemann surfaces was done in [13] . The results are statement for the global Dirichlet-Neumann map but as the methods are local they can be generalized without modification to show Proposition 4.1. Let X 1 , X 2 ∈ W 3,p (M ; T * M 0 ) be real-valued 1-forms and V 1 , V 2 ∈ W 2,p (M 0 ) be functions. If assumptions (3) and (4) are satisfied then ι * ∂M 0
An immediate consequence of this is the following. If M is a surface containing M 0 such that Γ ⊂ ∂M 0 ∩ ∂M and M \M 0 is simply connected, then there exists W 1,∞ (M ) and L ∞ (M ) extensions of X j and V j respectively such that
Furthermore, on the surface M the Cauchy data for the extended coefficients, which we still denote by X j and V j , satisfy
Observe that if one multiplies the metric g by a conformal factor e K , the above relation for the Cauchy data holds for V j replaced by e −K V j . As such we may assume without loss of generality that for each connected component of ∂M there exists an interior neighbourhood which is isometric to the flat cylinder [0, ǫ] × S 1 with metric dt 2 + dθ 2 ( [22] ). Furthermore, if q 0 ∈ ∂M \Γ and δ > 0 are chosen so that M 0 is contained in
We summarize this discussion in the following Corollary 4.1. Let M and M ′ 0 be the surfaces defined above. There exists W 1,∞ (M ) and L ∞ (M ) extensions to the coefficients X j and V j respectively such that on M one has
The advantage in working with M ′ 0 ⊂ M with flat cylindrical metric near ∂M is that its double as a subset of M D with metric given by R * g = g is a manifold with both smooth metric and boundary.
Boundary Values of F A j . Let M and M ′
0 be the surface constructed in the previous section. Let X ∈ W 1,∞ (M, T * M ) be a real-valued 1-form on M which can be decomposed into its T * 0,1 M and T * 1,0 M component which we denote by A andĀ respectively. If Γ ′ := ∂M ′ 0 ∩∂M , Proposition 2.3 asserts that for all p ∈ (1, ∞) one can find α ∈ W 2,p (M ) which is real-valued along Γ ′ solving∂α = A so that
Of course, e iα is not the unique non-vanishing solution to this boundary value problem. Indeed, one can multiply e iα by any non-vanishing holomorphic function which is unitary along Γ ′ to obtain another solution. It turns out the solutions of these boundary value problems are closely related to the Cauchy data of L X,V .
Proof. Since (ii) and (i) are equivalent we will only prove (ii).
Since α j | Γ ′ ∈ R, one can define a Lipschitz piece-wise smooth function
In fact one can show that F 1,2 ∈ W 2,p (Ṁ D ). Indeed, since Im(α 1 − α 2 ) vanishes along Γ ′ by assumption, its odd extension across Γ ′ is an element of W 2,p (Ṁ D ). To show that F 1,2 ∈ W 2,p (Ṁ D ) we need to check that the even extension across Γ ′ of Re(α 1 − α 2 ) has two derivatives as well. This is equivalent to showing that ∂ ν Re(α 1 − α 2 ) vanishes along Γ ′ . This can be done by using ν, X 1 − X 2 = 0 along ∂M (Corollary 4.1 ) and the fact that
Writing this out in boundary normal coordinates yields that ∂ ν Re(α 1 − α 2 ) = 0 along Γ ′ and thus
We have the following Lemma for the boundary value of 
and
Proof. We will only prove the statement for F A j as the one for FĀ j can be achieved by the same argument. Let M be a surface with boundary containing M 0 such that Γ ⊂ ∂M 0 ∩ ∂M . Define M ′ 0 by removing a small half-disk around boundary point q 0 ∈ ∂M \Γ such that M 0 ⊂ M ′ 0 and Γ ′ := ∂M ′ 0 ∩ ∂M compactly contains Γ. By Corollary 4.1 there exists W 1,∞ (M ) extensions of X j and V j respectively such that
Observe that since X j | M 0 ∈ W 3,∞ (M 0 ) elliptic regularity stipulates that α j ∈ W 4,p loc (M 0 ) for all p ∈ (1, ∞). Proposition 4.2 asserts that the boundary value e i(α 1 −α 2 ) | ∂M ′ 0 \Γ ′ extends to a non-vanishing holomorphic function Ψ on M ′ 0 which is unitary along Γ ′ and smooth on the closure of M 0 .
Setting F A 1 := e iα 1 and F A 2 := Ψe iα 2 one has that
Furthermore, using the fact that
It remains to prove Lemma 4.2 and it is the goal of the next subsection.
Proof of Lemma 4.2.
The strategy which we will follow is to use the equivalence of the Cauchy data
to derive an orthogonality condition similar to the one in Lemma 2.14 on the doubleṀ D . This will be done through the standard boundary integral identity, assuming that 
For all such b, Φ and α j satisfying (19) the ansatz given by 
To obtain a solution one then applies Corollary 3.1 to obtain u 1 solving L 1 u 1 = 0 of the form
Using (26) again we can also directly show that
Therefore, by applying Corollary 3.1 again we obtain solutions u 2 to L X 2 ,V 2 u 2 = 0 of the form
Simple computation from expression (27) yields that
Combining this with the expression (28) and plug them into (23) we obtain
Using∂e iα j = ie iα j A j , ∂e −iᾱ j = −ie −iᾱ jĀ j , and ∂b = 0 we obtain in the limit h → 0,
The antiholomorphic 1-form b satisfies the boundary condition given in (24) so that (19) . Therefore the integrand in above boundary integral identity vanishes on Γ to give
for all antiholomorphic 1-form b satisfying (24) .
Note that since ι * (20) , the integral in (29) can be written as an integral along
As b vary over the space of antiholomorphic 1-forms on M ′ 0 satisfying (24), its conjugate even extension η vary over the space of all conjugate even antiholomorphic 1-forms onṀ D vanishing at {p 1 , .., p N , R(p 1 ), ..R(p N )}. Therefore, by Lemma 2.14, the function F 1,2 | ∂Ṁ D is the boundary value of an antimeromorphic function Ψ onṀ D with poles at
We would like to show that the antimeromorphic extension Ψ is actually antiholomorphic by showing that all poles are removable. To this end construct by Lemma 2.4 a holomorphic functionΦ on M which is real valued along Γ such that p 1 is not a critical point ofΦ. We can then use the perturbation argument of Lemma 2.6 to ensure that it is Morse. By applying the same argument withΦ in place of Φ we can assert that F 1,2 | ∂Ṁ D extends to a antimeromorphic functionΨ for which p 1 and R(p 1 ) are not poles. By uniqueness Ψ andΨ are identical since they have the same boundary value. Therefore we can conclude that Ψ has a removable singularity at p 1 and R(p 1 ). Applying the same argument for the other points we have that Ψ is antiholomorphic.
4.3.
Proof of Proposition 1.3. An immediate consequence of Proposition 4.2 is the new boundary integral identity of Proposition 1.3 which is more convenient for recovering information about first-order coefficients. Let F A 1 and F A 2 be non-vanishing functions solving (21) and by Corollary 4.3 we can choose them to satisfy F A 1 = F A 2 on the line segment ∂M 0 \Γ 0 for some Γ 0 ⊂ ∂M 0 containing Γ. Similarly, Corollary 4.3 allows one to make the analogues choice for FĀ j solving ∂FĀ j = iFĀ jĀ j .
For these choices of F A j and FĀ j we consider solutions to the boundary value problem for systems
A jũ j and
and this holds if and only if L X j ,V j u j = 0. Consequently, if a pair (ũ 1 ,ω 1 ) solves (30) withũ 1 | Γ 0 = 0, then by the fact that
. We therefore conclude that the systems (30) for j = 1, 2 has the same partial Cauchy data
Standard boundary integral identity for first order systems then yields that for any two
provided thatũ 1 andũ 2 vanishes on Γ 0 . The boundary integral identity (6) follows by definition of v j and v ′ j .
Construction of CGO -Part I
In this section we construction complex geometrics solving L X,V u = 0 which vanish on Γ 0 ⊂ ∂M 0 . The solutions we construct here will be inserted into boundary integral identity (6) 
Let Φ be a holomorphic Morse function on M 0 which is real valued on Γ 0 . Suppose {p 0 , .., p N } are the critical points of Φ inM 0 with p 0 in the interior. We apply Lemma 2.4 to construct antiholomorphic 1-form b on M smooth up to the boundary such that b(p j ) = 0 to k-th order at p 1 , .., p N and
loc (M 0 ) be a non-vanishing function for large p ∈ (1, ∞) satisfying∂F A = iAF A and |F A | = 1 on Γ 0 . We choose a smooth cut-off χ ∈ C ∞ 0 (M 0 ) supported in a small neighbourhood of p 0 and define
is the operator constructed in Proposition 2.3. Using Lemma 2.5 and direct computation gives
We now compute the boundary value of u ′ 0 along Γ 0 . Lemma 5.1. The boundary value for the ansatz u 0 in (32) has the boundary condition
Proof. Along the subset Γ 0 ⊂ ∂M 0 we have that F −1
The boundary value along Γ 0 of the second term of u ′ 0 can be written down directly. For the first term in (32), let χ ′ be a smooth function on M 0 whose support is disjoint from that of χ and χ ′ = 1 in a neighbourhood of ∂M 0 . By Proposition 2.3 we have that χ ′∂−1 χ is an operator with smooth kernel. Therefore in a coordinate system which identifies p 0 with the origin, χ ′∂−1 χ|F A | 2 b has the following expression for some smooth compactly supported
We may assume that the support of χ is chosen to be so small such that we can apply Morse Lemma we obtain a change of variable w = γ(z) with γ(0) = 0 such that
for some diagonal matrix Q with entries ±1 on the diagonal. With this quadratic phase we can compute explicitly both the principal and the remainder term in the stationary phase expansion. That is,
where
with F w denoting the classical Fourier transform with respect to the variable w. We claim that J(h,K(·,z)), is a smooth function inz whose C k (M 0 ) norm is bounded independently of h > 0. Indeed, for any multi-index β standard oscillatory integral arguments give
for some constant coefficient third order pseudodifferential operator a 3 in the variable w.
Using the fact that D β zK (w,z)χ(w)|F A (w)| 2 is a compactly supported W 3,p function in w for all p ∈ [1, ∞) we can estimate the right side by using Holder's inequality
The fact that K(w,z) is smooth and compactly supported in both variables gives the desired uniform estimate inz. Plugging this estimate into (34) we conclude that
where f 1 ∈ C ∞ (∂M 0 ) and f h C k (∂M 0 ) ≤ C for all h > 0. This completes the proof.
Note that since F
−1
A =F A on Γ 0 , we can apply Corollary 2.3 and construct holomorphic functions a 0 , a 1 , a h , and antiholomorphic functionsã 0 ,ã 1 ,ã h such that
Furthermore, as all the C k norm of f j are bounded, we apply the estimates in Corollary 2.3 to get that a j C k (M 0 ) + ã j C k (M 0 ) ≤ C independent of h > 0. Therefore by (32) and (33) we have that the ansatz
with u ′ 0 given by (32) satisfies 
where u ′′ 0 be the ansatz given by (35). Direct computation gives the following Lemma Lemma 5.3. Let u be the solution to L X,V u = 0 constructed in Proposition 5.2. We then have that
for some R 0 ∈ L ∞ (M 0 ) and r satisfying the estimate r + hdr ≤ Ch 1+ǫ .
Construction of CGO -Part II
In this section we construct complex geometric optics to recover the zeroth order term of the operator L X j ,V j . The presentation here is essentially a repeat of [12] and we only include it here for completeness and convenience of the reader. Let p 0 ∈ int(M 0 ) be the critical point of a Morse holomorphic function Φ = φ + iψ on M which is purely real on Γ 0 . By Proposition 2.1 such points form a dense subset of M . Given such a holomorphic function, the purpose of this section is to construct, for X ∈ W 3,p (M 0 ) and
Aã0 + e φ/h r 2 with u | Γ 0 = 0 for h > 0 small, where a is holomorphic and
are antiholomorphic, moreover a(p 0 ) = 0 and a vanishes to high order at all other critical points p ′ ∈ M 0 of Φ. Furthermore, we ask that the holomorphic function a is purely imaginary on Γ 0 . The existence of such a holomorphic function is a consequence of Lemma 2.4. The remainder terms r 1 , r ′ 1 , r 2 will be controlled as h → 0 and have particular properties near the critical points of Φ. More precisely, r 2 will be a O L 2 (h 3/2 | log h|) and r 1 , r ′ 1 will be of the form h r 12 + o L 2 (h) and h r ′ 12 + o L 2 (h) respectively where r 12 , r ′ 12 are independent of h, which can be used to obtain sufficient informations from the stationary phase method in the identification process.
6.1. Construction of r 1 . We shall construct r 1 to satisfy
A a +F A r 1 ) = O L 2 (h| log h|) and r 1 = r 11 + hr 12 . Using (26) we can write, for some
A +Q where A = π 0,1 X and F A ∈ W 4,p (M 0 ) is a non-vanishing function solving∂F A = iAF A and unitary along Γ 0 . Such functions are given by Proposition 1.3.
We let G be the Green operator of the Laplacian on the smooth surface with boundary M 0 with Dirichlet condition, so that ∆ g G = Id on L 2 (M 0 ). In particular this implies that ∂∂G = i 2 ⋆ −1 where ⋆ −1 is the inverse of ⋆ mapping functions to 2-forms. We will search for
where ω is a smooth holomorphic 1-form on M 0 . Indeed, using the fact that Φ is holomorphic we have
A e 2iψ/h +Q for some Q,Q ∈ W 2,p (M 0 ). Applying −2i⋆∂ to (39), we obtain (note that ∂G(aQ) ∈ C 2,α (M 0 ) by elliptic regularity)
. We will choose ω to be a smooth holomorphic 1-form on M 0 such that at all critical point p ′ of Φ in M 0 , the form β := ∂G(aQ) − ω with value in T * 1,0 M 0 vanish to the highest possible order. Writing β = β(z)dz in local complex coordinates, β(z) is C 2+α by elliptic regularity and we have −2i∂zβ(z) = aV , therefore ∂ z ∂zβ(p ′ ) = ∂ 2 z β(p ′ ) = 0 at each critical point p ′ = p 0 by construction of the function a. Therefore, we deduce that at each critical point p ′ = p 0 , ∂G(aQ) has Taylor series expansion Proof. This is a direct consequence of Lemma 2.4.
Applying this to the form ∂G(aQ) and using the observation we made above, we can construct a C k holomorphic form ω such that in local coordinates z centered at a critical point p ′ of Φ (i.e p ′ = {z = 0} in this coordinate), we have for β = −∂G(aQ) + ω = β(z)dz
Now, we let χ 1 ∈ C ∞ 0 (M 0 ) be a cutoff function supported in a small neighbourhood U p 0 of the critical point p 0 and identically 1 near p 0 , and χ ∈ C ∞ 0 (M 0 ) is defined similarly with χ = 1 on the support of χ 1 . We will construct r 1 = r 11 + hr 12 in two steps : first, we will construct r 11 to solve equation (39) locally near the critical point p 0 of Φ and then we will construct the global correction term r 12 away from p 0 by using the extra vanishing of β in (40) at the other critical points.
We define locally in complex coordinates centered at p 0 and containing the support of χ
where Rf (z) := −(2πi) −1
compactly supported is the classical Cauchy-Riemann operator inverting locally ∂ z (r 11 is extended by 0 outside the neighbourhood of p). The function r 11 is in C 3+α (M 0 ) and we have (41) e −2iψ/h ∂(e 2iψ/h r 11 ) = χ 1 (−∂G(aQ) + ω) + η
We then construct r 12 by observing that β vanishes to order 2 + α at critical points of Φ other than p (from (40)), and ∂χ = 0 in a neighbourhood of any critical point of ψ, so we can find r 12 satisfying
This is possible since both ∂ψ and the right hand side are valued in T * 1,0 M 0 , ∂ψ has finitely many isolated zeroes on M 0 : r 12 is then a function which is in C 2,α (M 0 \ P ) where P := {p 1 , . . . , p N } is the set of critical points other than p 0 , it extends to a C 1,α (M 0 ) and it satisfies in local complex coordinates z near each p j
by using also the fact that ∂ψ can be locally be considered as holomorphic function with a zero of order 1 at each p j . This implies that r 1 ∈ H 2 (M 0 ) and we have
Now the first error term ||∂r 12 || H 1 (M 0 ) is bounded by
for some constant C, where we used the fact that
is in H 2 (U p 0 ) and independent of h. To deal with the η term, we need the following Lemma 6.2. The following estimates hold true
where r 12 solves 2i r 12 ∂ψ = β|F A | −2 is independent of h and H 2 near the boundary ∂M 0 .
Proof. We start by observing that since β vanishes to high order at all critical points of Φ except for the interior point p 0 ∈ M , one has that r 12 is in H 2 in a neighbhourhood of the boundary ∂M . Furthermore,
The first term is estimated in Proposition 2.7 of [17] , it is a o(h), while the || r 12 || L 2 is independent of h. Now are going to estimate the H 2 norms of η. Locally in complex coordinates z centered at p 0 (ie. p 0 = {z = 0}), we have
Since β is C 2,α in U , we decompose β(ξ) = ∇β(0), ξ + β(ξ) using Taylor formula, so we have β(0) = ∂ ξ β(0) = 0 and we split the integral (43) with ∇β(0), ξ and β(ξ). Since the integrand with the ∇β(0), ξ is smooth and compactly supported in ξ (recall that χ 1 = 0 on the support of ∂ z χ), we can apply stationary phase to get that
which is C 2,α in ξ and smooth in z.
Let θ ∈ C ∞ 0 ([0, 1)) be a cutoff function which is equal to 1 near 0 and set θ h (ξ) := θ(|ξ|/h), then we have by integrating by parts
Using polar coordinates with the fact that β z (0) = 0, it is easy to check that the second term in (44) is bounded uniformy in z by Ch 2 . To deal with the first term, we use β z (0) = ∂ ξ β z (0) = ∂ξ β z (0) = 0 and a straightforward computation in polar coordinates shows that the first term of (44) is bounded uniformly in z by Ch 2 | log(h)|. We conclude that
It is also direct to see that the same estimates holds with a loss of h −2 for any derivatives in z,z of order less or equal to 2, since they only hit the χ(z) factor, the (z −ξ) −1 factor or the oscillating term e −2iψ(z)/h . So we deduce that
and this ends the proof.
We summarize the result of this section with the following Lemma 6.3. Let k ∈ N be large and Φ ∈ C k (M 0 ) be a holomorphic function on M 0 which is Morse in M 0 with a critical point at p 0 ∈ int(M 0 ). Let a ∈ C k (M 0 ) be a holomorphic function on M 0 purely imaginary on Γ 0 and vanishing to high order at every critical point of Φ other than p. Then there exists
A a +F A r 1 ) = O L 2 (h| log h|). One can follow the same construction for the antiholomorphic phaseΦ in place of Φ. Indeed, repeating the above argument in this case yields Lemma 6.4. Let k ∈ N be large and Φ ∈ C k (M 0 ) be a holomorphic function on M 0 which is Morse in M 0 with a critical point at p 0 ∈ int(M 0 ). Let a ∈ C k (M 0 ) be a holomorphic function on M purely imaginary on Γ 0 and vanishing to high order at every critical point of Φ other than p. Then there exists r
Construction of a 0 . We have constructed the correction terms r 1 which solves the Schrödinger equation to order h as stated in Lemma 6.3. In this subsection, we will construct a holomorphic function a 0 which annihilates the boundary value of the solution on Γ 0 . In particular, we have the following Lemma 6.5. There exists a holomorphic function a 0 ∈ H 2 (M 0 ) and an antiholomorphic functionã 0 ∈ H 2 (M 0 ) independent of h such that
Since Φ is purely real on Γ 0 and F A is unitary on Γ 0 , we see that
Aã0 | Γ 0 = 0. This combined with the asymptotic given by Lemma 6.3 and Lemma 6.4 completes the proof.
We can extend the O L 2 (|h log h|) remainder in Lemma 6.5 trivially to all of M ′ 0 and apply Corollary 3.1 to obtain the following CGO: Proposition 6.1. There exist solutions to L X,V u = 0 with boundary condition u| Γ 0 = 0 of the form (38) with r 1 , r ′ 1 , a 0 ,ã 0 constructed in the previous sections and r 2 satisfying r 2 H 1 scl = O(h 3/2 | log h|). We have then that the second term of (46) can be estimated by o(h). The third term of (46) can be treated the same way to obtain
Recovery of Coefficients

Recovering the Modulus of F
Therefore, plugging the estimates of (48) and (49) Proof. By Lemma 7.1 we can choose non-vanishing functions F A j satisfying∂F A j = iA j F A j with boundary condition |F A j | | Γ 0 = 1 such that
Observe that if we define FĀ j :=F and thus dΘ/Θ = i(X 1 − X 2 ) with Θ | ∂M 0 \Γ 0 = 1 and the proof is complete.
7.3. Identifying Zeroth Order Term. The purpose of this section is to prove that under the assumptions of Theorem 1.2, V 1 = V 2 . In conjunction with Proposition 7.2 this completes the proof of Theorem 1.2. The argument presented here is almost identical to that of of [12] which we repeat here for the convenience of the reader.
We begin by observing that due to Proposition 7.2 the operators d + iX 1 and d + iX 2 are gauge equivalent. Therefore we can assume, by taking a gauge transformation, that X := X 1 = X 2 ∈ W 3,p (M 0 ) and that
So by repeating the same boundary determination argument in the appendix of [12] we can conclude that for all u j solving L X,V j u j = 0 u j | Γ 0 = 0 for j = 1, 2. Let p 0 ∈ M 0 be an interior point such that there exits a holomorphic Morse function Φ on M with Φ | Γ 0 ∈ R. We also require that Im(Φ(p 0 )) = 0. Such points are dense on M 0 by Proposition 2.1. Let a be a holomorphic function which is purely imaginary on Γ 0 such that a(p 0 ) = 0 and a vanishes to high order at all other critical points of Φ. One can construct such a holomorphic function by Lemma 2.4. Applying Proposition 6.1 to both Φ and −Φ yields solutions to L X,V j u j = 0 which are of the form:
A a +F A r 1 ) + eΦ /h (F Aā + F Here the expression for the boundary integral is obtained by using the fact that V 1 = V 2 on ∂M 0 \Γ 0 from boundary determination and |F A | = 1 on Γ 0 by construction. For the interior integral we use the fact that e ±2iψ/h f = o(1) for all f ∈ L 1 (M 0 ) to conclude that
and for the boundary integral, we observe that on Γ, ψ = 0 by construction so (e 2iψ/h − e −2iψ/h ) = 0. Therefore
χ(e 2iψ/h + e −2iψ/h )V |a| 2 dv g = o(h) and the proof is complete.
