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A Criterion for Isomorphism
of Artinian Gorenstein Algebras
A. V. Isaev
Let A be an Artinian Gorenstein algebra over an infinite field k with
either char(k) = 0 or char(k) > ν, where ν is the socle degree of A. To
every such algebra and a linear projection pi on its maximal ideal m
with range equal to the socle Soc(A) of A, one can associate a certain
algebraic hypersurface Sπ ⊂ m, which is the graph of a polynomial
map Pπ : ker pi → Soc(A) ≃ k. Recently, in [FIKK], [FK] the following
surprising criterion was obtained: two Artinian Gorenstein algebras
A, A˜ are isomorphic if and only if any two hypersurfaces Sπ and Sπ˜
arising from A and A˜, respectively, are affinely equivalent. The proof
is indirect and relies on a geometric argument. In the present paper
we give a short algebraic proof of this statement. We also discuss a
connection, established elsewhere, between the polynomials Pπ and
Macaulay inverse systems.
1 Introduction
We consider Artinian local commutative associative algebras over a field k.
Recall that such an algebra A is Gorenstein if and only if the socle Soc(A)
of A is a 1-dimensional vector space over k (see, e.g. [Hu]). Gorenstein
algebras frequently occur in various areas of mathematics and its appli-
cations to physics (see, e.g. [B], [L]). For k = C, in [FIKK] we found
a surprising criterion for two Artinian Gorenstein algebras to be isomor-
phic. The criterion was given in terms of a certain algebraic hypersurface
Sπ in the maximal ideal m of A associated to a linear projection π on m
with range Soc(A), where we assume that dimk A > 1. The hypersurface
Sπ passes through the origin and is the graph of a polynomial map
Pπ : ker π → Soc(A) ≃ C. In [FIKK] we showed that for k = C two Artinian
Gorenstein algebras A, A˜ are isomorphic if and only if any two hypersurfaces
Sπ and Sπ˜ arising from A and A˜, respectively, are affinely equivalent, that is,
there exists a bijective affine map A : m → m˜ such that A(Sπ) = Sπ˜.
It should be noted that the above criterion differs from the well-known
criterion in terms of Macaulay inverse systems, where to an Artinian Goren-
stein algebra A one also associates certain polynomials (see, e.g. Proposition
2.2 in [ER] and references therein). Indeed, as the discussion in Section 5
shows, in general none of the polynomials Pπ is an inverse system for A.
The value of the method of [FIKK] lies in the fact that affine equivalence for
the hypersurfaces Sπ and Sπ˜ is sometimes easier to verify than the kind of
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equivalence required for inverse systems (see formula (7) in [ER]). In Section
4 we give an example when this is indeed the case.
At the time of writing the article [FIKK] we could not find an algebraic
proof of our criterion, but, quite unexpectedly, discovered a proof based on
the geometry of certain real codimension two quadrics in complex space.
On the other hand, the hypersurface Sπ can be introduced for an Artinian
Gorenstein algebra A over any field k of characteristic either zero or greater
than the socle degree ν of A. Therefore, it is natural to attempt to extend
the result of [FIKK] to all such algebras. Indeed, an extension of this kind
was obtained in the recent paper [FK]. The result was stated for fields of
zero characteristic, but the proof is likely to work at least for some fields
satisfying char(k) > ν as well. The argument proceeds by reducing the case
of an arbitrary field to the case k = C, and therefore the basis of the method
of [FK] remains the geometric idea of [FIKK]. It would be very desirable,
however, to find a purely algebraic argument directly applicable to any field.
In this paper we present such an argument, in which neither geometry nor
reduction to the case k = C is required and which works for any infinite field
k with either char(k) = 0 or char(k) > ν. We note that a very brief outline
of the argument was given in [Is], and the main purpose of this article is to
provide full details. Another purpose of the paper is to exhibit our approach
to Artinian Gorenstein algebras to a broad audience, and therefore the article
is to some extent expository.
The paper is organized as follows. Section 2 contains necessary prelimi-
naries and the precise statement of the criterion in Theorem 2.1. Our proof of
Theorem 2.1 is given in Section 3. In Section 4 we demonstrate how this result
works in applications (see Example 4.2). Namely, we consider an Artinian
Gorenstein algebra A0, originally presented in [FK], of embedding dimen-
sion 3 and socle degree 4 whose Hilbert function is {1, 3, 3, 1, 1}. Further,
we perturb A0 to obtain a one-parameter family At of Artinian Gorenstein
algebras of the same dimension and socle degree. While directly establishing
a relationship between At and A0 seems to be nontrivial, this can be easily
done with the help of Theorem 2.1. Namely, using the theorem we show, in
a rather elementary way, that each algebra At is in fact isomorphic to A0.
Next, in Section 5 we discuss the connection between the polynomials Pπ
and Macaulay inverse systems for any Artinian Gorenstein algebra A found
in our earlier article [AI]. The proof is short, and for the completeness of
our exposition we include it in the present paper as well. Namely, if Pπ is
regarded as a map from ker π to k (in which case we call it a nil-polynomial),
then the restriction of Pπ to any subspace of ker π that forms a complement
to m2 in m is an inverse system for A (see Remark 5.3). All these subspaces
are of dimension equal to the embedding dimension emb dimA of A, thus nil-
polynomials can be viewed as extensions of certain inverse systems to spaces
of dimension greater than emb dimA. As a result, since nil-polynomials are
given explicitly, one obtains an effective formula for computing an inverse
system for any Artinian Gorenstein algebra (see Theorem 5.1 and Remark
5.5). It appears that such a formula had not existed in the literature prior
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to our work.
Utilizing the above relationship between nil-polynomials and Macaulay
inverse systems, at the end of Section 5 we revisit Example 4.2 and explain
how isomorphism between At and A0 can be established by using inverse
systems. This turns out to be significantly harder to do than by applying
the method based on nil-polynomials. In general, to use inverse systems
one needs to compute them first, and Theorem 5.1 provides an explicit way
for producing them from nil-polynomials. This fact alone shows that nil-
polynomials are a new rather useful tool for the study of Artinian Gorenstein
algebras.
Acknowledgements. We are grateful to N. Kruzhilin for stimulating
discussions and to the referee for the thorough reading of the paper and help-
ful suggestions. This work is supported by the Australian Research Council.
2 Preliminaries
Let A be an Artinian Gorenstein algebra over a field k with identity element
1, maximal ideal m and socle Soc(A) := {x ∈ A : xm = 0}. Suppose that
dimk A > 1 (i.e. m 6= 0) and denote by ν the socle degree of A, that is, the
largest among all integers µ for which mµ 6= 0. Observe that ν ≥ 1 and
Soc(A) = mν .
Assume now that either char(k) = 0 or char(k) > ν and define the expo-
nential map exp : m→ 1 +m by the formula
exp(x) :=
ν∑
m=0
1
m!
xm,
where x0 := 1. This map is bijective with the inverse given by
log(1+ x) :=
ν∑
m=1
(−1)m+1
m
xm, x ∈ m.
Next, fix a linear projection π on A with range Soc(A) and kernel con-
taining 1 (we call such projections admissible). Set K := ker π ∩ m and let
Sπ be the graph of the polynomial map Pπ : K → Soc(A) of degree ν defined
as follows:
Pπ(x) := π(exp(x)) = π
(
ν∑
m=2
1
m!
xm
)
, x ∈ K (2.1)
(note that for dimk A = 2 one has Pπ = 0). Everywhere below we identify
any point (x, Pπ(x)) ∈ Sπ with the point x + Pπ(x) ∈ K ⊕ Soc(A) = m and
therefore think of Sπ as a hypersurface in m. Observe that the Soc(A)-valued
quadratic part of Pπ is non-degenerate on K since the Soc(A)-valued bilinear
form
bπ(a, c) := π(ac), a, c ∈ A (2.2)
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is non-degenerate on A (see, e.g. p. 11 in [He]). Examples of hypersurfaces
Sπ explicitly computed for particular algebras can be found in [FIKK], [FK],
[EI] (see also Section 4 below).
We will now state the criterion for isomorphism of Gorenstein algebras
that was obtained in [FIKK], [FK] for algebras over fields of zero character-
istic.
THEOREM 2.1 Let A, A˜ be Gorenstein algebras of finite vector space
dimension greater than 1 and socle degree ν over an infinite field k with either
char(k) = 0 or char(k) > ν. Let, further, π, π˜ be admissible projections on A,
A˜, respectively. Then A, A˜ are isomorphic if and only if the hypersurfaces Sπ,
Sπ˜ are affinely equivalent. Moreover, if A : m → m˜ is a linear isomorphism
such that A(Sπ) = Sπ˜, then A is an algebra isomorphism.
3 Proof of Theorem 2.1
For every hypersurface Sπ, we let Sπ be the graph over K of the polynomial
map −Pπ (see (2.1)). Observe that
Sπ = {x ∈ m : π(exp(x)) = 0}. (3.1)
Clearly, Sπ and Sπ˜ are affinely equivalent if and only if Sπ and Sπ˜ are affinely
equivalent, and below we will obtain the first statement of the theorem with
Sπ and Sπ˜ in place of Sπ and Sπ˜, respectively.
The necessity implication is proved as in Proposition 2.2 of [FIKK]. The
argument is short, and for the completeness of our exposition we reproduce
it below. The idea is to show that if π1, π2 are admissible projections on A,
then Sπ
1
= Sπ
2
+ x0 for some x0 ∈ m. Clearly, the necessity implication is a
consequence of this fact.
For every y ∈ m, let My be the multiplication operator from A to m
defined by a 7→ ya and set K1 := ker π1 ∩ m. The correspondence
y 7→ π1 ◦My|K1
defines a linear map L from K1 into the space L(K1, Soc(A)) of linear maps
from K1 to Soc(A). Since for every admissible projection π the form bπ
defined in (2.2) is non-degenerate on A and since dimk L(K1, Soc(A)) =
dimk K1, it follows that L is an isomorphism.
Next, let λ := π2−π1 and observe that λ(1) = 0, λ(Soc(A)) = 0. Clearly,
λ|K1 lies in L(K1, Soc(A)), and therefore there exists y0 ∈ K1 such that
λ|K1 = π1 ◦My0 |K1. We then have λ = π1 ◦My0 everywhere on A, hence
π2(exp(x)) = π1
(
(1+ y0) exp(x))
)
= π1(exp(x+ x0))
for x0 := log(1+ y0), which implies Sπ
1
= Sπ
2
+ x0 as claimed.
We will now obtain the sufficiency implication. Let A : m → m˜ be an
affine equivalence with A(Sπ) = Sπ˜, and z0 := A(0). Consider the linear
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map L(x) := A(x) − z0, with x ∈ m. We will show that L : m → m˜ is an
algebra isomorphism, which will imply that A and A˜ are isomorphic.
Clearly, L maps Sπ onto Sπ˜ − z0. Consider the admissible projection on
A˜ given by the formula π˜′(a) := π˜(e˜xp(z0)a), where e˜xp is the exponential
map associated to A˜. Formula (3.1) then implies Sπ˜ − z0 = Sπ˜′ , hence L
maps Sπ onto Sπ˜′ .
Recall that Sπ is the graph of the polynomial map −Pπ : K → Soc(A)
(see (2.1)). Set n := dimk m − 1 = dimk m˜ − 1 and choose coordinates
α = (α1, . . . , αn) in K and a coordinate αn+1 in Soc(A). In these coordinates
the hypersurface Sπ is written as
αn+1 =
n∑
i,j=1
gijαiαj +
n∑
i,j,ℓ=1
hijkαiαjαℓ + · · · ,
where gij and hijℓ are symmetric in all indices, (gij) is non-degenerate, and
the dots denote the higher-order terms. In Proposition 2.10 in [FIKK] (which
works over any field of characteristic either zero or greater than ν) we showed
that the above equation of Sπ is in Blaschke normal form, that is, one has∑n
ij=1 g
ijhijℓ = 0 for all ℓ, where (g
ij) := (gij)
−1.
We will now need the following lemma, which is a variant of the second
statement of Proposition 1 in [EE].
Lemma 3.1 Let V , W be vector spaces over an infinite field k, with
dimk V = dimkW = N + 1, N ≥ 0. Choose coordinates β = (β1, . . . , βN),
βN+1 in V and coordinates γ = (γ1, . . . , γN), γN+1 in W . Let S ⊂ V , T ⊂W
be hypersurfaces given, respectively, by the equations
βN+1 = P(β1, . . . , βN), γN+1 = Q(γ1, . . . , γN), (3.2)
where P, Q are polynomials without constant and linear terms. Assume fur-
ther that equations (3.2) are in Blaschke normal form. Then every bijective
linear transformation of V onto W that maps S into T has the form
γ = Cβ, γN+1 = c βN+1,
where C ∈ GL(N, k), c ∈ k∗ and β, γ are viewed as column-vectors.
Proof: Let L : V → W be a bijective linear transformation. Write L in the
most general form
γ = Cβ + dβN+1, γN+1 =
N∑
i=1
ciβi + c βN+1
for some c1, . . . , cN , c ∈ k, d ∈ k
N , and N × N -matrix C with entries in k.
Then the condition L(S) ⊂ T is expressed as
N∑
i=1
ciβi + cP(β) ≡ Q(Cβ + dP(β)). (3.3)
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Since k is an infinite field, identity (3.3) implies that the coefficients at
the same monomials on the left and on the right are equal. Then, since P
and Q do not contain linear terms, it follows that c1 = . . . = cN = 0 and
therefore C ∈ GL(N, k), c ∈ k∗. Further, comparing the second- and third-
order terms in (3.3), it is straightforward to see that the equations of both
S and T cannot be in Blaschke normal form unless d = 0. 
By Lemma 3.1, writing the hypersurface Sπ˜′ in some coordinates
α˜ = (α˜1, . . . , α˜n), α˜n+1 in m˜ chosen as above, we see that the map L has
the form
α˜ = Cα, α˜n+1 = c αn+1 (3.4)
for some C ∈ GL(n, k), c ∈ k∗. In coordinate-free formulation, (3.4)
means that with respect to the decompositions m = K ⊕ Soc(A) and
m˜ = K˜ ⊕ Soc(A˜), where K˜ := ker π˜′ ∩ m˜, the map L has the block-
diagonal form, that is, there exist linear isomorphisms L1 : K → K˜ and
L2 : Soc(A) → Soc(A˜) such that L(x + u) = L1(x) + L2(u), with x ∈ K,
u ∈ Soc(A). Therefore, for the corresponding polynomial maps Pπ and Pπ˜′
(see (2.1)) we have
L2 ◦ Pπ = Pπ˜′ ◦ L1. (3.5)
Clearly, identity (3.5) yields
L2 ◦ P
[m]
π = P
[m]
π˜′ ◦ L1, m = 2, . . . , ν, (3.6)
where P
[m]
π , P
[m]
π˜′ are the homogeneous components of degree m of Pπ, Pπ˜′,
respectively, and ν is the socle degree of each of A and A˜ (observe that the
socle degrees of A and A˜ are equal since by (3.5) one has deg Pπ = degPπ˜′).
Let πm be the symmetric Soc(A)-valued m-form on K defined as follows:
πm(x1, . . . , xm) := π(x1 · · ·xm), x1, . . . , xm ∈ K, m = 2, . . . , ν. (3.7)
By (2.1) we have
P [m]π (x) =
1
m!
πm(x, . . . , x), x ∈ K, m = 2, . . . , ν. (3.8)
We will focus on the forms π2 and π3 (in fact, it is shown in Proposition 2.8
in [FIKK] that every πm with m > 3 is completely determined by π2, π3). As
in [FIKK], we define a commutative product (x, y) 7→ x∗y on K by requiring
the identity
π2(x ∗ y, z) = π3(x, y, z) (3.9)
to hold for all x, y, z ∈ K. Owing to the non-degeneracy of the form bπ
defined in (2.2), the form π2 is non-degenerate and therefore for any x, y ∈ K
the element x ∗ y ∈ K is uniquely determined by (3.9).
We need the following lemma.
Lemma 3.2 For any two elements x + u, y + v of m, with x, y ∈ K and
u, v ∈ Soc(A), one has
(x+ u)(y + v) = x ∗ y + π2(x, y). (3.10)
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Proof: We write the product xy with respect to the decomposition
m = K⊕Soc(A) as xy = (xy)1+(xy)2, where (xy)1 ∈ K and (xy)2 ∈ Soc(A).
It is then clear that (xy)2 = π2(x, y). Therefore, to prove (3.10) we need
to show that x ∗ y = (xy)1. This identity is obtained by a simple calcula-
tion similar to the one that occurs in the proof of Proposition 2.8 of [FIKK]
(cf. Proposition 5.13 in [FK]). Indeed, from (3.7), (3.9) for any z ∈ K one
has
π2(x ∗ y, z) = π3(x, y, z) = π(xyz) =
π
(
[(xy)1 + (xy)2]z
)
= π((xy)1z) = π2((xy)1, z).
Since π2 is non-degenerate, the above identity implies x ∗ y = (xy)1 as re-
quired. 
We shall now complete the proof of Theorem 2.1. Let π˜m be the symmetric
Soc(A˜)-valued forms on K˜ arising from the admissible projection π˜′ on m˜ as
in (3.7), with m = 2, . . . , ν. By (3.6), (3.8) we have
L2(πm(x1, . . . , xm)) = π˜m(L1(x1), . . . , L1(xm)),
x1, . . . , xm ∈ K, m = 2, . . . , ν.
(3.11)
Denote by ∗˜ the product on K˜ defined by π˜2, π˜3 as in (3.9). Now, for all
x, y ∈ K and u, v ∈ Soc(A), Lemma 3.2 and identity (3.11) with m = 2 yield
L
(
(x+ u)(y + v)
)
= L(x ∗ y + π2(x, y)) = L1(x ∗ y) + L2(π2(x, y)),
L(x+ u)L(y + v) = (L1(x) + L2(u))(L1(y) + L2(v)) =
L1(x)∗˜L1(y) + π˜2(L1(x), L1(y)) = L1(x)∗˜L1(y) + L2(π2(x, y)).
(3.12)
Next, for any z ∈ K, from (3.9) and identity (3.11) with m = 2, 3 one obtains
π˜2(L1(x)∗˜L1(y), L1(z)) = π˜3(L1(x), L1(y), L1(z)) =
L2(π3(x, y, z)) = L2(π2(x ∗ y, z)) = π˜2(L1(x ∗ y), L1(z)),
which implies L1(x)∗˜L1(y) = L1(x ∗ y). It then follows from (3.12) that
L
(
(x + u)(y + v)
)
= L(x + u)L(y + v), that is, L : m → m˜ is an algebra
isomorphism.
Finally, we will obtain the last statement of the theorem. Let A : m→ m˜
be a linear isomorphism such that A(Sπ) = Sπ˜. Consider the linear auto-
morphisms F of m and F˜ of m˜ defined by
F(x+ u) := x− u, x ∈ K, u ∈ Soc(A),
F˜(x+ u) := x− u, x ∈ ker π˜ ∩ m˜, u ∈ Soc(A˜).
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Then the composition A0 := F˜ ◦ A ◦ F is a linear transformation from m to
m˜ that maps Sπ onto Sπ˜. By the above argument, it follows that A0 is an
algebra isomorphism. On the other hand, one has A0 = A. Thus, A is an
algebra isomorphism, and the proof of the theorem is complete. 
4 Example of application of Theorem 2.1
Theorem 2.1 is particularly useful when at least one of the hypersurfaces Sπ,
Sπ˜ is affinely homogeneous (recall that a subset S of a vector space V is
called affinely homogeneous if for every pair of points p, q ∈ S there exists
a bijective affine map A of V such that A(S) = S and A(p) = q). In this
case the hypersurfaces Sπ, Sπ˜ are affinely equivalent if and only if they are
linearly equivalent. Indeed, if, for instance, Sπ is affinely homogeneous and
A : m → m˜ is an affine equivalence between Sπ, Sπ˜, then A ◦ A
′ is a linear
equivalence between Sπ, Sπ˜, where A
′ is an affine automorphism of Sπ such
that A′(0) = A−1(0). Clearly, in this case Sπ˜ is affinely homogeneous as well.
The proof of Theorem 2.1 shows that every linear equivalence L be-
tween Sπ, Sπ˜ has the block-diagonal form with respect to the decompositions
m = K ⊕ Soc(A) and m˜ = K˜ ⊕ Soc(A˜), where K˜ := ker π˜ ∩ m˜, that is, there
exist linear isomorphisms L1 : K → K˜ and L2 : Soc(A) → Soc(A˜) such that
L(x+ u) = L1(x) + L2(u), with x ∈ K, u ∈ Soc(A). Therefore, analogously
to (3.6), for the corresponding polynomial maps Pπ and Pπ˜ (see (2.1)) we
have
L2 ◦ P
[m]
π = P
[m]
π˜ ◦ L1 for all m ≥ 2, (4.1)
where, as before, P
[m]
π , P
[m]
π˜ are the homogeneous components of degree m of
Pπ, Pπ˜, respectively.
Thus, Theorem 2.1 yields the following corollary (cf. Theorem 2.11 in
[FIKK]) .
Corollary 4.1 Let A, A˜ be Gorenstein algebras of finite vector space di-
mension greater than 1 and socle degree ν over an infinite field k with either
char(k) = 0 or char(k) > ν. Let, further, π, π˜ be admissible projections on
A, A˜, respectively.
(i) If A and A˜ are isomorphic and at least one of Sπ, Sπ˜ is affinely homoge-
neous, then for some linear isomorphisms L1 : K → K˜ and L2 : Soc(A) →
Soc(A˜) identity (4.1) holds. In this case both Sπ and Sπ˜ are affinely homo-
geneous.
(ii) If for some linear isomorphisms L1 : K → K˜ and L2 : Soc(A) → Soc(A˜)
identity (4.1) holds, then the hypersurfaces Sπ, Sπ˜ are linearly equivalent and
therefore the algebras A and A˜ are isomorphic.
As shown in Section 8.2 in [FK], the hypersurface Sπ need not be affinely
homogeneous in general. In [Is] (see also [FK]) we found a criterion for the
affine homogeneity of some (hence every) hypersurface Sπ arising from an
Artinian Gorenstein algebra A. Namely, Sπ is affinely homogeneous if and
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only if the action of the automorphism group of the nilpotent algebra m
on the set of all hyperplanes in m complementary to Soc(A) is transitive.
Furthermore, we showed that this condition is satisfied if A is non-negatively
graded in the sense that it can be represented as a direct sum
A =
⊕
j≥0
Aj, AjAℓ ⊂ Aj+ℓ, (4.2)
where Aj are linear subspaces of A, with A0 = k (in this case m = ⊕j>0A
j
and Soc(A) = Ad for d := max{j : Aj 6= 0}). We stress that the grading
{Aj} in the above statement is not required to be standard, i.e. Aj may not
coincide with (A1)j.
Note, however, that the existence of a non-negative grading on A is not
a necessary condition for the affine homogeneity of Sπ. For example, for any
Artinian Gorenstein algebra of socle degree not exceeding 4 the hypersurfaces
Sπ are affinely homogeneous (see Proposition 6.5 in [FK]), whereas not every
such algebra admits a non-negative grading. The case ν = 3 is relatively
easy; in fact, all algebras with this property were completely described in
Theorem 4.1 of [ER]. The case ν = 4 is much harder (see Section 7.2 in
[FK]), and the affine homogeneity of Sπ makes Corollary 4.1 an important
tool in this case. We are confident that the approach discussed in this paper
will help make significant advances on the classification problem at least for
ν = 4. Note that, as shown in Proposition 7.5 of [FK], the classification result
of Theorem 4.1 of [ER] can indeed be obtained by utilizing this method.
We will now give an example of how one can hope to apply our technique
to algebras of socle degree 4.
Example 4.2 Let A0 be the Artinian Gorenstein algebra introduced at the
end of Section 8.1 in [FK], namely,
A0 := k[[x, y, z]]/J(x
4 + xy2 + y3 + xz2),
where k[[x, y, z]] is the algebra of formal power series in x, y, z and J(f) is
the Jacobian ideal of f , i.e. the ideal generated by the first-order partial
derivatives of f . As explained in [FK], this algebra does not admit any non-
negative grading. Furthermore, the Hilbert function of A0 is {1, 3, 3, 1, 1},
hence the associated graded algebra of A0 is not Gorenstein (cf. Proposition
9 in [W]). Also, one has ν = 4 and dimk A0 = 9.
Consider the following monomials in k[[x, y, z]]:
x4, x, x2, x3, y, z, yz, z2 (4.3)
and let e0,0, . . . , e0,7 be the vectors in the maximal ideal m0 of A0 represented,
respectively, by these monomials. It is not hard to show that e0,0, . . . , e0,7
are linearly independent, hence they form a basis of m0. Choose π0 to be the
admissible projection on A0 defined by the condition
ker π0 ∩ m0 = 〈e0,1, . . . , e0,7〉 =: K0,
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where 〈 · 〉 denotes linear span (observe that Soc(A0) = 〈e0,0〉). Then, letting
x1, . . . , x7 be the coordinates in K0 with respect to the basis e0,1, . . . , e0,7 and
identifying Soc(A0) with k by means of e0,0, we compute:
∗
P0 := Pπ
0
= x1x3 +
1
2
x22 + 6x2x4 −
8
3
x4x7 −
8
3
x5x6+
1
2
x21x2 + 3x
2
1x4 − 2x1x
2
4 +
4
9
x34 −
4
3
x4x
2
5 +
1
24
x41.
(4.4)
We will now perturb the algebra A0 as follows:
At := k[[x, y, z]]/J(x
4 + tx5 + xy2 + y3 + xz2), t ∈ k∗.
It is not hard to check that for every t the algebra At is Artinian Gorenstein
of vector space dimension 9 and socle degree 4. By utilizing part (ii) of
Corollary 4.1, we will now show that At is in fact isomorphic to A0 for all t.
Let et,0, . . . , et,7 be the basis in the maximal ideal mt of At whose elements
are represented, respectively, by monomials (4.3). Let πt be the admissible
projection on At defined by
ker πt ∩ mt = 〈et,1, . . . , et,7〉 =: Kt
(observe that Soc(At) = 〈et,0〉). Then, denoting by y1, . . . , y7 the coordinates
in Kt with respect to the basis et,1, . . . , et,7 and identifying Soc(At) with k by
means of et,0, we have
Pt := Pπt = y1y3 +
1
2
y22 + 6y2y4 −
8
3
y4y7 −
8
3
y5y6 +
15t
2
y1y4 −
5t
2
y24+
1
2
y21y2 + 3y
2
1y4 − 2y1y
2
4 +
4
9
y34 −
4
3
y4y
2
5 +
1
24
y41.
(4.5)
Thus, we see that in the coordinates chosen as above the polynomials P0
and Pt coincide in homogeneous components of degrees 3 and 4 but their
quadratic terms differ.
We now identify Soc(A0) and Soc(At) by means of the vectors e0,0 and
et,0. Then, by part (ii) of Corollary 4.1, to prove that At is isomorphic to A0,
it suffices to find a linear isomorphism L : Kt → K0 such that
P
[m]
t = P
[m]
0 ◦ L for m = 2, 3, 4, (4.6)
where, as before, P
[m]
0 , P
[m]
t are the homogeneous components of degree m of
P0, Pt, respectively. Define L by
xj = yj, for j 6= 3, 7,
x3 = y3 +
15t
2
y4,
x7 =
15t
16
y4 + y7.
∗Here and below the relevant polynomials Ppi were found by using a Singular-based
computer program, which had been kindly made available to us by W. Kaup.
Criterion for Isomorphism of Artinian Gorenstein Algebras 11
Clearly, this linear transformation satisfies (4.6), which shows that At is
indeed isomorphic to A0 for every t as claimed.
By the last statement of Theorem 2.1, the map L together with the iden-
tification of Soc(A0) and Soc(At) is in fact an algebra isomorphism between
mt and m0. More precisely, the map defined on the basis elements as
et,j 7→ e0,j , for j 6= 4,
et,4 7→
15t
2
e0,3 + e0,4 +
15t
16
e0,7
is an isomorphism frommt onto m0. The corresponding isomorphism between
At and A0 is induced by the automorphism of k[[x, y, z]] given by the following
change of variables:
x 7→ x, y 7→ y +
15t
16
z2 +
15t
2
x3, z 7→ z. (4.7)
It would be interesting to see whether formula (4.7) could be obtained directly
using ideal generators.
One can produce an alternative proof of isomorphism of At and A0 by
making use of Macaulay inverse systems. We will explore this possibility in
the next section and compare it with the proof given above.
5 Nil-polynomials and Macaulay
inverse systems
With the exception of a further discussion of Example 4.2 given below, the
material of this section is contained in [AI]. Since this material is highly
relevant to the present paper’s theme and the proofs involved are not long,
we reproduce it here for the reader’s benefit.
As before, let A be an Artinian Gorenstein algebra over a field k, with
maximal ideal m and socle degree ν, where we assume that dimk A > 1 and
either char(k) = 0 or char(k) > ν. Next, let
M := embdimA := dimk m/m
2
be the embedding dimension of A (notice that M ≥ 1). Choose a ba-
sis B = {e1, . . . , eM} in a complement to m
2 in m and fix a linear form
ω : A → k with kernel complementary to Soc(A). Now, we introduce the
following polynomial:
Qω,B(x1, . . . , xM) :=
ν∑
j=0
1
j!
ω
(
(x1e1 + . . .+ xMeM)
j
)
. (5.1)
Notice that in (5.1) the element (x1e1 + . . .+ xMeM )
j ∈ A may have a non-
trivial projection to Soc(A) parallel to kerω even for j < ν, in which case
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ω(x1e1 + . . .+ xMeM)
j 6= 0. In formulas (5.9) and (5.10) below we compute
polynomials of this kind for the algebras A0 and At from Example 4.2.
Further, the elements e1, . . . , eM generate A as an algebra, hence A is
isomorphic to k[x1, . . . , xM ]/I, where I is the ideal of all relations among
e1, . . . , eM , i.e. polynomials f ∈ k[x1, . . . , xM ] with f(e1, . . . , eM) = 0. Ob-
serve that I contains the monomials xν+11 , . . . , x
ν+1
M .
From now on we assume that char(k) = 0 (cf. Remark 5.2 below). For
f, g ∈ k[x1, . . . , xM ] define
f ⋆ g := f
(
∂
∂x1
, . . . ,
∂
∂xM
)
(g).
It is well-known that, since the quotient k[x1, . . . , xM ]/I is Gorenstein, there
is a polynomial g ∈ k[x1, . . . , xM ] of degree ν such that I = Ann(g), where
Ann(g) := {f ∈ k[x1, . . . , xM ] : f ⋆ g = 0}
is the annihilator of g. The freedom in choosing g with Ann(g) = I is fully
understood, namely, if g1, g2 ∈ k[x1, . . . , xM ] satisfy Ann(g1) = Ann(g2) = I,
then g1 = h ⋆ g2, where h ∈ k[x1, . . . , xM ] with h(0) 6= 0. Any polynomial
g with I = Ann(g) is called a Macaulay inverse system for the Artinian
Gorenstein quotient k[x1, . . . , xM ]/I.
Conversely, for any non-zero element g ∈ k[x1, . . . , xM ] the quotient
k[x1, . . . , xM ]/Ann(g) is a (local) Artinian Gorenstein algebra of socle degree
deg g, hence any polynomial is an inverse system of some Artinian Gorenstein
quotient. It is well-known that inverse systems can be used for solving the
isomorphism problem for quotients of this kind as explained, for example,
in Proposition 2.2 in [ER] (a precise statement is given at the end of this
section). For details on inverse systems we refer the reader to [M], [Em], [Ia]
(a brief survey given in [ER] is also helpful).
In applications it is desirable to have an explicit formula for computing
an inverse system for any Artinian Gorenstein quotient. As the following
theorem shows, formula (5.1) achieves this purpose.
THEOREM 5.1 [AI]Let A be a Gorenstein algebra of finite vector space
dimension greater than 1 over a field of characteristic zero, with maxi-
mal ideal m, socle degree ν and embedding dimension M . Choose a basis
B = {e1, . . . , eM} in a complement to m
2 in m, fix a linear form ω : A → k
with kernel complementary to Soc(A) and consider the polynomial Qω,B as
defined in (5.1). Further, using the basis B write the algebra A as a quotient
k[x1, . . . , xM ]/I. Then Qω,B is an inverse system for k[x1, . . . , xM ]/I.
Proof: Fix any polynomial f ∈ k[x1, . . . , xM ]
f =
∑
0≤i1,...,iM≤N
ai1,...,iMx
i1
1 . . . x
iM
M
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and calculate
f ⋆ Qω,B = f
(
∂
∂x1
, . . . ,
∂
∂xM
)
(Qω,B) =
∑
0≤i1,...,iM≤N
ai1,...,iM
ν∑
j=i1+...+iM
1
(j − (i1 + . . .+ iM))!
×
ω
(
(x1e1 + . . .+ xMeM)
j−(i1+...+iM )ei11 . . . e
iM
M
)
=
ν∑
m=0
1
m!
ω
(
(x1e1 + . . .+ xMeM )
m×∑
0 ≤ i1, . . . , iM ≤ N,
i1 + . . . + iM ≤ ν −m
ai1,...,iMe
i1
1 . . . e
iM
M
)
=
ν∑
m=0
1
m!
ω
(
(x1e1 + . . .+ xMeM )
m f(e1, . . . , eM)
)
.
(5.2)
Since I is the ideal of all relations among e1, . . . , eM , formula (5.2) implies
I ⊂ Ann(Qω,B).
Conversely, let f ∈ k[x1, . . . , xM ] be an element of Ann(Qω,B). Then (5.2)
yields
ν∑
m=0
1
m!
ω
(
(x1e1 + . . .+ xMeM )
m f(e1, . . . , eM)
)
= 0. (5.3)
Collecting the terms containing xi11 . . . x
iM
M in (5.3) we obtain
ω
(
ei11 . . . e
iM
M f(e1, . . . , eM)
)
= 0 (5.4)
for all indices i1, . . . , iM . Since e1, . . . , eM generate A, identities (5.4) yield
ω
(
Af(e1, . . . , eM)
)
= 0. (5.5)
Further, since the bilinear form (a, b) 7→ ω(ab) is non-degenerate on A, iden-
tity (5.5) implies f(e1, . . . , eM) = 0. Therefore f ∈ I, which shows that
I = Ann(Qω,B) as required. 
We will now make a number of useful remarks.
Remark 5.2 For simplicity, we have chosen to discuss inverse systems only
under the assumption char(k) = 0. For fields of positive characteristics
one needs to pass to divided power rings (see, e.g. Lemma 1.2 in [Ia]). If
char(k) > ν, one can naturally think of Qω,B as an element of the corre-
sponding divided power ring, and Theorem 5.1 remains correct.
Remark 5.3 Fix a hyperplane Π in m complementary to Soc(A). A k-
valued polynomial P on Π is called a nil-polynomial for A if there exists
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a linear form ρ : A → k such that ker ρ = 〈Π, 1〉 and P = ρ ◦ exp |Π.
Note that deg P = ν. Upon identification of Soc(A) with k, the class of
nil-polynomials coincides with that of Soc(A)-valued polynomial maps Pπ
introduced in (2.1). If dimk A > 2, then ν ≥ 2 and Π contains an M-
dimensional subspace that forms a complement to m2 in m. Fix any such
subspace V , choose a basis B = {e1, . . . , eM} in V and let x1, . . . , xM be
the coordinates in V with respect to this basis. Then the polynomial Qρ,B
given by formula (5.1) is exactly the restriction of the nil-polynomial P to
V written in the coordinates x1, . . . , xM . Thus, one way to explicitly obtain
an inverse system for an Artinian Gorenstein quotient is to restrict a socle-
valued map Pπ to a complement to m
2 in m lying in ker π∩m and identify the
socle with the field k. This observation provides a link between the classical
approach to Artinian Gorenstein algebras by means of inverse systems and
our criterion in Theorem 2.1.
Remark 5.4 Suppose that A is a standard graded algebra, i.e. A can be
represented in the form (4.2) with Aj = (A1)j for j ≥ 1. Set
Π :=
ν−1⊕
j=1
Aj , V := A1.
In this case, for any choice of a basis B = {e1, . . . , eM} in V , the ideal I is
homogeneous, i.e. generated by homogeneous relations. For an arbitrary nil-
polynomial P on Π its restriction Qρ,B to V coincides with the homogeneous
component of degree ν of P :
Qρ,B(x1, . . . , xM ) =
1
ν!
ω
(
(x1e1 + . . .+ xMeM)
ν
)
.
Thus, Theorem 5.1 yields a simple proof of the well-known fact that a stan-
dard graded Artinian Gorenstein algebra, when written as a quotient by a
homogeneous ideal, admits a homogeneous inverse system and all homoge-
neous inverse systems for such algebras are mutually proportional (see [Em]
and pp. 79–80 in [M]).
Remark 5.5 Theorem 5.1 easily generalizes to the case of Artinian Goren-
stein quotients k[x1, . . . , xm]/I, where I lies in the ideal generated by
x1, . . . , xm and m is not necessarily equal to the embedding dimension M
of the quotient. Indeed, let e1, . . . , em be the elements of k[x1, . . . , xm]/I rep-
resented by x1, . . . , xm, respectively, and consider the element of k[x1, . . . , xm]
defined as follows:
R(x1, . . . , xm) :=
ν∑
j=0
1
j!
ω
(
(x1e1 + . . .+ xmem)
j
)
, (5.6)
where ω is a linear form on k[x1, . . . , xm]/I with kernel complementary to
the socle and ν is the socle degree of k[x1, . . . , xm]/I. Then, arguing as in the
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proof of Theorem 5.1, we see that R is an inverse system for k[x1, . . . , xm]/I.
Thus, (5.6) is an explicit formula providing an inverse system for any Ar-
tinian Gorenstein quotient, and any other inverse system is obtained as
h ⋆ R, where h ∈ k[x1, . . . , xm] does not vanish at the origin. Notice that for
m > M , no inverse system as in (5.6) comes from restricting a nil-polynomial
to a subspace of m complementary to m2.
Thus, in order to decide whether two Artinian Gorenstein algebras are iso-
morphic, one can use either the classical approach, which utilizes inverse sys-
tems, or our method, which relies on nil-polynomials, and the two techniques
are related as explained in Theorem 5.1 and Remark 5.3. In a particular sit-
uation one of the approaches may work better than the other. For instance,
as we saw in the preceding section, the technique based on nil-polynomials
is very appropriate for establishing that the algebras At in Example 4.2 are
all isomorphic to A0. We will now obtain a different proof of this statement
by the method based on inverse systems.
We first describe this method in general following the discussion that pre-
cedes Proposition 2.2 in [ER]. For j = 1, 2, let Bj := k[x1, . . . , xm]/Ij be an
Artinian Gorenstein quotient with socle degree ν ≥ 1 and inverse system gj.
Denote by kν [x1, . . . , xm] the vector space of polynomials in k[x1, . . . , xm] of
degree not exceeding ν. If T1, . . . , Tm ∈ kν [x1, . . . , xm] vanish at the origin
and have linearly independent linear parts, they induce a linear automor-
phism ΦT1,...,Tm of kν[x1, . . . , xm] as follows:
ΦT1,...,Tm : f(x) 7→ f(T1(x), . . . , Tm(x)) (mod terms of degree > ν),
where f ∈ kν [x1, . . . , xm] and x := (x1, . . . , xm). We now introduce a sym-
metric k-valued bilinear form on kν [x1, . . . , xm] as
[f, f˜ ] := (f ⋆ f˜)(0), f, f˜ ∈ kν [x1, . . . , xm].
This form is clearly non-degenerate, and one can consider the linear map
adjoint to ΦT1,...,Tm , i.e. the automorphism Φ
∗
T1,...,Tm
of kν [x1, . . . , xm] defined
by requiring that the identity
[f, Φ∗T1,...,Tm(f˜)] = [ΦT1,...,Tm(f), f˜ ]
hold for all f, f˜ ∈ kν [x1, . . . , xm].
Then, as explained in detail in [ER], the algebras B1 and B2 are isomor-
phic if and only if there exist T1, . . . , Tm as above and h ∈ k[x1, . . . , xm] with
h(0) 6= 0 such that
Φ∗T1,...,Tm(g1) = h ⋆ g2. (5.7)
Note that the right-hand side of formula (5.7) is simply a replacement of the
inverse system g2 by another inverse system for the algebra B2. Clearly, (5.7)
is equivalent to the identity(
ΦT1,...,Tm(f) ⋆ g1
)
(0) =
(
f ⋆ (h ⋆ g2)
)
(0) (5.8)
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being satisfied for all f ∈ kν [x1, . . . , xm].
We now return to Example 4.2 and consider the algebras A0, At of socle
degree ν = 4 introduced there, with t ∈ k∗. Let V0 := 〈e0,1, e0,4, e0,5〉. This
subspace forms a complement to m20 in m0. Then, by Remark 5.3, setting
x2 = x3 = x6 = x7 = 0 and replacing, respectively, x1, x4, x5 by z1, z2, z3 in
formula (4.4), we obtain the inverse system
Q0 := 3z
2
1z2 − 2z1z
2
2 +
4
9
z32 −
4
3
z2z
2
3 +
1
24
z41 (5.9)
for the algebra A0 represented as the quotient k[z1, z2, z3]/I0, with I0 being
the ideal of all relations among e0,1, e0,4, e0,5.
Analogously, let Vt := 〈et,1, et,4, et,5〉. This subspace is a complement to
m
2
t in mt. Setting y2 = y3 = y6 = y7 = 0 and replacing, respectively, y1, y4,
y5 by z1, z2, z3 in formula (4.5), one obtains the inverse system
Qt :=
15t
2
z1z2 −
5t
2
z22 + 3z
2
1z2 − 2z1z
2
2 +
4
9
z32 −
4
3
z2z
2
3 +
1
24
z41 (5.10)
for the algebra At represented as the quotient k[z1, z2, z3]/It, where It is the
ideal of all relations among et,1, et,4, et,5.
In accordance with (5.8), to show that At is isomorphic to A0, we need to
find polynomials T1, T2, T3 ∈ k4[z1, z2, z3] vanishing at the origin and having
linearly independent linear parts, as well as a polynomial
h ∈ k[z1, z2, z3] with h(0) 6= 0, such that for all f ∈ k4[z1, z2, z3] one has(
ΦT1,T2,T3(f) ⋆ Qt
)
(0) =
(
f ⋆ (h ⋆ Q0)
)
(0). (5.11)
After much computational experimentation we discovered that (5.11) is sat-
isfied for the following choice of Tj and h:
T1 = z1, T2 = z2 −
15t
16
z23 −
15t
2
z31 , T3 = z3, h ≡ 1.
Observe that, upon identification of x, y, z with z1, z2, z3, respectively, the
change of variables zj 7→ Tj is the inverse of the change of variables shown in
(4.7), which agrees with formulas (5), (6) in [ER]. Thus, we have obtained a
second proof of the fact that At is indeed isomorphic to A0 for all t.
To summarize, in the case of the algebras At from Example 4.2, the
method for establishing isomorphism between Artinian Gorenstein algebras
based on inverse systems requires a substantially greater computational effort
than that based on nil-polynomials as presented in Section 4. Notice that
nil-polynomials were utilized in this second proof as a tool for explicitly
producing inverse systems.
References
[AI] Alper, J. and Isaev, A., Associated forms in classical invariant the-
ory and their applications to hypersurface singularities, Math. Ann.
360 (2014), 799–823.
Criterion for Isomorphism of Artinian Gorenstein Algebras 17
[B] Bass, H., On the ubiquity of Gorenstein rings, Math. Z. 82 (1963),
8–28.
[EE] Eastwood, M. G. and Ezhov, V. V., On affine normal forms and a
classification of homogeneous surfaces in affine three-space, Geom.
Dedicata 77 (1999), 11–69.
[EI] Eastwood, M. G. and Isaev, A. V., Extracting invariants of isolated
hypersurface singularities from their moduli algebras, Math. Ann.
356 (2013), 73–98.
[ER] Elias, J. and Rossi, M. E., Isomorphism classes of short Gorenstein
local rings via Macaulay’s inverse system, Trans. Amer. Math. Soc.
364 (2012), 4589–4604.
[Em] Emsalem, J., Ge´ome´trie des points e´pais, Bull. Soc. Math. France
106 (1978), 399–416.
[FK] Fels, G. and Kaup, W., Nilpotent algebras and affinely homogeneous
surfaces, Math. Ann. 353 (2012), 1315–1350.
[FIKK] Fels, G., Isaev, A., Kaup, W. and Kruzhilin, N., Isolated hyper-
surface singularities and special polynomial realizations of affine
quadrics, J. Geom. Analysis 21 (2011), 767–782.
[He] Hertling, C., Frobenius Manifolds and Moduli Spaces for Singulari-
ties, Cambridge Tracts in Mathematics 151, Cambridge University
Press, Cambridge, 2002.
[Hu] Huneke, C., Hyman Bass and ubiquity: Gorenstein rings, in Alge-
bra, K-theory, Groups, and Education (New York, 1997), Contemp.
Math. 243, Amer. Math. Soc., Providence, RI, 1999, pp. 55–78.
[Ia] Iarrobino, A., Associated graded algebra of a Gorenstein Artin al-
gebra, Mem. Am. Math. Soc. 514 (1994).
[Is] Isaev, A. V., On the affine homogeneity of algebraic hypersurfaces
arising from Gorenstein algebras, Asian J. Math. 15 (2011), 631–
640.
[L] Lurie, J., On the classification of topological field theories, in Cur-
rent Developments in Mathematics, 2008, Int. Press, Somerville,
MA, 2009, pp. 129–280.
[M] Macaulay, F. S., The Algebraic Theory of Modular Systems, reprint
of the 1916 original, Cambridge University Press, Cambridge, 1994.
[W] Watanabe, J., The Dilworth number of Artin Gorenstein rings, Adv.
Math. 76 (1989), 194–199.
18 A. V. Isaev
Mathematical Sciences Institute
The Australian National University
Acton, ACT 2601
Australia
e-mail: alexander.isaev@anu.edu.au
