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Abstract
We consider a class of submodular functions on distributive lattices that are dened in terms
of concave functions and modular functions. The minimization of such a submodular function
is made in time required for a max-ow computation on an associated network by means of the
parametric max-ow algorithm of Gallo, Grigoriadis and Tarjan. The problem is closely related
to the classic majorization and the majorization on posets. As an application of the parametric
approach, we improve the time complexity of a capacity scaling algorithm for the submodular
ow problem. We also discuss a generalization and its relation to the principal partition or the
lexicographically optimal base of a submodular system. ? 1999 Elsevier Science B.V. All rights
reserved.
1. Problem description
Let E be a nonempty set and D 2E be a distributive lattice, having ;; E 2D, with
set union [ and intersection \ as the lattice operations. Here, we assume that the
distributive lattice D is simple, i.e., the length of its maximal chain is equal to jEj.
Then, D is represented as the collection of (order) ideals of a unique poset P(D) =
(E;4), due to a theorem of Birkho (see, e.g., [3]). Also, let  be a concave function
on R with (0) = 0, where only the values of (i) i = 0; 1; : : : ; n(=jEj) are relevant in
the following argument except for the last section. We may assume that the concave
function  is piecewise linear and has linear segments on [i− 1; i] (i=1; 2; : : : ; n). For
a vector z 2RE dene a function F : D! R as
f(X ) = (jX j) + z(X ) (X 2D); (1.1)
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where z(X ) =
P
e2X z(e). We see that f is a submodular function on D (see [3]).
The problem to be considered here is to minimize such a submodular function on a
distributive lattice.
If (i) = 0 for i = 0; 1; : : : ; n, then the problem becomes that of nding a minimum
weight ideal of the poset P(D) = (E;4), where the weight is given by the vector z.
Hence it can be solved by a min-cut (or max-ow) algorithm [7,8]. On the other hand,
if D=2E , the problem can easily be solved as follows. Assume E=fe1; e2; : : : ; eng and
z(e1)6z(e2)6   6z(en) and let Si = fe1; e2; : : : ; eig (i = 1; 2; : : : ; n) and S0 = ;. Then
the minimum of f(Si) (i=0; 1; : : : ; n) is the minimum value of f. Since the problem of
nding a minimum weight ideal of any xed cardinality is NP-hard, it seems dicult
to extend the latter simple approach to our problem. We show that the original problem
described above can be solved by the parametric max-ow algorithm of Gallo et al.
[4].
2. Problem reformulation and an algorithm
Using the concave function , dene a linear function k for each k = 1; 2; : : : ; n as
k(t) = ((k)− (k − 1))(t − k) + (k)
= kt + k ; (2.1)
where k = (k) − (k − 1) and k = k(k − 1) − (k − 1)(k) for each k = 1; 2; : : : ; n.




Hence, (1.1) can be rewritten as
f(X ) = min
16k6n
fk(jX j)g+ z(X ) (X 2D): (2.3)






















fk jX j+ z(X )g+ k

: (2.4)
It follows from (2.4) that the problem is reduced to n minimum weight ideal prob-
lems with weights k1 + z (k = 1; 2; : : : ; n), where 1 is the vector in RE with each
component being equal to one. Because of the monotonicity of the weight k1+ z in
k from 1 to n we can employ the Gallo{Grigoriadis{Tarjan algorithm [4] to solve the
sequence of n minimum weight ideal problems.
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The detail of the algorithm is described as follows. Let G(D) = (E; A(D)) be the
directed graph representing the Hasse diagram of P(D). That is, (e; e0) 2 A(D) if and
only if e covers e0 in P(D). Construct a directed graph G by attaching new vertices
s+ and s− together with arc sets S+ = f(s+; e) j e 2 Eg and S− = f(e; s−) j e 2 Eg to




+1 (a 2 A(D));
−minf0; k + z(e)g (a= (s+; e) 2 S+);
maxf0; k + z(e)g (a= (e; s−) 2 S−):
for k = 1; 2; : : : ; n. Then the minimum capacity cut separating s+ and s− corresponds
to an optimal solution of the inner minimization in (2.4). Note that c1(a)6c2(a)
6   6cn(a) for a 2 S+ and c1(a)>c2(a)>   >cn(a) for a 2 S−. Hence the
Gallo{Grigoriadis{Tarjan method is applicable to solve the n min-cut problems in O(n3)
time. We then obtain the minimum value of f by simple comparisons.
3. A relation to majorization
The class of submodular functions f on distributive lattices given as (1.1) is closely
related to the concept of majorization in a classic sense [1] and that of majorization
on posets considered by Hwang [5].
For any vector x 2 RE denote by x[i] the ith largest value of x(e) (e 2 E) for
each i = 1; 2; : : : ; n, i.e., x[1]>x[2]>   >x[n] is the arrangement of x(e) (e 2 E) in
nonincreasing order. For any vectors x; y 2 RE with x(E) = y(E) we say x majorizes






y[i] (k = 1; 2; : : : ; n− 1): (3.1)
We can consider a concave function  such that (k) =
Pk
i=1 x[i] (k = 1; 2; : : : ; n), and
(3.1) is equivalent to
(jX j)>y(X ) (X E): (3.2)
Consequently, x majorizes y if and only if the minimum of the submodular function
f on 2E dened below is nonnegative:
f(X ) = (jX j)− y(X ) (X 2 2E): (3.3)
Moreover, consider a poset P = (E;4). For any vectors x; y;2 RE with x(E) = y(E)
we say x majorizes y with respect to poset P [5] if we have
x(X )>y(X ) (X 2 I(P)); (3.4)
where I(P) denotes the set of all ideals of P. In other words, x majorizes y with
respect to poset P if and only if the minimum of the (sub)modular function x− y on
the distributive lattice I(P) is nonnegative.
214 S. Fujishige, S. Iwata /Discrete Applied Mathematics 92 (1999) 211{215
Therefore, the minimization of the class of submodular functions f on distributive
lattices given as (1.1) provides us with a framework of a common generalization of
the classic majorization and the majorization on posets.
4. An application to submodular ows
As a generalization of (1.1), we now consider a submodular function f1 expressed
as
f1(X ) = (jX j) + f0(X ) (X 2 D); (4.1)
where f0 is a submodular function on a distributive lattice D with f0(;)=0. (For the









fk jX j+ f0(X )g+ k

: (4.2)
The inner minimization is made by the greedy algorithm, which requires O(n) compu-
tations of saturation capacities for the submodular system (D; f0).
This type of submodular functions with (t) = t(n− t) appears in a capacity scaling
algorithm for the submodular ow problem [6]. More precisely, each scaling phase of
the algorithm performs O(n4) computations of
min
X2D(v; u)









where D(v; u) = fX ju 62 X; v 2 X 2 Dg, for u; v 2 E and y 2 RE .
The inner minimization in (4.3) is solved by a variant of the greedy algorithm as
follows. Let x0 be a vector in RE such that f0 − x0 is monotone nondecreasing and
x06y− k1. Put x= x0 + c^(x0; v)v, where c^(x0; e) denotes the saturation capacity and
v the unit vector with v(v)=1. For each e 2 Enfv; ug, apply x := x+minfc^(x; e); y(e)
− k − x(e)ge. Then the resulting vector x satises
min
X2D(v; u)
fk jX j+ f0(X )− y(X )g= x(E n fug)− y(E n fug) + k jE n fugj: (4.4)
The above procedure requires O(n) calls for an oracle that brings a saturation ca-
pacity. Thus the capacity scaling algorithm runs in O(n6hlogU ) time, where U is the
maximum absolute value of arc capacities and h is the time for computing saturation
capacities. This improves the time bound in [6], provided that an oracle for saturation
capacities is available.
5. A generalization and the principal partition
It is worth mentioning a relationship between the result of this note and the principal
partition or the lexicographically optimal base of a submodular system (see [2,3]).
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Let us consider a submodular function f2 more general than the one given in (4.1)
as follows:
f2(X ) = (w(X )) + f0(X ) (X 2 D); (5.1)
where f0 is a submodular function on a distributive lattice D with f0(;) = 0, w is a
vector in RE with w(e)> 0 (e 2 E), and  : R+ ! R is a piecewise linear concave





fkt + kg: (5.2)








fkw(X ) + f0(X )g+ k

: (5.3)
The inner minimization in (5.3) is made in terms of the lexicographically optimal base
b of the submodular system (D; f0) with respect to the weight vector w as
min
X2D
fw(X ) + f0(X )g= w(S) + b(S) (5.4)
for any real , where S = fe j e 2 E; w(e) + b(e)< 0g. This is because
min
X2D
fw(X ) + f0(X )g= min
X2D
ff0(X )− w(E − X )g+ w(E)
= ((−w) ^ b)(E) + w(E) (5.5)
(see [3]). Therefore, the complexity of minimizing the submodular function f2 is
not larger than that of nding the lexicographically optimal base of the submodular
system (D; f0) with respect to the weight vector w, provided that the size of l is
not very large, say l = O(jEj) as in the original problem in Section 1. Note that the
decomposition algorithm developed in [2] nds the lexicographically optimal base by
O(jEj2) computations of saturation capacities.
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