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1 Einleitung
Der Begriff Quantisierung, so wie er im Rahmen dieser Arbeit untersucht wird, stammt
urspru¨nglich aus der Signalverarbeitung in der Elektrotechnik. Dort bescha¨ftigt man
sich seit den spa¨ten 1940er Jahren mit der Fragestellung, Signale mit einer vorgegebe-
nen endlichen Anzahl von Punkten mo¨glichst gut zu diskretisieren.
Erste Arbeiten zu der Problemstellung finden sich z.B. bei Bennett [2], Panter und Dite
[24], Dalenius [6] und Cox [5]. Wa¨hrend sich diese Arbeiten mit der Quantisierung in
einer Raumdimension bescha¨ftigen, wurde erstmals durch Steinhaus [31] die Problem-
stellung auf den dreidimensionalen Raum verallgemeinert und untersucht.
Die exakte mathematische Modellbildung in beliebiger Raumdimension erfolgt u¨ber
ein Borelsches Wahrscheinlichkeitsmaß ν auf Rd, welches als zu quantisierende Si-
gnalquelle interpretiert werden kann. Dazu betrachtet man fu¨r eine vorgegebene ma-
ximale Anzahl n ∈ N = {1, 2, ..} von Quantisierungspunkten mit der euklidischen
Norm ‖ ‖ auf Rd und Normexponent r ≥ 1, den n−optimalen Quantisierungsfehler
Vn,r(ν) = inf
β⊂Rd, card(β)≤n
Ψβ,r(ν)
mit
Ψβ,r(ν) =
∫
min
b∈β
‖ x− b ‖r dν(x).
Neben der Bestimmung von Vn,r(ν) interessiert auch noch die Gestalt der Menge
Cn,r(ν) = {β ⊂ Rd : card(β) ≤ n und Ψβ,r(ν) = Vn,r(ν)}
aller n−optimalen Codebu¨cher von ν der Ordnung r.Das n−optimale Quantisierungs-
problem fu¨r ν besteht darin, Vn,r(ν) und Cn,r(ν) zu bestimmen. Unter sehr allgemei-
nen Voraussetzungen existiert immer mindestens ein n−Codebuch, d.h. Cn,r(ν) 6= ∅.
Ein Beweis wurde von Pollard [25] fu¨r r = 2 gegeben, der dann spa¨ter auf r ≥ 1
verallgemeinert wurde. Fu¨r eine Referenz sei der Leser auf Graf und Luschgy ([13],
Theorem 4.12) verwiesen. Unter sta¨rkeren Voraussetzungen gilt diese Existenzaussage
sogar fu¨r den Fall r > 0 ([15], Theorem 2.5).
Im allgemeinen ist die zu minimierende Abbildung
(b1, .., bn)→
∫
min
i∈{1,..,n}
‖ x− bi ‖r dν(x)
nichtkonvex, was die exakte Bestimmung der Lo¨sungen des n−optimalen Quantisie-
rungsproblems, insbesondere in ho¨heren Raumdimensionen d und bei einer großen
Anzahl n von Quantisierungspunkten, stark erschwert. Unter Einschra¨nkungen an den
Wertebereich von n und r ist eine explizite Lo¨sung des Quantisierungsproblems bisher
nur fu¨r spezielle eindimensionale Verteilungen (cf. [13], Kapitel 5.2; [12], Theorem
5.2; [19], Proposition 3.7) bzw. ho¨herdimensionale rotationssymmetrische Verteilun-
gen ([13], Kapitel 4.4) bekannt. Obwohl fu¨r eine spezielle Klasse von eindimensio-
nalen Wahrscheinlichkeitsverteilungen fu¨r jedes n ∈ N und r ≥ 1 immer nur ein
n−optimales Codebuch existiert (siehe z.B. [20] bzw. [32]), ist wegen der bereits
erwa¨hnten Nichtkonvexita¨t der zu minimierenden Abbildung im allgemeinen keine
Eindeutigkeit der Lo¨sung gegeben. (siehe z.B. [1]; [12], Theorem 5.2; [19], Propo-
sition 3.7).
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Unter sehr allgemeinen Voraussetzungen kann gezeigt werden, dass Vn,r(ν) fu¨r n ge-
gen unendlich, gegen 0 konvergiert ([13], Lemma 6.1). Zur Bestimmung der Ordnung
dieser Konvergenz haben sich die Begriffe der Quantisierungsdimension und des Quan-
tisierungskoeffizienten als hilfreich erwiesen. Zador [33] stellt als erster die Frage,
wann die Folge
(
r log(n)
− log(Vn,r(ν))
)
n∈N
gegen einen positiven reellenWert konvergiert und
bezeichnet diesen Limespunkt, im Falle seiner Existenz, als Quantisierungsdimension
Dr(ν). Existiert die Quantisierungsdimension, dann kann man fragen, ob die Folge(
n
r
Dr(ν)Vn,r(ν)
)
n∈N
konvergiert. Im Falle der Konvergenz gegen einen positiven re-
ellen Wert, wird dieser Limespunkt als Quantisierungskoeffizient Qr(ν) bezeichnet.
Handelt es sich bei ν um eine Verteilung, die einen zum d-dimensionalen Lebesgue-
maß absolutstetigen nichtverschwindenden Maßanteil besitzt, und ist fu¨r ein δ > 0 das
(r+δ)−te Moment von ν endlich, so existiert die QuantisierungsdimensionDr(ν) und
stimmt mit der Raumdimension d u¨berein. Ferner existiert unter den gleichen Voraus-
setzungen auch der Quantisierungskoeffizient Qr(ν). Dieses sehr tiefliegende Resultat
u¨ber die Asymptotik des optimalen Quantisierungsfehlers geht auf die Arbeiten von
Zador [34] bzw. Buckley und Wise [4] zuru¨ck. Ein vollsta¨ndiger Beweis findet sich
auch bei Graf und Luschgy ([13], Theorem 6.2).
Die vorliegende Arbeit bescha¨ftigt sich mit der Lo¨sung des Quantisierungsproblems
und der Frage nach der Existenz der Quantisierungsdimension und des Quantisierungs-
koeffizienten fu¨r zwei spezielle Klassen von singula¨ren Wahrscheinlichkeitsverteilun-
gen, die sich unter dem Oberbegriff ’verallgemeinerte Cantor-Verteilung’ einordnen
lassen.
In Kapitel 2 stellen wir die wichtigsten bekannten Resultate aus der Theorie der opti-
malen Quantisierung zusammen, die wir fu¨r die Untersuchungen in den Folgekapiteln
beno¨tigen.
Kapitel 3 widmet sich dann der ersten Klasse verallgemeinerter Cantor-Verteilungen,
den sog. dyadischen homogenen Cantor-Verteilungen. Zur Definition dieser Verteilun-
gen gibt man sich eine Folge (ck)k∈N ∈ ]0, 12 ]N vor und benutzt eine Wischkonstruk-
tion. Dazu startet man mit dem Einheitsintervall [0, 1] und entfernt in einem ersten
Schritt das mittlere offene Intervall der La¨nge 1− 2c1. Im zweiten Schritt entfernt man
von den verbliebenen abgeschlossenen Intervallen wiederum das jeweils mittlere offe-
ne Intervall der La¨nge (1 − 2c2)c1. So fortfahrend erha¨lt man fu¨r k gegen unendlich
die zur Folge (ck)k∈N zugeho¨rige homogene dyadische Cantormenge. Die Gleichver-
teilung µ auf dieser Menge stellt dann die dyadische homogene Cantor-Verteilung dar
und ist durch die Folge (ck)k∈N eindeutig bestimmt.
Erste Untersuchungen fu¨r den Fall ck = 13 fu¨r alle k ∈ N gehen zuru¨ck auf Zador [33].
Weitere Ergebnisse fu¨r diesen Spezialfall wurden durch Graf und Luschgy [12] erzielt.
Lindsay [22] benutzte als erster diese Verteilungsklasse um ein Beispiel fu¨r die Nicht-
existenz der Quantisierungsdimension zu konstruieren. Kessebo¨hmer und Zhu [19] be-
stimmten unter der Voraussetzung
sup
k∈N
ck ≤ 14 (1)
fu¨r r ≥ 1 und alle n ∈ N die Gestalt der Menge Cn,r(µ) aller n-optimalen Codebu¨cher
der Ordnung r. Neben anderen wichtigen Resultaten zeigten sie unter der Vorausset-
zung (1), dass die QuantisierungsdimensionDr(µ) genau dann existiert, wenn die Fol-
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ge ( 1k
∑k
i=1 log(ci))k∈N konvergiert. In diesem Fall gilt
Dr(µ) = lim
k→∞
log(2)
− 1k
∑k
i=1 log(ci)
. (2)
Wir zeigen, dass die Resultate von Kessebo¨hmer und Zhu bezu¨glich Cn,r(µ) und der
Darstellung (2) fu¨r die Quantisierungsdimension Dr(µ) auch unter der schwa¨cheren
Voraussetzung
sup
k∈N
ck ≤ 13 (3)
gelten (Theorem 3.17, Bemerkung 3.23). Bei einer weiteren Abschwa¨chung von (3)
wird das Resultat u¨ber die Gestalt der n−optimalen Codebu¨cher falsch (Beispiel 7.1).
Des weiteren leiten wir unter der Voraussetzung (3) die Formel
Vn,r(µ) =
pirk
2k
(
(2k+1 − n)V1,r(µ(k+1)) + (n− 2k) · crk+1V1,r(µ(k+2))
)
fu¨r den n−optimalen Quantisierungsfehler her (Theorem 3.17), bei der µ(k) die zu
der Folge (cl+k−1)l∈N zugeho¨rige dyadische homogene Cantorverteilung bezeichnet,
pik =
∏k
i=1 ci und n ∈ [2k, 2k+1[ gilt. Existiert die Quantisierungsdimension und gilt
(3), so zeigen wir unter der zusa¨tzlichen Voraussetzung
0 < lim inf
k→∞
2
k
Dr pik ≤ lim sup
k→∞
2
k
Dr pik <∞,
dass der Quantisierungskoeffizient nicht existiert (Proposition 3.24). Aufgrund von
Voraussetzung (3) sind in unseren Resultaten die fru¨heren Ergebnisse von Zador [33]
bzw. Graf und Luschgy [12] jeweils als Spezialfall enthalten (Bemerkung 3.27). Auch
die betreffenden Teile der Arbeit von Kessebo¨hmer und Zhu (cf. [19], Theorem 1.6
(3) bzw. [19], Proposition 3.7) werden durch die Resultate dieser Arbeit in ihrem
Gu¨ltigkeitsbereich erweitert (Bemerkung 3.18).
Das Ziel der beiden Kapitel 4 und 5 besteht darin, alle Hilfsmittel fu¨r die Untersuchung
der zweiten Klasse verallgemeinerter Cantor-Verteilungen in Kapitel 6 bereitzustellen.
Dennoch sind die Ergebnisse dieser beiden Zwischenkapitel so allgemein formuliert,
dass sie auch von eigensta¨ndigem Interesse sind.
In Kapitel 4 untersuchen wir die Fragestellung, wie sich die Lo¨sung und andere Ei-
genschaften des n−optimalen Quantisierungsproblems der Gleichverteilung Qω einer
endlichen Punktmenge ω auf eine Verteilung u¨bertragen lassen, deren Masse zu glei-
chen Teilen auf disjunkten Kugeln um die Menge ω verteilt ist. Entscheidend fu¨r die
Ergebnisse ist dabei, dass der einheitliche Radius der Kugeln hinreichend klein ist.
Kapitel 5 bescha¨ftigt sich ebenfalls mit der diskreten Gleichverteilung Qω. Es werden
hinreichende Bedingungen bewiesen, die sicherstellen, dass
Vn,r(Qω)− Vn+1,r(Qω) > Vn+1,r(Qω)− Vn+2,r(Qω) (4)
fu¨r alle n ∈ {1, .., card(ω)− 2} gilt. Obwohl unter sehr allgemeinen Voraussetzungen
Vn,r(Qω) > Vn+1,r(Qω)
fu¨r alle n ∈ {1, .., card(ω) − 1} gilt (Satz 2.4 (a)), ist die Beziehung (4) unter den
gleichen allgemeinen Voraussetzungen nicht immer erfu¨llt (Bemerkung 5.6, Beispiel
3
5.9).
Kapitel 6 widmet sich den Gleichverteilungen uniformer iterierter Funktionensysteme
beliebiger Raumdimension, die die bereits angesprochene zweite Klasse verallgemei-
nerter Cantor-Verteilungen darstellen. Ein uniformes iteriertes Funktionensystem ist
ein N−Tupel (S1, .., SN ) von Abbildungen, fu¨r das
‖ Si(x)− Si(y) ‖= c ‖ x− y ‖
fu¨r alle x, y ∈ Rd und i ∈ {1, .., N} mit einem c ∈ ]0, 1[ gilt. Dazu existiert genau ein
Wahrscheinlichkeitsmaß µ, mit der Eigenschaft
µ =
1
N
N∑
i=1
µ ◦ S−1i .
Graf und Luschgy [13] haben gezeigt, dass unter einer bestimmten Voraussetzung, die
in Kapitel 6 dieser Arbeit immer erfu¨llt ist, die Quantisierungsdimension von µ immer
existiert und
Dr(µ) = D =
− log(N)
log(c)
gilt (siehe [13], Theorem 14.17 (i)). Aufgrund der Kontraktionseigenschaft besitzt jede
Abbildung Si genau einen Fixpunkt. Bezeichnet ω die Menge dieser Fixpunkte, ge-
lingt es bei hinreichend kleinem Kontraktionsfaktor c und weiteren Voraussetzungen
an das Funktionensystem, den n-optimalen Quantisierungsfehler Vn,2(µ) fu¨r n ≤ N
ausschließlich durch den n-optimalen Quantisierungsfehler Vn,2(Qω) der diskreten
Gleichverteilung auf ω darzustellen (Theorem 6.4). Es gilt unter diesen Bedingungen
die Formel
Vn,2(µ) =
1− c
1 + c
· c2V1,2(Qω) + (1− c)2Vn,2(Qω), (5)
zu deren Beweis wir uns auf die Ergebnisse aus Kapitel 4 abstu¨tzen. Neben der Fehler-
formel (5) leiten wir auch eine Darstellung der n-optimalen Codebu¨cher ab.
Fu¨r n ≥ N wird das n−optimale Quantisierungsproblem fu¨r µ unter anderen ein-
schra¨nkenden Voraussetzungen an das Funktionensystem vollsta¨ndig gelo¨st. (Theorem
6.13). Diese Voraussetzungen sind z.B. erfu¨llt, falls der Kontraktionsfaktor c kleiner als
eine angebbare obere Schranke c0 ∈ ]0, 1[ ist und die Beziehung (4) gewa¨hrleistet ist
(Proposition 6.22). Wir erhalten in diesem Fall mit i(n) ∈ {1, .., N −1} und k(n) ∈ N
fu¨r n ∈ [i(n)Nk(n), (i(n) + 1)Nk(n)[ die Formel
Vn,r(µ) =
ck(n)r
Nk(n)
(
Vi(n),r(µ)
(
(i(n) + 1)Nk(n) − n
)
+ Vi(n)+1,r(µ)
(
n− i(n)Nk(n)
))
fu¨r den n−optimalen Quantisierungsfehler. Ferner geben wir eine Charakterisierung
der n-optimalen Mengen von µ der Ordnung r an und bestimmen die Menge aller
Ha¨ufungspunkte der Folge (n
r
D Vn,r(µ))n∈N, die ein nichteinpunktiges abgeschlosse-
nes Intervall ist. Der Quantisierungskoeffizient existiert also nicht. Die Resultate wer-
den dann auf modifizierte Versionen klassischer iterierter Funktionensysteme ange-
wandt. Wir studieren dabei die Cantormenge, das Sierpinski-Dreieck und den Cantor-
Staub. Neben diesen klassischen singula¨ren Verteilungen la¨sst sich mit den vorliegen-
den Resultaten das Quantisierungsproblem vieler anderer singula¨rer Verteilungen, die
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sich als Gleicherverteilung eines uniform iterierten Funktionensystems definieren las-
sen, ebenfalls lo¨sen.
In einem letzten Kapitel 7 untersuchen wir die Gu¨ltigkeitsgrenzen unserer Resulta-
te und beschließen die Arbeit mit einigen offenen Fragen. Als besonders interessante
Fragestellung verbleibt das Problem, die n-optimale Quantisierung fu¨r dyadische ho-
mogene Cantor-Verteilungen unter der Bedingung
ck = c ∈
]
1
3
,
1
2
[
fu¨r alle k ∈ N
zu studieren. Fu¨r solche c ist insbesondere die Bestimmung der Ha¨ufungspunktmenge
der Folge
(
n
r
D Vn,r(µ)
)
n∈N ungelo¨st.
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2 Allgemeinemathematische Eigenschaften der optima-
len Quantisierung von Wahrscheinlichkeitsmaßen
Wir beginnen mit einer Zusammenstellung von wichtigen aus der Literatur bekannten
Begriffen und Resultaten, mit denen die optimale Quantisierung von Wahrscheinlich-
keitsmaßen in mathematischer Form untersucht werden kann.
Es sei d ∈ N und ν eine Borelsche Wahrscheinlichkeitsverteilung auf Rd. Wir bezeich-
nen mit supp(ν) den Tra¨ger von ν und mit ‖ . ‖ die euklidische Norm. Ferner sei
r ≥ 1 und ∫ ‖ x ‖r dν(x) < ∞. Fu¨r ein n ∈ N sei β ⊂ Rd nichtleer und ent-
halte ho¨chstens n Punkte. Mit card(β) bezeichnen wir die Kardinalita¨t von β. Es sei
zusa¨tzlich card(supp(ν)) ≥ n vorausgesetzt. Wir nennen
Ψβ,r(ν) =
∫
min
b∈β
‖ x− b ‖r dν(x)
den Quantisierungsfehler bezu¨glich β und
Vn,r(ν) = inf
α⊂Rd, 1≤card(α)≤n
Ψα,r(ν)
den n−optimalen Quantisierungsfehler der Ordnung r.
Die Menge β wird n-optimal der Ordnung r (bzw. kurz n-optimales Codebuch ) ge-
nannt, falls Ψβ,r(ν) = Vn,r(ν). Die Menge aller n-optimalen Codebu¨cher bezeich-
nen wir mit Cn,r(ν). Falls aus dem Kontext klar hervorgeht, mit wievielen Punkten n
die optimale Quantisierung untersucht wird, sprechen wir fu¨r Vn,r(ν) vom optimalen
Quantisierungsfehler bzw. fu¨r Cn,r(ν) von den optimalen Codebu¨chern.
Fu¨r eine beliebige Menge A ⊂ Rd bezeichnen wir mit A den topologischen Abschluss
und mit conv(A) die konvexe Hu¨lle von A.
Allgemeine Existenz, Eindeutigkeit fu¨r n = 1 und Lageeigenschaften der n-optimalen
Codebu¨cher zeigt der nachfolgende Satz.
2.1 Satz
(a) Cn,r(ν) 6= ∅.
(b) Jedes n-optimale Codebuch besteht aus genau n Punkten.
(c) Falls r > 1, gibt es nur ein 1-optimales Codebuch.
Bei r = 2 besteht dieses 1-optimale Codebuch aus dem Punkt
∫
xdν(x).
(d)
⋃ {α : α ∈ Cn,r(ν)} ist eine Teilmenge von conv(supp(ν)).
Beweis.
Die Anwendung von Theorem 4.12 in [13] ergibtCn,r(ν) 6= ∅. Mittels Theorem 4.1. in
[13] besteht jedes n-optimale Codebuch aus genau n Punkten. Falls r > 1, impliziert
[13], Theorem 2.4 (i), dass es nur ein 1-optimales Codebuch gibt. Ist r = 2, so gilt
C1,r(ν) = {{
∫
xdν(x)}}, gema¨ß [13], Example 2.3 (b). Aus [13], Remark 4.6 (a)
erhalten wir
⋃{α : α ∈ Cn,r(ν)} ⊂ conv(supp(ν)).
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W (a | α)
1
Abbildung 1: Voronoizelle
Fu¨r eine endliche nichtleere Menge α ⊂ Rd bezeichne
W (a | α) :=
{
x ∈ Rd : ‖ x− a ‖= min
b∈α
‖ x− b ‖
}
(6)
die durch a ∈ α generierte Voronoizelle (siehe Abbildung 1).
Mit diesem Begriff wird nachfolgend eine Stationarita¨tseigenschaft von n-optimalen
Codebu¨chern formuliert, die in den folgenden Kapiteln ha¨ufig benutzt wird.
2.2 Satz
Sei α ein n-optimales Codebuch undm ∈ {1, .., n}.
(i) Es ist ν (W (a | α)) > 0 fu¨r jedes a ∈ α und
β ∈ Cm,r
ν(· | ⋃
b∈β
W (b | β))

fu¨r jedes β ⊂ α mit card(β) = m.
(ii) Es gilt
Vn,r(ν) =
∑
a∈α
ν(W (a | α))V1,r(ν(· |W (a | α))).
Beweis.
Teil (i) der Behauptung folgt aus [13], Theorem 4.1. Die Formel fu¨r den n−optimalen
Quantisierungsfehler in (ii) wird auf Seite 32 in [13] bewiesen.
Bemerkenswert ist auch, dass auf dem Rand der Voronoizellen eines n−optimalen Co-
debuchs unter bestimmten Voraussetzungen keine ν−Masse liegt, wie der nachfolgen-
de Satz zeigt.
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2.3 Satz
Sei n ≥ 2 und α ein n-optimales Codebuch. Sei r > 1. Dann ist
ν(W (a | α) ∩W (b | α)) = 0,
fu¨r alle a, b ∈ α mit a 6= b.
Beweis.
Siehe [13], Theorem 4.2.
Eine bijektive Abbildung T : Rd → Rd heißt A¨hnlichkeitsabbildung,
falls eine Konstante c ∈ ]0,∞[ existiert, so dass
‖ T (x)− T (y) ‖= c ‖ x− y ‖
fu¨r jedes x, y ∈ Rd. Falls c < 1, nennen wir c Kontraktionskonstante. Mit ν ◦ T−1
bezeichnen wir das Bildmaß von ν bezu¨glich T .
Wir fahren fort mit der Nullfolgeneigenschaft des n−optimalen Quantisierungsfehlers
und einer Aussage u¨ber das Verhalten des n−optimalen Quantisierungsfehlers und der
n-optimalen Codebu¨cher unter A¨hnlichkeitsabbildungen.
2.4 Satz
(a) Fu¨r n ≥ 2 ist Vn,r(ν) < Vn−1,r(ν).
(b) limn→∞ Vn,r(ν) = 0.
(c) Sei T eine A¨hnlichkeitsabbildung mit Konstante c ∈ ]0,∞[. Dann ist
Cn,r(ν ◦ T−1) = TCn,r(ν)
Vn,r(ν ◦ T−1) = crVn,r(ν).
Beweis.
Behauptung (a) folgt aus [13], Theorem 4.12. Nach [13], Lemma 6.1 ist
(Vn,r(ν))n∈N eine Nullfolge, womit (b) gezeigt ist. Aussage (c) wird in [13], Lemma
3.2 (a) bewiesen.
Fu¨r zwei Borelsche Wahrscheinlichkeitsmaße ν1, ν2 auf Rd mit
∫ ‖ x ‖r dνi(x) <∞
sei
ρr(ν1, ν2) = inf
λ
(∫
‖ x− y ‖r dλ(x, y)
) 1
r
, (7)
wobei das Infimum u¨ber alle Borelschen Wahrscheinlichkeitsmaße λ auf Rd × Rd mit
den Marginalmaßen ν1 und ν2 gebildet wird. Fu¨r den vorausgesetzten Bereich r ≥ 1
stellt ρr eine Metrik dar. In der Literatur (siehe z.B. [29]) wird ρr als Lr−minimale
Metrik (bzw. Lr−Wasserstein Metrik oder Lr−Kantorovich Metrik) bezeichnet.
Fu¨r zwei nichtleere kompakte Mengen B,C ⊂ Rd sei
dH(B,C) = max
{
max
b∈B
min
c∈C
‖ b− c ‖, max
c∈C
min
b∈B
‖ b− c ‖
}
(8)
der Hausdorffabstand .
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Auf dem RaumMr = Mr(Rd) aller Borelschen Wahrscheinlichkeitsmaße ν auf Rd mit∫ ‖ x ‖r dν(x) < ∞, kann man nun mit der Lr−minimalen Metrik Stetigkeitsunter-
suchungen bezu¨glich der optimalen Quantisierung durchfu¨hren. Es sei (νk)k∈N ⊂ Mr
und ν ∈ Mr. Ferner sei n ≤ card(supp(ν)) und r ≥ 1. Es gelten die folgenden wich-
tigen Aussagen.
2.5 Satz
Es gelte limk→∞ ρr(νk, ν) = 0.
(a) Dann ist limk→∞ Vn,r(νk) = Vn,r(ν).
(b) Sei αk ∈ Cn,r(νk) fu¨r k ∈ N. Dann ist die Menge der dH−Ha¨ufungspunkte der
Folge (αk)k∈N eine nichtleere Teilmenge von Cn,r(ν) und
lim
k→∞
dH(αk, Cn,r(ν)) = 0.
Beweis.
Teil (a) der Behauptung ist eine direkte Folgerung aus Ungleichung (4.4) auf Seite 57
in [13]. Teil (b) folgt aus [13], Theorem 4.21 (b).
Fu¨r die ρr-Konvergenz der Folge (νk)k∈N gegen ν gilt folgende wichtige Charakteri-
sierung.
2.6 Satz
Es gilt
lim
k→∞
ρr(νk, ν) = 0,
genau dann, wenn νk schwach gegen ν konvergiert und∫
‖ x ‖r dνk(x)→
∫
‖ x ‖r dν(x).
Beweis.
Siehe Theorem 2.6.4 in [29].
Das Problem der optimalen Quantisierung der Wahrscheinlichkeitsverteilung ν besteht
nun darin, fu¨r jedes n ∈ N den n-optimalen Quantisierungsfehler Vn,r(ν) und die
Menge Cn,r(ν) aller n-optimalen Codebu¨cher zu bestimmen.
Die exakte Ermittlung ist jedoch im allgemeinen schwierig und bisher nur fu¨r ganz
spezielle Verteilungen durchgefu¨hrt worden. (siehe [13], Appendix). Im Hinblick auf
die Nullfolgeneigenschaft des n-optimalen Quantisierungsfehlers (siehe Satz 2.4 (b))
stellt sich jedoch die Frage, ob wenigstens die Bestimmung der Konvergenzordnung
dieser Nullfolge mo¨glich ist.
Im Folgenden werden die zwei Begriffe Quantisierungsdimension und Quantisierungs-
koeffizient eingefu¨hrt, die die Konvergenzordnung auf verschiedene Weise charakteri-
sieren.
Die untere Quantisierungsdimension von ν der Ordnung r ist definiert durch
Dr(ν) := lim infn→∞
r log(n)
− log(Vn,r(ν)) . (9)
9
Die obere Quantisierungsdimension von ν der Ordnung r ist definiert durch
Dr(ν) := lim sup
n→∞
r log(n)
− log(Vn,r(ν)) . (10)
Stimmen die beiden Gro¨ßen u¨berein, so heißt der gemeinsame Wert Quantisierungs-
dimension Dr(ν). Existiert die Quantisierungsdimension, und konvergiert die Folge
(n
r
Dr Vn,r(ν))n∈N gegen einen endlichen positiven Wert, so heißt
Qr(ν) = lim
n→∞n
r
Dr Vn,r(ν) (11)
der Quantisierungskoeffizient der Ordnung r der Verteilung ν.
2.7 Theorem
Besitzt ν einen nichtverschwindenden regula¨ren Anteil bezu¨glich des d−dimensionalen
Lebesguemaßes λd und ist
∫ ‖ x ‖r+δ dν(x) < ∞ fu¨r ein δ > 0, dann stimmt Dr(ν)
mit der Raumdimension d u¨berein und der Quantisierungskoeffizient Qr(ν) existiert.
Beweis.
Die Anwendung von [13], Theorem 6.2 ergibt die Konvergenz von n
r
dVn,r(ν) gegen
einen positiven Wert. Daraus folgt unmittelbar, dass Dr(ν) = d.
Erste Untersuchungen zur Asymptotik des optimalen Quantisierungsfehlers gehen auf
Panter und Dite ([24], 1951) bzw. Fejes To´th ([9], 1959) zuru¨ck. Zador ([33], 1982)
beweist unter scha¨rferen Voraussetzungen als in Theorem 2.7 die Konvergenz der Fol-
ge (n
r
dVn,r(ν))n∈N gegen einen positiven Wert. Buckley und Wise ([4], 1982) geben
einen Beweis fu¨r limn→∞ n
r
dVn,r(ν) ∈ ]0,∞[ unter den Bedingungen von Theorem
2.7, der allerdings eine kleine Lu¨cke entha¨lt. Ein vollsta¨ndiger Beweis findet sich, wie
oben zitiert, bei Graf und Luschgy [13].
2.8 Bemerkung
Fu¨r die Existenz des Quantisierungskoeffizienten kann auf die Voraussetzung des nicht-
verschwindenden regula¨ren Maßanteils in Theorem 2.7 nicht verzichtet werden.
(Gegen-)Beispiele hierfu¨r liefern eindimensionale dyadische homogene Cantorvertei-
lungen, die im Kapitel 3 definiert und untersucht werden. Dort wird unter allgemei-
nen Voraussetzungen gezeigt, dass der Quantisierungskoeffizient nicht existiert (siehe
Proposition 3.24 (iii)). Daru¨berhinaus wird im gleichen Kapitel fu¨r den Spezialfall ei-
ner sog. (eindimensionalen) selbsta¨hnlichen Cantorverteilung µ eine funktionale Dar-
stellung des nichteinpunktigen zusammenha¨ngenden Intervalls aller Ha¨ufungspunkte
der Folge (n
r
Dr Vn,r(µ))n∈N bewiesen (siehe Bemerkung 3.26). Auch bei Gleichver-
teilungen uniformer iterierter Funktionensysteme, die wir in Kapitel 6 definieren und
bezu¨glich ihrer optimalen Quantisierung studieren, zeigen wir unter bestimmten Vor-
aussetzungen die Nichtexistenz des Quantisierungskoeffizienten und leiten fu¨r diesen
Fall eine Intervalldarstellung der Ha¨ufungspunkte der Folge (n
r
Dr Vn,r(µ))n∈N ab (sie-
he Theorem 6.13 (ii)).
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2.9 Bemerkung
Bezu¨glich der Existenz der Quantisierungsdimension Dr(ν) und des Quantisierungs-
koeffizienten Qr(ν) treten alle drei mo¨glichen Fa¨lle auf:
(a) Dr(ν) existiert nicht
(b) Dr(ν) existiert, Qr(ν) existiert nicht
(c) Dr(ν) existiert, Qr(ν) existiert.
Ein Beispiel fu¨r Fall (a) wird im nachfolgenden Kapitel 3 geliefert (siehe Bemerkung
3.23). Der Fall (b) trifft fu¨r die in Kapitel 6 untersuchten Verteilungen zu (siehe Theo-
rem 6.13 (iii)). Auch bei den Maßen in Kapitel 3, tritt unter bestimmten Voraussetzun-
gen Fall (b) ein (siehe Proposition 3.24 (iii)). Theorem 2.7 stellt ein Beispiel fu¨r Fall
(c) dar. Es sei angemerkt, dass der Fall (c) auch bei Maßen auftreten kann, die keinen
regula¨ren Maßanteil besitzen. Siehe hierfu¨r [16], Theorem 4.1.
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3 Optimale Quantisierung eindimensionaler dyadischer
homogener Cantorverteilungen
Im Folgenden untersuchen wir das optimale Quantisierungsverhalten von dyadischen
homogenen Cantorverteilungen. Zur Konstruktion dieser Maße gibt man sich eine Fol-
ge von Kontraktionsfaktoren (ck)k∈N ∈ ]0, 12 ]N vor, die in eindeutiger Weise mit einer
dyadischen homogenen Cantormenge C((ck)) verknu¨pft ist. Die Gleichverteilung µ
auf dieser Menge stellt dann die dyadische homogene Cantorverteilung dar.
Lindsay [22] stellte als erster die Nichtexistenz der Quantisierungsdimension fu¨r man-
che solcher dyadischen homogenen Cantorverteilungen heraus. Kessebo¨hmer und Zhu
[19] setzten diese Arbeiten fort und ermittelten die Gestalt aller n−optimalen Co-
debu¨cher unter der Voraussetzung supk∈N ck ≤ 14 . In diesem Kapitel wird dieses Co-
debuchresultat auch unter der schwa¨cheren Voraussetzung supk∈N ck ≤ 13 bewiesen.
Weitere neue Resultate u¨ber den n−optimalen Quantisierungsfehler und die Nicht-
existenz des Quantisierungskoeffizienten (unter geeigneten zusa¨tzlichen Voraussetzun-
gen) kommen hinzu. Diese Ergebnisse finden sich auch in einer zur Vero¨ffentlichung
eingereichten Arbeit (siehe [21]).
Im Spezialfall konstanter Kontraktionsfolgenglieder gehen die Resultate dieses Ab-
schnittes in die bereits bekannten Ergebnisse von Graf und Luschgy (siehe [12]) u¨ber.
3.1 Definition und Symmetrieeigenschaften eindimensionaler dya-
discher homogener Cantorverteilungen
Sei die Folge (ck)k∈N ∈
]
0, 12
]N
fest vorgegeben. Zuna¨chst definieren wir induktiv die
dyadische homogene Cantormenge C((ck)). (siehe Abbildung 2).
Schritt 1. Wir setzen E0 = [0, 1] und D0 = {E0}. Nun wird das offene Intervall der
La¨nge 1 − 2c1 in der Mitte von E0 entfernt. Es verbleibt D1 = {[0, c1], [1 − c1, 1]}
als die Menge aller Basisintervalle der Stufe 1. E1 bezeichnet die Vereinigung aller
Basisintervalle der Stufe 1.
Schritt 2. Fu¨r k ∈ N seien die Menge Dk aller Basisintervalle der Stufe k und die
Vereinigung Ek aller Basisintervalle der Stufe k gegeben. Wir setzen pik =
∏k
i=1 ci
und entfernen jeweils das mittlere offene Intervall der La¨nge (1−2ck+1)pik von jedem
Basisintervall aus Dk. Man erha¨lt somit Dk+1 bzw. Ek+1. Wir setzen
C((ck)) =
⋂
k∈N
Ek
und bezeichnen mit C((ck)) die durch die Folge (ck)k∈N definierte dyadische homo-
gene Cantormenge. Man kann nun zeigen (siehe [8], Seite 9 ff.) dass es zur Menge
C((ck)) genau ein Borelsches Wahrscheinlichkeitsmaß µ auf R gibt, charakterisiert
durch die beiden Eigenschaften
µ(F ) = 2−k fu¨r jedes F ∈ Dk
und
µ(A) = inf

∞∑
i=1
µ(Ui) : A ∩ C((ck)) ⊂
∞⋃
i=1
Ui, Ui ∈
⋃
k≥1
Dk

12
0 1
0 1c1 1 − c1
0 1c1 1 − c1
c1c2 c1 − c1c2 1 − c1 + c1c2 1 − c1c2
· · · ·
· · · ·
· · · ·
1
Abbildung 2: Wischkonstruktion
fu¨r jede Borelsche Teilmenge A ⊂ R.
Die Cantormenge C((ck)) ist der Tra¨ger von µ. Fu¨r den Rest des ganzen Kapitels
nennen wir µ die durch die Folge (ck)k∈N definierte dyadische homogene Cantorver-
teilung.
Die sich aus der Wischkonstruktion ergebende Symmetrie der Cantormenge C((ck))
u¨bertra¨gt sich auch auf µ. Die Symmetrieeigenschaften der Verteilung werden im Fol-
genden formuliert und sind grundlegend fu¨r alle weiteren Untersuchungen.
Es sei N0 = {0, 1, 2, ..}. Fu¨r jedes k ∈ N0 und F ∈ Dk bezeichnen wir mit F1 das lin-
ke und F2 das rechte Basisintervall der Stufe k+ 1, welches jeweils in F enthalten ist.
Die Mittelpunkte von F, F1, F2 bezeichnen wir mit a, a1, a2. Wir benutzen diese No-
tation in kanonischer Weise, z.B. bezeichnet a121 den Mittelpunkt des Basisintervalls
F121 ⊂ F der Stufe k + 3. Fu¨r t ∈ R sei
R 3 x Θt→ Θt(x) = x+ t
die Translation mittels t. Ferner sei
R 3 x Φt→ Φt(x) = t+ (t− x)
die Spiegelung bezu¨glich t.
Fu¨r ein beliebiges Borelsches Wahrscheinlichkeitsmaß ν auf R und Borel-messbare
Menge A ⊂ R mit ν(A) > 0, sei ν(· | A) = ν(A∩·)ν(A) die bedingte Verteilung von ν
bezu¨glich A. Fu¨r d ∈ N und eine beliebige nichtleere und beschra¨nkte Menge A ⊂ Rd
bezeichnen wir mit
diam(A) = sup{‖ a− b ‖: a, b ∈ A}
den Durchmesser von A.
Es ergeben sich nun folgende Symmetrieeigenschaften von µ.
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3.1 Lemma
Sei k ∈ N0 und G,H ∈ Dk+2 mit min(G) ≤ min(H).
Sei t = 12 (min(G) + max(H)) und s = min(H)−min(G). Dann ist
µ(· | H) = µ(· | G) ◦ Φ−1t
und
µ(· | H) = µ(· | G) ◦Θ−1s .
Beweis.
Da diam(H) = diam(G), erhalten wir aus der Definition von t und s, dass
Φt(G) = H und Θs(G) = H. Aus der Konstruktion von µ folgt die Behauptung.
3.2 Lageeigenschaften der Elemente optimaler Codebu¨cher
Alle in diesem Abschnitt auftretenden Verteilungen seien Borelsch auf R. Eine Vertei-
lung ν wird symmetrisch bezu¨glich t ∈ R genannt, falls ν = ν ◦ Φ−1t .
Wir beginnen mit Resultaten u¨ber 1-Codebu¨cher symmetrischer Verteilungen. Anschlie-
ßend verwenden wir diese Ergebnisse um grundlegende Eigenschaften der n-Code-
bu¨cher von µ fu¨r n ≥ 2 zu zeigen.
3.2 Proposition
Sei ν eine bezu¨glich t ∈ R symmetrische Wahrscheinlichkeitsverteilung. Dann gilt fu¨r
r > 1 und b ∈ R\{t},∫
| x− b |r dν(x) >
∫
| x− t |r dν(x).
Beweis.
Sei b ∈ R\{t}. Aus dem Beweis von Theorem 2.4 in [13] wissen wir, dass die Abbil-
dung
R 3 z → Ψr(z) =
∫
| x− z |r dν(x)
strikt konvex ist. Damit gilt∫
| x− t |r dν(x) = Ψr(t) < Ψr(t+ (b− t)) + Ψr(t− (b− t))2 .
Aufgrund der Symmetrie von ν bezu¨glich t erhalten wir
Ψr(t+ (b− t)) = Ψr(t− (b− t)). Daraus folgt
Ψr(t+ (b− t)) + Ψr(t− (b− t))
2
= Ψr(b) =
∫
| x− b |r dν(x).
3.3 Bemerkung
Falls ν zusa¨tzlich einen kompakten Tra¨ger aufweist, dann gilt fu¨r r = 1 und alle b ∈ R
die Ungleichung ∫
| x− b |r dν(x) ≥
∫
| x− t |r dν(x).
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Von nun an sei fu¨r den Rest des Abschnitts k ∈ N0 und F ∈ Dk.
3.4 Korollar
Sei a der Mittelpunkt von F . Dann ist fu¨r b ∈ R\{a},∫
F
| x− b |r dµ(x) ≥
∫
F
| x− a |r dµ(x). (12)
Falls r > 1, dann ist Ungleichung (12) strikt.
Beweis.
Wegen µ(F ) > 0 reicht es zu zeigen, dass Ungleichung (12) fu¨r µ(· | F ) anstatt µ
gilt. Man beachte, dass µ(· | F ) symmetrisch bezu¨glich a ist und einen kompakten
Tra¨ger aufweist. Deshalb folgt die Behauptung unmittelbar aus Proposition 3.2 und
Bemerkung 3.3.
3.5 Bemerkung
Die Aussage von Korollar 3.4 fu¨r den Fall r > 1 ist bereits in [19], Lemma 3.2 bewie-
sen worden.
Fu¨r den Rest dieses Abschnitts sei n ≥ 2 und β ∈ Cn,r(µ(· | F )).Wegen Satz 2.1 (b)
ist card(β) = n.Wir bezeichnen β = {b1, .., bn} mit b1 < .. < bn.
Es sei b0 = Φmin(F )(b1) und bn+1 = Φmax(F )(bn). Aufgrund von Satz 2.1 (d) wissen
wir, dass β ⊂ F. Als na¨chstes beweisen wir einige wichtige Eigenschaften von β,
insbesondere zeigen wir, dass β ⊂ F1 ∪ F2.
3.6 Lemma
Sei i ∈ {1, .., n}. Falls µ([ bi−1+bi2 , bi+bi+12 ] ∩ F1) = 0, dann ist bi ∈ F2.
Ist µ([ bi−1+bi2 ,
bi+bi+1
2 ] ∩ F2) = 0, dann ist bi ∈ F1.
Beweis.
Wegen µ(R\[0, 1]) = 0, erhalten wir mittels Satz 2.2 (i), dass [ bi−1+bi2 , bi+bi+12 ] strikt
positives µ−Maß besitzt und {bi} ∈ C1,r(µ(· | [ bi−1+bi2 , bi+bi+12 ])).
1. Sei µ([ bi−1+bi2 ,
bi+bi+1
2 ] ∩ F1) = 0. Folglich besitzt µ(· | [ bi−1+bi2 , bi+bi+12 ]) nur
Masse auf F2 ∩ [ bi−1+bi2 , bi+bi+12 ].Mit Satz 2.1 (d) folgt bi ∈ F2.
2. Analog zu 1. erhalten wir bi ∈ F1, falls µ([ bi−1+bi2 , bi+bi+12 ] ∩ F2) = 0.
3.7 Lemma
(a) b1 liegt in F1 und bn in F2.
(b) Falls n ≥ 3, dann ist
1 < j := min{i ∈ {1, .., n} : bi > max(F1)} ≤ n (13)
und
(i) bj−1 ≤ max(F1),
(ii) bj+1 ≥ min(F2),
(iii) falls bj ∈ F\(F1 ∪ F2), dann ist j < n und
bj−1+bj
2 < max(F1) bzw.
bj+bj+1
2 > min(F2).
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Beweis.
Aufgrund der Konstruktion von µ ko¨nnen wir o.B.d.A. annehmen, dass k = 0 ist.
Damit ergibt sich F = E0 = [0, 1] und µ(· | F ) = µ. Wir gehen in mehreren Schritten
vor.
1.Wir zeigen, dass V2,r(µ) ≤ 4
∫
F11
( c12 − x)rdµ(x).
Aufgrund der Symmetrie von µ (Lemma 3.1) erkennt man, dass
V2,r(µ) ≤ Ψ{a1,a2},r(µ) = 4
∫
F11
(
c1
2
− x)rdµ(x).
2.Wir zeigen, dass b1 < 32c1.
Wir gehen indirekt vor und nehmen das Gegenteil an, d.h. b1 ≥ 32c1. Daraus folgt
V2,r(µ) ≥ Vn,r(µ) = Ψβ,r(µ) ≥
∫
F1
(b1 − x)rdµ(x) ≥
∫
F1
(
3
2
c1 − x)rdµ(x)
=
∫
F11
(
3
2
c1 − x)rdµ(x) +
∫
F12
(
3
2
c1 − x)rdµ(x).
Man beachte, dass 32c1−x ≥ c12 fu¨r jedes x ∈ F12 und c12 −x ≤ c12 fu¨r jedes x ∈ F11.
Deshalb ist∫
F12
(
3
2
c1 − x)rdµ(x) ≥ (c12 )
rµ(F12) = (
c1
2
)rµ(F11) ≥
∫
F11
(
c1
2
− x)rdµ(x).
Somit erhalten wir
V2,r(µ) ≥
∫
F11
(
3
2
c1 − x)rdµ(x) +
∫
F11
(
c1
2
− x)rdµ(x).
Aufgrund von r ≥ 1 folgt fu¨r jedes x ∈ F11, dass
(
3
2
c1 − x)r = 3r(c12 −
1
3
x)r ≥ 3(c1
2
− x)r.
Weil die vorherige Ungleichung fu¨r jedes x ∈ F11\{0} strikt ist, erhalten wir
V2,r(µ) > 4
∫
F11
(
c1
2
− x)rdµ(x),
im Widerspruch zu 1.
3. Nun zeigen wir, dass b1 ≤ c1.
Wir gehen wiederum indirekt vor und nehmen das Gegenteil an. Aus Punkt 2. folgt
c1 < b1 <
3
2
c1. (14)
Wa¨re b1+b22 < 1− c1, dann wu¨rde aus Lemma 3.6 folgen, dass b1 ≤ c1. Deshalb gilt
1− c1 ≤ b1 + b22 . (15)
Ungleichung (14) und (15) ergeben
b2 ≥ 2− 2c1 − b1 > 2− 72c1
= 1− c1
2
+ 1− 3c1 ≥ 1− c12 .
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Daraus folgt
V2,r(µ) ≥ Ψβ,r(µ)
≥
∫
F11
(b1 − x)rdµ(x) +
∫
F12
(b1 − x)rdµ(x)
+
∫
F21∩[0, b1+b22 ]
(x− b1)rdµ(x) +
∫
F21∩] b1+b22 ,1]
(b2 − x)rdµ(x)(16)
Mittels Lemma 3.1 erhalten wir µ(· | F21) = µ(· | F11) ◦Θ−11−c1 bzw.
µ(· | F12) = µ(· | F11) ◦Θ−1c1(1−c2). Damit geht Ungleichung (16) u¨ber in
V2,r(µ) ≥
∫
F11
(b1 − x)rdµ(x) +
∫
F11
(b1 − c1(1− c2)− x)rdµ(x)
+
∫
F11∩[0, b1+b22 −(1−c1)]
(x− (b1 − (1− c1)))rdµ(x)
+
∫
F11∩] b1+b22 −(1−c1),c1]
(b2 − (1− c1)− x)rdµ(x). (17)
Sei x ∈ F11.Wegen r ≥ 1 folgt
1
2
((b1 − c1(1− c2)− x)r + (x− (b1 − (1− c1)))r)
≥ (1
2
(b1 − c1 + c1c2 − x+ x− b1 + 1− c1))r
> (
1
2
− c1)r ≥ (c12 − x)
r. (18)
Unter Verwendung von (15), erhalten wir in a¨hnlicher Weise
1
2
((b1 − c1(1− c2)− x)r + (b2 − (1− c1)− x)r)
≥
(
1
2
(b1 − c1 + c1c2 − x+ b2 − 1 + c1 − x)
)r
≥
(
b1 + b2
2
− 1
2
− x
)r
≥
(
1− c1 − 12 − x
)r
.
Da c1 ≤ 13 folgern wir
(1− c1 − 12 − x)
r
= (
1
2
− c1 − x)r ≥ (32c1 − c1 − x)
r = (
c1
2
− x)r. (19)
Unter Verwendung von (18) und (19), erhalten wir aus der Ungleichung (17)
V2,r(µ) ≥
∫
F11
(b1 − x)rdµ(x) + 2
∫
F11
(
c1
2
− x)rdµ(x).
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Aufgrund von b1 > c1 und c1 − x > c1 − 2x fu¨r jedes x ∈ F11\{0} schließen wir
V2,r(µ) ≥
∫
F11
(c1 − x)rdµ(x) + 2
∫
F11
(
c1
2
− x)rdµ(x)
> 2r
∫
F11
(
c1
2
− x)rdµ(x) + 2
∫
F11
(
c1
2
− x)rdµ(x)
≥ 4
∫
F11
(
c1
2
− x)rdµ(x),
was im Widerspruch zu 1. steht.
4. Als na¨chstes zeigen wir, dass bn ≥ 1− c1.
Dies folgt aus 3. mittels der Symmetrie von µ (siehe Lemma 3.1).
5. Rest des Beweises.
Aus 3. und 4. erhalten wir b1 ∈ F1, bn ∈ F2 und 1 < j ≤ n. Falls n = 2, dann ist
β∩(F\(F1∪F2)) = ∅. Sei nun n ≥ 3.Offensichtlich ist j < n.Aus der Definition von
j erha¨lt man bj−1 ≤ max(F1). Unter der Annahme dass bj+1 < min(F2), erhalten
wir bj ∈ F1 aus Lemma 3.6, was im Widerspruch zu bj > max(F1) steht. Deshalb ist
bj+1 ≥ min(F2). Schließlich sei bj ∈ F\(F1 ∪ F2).Wegen bn ∈ F2 ist j < n.
Wiederum liefert Lemma 3.6, dass bj−1+bj2 < max(F1) und
bj+bj+1
2 > min(F2).
Bevor wir mit der Untersuchung der Eigenschaften von β fortfahren ko¨nnen, beno¨tigen
wir ein Resultat u¨ber die Lage der 1-Codebu¨cher symmetrischer Wahrscheinlichkeits-
verteilungen.
3.8 Lemma
Es sei r > 1, t ∈ R und ν ein nicht-atomares Wahrscheinlichkeitsmaß welches symme-
trisch bezu¨glich t ∈ R ist. Sei {a, b, c} ⊂ R mit a < b = Φt(c) < t < c. Falls [a, c]
positives ν−Maß besitzt, dann ist jedes Element eines 1−Codebuchs von ν(· | [a, c])
kleiner oder gleich t. Gleichheit gilt nur, falls ν([a, b]) = 0.
Beweis.
O.B.d.A. nehmen wir t = 0 an. Sei r > 1 und {t′} ∈ C1,r(ν(· | [a, c])).
1.Wir zeigen, dass t′ = 0, genau dann, wenn ν([a, b]) = 0.
Sei t′ = 0.Wegen r > 1, folgt mittels [13], Lemma 2.5, dass
0 = −
∫
[a,0[
| x |r−1 dν(x) +
∫
]0,c]
| x |r−1 dν(x).
Da ν({z}) = 0 fu¨r jedes z ∈ R und ν bezu¨glich 0 symmetrisch ist, erhalten wir
0 =
∫
[a,b]
| x |r−1 dν(x) +
∫
[Φ0(c),0]
| x |r−1 dν(x)−
∫
[0,c]
| x |r−1 dν(x)
=
∫
[a,b]
| x |r−1 dν(x) ≥ ν([a, b])· | b |r−1,
woraus ν([a, b]) = 0 folgt. Ist andererseits ν([a, b]) = 0, so folgt ν([a, c]) = ν([b, c]).
Proposition 3.2 liefert t′ = 0.
2. Nun beweisen wir, dass t′ ≤ 0.
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Wir gehen indirekt vor und nehmen das Gegenteil an. Aufgrund der Symmetrie von ν
und Proposition 3.2 folgt∫
[a,c]
| x− t′ |r dν(x) =
∫
[a,b]
| x− t′ |r dν(x) +
∫
[b,c]
| x− t′ |r dν(x)
>
∫
[a,b]
| x− t′ |r dν(x) +
∫
[b,c]
| x |r dν(x).
Da t′ > 0 und b < 0 folgt fu¨r jedes x ∈ [a, b], dass | x− t′ |>| x | . Deshalb gilt∫
[a,c]
| x− t′ |r dν(x) >
∫
[a,c]
| x |r dν(x),
was im Widerspruch zur Optimalita¨t von t′ steht.
3.9 Bemerkung
Wie im Beweis von Lemma 3.8 kann man im Falle von b = Φt(c) < a < t < c
zeigen, dass jedes Element eines 1-Codebuchs von ν(· | [a, c]) gro¨ßer oder gleich t
ist, vorausgesetzt ν([a, c]) > 0. Daru¨berhinaus gilt die Gleichheit genau dann, wenn
ν([b, a]) = 0.
Wir fahren nun fort mit einem Resultat u¨ber die 3-Codebu¨cher von µ(· | F ). Wir
bezeichnen mit a den Mittelpunkt von F .
3.10 Lemma
Sei r > 1 und n = 3. Falls b2 ∈ [a,max(F )− pik+1[, dann ist
max(F1)− b1 + b22 ≤
b2 + b3
2
−min(F2).
Beweis.
Aufgrund der Konstruktion von µ ko¨nnen wir o.B.d.A. annehmen, dass F = [0, 1].
Deshalb istmax(F1) = c1 undmin(F2) = 1− c1. Im Folgenden nehmen wir an, dass
c1 − b1 + b22 >
b2 + b3
2
− (1− c1) (20)
und schließen daraus, dass b2 < 12 = a.
Aus der Ungleichung (20) erhalten wir b1+b22 < 1 − b2+b32 = Φ 12 (
b2+b3
2 ). Aufgrund
seiner Konstruktion ist µ atomlos. Wegen Lemma 3.7 (b) (iii) gilt b2+b32 > 1− c1 > 12 ,
woraus Φ 1
2
( b2+b32 ) <
1
2 folgt. Da
µ = µ(· | F ) = 1
4
(µ(· | F11) + µ(· | F12) + µ(· | F21) + µ(· | F22)),
folgern wir aus Lemma 3.1, dass µ ◦ Φ−11
2
= µ d.h. µ ist symmetrisch bezu¨glich 12 .
Satz 2.2 (i) sichert µ([ b1+b22 ,
b2+b3
2 ]) > 0 und sagt aus, dass {b2} ein 1-Codebuch von
µ(· | [ b1+b22 , b2+b32 ]) ist. Mittels Lemma 3.8 folgt b2 ≤ 12 . Es verbleibt nun zu zeigen,
dass die Annahme b2 = 12 zu einem Widerspruch fu¨hrt.
Wir nehmen also an, dass b2 = 12 .Wegen r > 1 folgt mittels Satz 2.1 (c) und Satz 2.2
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(i), dass {b1} das einzige 1-Codebuch von µ(· | [0, b1+b22 ]) ist, bzw. {b3} das einzige
1-Codebuch von µ(· | [ b2+b32 , 1]). Unter Anwendung von Lemma 3.8 schließen wir
µ(· | [ b1+b22 ,Φ 12 (
b2+b3
2 )]) = 0, woraus µ(· | [0, b1+b22 ]) = µ(· | [0,Φ 12 (
b2+b3
2 )]) folgt.
Unter Benutzung der Symmetrie von µ folgern wir aus Satz 2.4 (c), dass Φ 1
2
(b1) = b3.
Somit ist b2 − b1 = b3 − b2, woraus sich c1 − b1+b22 = b2+b32 − (1 − c1) ergibt, was
im Widerspruch zu Ungleichung (20) steht.
Bevor wir nun das Hauptresultat dieses Abschnitts formulieren, beno¨tigen wir folgende
Ungleichung.
3.11 Lemma
Es seien A,B,C und D nichtnegative reelle Zahlen.
Ist A+B > C +D undmax(A,B) > max(C,D), dann gilt
Ar +Br > Cr +Dr.
Beweis.
Unmittelbare Folgerung aus der Konvexita¨t von s 7→ sr.
3.12 Proposition
Im Falle r > 1 ist die Menge β ganz in der Menge F1 ∪ F2 enthalten. Ferner ist
β ∩ F1 6= ∅ und β ∩ F2 6= ∅.
Beweis.
Wir ko¨nnen wiederum o.B.d.A. annehmen, dass k = 0 und somit
F = [0, 1]. Es sei an die Notation β = {b1, .., bn} mit b1 < .. < bn erinnert. Aus
Lemma 3.7 (b) folgt β ∩ F1 6= ∅, β ∩ F2 6= ∅ und card(β ∩ (F\(F1 ∪ F2))) ≤ 1. Es
verbleibt also zu zeigen, dass β ∩ (F\(F1 ∪ F2)) = ∅.
1. Fall n = 2
In diesem Fall folgt die Behauptung unmittelbar aus Lemma 3.7 (a).
2. Fall n = 3
Wir gehen in diesem Fall indirekt vor und nehmen an, dass β ∩ (F\(F1 ∪ F2)) 6= ∅.
Wegen Lemma 3.6 ist b2 das einzige Element von β ∩ (F\(F1 ∪ F2)). Nachdem µ
symmetrisch bezu¨glich 12 ist, ko¨nnen wir o.B.d.A. annehmen, dass b2 ≥ 12 . Zuna¨chst
zeigen wir fu¨r jedes x ∈ F11, dass
min
i=1,2
| c1 − x− bi |r + min
i=2,3
| 1− c1 + x− bi |r≥ 2(c12 − x)
r (21)
Unter Anwendung von Lemma 3.7 (b) (iii) und Lemma 3.10 erhalten wir
0 < c1 − b1 + b22 ≤
b2 + b3
2
− (1− c1). (22)
Sei nun x ∈ F11 mit 0 ≤ x ≤ c1 − b1+b22 . Aufgrund von c1 − x ≥ b1+b22 gilt
min
i=1,2
| c1 − x− bi |= b2 − c1 + x. (23)
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Unter Verwendung von (22) folgt 1 − c1 + x ≤ 1 − c1 + b2+b32 − (1 − c1) = b2+b32 ,
was
min
i=2,3
| 1− c1 + x− bi |= 1− c1 + x− b2 (24)
nach sich zieht. Da r ≥ 1, implizieren die Gleichungen (23) und (24) zusammen mit
x ≤ c12 , dass
min
i=1,2
| c1 − x− bi |r + min
i=2,3
| 1− c1 + x− bi |r
= (b2 − c1 + x)r + (1− c1 + x− b2)r
≥ 2(1
2
(b2 − c1 + x+ 1− c1 + x− b2))r
= 2(
1
2
(1− 2c1 + 2x))r
≥ 2(c1
2
+ x)r ≥ 2(c1
2
− x)r.
Sei nun x ∈ F11 mit c1 − b1+b22 ≤ x ≤ b2+b32 − (1 − c1). Es gilt c1 − x ≤ b1+b22 .
Lemma 3.7 (b) (iii) sichert b1+b22 < c1, woraus
b1 < 2c1 − b2 ≤ 2c1 − 12 ≤
c1
2
(25)
folgt. Somit gilt
b1 <
c1
2
<
2
3
c1 ≤ c1(1− c2) ≤ c1 − x.
Daraus schließen wir, dass
min
i=1,2
| c1 − x− bi |= c1 − x− b1. (26)
Andererseits ist 1− c1 + x ≤ b2+b32 . Deshalb gilt Gleichung (24) auch in diesem Fall.
Die Kombination von (24) und (26) liefert
min
i=1,2
| c1 − x− bi |r + min
i=2,3
| 1− c1 + x− bi |r
≥ 2(1
2
(1− b1 − b2))r = 2(12 −
b1 + b2
2
))r.
Es sei daran erinnert, dass x ≤ max(F11) < c12 . Zusammen mit b1+b22 < c1 und
3
2c1 ≤ 12 erhalten wir
min
i=1,2
| c1 − x− bi |r + min
i=2,3
| 1− c1 + x− bi |r
> 2(
3
2
c1 − c1))r = 2(c12 ))
r ≥ 2(c1
2
− x))r. (27)
Schließlich sei x ∈ F11 und b2+b32 − (1− c1) < x. Offensichtlich gilt Gleichung (26)
auch in diesem Fall. Aufgrund von r > 1, Satz 2.2 (i) und Satz 2.1 (c) wissen wir, dass
µ([ b2+b32 , 1]) > 0 und {b3} das einzige 1−Codebuch von µ(· | [ b2+b32 , 1]) ist. Wegen
µ(· | [1 − c1, 1]) = 12 (µ(· | F21) + µ(· | F22)) erhalten wir aus Lemma 3.1, dass
µ(· | [1− c1, 1]) symmetrisch bezu¨glich 1− c12 ist. Man beachte, dass µ(· | [1− c1, 1])
atomlos ist. Ferner gilt µ([1 − c1, b2+b32 ]) > 0, weil anderenfalls Lemma 3.6 zum
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Widerspruch b2 ∈ F1 fu¨hren wu¨rde. Mittels Bemerkung 3.9 folgt b3 > 1− c12 . Deshalb
gilt
b3 > 1− c12 > 1−
2
3
c1 ≥ 1− c1 + c1c2 = 1− c1 +max(F11) ≥ 1− c1 + x. (28)
Unter Anwendung von (26) folgt somit
min
i=2,3
| 1− c1 + x− bi |= b3 − (1− c1 + x). (29)
Die Kombination von (26) und (29) fu¨hrt zu
min
i=1,2
| c1 − x− bi |r + min
i=2,3
| 1− c1 + x− bi |r
≥ 2(1
2
(c1 − b1 − (1− b3) + c1 − 2x))r.
Ungleichung (25) sichert c1− b1 > c12 . Aus (28) folgt 1− b3 < c12 . Somit gilt fu¨r jedes
x ∈ F11
min
i=1,2
| c1 − x− bi |r + min
i=2,3
| 1− c1 + x− bi |r> 2(c12 − x))
r, (30)
womit (21) gezeigt ist. Wegen max(F11) = c1c2 < 14 ≤ b1+b22 < min(F2)
und min(F2) < b2+b32 <
(1−c1)+1
2 < 1− c1c2 = min(F22) erhalten wir
V3,r(µ) =
∫
F11
| x− b1 |r dµ(x) +
∫
F12
min
i=1,2
| x− bi |r dµ(x)
+
∫
F21
min
i=2,3
| x− bi |r dµ(x) +
∫
F22
| x− b3 |r dµ(x).
Die Anwendung von Lemma 3.1 ergibt
V3,r(µ) =
∫
F11
| x− b1 |r dµ(x) +
∫
Φ−1c1
2
(F12)
min
i=1,2
| Φ c1
2
(x)− bi |r dµ(x)
+
∫
Φ−1c1
2
◦Φ−11
2
(F21)
min
i=2,3
| Φ 1
2
◦ Φ c1
2
(x)− bi |r dµ(x) +
∫
F22
| x− b3 |r dµ(x)
=
∫
F11
| x− b1 |r dµ(x) +
∫
F22
| x− b3 |r dµ(x)
+
∫
F11
min
i=1,2
| c1 − x− bi |r dµ(x) +
∫
F11
min
i=2,3
| 1− c1 + x− bi |r dµ(x).
Mittels Korollar 3.4 folgt
V3,r(µ) ≥
∫
F11
| x− a11 |r dµ(x) +
∫
F22
| x− a22 |r dµ(x)
+
∫
F11
min
i=1,2
| c1 − x− bi |r dµ(x)
+
∫
F11
min
i=2,3
| 1− c1 + x− bi |r dµ(x).
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Wir wissen, dass Ungleichung (21) auf einer Teilmenge von F11 mit positivem µ-Maß
strikt ist. Deswegen gilt
V3,r(µ) >
∫
F11
| x−a11 |r dµ(x)+
∫
F22
| x−a22 |r dµ(x)+2
∫
F11
(
c1
2
−x)rdµ(x).
Aus Lemma 3.1 erhalten wir
∫
F11
| x− a11 |r dµ(x) =
∫
F21
| x− a21 |r dµ(x) bzw.∫
F11
( c12 − x)rdµ(x) =
∫
F12
(x− c12 )rdµ(x). Damit folgt
V3,r(µ) >
∫
F21
| x− a21 |r dµ(x) +
∫
F22
| x− a22 |r dµ(x)
+
∫
F11
(
c1
2
− x)rdµ(x) +
∫
F12
(x− c1
2
)rdµ(x).
Wegen a1 = c12 gilt
∫
F11
( c12 −x)rdµ(x)+
∫
F12
(x− c12 )rdµ(x) =
∫
F1
| x−a1 |r dµ(x).
Daraus schließen wir den Widerspruch
V3,r(µ) >
∫
F21
| x− a21 |r dµ(x) +
∫
F22
| x− a22 |r dµ(x)
+
∫
F1
| x− a1 |r dµ(x)
= Ψ{a1,a21,a22}(µ) ≥ V3,r(µ).
3. Fall n ≥ 4
Auch in diesem Fall fu¨hren wir einen Widerspruchsbeweis. Wir nehmen an, dass
β ∩ (F\(F1 ∪ F2)) 6= ∅. Aus Lemma 3.7 folgt {bj} = β ∩ (F\(F1 ∪ F2)), wobei
j in (13) definiert wurde und bj−1+bj2 < c1. Sei α = {a11, a12, a21, a22} die Menge
der Mittelpunkte der Mengen F11, F12, F21 bzw. F22. Aufgrund der Symmetrie von µ
(Lemma 3.1) gilt ∫
F
min
a∈α | x− a |
r dµ(x)
=
∫
F11∪F12∪F21∪F22
min
a∈α | x− a |
r dµ(x)
= 4
∫
F11
| x− a11 |r dµ(x)
= 4
∫
F1111∪F1112∪F1121∪F1122
| x− a11 |r dµ(x). (31)
Aus a11 = pi22 folgt
max
x∈F1111
| x− a11 |= pi22 = maxx∈F1122 | x− a11 | (32)
und
max
x∈F1112
| x− a11 |= pi22 − pi3 + pi4 = maxx∈F1121 | x− a11 | . (33)
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Die Kombination von (31), (32) und (33) liefert∫
F
min
a∈α | x− a |
r dµ(x)
≤ 4 · 2µ(F1111)
(
(
pi2
2
)r + (
pi2
2
− pi3 + pi4)r
)
=
cr1
2
(
(
c2
2
)r + (
c2
2
− c2c3 + c2c3c4)r
)
≤ c
r
1
4
(cr2 + (c2 − 2c2c3 + 2c2c3c4)r) . (34)
Sei nun x ∈ F122. Falls bj−1+bj2 /∈ F122 gilt
min
b∈β
| x− b |= bj − x ≥ bj − c1 ≥ max(0, bj − c1 − pi3).
Ist bj−1+bj2 ∈ F122 und bj − c1 > pi3, dann ist bj−1 < minF122 und
min
b∈β
| x− b |≥ min(bj − x, x− bj−1) ≥ min(bj − c1, c1 − pi3 − bj−1).
Wegen c1 ≥ 12 (bj−1 + bj) ist c1 − bj−1 ≥ bj − c1.Wir erhalten somit
min(bj − c1, c1 − pi3 − bj−1) ≥ max(0, bj − c1 − pi3).
Falls bj − c1 ≤ pi3, dann ist
min
b∈β
| x− b |≥ 0 = max(0, bj − c1 − pi3).
Die Kombination dieser Ungleichungen ergibt
min
x∈F122
min
b∈β
| x− b |≥ max(0, bj − c1 − pi3). (35)
In gleicher Weise zeigt man
min
x∈F211
min
b∈β
| x− b |≥ max(0, 1− c1 − bj − pi3), (36)
min
x∈F121
min
b∈β
| x− b |≥ max(0, bj − c1 − pi2) (37)
und
min
x∈F212
min
b∈β
| x− b |≥ max(0, 1− c1 − bj − pi2). (38)
Mit den Ungleichungen (35), (36), (37), und (38) ergibt sich
Vn,r(µ) =
∫
F
min
b∈β
| x− b |r dµ(x)
>
∫
F121∪F122∪F211∪F212
min
b∈β
| x− b |r dµ(x)
≥ 1
8
((max(0, bj − c1 − pi3))r + (max(0, 1− c1 − bj − pi3))r)
+
1
8
((max(0, bj − c1 − pi2))r + (max(0, 1− c1 − bj − pi2))r) .
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Wegen supj∈N cj ≤ 13 gilt
Vn,r(µ) >
1
8
(
2(
1− 2c1 − 2pi3
2
)r + 2(
1− 2c1 − 2pi2
2
)r
)
≥ c
r
1
4
(
(
1
2
− c2c3)r + (12 − c2)
r
)
. (39)
Nun sei A = 12 − c2c3 und B = 12 − c2, bzw. C = c2 undD = c2 − 2c2c3 + 2c2c3c4.
Man beachte, dass A,B,C und D nichtnegative reelle Zahlen sind. Ferner ist
A+B − (C +D)
= (
1
2
− c2c3) + (12 − c2)− (c2 + (c2 − 2c2c3 + 2c2c3c4))
= 1− c2(3 + c3(2c4 − 1)) > 1− 3c2 ≥ 0
und max(A,B) = A > C = max(C,D). Die Anwendung von Lemma 3.11 ergibt
(
1
2
− c2c3)r + (12 − c2)
r > c2
r + (c2 − 2c2c3 + 2c2c3c4)r.
Zusammen mit (39) und (34) folgt aus der obigen Ungleichung dass∫
F
min
a∈α | x− a |
r dµ(x) <
∫
F
min
b∈β
| x− b |r dµ(x),
was im Widerspruch zur optimalen Codebucheigenschaft von β steht.
Wir erhalten schließlich in allen drei Fa¨llen, dass β ∩ (F\(F1 ∪ F2)) = ∅, womit der
Beweis von Proposition 3.12 vollsta¨ndig erbracht ist.
3.13 Bemerkung
Mittels expliziter U¨berpru¨fung aller auftretenden Fa¨lle sieht man leicht, dass
min
i=1,2
| c1 − x− bi | + min
i=2,3
| 1− c1 + x− bi |≥ c1 − 2x
fu¨r alle x ∈ F11 gilt. Daru¨berhinaus behalten alle Argumente des Beweises von Pro-
position 3.12 (insbesondere die Anwendung von Korollar 3.4) im Falle r = 1 ihre
Gu¨ltigkeit. Deshalb gilt Proposition 3.12 auch fu¨r r = 1.
3.3 Bestimmung aller optimalen Codebu¨cher und des optimalen
Quantisierungsfehlers
Mit den bisherigen Ergebnissen sind wir nun in der Lage, fu¨r alle n ∈ N die
n-optimalen Codebu¨cher fu¨r µ zu charakterisieren und eine Formel fu¨r den optimalen
Quantisierungsfehler abzuleiten. Wir benutzen dazu die Beweistechnik der Lemmata
3.3 bis 3.6 und Proposition 3.7 in [19], die wir an den vorliegenden Fall supj∈N cj ≤ 13
anpassen. Fu¨r eine endliche nichtleere Menge α ⊂ R und a ∈ α sei nochmals an die
Voronoizelle
W (a | α) = {x ∈ R :| x− a |= min
b∈α
| x− b |} (40)
erinnert. In diesem Abschnitt bezeichnet β eine beliebige endliche nichtleere Teilmen-
ge von R.
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3.14 Lemma
Sei k ∈ N und β ⊂ Ek−1. Sei F ∈ Dk−1 mit β ∩ F 6= ∅. Dann gilt
min
b∈β∩F
| x− b |= min
b∈β
| x− b | (41)
fu¨r alle x ∈ F. Falls zusa¨tzlich β ∩H 6= ∅ fu¨r alle H ∈ Dk−1, dann ist
µ(· | ⋃b∈β∩F W (b | β)) = µ(· | F ).
Beweis.
Aus supj∈N cj ≤ 13 folgt, dass minx∈F,y∈H | x − y | ≥ diam(F ) fu¨r jedes F,H ∈Dk−1 mit F 6= H . Somit gilt Gleichung (41).
Nun sei angenommen, dass β ∩ H 6= ∅ fu¨r jedes H ∈ Dk−1. Aus (40) und (41)
erhalten wir, dass F eine Teilmenge von
⋃
b∈β∩F W (b | β) ist. Weil supj∈N cj ≤ 13
und µ atomlos ist, gilt µ(H ∩ ⋃b∈β∩F W (b | β)) = 0 fu¨r jedes H ∈ Dk−1\{F}. In
Verbindung mit µ(Ek−1) = 1 erha¨lt man µ(· |
⋃
b∈β∩F W (b | β)) = µ(· | F ).
3.15 Lemma
Fu¨r k, n ∈ N bestehe β ⊂ Ek−1 aus genau n Punkten. Dann gelten folgende Implika-
tionen.
(i) Gibt es G,H ∈ Dk−1 mit card(β ∩G) = 0 und card(β ∩H) > 2,
dann ist β kein n−Codebuch.
(ii) Ist β ∩ F 6= ∅ fu¨r jedes F ∈ Dk−1 und gibt es G,H ∈ Dk−1
mit card(β ∩G) = 1 und card(β ∩H) > 2, dann ist β kein n−Codebuch.
Beweis.
zu (i). Fu¨r k = 1 ist nichts zu zeigen. Sei nun k > 1 und seien G,H ∈ Dk−1 wie in
(i). Wir setzen b1 = min(β ∩ H), b3 = max(β ∩ H) und wa¨hlen b2 ∈ β ∩ H mit
b1 < b2 < b3. Fu¨r den Mittelpunkt a von G setzen wir
γ = (β\{b2}) ∪ {a}.
Wie im Beweis von [19], Lemma 3.4 erhalten wir∫
Ek−1\(G∪H)
min
b∈β
| x− b |r dµ(x) ≥
∫
Ek−1\(G∪H)
min
c∈γ | x− c |
r dµ(x) (42)
Wegen β ∩G = ∅, β ⊂ Ek−1 und supj∈N cj ≤ 13 gilt∫
G
min
b∈β
| x− b |r dµ(x) ≥ µ(G)(diam(G))r = µ(H)(diam(H))r. (43)
Aus der Definition von γ folgt∫
G
min
c∈γ | x− c |
r dµ(x) ≤
∫
G
| x− a |r dµ(x) < (1
2
diam(G))rµ(G). (44)
Ferner gilt ∫
H
min
c∈γ | x− c |
r dµ(x)−
∫
H
min
b∈β
| x− b |r dµ(x)
≤
∫
[b1,b3]
(min(| x− b1 |, | x− b3 |))rdµ(x)
≤ µ(H)(1
2
diam(H))r. (45)
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Aus den drei Ungleichungen (43), (44) und (45) ergibt sich∫
G
min
b∈β
| x− b |r dµ(x) ≥ µ(H)(diam(H))r
≥ µ(G)(1
2
diam(G))r + µ(H)(
1
2
diam(H))r
>
∫
G
min
c∈γ | x− c |
r dµ(x) +
∫
H
min
c∈γ | x− c |
r dµ(x)
−
∫
H
min
b∈β
| x− b |r dµ(x). (46)
Aufgrund von (42) und (46) erkennt man, dass β kein n−Codebuch sein kann.
zu (ii). Wiederum ist fu¨r k = 1 nichts zu zeigen. Wir gehen deshalb von k > 1 aus und
setzenG,H ∈ Dk−1 wie in (ii) voraus. Wir setzen {b0} = G∩β. Sei b1, b2, b3 ∈ β∩H
mit b1 < b2 < b3.Wir notieren a1 und a2 als die Mittelpunkte von G1 und G2. Ferner
bezeichnen a′1 und a
′
2 die Mittelpunkte von H1 und H2. Wir definieren
γ = (β\{b0, b1, b2, b3}) ∪ {a1, a2, a′1, a′2}.
Wie im Beweis von [19], Lemma 3.5 erhalten wir∫
Ek−1\(G∪H)
min
b∈β
| x− b |r dµ(x) =
∫
Ek−1\(G∪H)
min
c∈γ | x− c |
r dµ(x). (47)
Aus Lemma 3.14 folgt∫
G
min
b∈β
| x− b |r dµ(x) =
∫
G
| x− b0 |r dµ(x). (48)
Die Anwendung von Korollar 3.4 ergibt∫
G
| x− b0 |r dµ(x) ≥
∫
G
| x− a |r dµ(x), (49)
wobei a den Mittelpunkt von G bezeichnet. Offensichtlich ist∫
G
| x− a |r dµ(x) ≥ 1
2
µ(G)(diam(G))r((
1
2
− ck)r + (12 − ckck+1)
r). (50)
Aus (48), (49) und (50) schließen wir∫
G
min
b∈β
| x− b |r dµ(x) ≥ 1
2
µ(G)(diam(G))r((
1
2
− ck)r + (12 − ckck+1)
r). (51)
Da a1, a2 ∈ γ gilt∫
G
min
c∈γ | x− c |
r dµ(x) ≤
∫
G1
| x− a1 |r dµ(x) +
∫
G2
| x− a2 |r dµ(x)
≤ 1
2
µ(G)(diam(G))r((
ck
2
− ckck+1 + ckck+1ck+2)r + (ck2 )
r). (52)
In derselben Weise folgt∫
H
min
c∈γ | x− c |
r dµ(x)
≤ 1
2
µ(H)(diam(H))r((
ck
2
− ckck+1 + ckck+1ck+2)r + (ck2 )
r). (53)
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Mittels (51), (52) und (53) erhalten wir∫
G∪H
min
b∈β
| x− b |r dµ(x)−
∫
G∪H
min
c∈γ | x− c |
r dµ(x)
≥ 1
2
µ(G)(diam(G))r((
1
2
− ck)r + (12 − ckck+1)
r
− 2(ck
2
− ckck+1 + ckck+1ck+2)r − 2(ck2 )
r)
≥ 1
2
µ(G)(diam(G))r((
1
2
− ck)r + (12 − ckck+1)
r
− (ck − 2ckck+1 + 2ckck+1ck+2)r − crk). (54)
Nun sei A = 12 − ck und B = 12 − ckck+1 bzw. C = ck und D = ck − 2ckck+1 +
2ckck+1ck+2. Offensichtlich sind A,B,C und D nichtnegative reelle Zahlen und es
gilt
A > B > C > D.
Daru¨berhinaus ist
A+B − (C +D)
=
1
2
− ck + 12 − ckck+1 − (ck − 2ckck+1 + 2ckck+1ck+2)− ck
= 1− 3ck + ckck+1(1− 2ck+2) > 1− 3ck ≥ 0.
Wegen r ≥ 1 folgt aus Lemma 3.11, dass
(
1
2
− ck)r + (12 − ckck+1)
r − (ck − 2ckck+1 + 2ckck+1ck+2)r − crk > 0. (55)
Aus den Ungleichungen (55) und (54) erhalten wir zusammen mit (47)∫
min
b∈β
| x− b |r dµ(x) >
∫
min
c∈γ | x− c |
r dµ(x).
Somit ist β kein n−optimales Codebuch.
3.16 Lemma
Sei k ∈ N0, n ∈ N und 2k ≤ n. Sei β ein n−optimales Codebuch. Dann ist β ⊂ Ek
und F ∩ β 6= ∅ fu¨r alle F ∈ Dk.
Beweis.
1. Sei k = 0. Mittels Satz 2.1 (d) wissen wir, dass β ⊂ E0. Weil D0 = {E0} gilt
F ∩ β 6= ∅ fu¨r alle F ∈ D0.
2. Sei k = 1. Proposition 3.12 sichert β ⊂ E1 und (β ∩ F ) 6= ∅ fu¨r alle F ∈ D1.
3. Sei k ≥ 2. Wir nehmen an, dass es ein j < k gibt, mit β ⊂ Ej .
Wir zeigen, dass β ⊂ Ej+1 und card(β ∩ F ) ≥ 1 fu¨r alle F ∈ Dj+1. Nehmen wir an,
es gibt ein G ∈ Dj mit G ∩ β = ∅. Dann existiert ein H ∈ Dj mit card(H ∩ β) > 2,
weil sonst der Widerspruch
n =
∑
F∈Dj
card(β ∩ F ) ≤ 2(2j − 1) < 2j+1 ≤ n (56)
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folgen wu¨rde. Aufgrund von Lemma 3.15 (i) ergibt sich nun die widerspru¨chliche Aus-
sage, dass β kein n-Codebuch sein kann. Deshalb ist card(β∩F ) ≥ 1 fu¨r alle F ∈ Dj .
Nun nehmen wir an, dass es ein G ∈ Dj gibt, welches nur einen Punkt entha¨lt. Ana-
log zu (56) existiert dann ein H ∈ Dj mit card(H ∩ β) ≥ 3. Aufgrund von Lemma
3.15 (ii) widerspricht dies aber der optimalen Codebucheigenschaft von β. Somit ist
card(β ∩ F ) ≥ 2 fu¨r alle F ∈ Dj .Wegen Satz 2.2 (i) ist fu¨r jedes F ∈ Dj die Menge
β ∩ F ein card(β ∩ F )−Codebuch fu¨r µ(· | ⋃b∈β∩F W (b | β)).Mittels Lemma 3.14
gilt dann µ(· | ⋃b∈β∩F W (b | β)) = µ(· | F ). Aufgrund von Proposition 3.12 und
Bemerkung 3.13 ist β ⊂ Ej+1 und fu¨r alle F ∈ Dj+1 gilt card(β ∩ F ) ≥ 1.
4. Durch die Wiederholung von 3. bis zu j = k − 1 ist die Behauptung bewiesen.
Die Verteilung µ is definiert durch die Folge (cl)∞l=1. Fu¨r k ∈ N sei nun µ(k) diejenige
dyadische homogene Cantorverteilung, die durch die Folge (cl+k−1)∞l=1 definiert wird.
Es ist µ(1) = µ. Es sei an die Notation pik =
∏k
i=1 ci erinnert. Nun ko¨nnen wir das
Hauptresultat dieses Abschnitts formulieren.
3.17 Theorem
Sei r > 1 und n ≥ 2. Sei k ∈ N und j ∈ N0, so dass n = 2k + j und 0 ≤ j < 2k.
Sei β ein n−optimales Codebuch. Dann besteht β aus den Mittelpunkten von 2k − j
Basisintervallen der Stufe k und den Mittelpunkten von 2j Basisintervallen der Stufe
(k + 1), die in den anderen j Basisintervallen der Stufe k enthalten sind. Ferner ist
Vn,r(µ) =
pirk
2k
((2k − j)V1,r(µ(k+1)) + j · crk+1V1,r(µ(k+2))). (57)
Beweis.
Lemma 3.16 lehrt β ⊂ Ek und card(F ∩ β) ≥ 1 fu¨r alle F ∈ Dk. Wir nehmen
an, dass ein G ∈ Dk existiert, mit card(β ∩ G) > 2. Wegen n < 2k+1 gibt es ein
H ∈ Dk, mit card(H ∩ β) = 1. Mittels Lemma 3.15 (ii) ergibt sich ein Widerspruch
zur Codebucheigenschaft von β. Somit gilt fu¨r alle F ∈ Dk, dass 1 ≤ card(β∩F ) ≤ 2.
Sei nun F ∈ Dk beliebig gewa¨hlt. Satz 2.2 (i) in Verbindung mit Lemma 3.14 zeigt,
dass β ∩ F ein card(β ∩ F )−Codebuch fu¨r µ(· | F ) ist. Falls card(β ∩ F ) = 1, liefert
Korollar 3.4, dass β ∩ F aus dem Mittelpunkt von F besteht. Falls card(β ∩ F ) = 2,
folgt aus Lemma 3.7, dass card(β ∩ F1) = 1 und card(β ∩ F2) = 1. Wie im Beweis
von Lemma 3.14 erhalten wir in diesem Fall µ(· | Fi) = µ(· |
⋃
b∈β∩Fi W (b | β))
fu¨r i ∈ {1, 2}.Wiederum aus Satz 2.2 (i) folgt fu¨r i ∈ {1, 2}, dass die Menge β ∩ Fi
ein card(β ∩ Fi)−Codebuch von µ(· | Fi) ist. Mittels Korollar 3.4 besteht β ∩ F1 aus
dem Mittelpunkt von F1 und β ∩ F2 aus dem Mittelpunkt von F2. Somit ist der erste
Teil der Behauptung gezeigt. Unter Benutzung des bisher Bewiesenen gilt nun
Vn,r(µ) =
∑
F∈Dk; card(β∩F )=1
µ(F )V1,r(µ(· | F ))
+
∑
F∈Dk; card(β∩F )=2
µ(F )V2,r(µ(· | F )). (58)
Fu¨r l ∈ N sei
R 3 x Hl→ x · pil ∈ R. (59)
Die Konstruktion von µ ergibt µ(· | Hk([0, 1])) = µ(k+1) ◦H−1k . Aus Lemma 3.1 folgt
µ(· | F ) = µ(· | Hk([0, 1])) ◦Θ−1min(F )
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fu¨r alle F ∈ Dk. Die Anwendung von Satz 2.4 ergibt
V1,r(µ(· | F )) = V1,r(µ(k+1) ◦H−1k ) = pirkV1,r(µ(k+1)) (60)
fu¨r alle F ∈ Dk. Daru¨berhinaus gilt
V2,r(µ(· | F )) = 12V1,r(µ(· | F1)) +
1
2
V1,r(µ(· | F2))
= V1,r(µ(· | F1)) = V1,r(µ(k+2) ◦H−1k+1)
= pirk+1V1,r(µ
(k+2)) (61)
fu¨r alle F ∈ Dk. Mittels (60) und (61) erhalten wir aus Gleichung (58), dass
Vn,r(µ) =
1
2k
((2k − j)pirkV1,r(µ(k+1)) + jpirk+1V1,r(µ(k+2)))
=
pirk
2k
((2k − j)V1,r(µ(k+1)) + j · crk+1V1,r(µ(k+2))),
womit Theorem 3.17 vollsta¨ndig bewiesen ist.
3.18 Bemerkung
Fu¨r supk∈N ck ≤ 14 wurde die Charakterisierung der optimalen Codebu¨cher in Theo-
rem 3.17 bereits durch Kessebo¨hmer und Zhu ([19], Proposition 3.6) bewiesen.
3.19 Bemerkung
Im Falle supk∈N ck ≤ 14 und r > 1 haben Kessebo¨hmer und Zhu ([19], Remark 3.8
(1)) bereits erwa¨hnt, dass Cn,r(µ) ⊂ Cn,1(µ) und Cn,1(µ)\Cn,r(µ) 6= ∅. Mittels einer
Analyse des Beweises von Theorem 3.17 ist leicht zu sehen, dass diese Tatsache auch
unter der schwa¨cheren Voraussetzung supk∈N ck ≤ 13 gilt.
3.20 Korollar
Sei k, n ∈ N mit 2k ≤ n < 2k+1. Dann ist
2−k(2k+1 − n+ (n− 2k)crk+1)(
1
6
)rpirk < Vn,r(µ) < (
1
2
)rpirk. (62)
Beweis.
Da supj∈N cj ≤ 13 , gilt fu¨r alle l ∈ N, dass ( 16 )r < V1,r(µ(l)) < ( 12 )r. Ungleichung
(62) ist damit eine direkte Folgerung aus Gleichung (57).
3.21 Bemerkung
Kessebo¨hmer und Zhu haben bereits fru¨her (siehe Beweis von Theorem 1.6 (3) in [19])
fu¨r n ∈ [2k, 2k+1[ die Abscha¨tzung
Vn,r(µ) ≥ 4−(1+r)pirk+1
fu¨r den n-optimalen Quantisierungsfehler hergeleitet.
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3.4 Berechnung der Quantisierungsdimension und Nichtexistenz
des Quantisierungskoeffizienten
In diesem Abschnitt leiten wir eine Charakterisierung fu¨r die Existenz der Quantisie-
rungsdimension her. Im Falle der Existenz beweisen wir unter bestimmten Vorausset-
zungen, dass der Quantisierungskoeffizient nicht existiert.
Es sei noch einmal an die Definition der unteren (9) und oberen (10) Quantisierungs-
dimension erinnert, bzw. daran, dass wir bei U¨bereinstimmung der beiden Gro¨ßen von
der Quantisierungsdimension Dr sprechen.
Aus Theorem 12.18 in [13] folgt, dass die Quantisierungsdimension immer existiert
fu¨r sogenannte regula¨re Wahrscheinlichkeitsmaße der Dimension D, mit D = Dr.
Die klassische Cantorverteilung, d.h. die zur Folge ck = 13 fu¨r alle k ∈ N geho¨rige
dyadische homogene Cantorverteilung, ist regula¨r mit der Dimension Dr =
log(2)
log(3) (cf.
[13], Example 12.10). Im allgemeinen jedoch, muss die Quantisierungsdimension fu¨r
dyadische homogene Cantorverteilungen nicht existieren. Lindsay (cf. [22], Example
5.5) wies als erster auf diesen Sachverhalt hin. Unter der Voraussetzung supj∈N cj ≤ 14
haben Kessebo¨hmer und Zhu (cf. [19], Theorem 1.6 (3)) eine Charakterisierung fu¨r die
Existenz der Quantisierungsdimension bewiesen. Zusa¨tzlich haben sie gezeigt, dass fu¨r
supj∈N cj ≤ 12 die Gleichung
Dr(µ) = lim sup
k→∞
log(2)
− 1k
∑k
i=1 log(ci)
(63)
fu¨r die obere Quantisierungsdimension gilt (cf. [19], Theorem 1.6 (1)), bzw.
Dr(µ) ≤ lim inf
k→∞
log(2)
− 1k
∑k
i=1 log(ci)
(64)
fu¨r die untere Quantisierungsdimension (cf. [19], Proposition 3.1).
In der nachfolgenden Proposition verscha¨rfen Ungleichung (64) zu einer Gleichung
unter der Bedingung supj∈N cj ≤ 13 .
3.22 Proposition
Dr(µ) = lim inf
k→∞
log(2)
− 1k
∑k
i=1 log(ci)
≤ lim sup
k→∞
log(2)
− 1k
∑k
i=1 log(ci)
= Dr(µ).
Beweis.
Wegen (63) und (64) reicht es zu zeigen, dass
Dr(µ) ≥ lim inf
k→∞
log(2)
− 1k
∑k
i=1 log(ci)
. (65)
Fu¨r n ∈ N sei k(n) ∈ N0, j(n) ∈ [0, 2k(n)[ mit n = 2k(n) + j(n). Nach Satz 2.4 (a)
ist (Vn,r(µ))n∈N streng monoton fallend. Somit gilt
Dr(µ) = lim infn→∞
log(2k(n) + j(n))
− 1r log(V2k(n)+j(n),r(µ))
≥ lim inf
k→∞
log(2k)
− 1r log(V2k+1,r(µ))
= lim inf
k→∞
(
log(2k+1)
− 1r log(V2k+1,r(µ))
+
log( 12 )
− 1r log(V2k+1,r(µ))
)
.
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Aufgrund von Satz 2.4 (b) ist limn→∞ Vn,r(µ) = 0. Daraus folgt
Dr(µ) ≥ lim inf
k→∞
log(2k)
− 1r log(V2k,r(µ))
. (66)
Unter Verwendung von Korollar 3.20 sieht man leicht, dass
lim inf
k→∞
log(2k)
− 1r log(V2k,r(µ))
= lim inf
k→∞
log(2)
− 1k
∑k
i=1 log(ci)
. (67)
Die Kombination von (66) und (67) beweist Ungleichung (65).
3.23 Bemerkung
Unmittelbar aus Proposition 3.22 folgt die Existenz der QuantisierungsdimensionDr(µ)
genau dann, wenn die Folge ( 1k
∑k
i=1 log(ci))k∈N in R konvergiert. Ist eine dieser
a¨quivalenten Bedingungen erfu¨llt, so ist
Dr(µ) = lim
k→∞
log(2)
− 1k
∑k
i=1 log(ci)
.
Wenn die Quantisierungsdimension existiert, kann nach der Existenz des Quantisie-
rungskoeffizienten (siehe (11)) gefragt werden. Wir zeigen im Folgenden unter geeig-
neten Bedingungen, dass der Quantisierungskoeffizient bei existenter Quantisierungs-
dimension nicht existiert.
3.24 Proposition
Es sei ( 1k
∑k
i=1 log(ci))k∈N konvergent in R. Dann existiert Dr und
(i) lim supn→∞ n
r
Dr Vn,r(µ) <∞ genau dann, wenn lim supk→∞ 2
k
Dr pik <∞,
(ii) lim infn→∞ n
r
Dr Vn,r(µ) > 0 genau dann, wenn lim infk→∞ 2
k
Dr pik > 0,
(iii) falls 0 < lim infk→∞ 2
k
Dr pik und lim supk→∞ 2
k
Dr pik <∞, dann gilt
0 < lim inf
n→∞ n
r
Dr Vn,r(µ) < lim sup
n→∞
n
r
Dr Vn,r(µ) <∞. (68)
Beweis.
Mittels Bemerkung 3.23 existiert die QuantisierungsdimensionDr. Die Behauptungen
(i) und (ii) folgen unmittelbar aus Korollar 3.20.
Um Behauptung (iii) zu zeigen, sei k ≥ 2 und nk = 2k bzw. mk = ( 54 )2k. Die
Anwendung von (57) ergibt
n
r
Dr
k Vnk,r(µ) = (2
k)
r
Dr pirkV1,r(µ
(k+1)) (69)
bzw.
m
r
Dr
k Vmk,r(µ) ≥ ((
5
4
)2k)
r
Dr
1
2k
((2k+1 − (5
4
)2k)pirkV1,r(µ
(k+1)))
=
3
4
(
5
4
)
r
Dr (2k)
r
Dr pirkV1,r(µ
(k+1)). (70)
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Man beachte, dass
r
Dr
=
r limk→∞(− 1k
∑k
i=1 log(ci))
log(2)
≥ log(3)
log(2)
.
Dieser Sachverhalt ergibt zusammen mit (69) und (70), dass
m
r
Dr
k Vmk,r(µ)
n
r
Dr
k Vnk,r(µ)
≥ 3
4
(
5
4
)
r
Dr ≥ 3
4
(
5
4
)
log(3)
log(2) > 1. (71)
Aufgrund der Voraussetzungen in (iii) liefert (71) zusammen mit (i) und (ii) die Un-
gleichung
0 < lim infn→∞n
r
Dr Vn,r(µ) ≤ lim infk→∞n
r
Dr
k Vnk,r(µ)
< lim supk→∞m
r
Dr
k Vmk,r(µ) ≤ lim supn→∞n
r
Dr Vn,r(µ) <∞,
womit (iii) bewiesen ist.
3.25 Bemerkung
Offensichtlich gilt (68), falls ci = c ∈ ]0, 13 ] fu¨r alle i ∈ N. Es verbleibt die offene
Frage, ob lim infn→∞n
r
Dr Vn,r(µ) < lim supn→∞n
r
Dr Vn,r(µ) immer noch gilt, wenn
wir eine oder alle der Voraussetzungen in Proposition 3.24 (iii) weglassen.
3.5 Optimale Quantisierung im selbsta¨hnlichen Fall
Falls ck = c ∈ ]0, 12 ] fu¨r alle k ∈ N, nennen wir die dyadische homogene Cantor-
verteilung µ selbsta¨hnlich mit Kontraktionsparameter c. Die klassische Cantorvertei-
lung ist somit selbsta¨hnlich mit Kontraktionsparameter 13 . Graf und Luschgy haben fu¨r
selbsta¨hnliche Verteilungen gezeigt, dass die Quantisierungsdimension Dr(µ) immer
existiert und Dr(µ) = D(c) =
log(2)
− log(c) fu¨r alle r > 0 (cf. [15], Remark 5.13(a)).
Unter Verwendung der Ergebnisse von Abschnitt 3.3 leiten wir unter der Voraussetzung
c ∈ ]0, 13 ] eine explizite Formel fu¨r den Quantisierungsfehler her. Ferner charakterisie-
ren wir die Menge aller Ha¨ufungspunkte der Folge (n
r
D Vn,r(µ))n∈N.
3.26 Bemerkung
Falls µ selbsta¨hnlich mit Kontraktionsparameter c ∈ ]0, 13 ] ist, dann ist µ(k) = µ fu¨r
alle k und es gilt
Vn,r(µ) = (
cr
2
)kV1,r(µ)(cr(n− 2k) + 2k+1 − n) (72)
als unmittelbare Konsequenz von Theorem 3.17. Mit der Abbildung fc : [1, 2] → R,
definiert durch
fc(x) = V1,r(µ)x
r
D ((2− cr)− x(1− cr)) (73)
erha¨lt man wie im Beweis von [12], Theorem 6.3, dass fc([1, 2]) der Menge aller
Ha¨ufungspunkte der Folge (n
r
D Vn,r(µ))n∈N entspricht. Man sieht leicht, dass
fc(1) = V1,r(µ) = fc(2)
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Abbildung 3: Nichtexistenz des Quantisierungskoeffizienten fu¨r die klassische Cantor-
verteilung, c = 13 , r = 2
und f ′c genau einen kritischen Punkt
x0 := x0(c) :=
2− cr
(1− cr)(1 + Dr )
∈ ]1, 2[ (74)
besitzt. Daru¨berhinaus ist f ′c(1) > 0 und f
′
c(2) < 0. Somit nimmt fc sein Maximum in
x0 an und es gilt fc([1, 2]) = [fc(1), fc(x0)] = [V1,r(µ), fc(x0)]. Der Quantisierungs-
koeffizient limn→∞ n
r
D Vn,r(µ) existiert somit nicht.
3.27 Bemerkung
Bemerkung 3.26 liefert als Spezialfall den optimalen Quantisierungsfehler fu¨r die klas-
sische Cantorverteilung (ck = 13 fu¨r alle k). Fu¨r diese Verteilung und r = 2 wurden
die in Bemerkung 3.26 aufgelisteten Resultate bereits fru¨her durch Graf und Luschgy
bewiesen ([12], Theorem 5.2. und Theorem 6.3). Theorem 5.2. in [12] charakterisiert
zusa¨tzlich die n-optimalen Codebu¨cher fu¨r r = 2 und ist in diesem Zusammenhang
ein Spezialfall von Theorem 3.17.
In Abbildung 3 veranschaulicht die grafische Darstellung der Folge (n
2
D Vn,2(µ))n∈N
fu¨r die klassische Cantorverteilung noch einmal die Nichtexistenz des Quantisierungs-
koeffizienten.
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4 Spezielle Eigenschaften der optimalen Quantisierung
uniform separierterWahrscheinlichkeitsverteilungen
Ausgehend von der klassischen Cantorverteilung kann man dieses Wahrscheinlich-
keitsmaß in zwei Richtungen verallgemeinern. Einerseits stellen dyadische homogene
Cantorverteilungen eine Verallgemeinerung dar, deren optimale Quantisierung wir im
vorigen Kapitel untersucht haben. Die klassische Cantorverteilung kann jedoch auch
als die Gleichverteilung eines speziellen uniformen iterierten Funktionensystems defi-
niert werden, wie wir in Kapitel 6 zeigen werden (siehe Beispiel 6.26).
Fu¨r das Studium der optimalen Quantisierung dieser zweiten Klasse von Maßen,
beno¨tigen wir etliche Hilfsresultate, die wir in diesem Kapitel in allgemeiner Form
als Aussagen u¨ber Maße, die bezu¨glich ihrer Massenverteilung uniform separiert sind,
bereitstellen. Durch diese allgemeine Formulierung sind diese Hilfsresultate auch von
eigensta¨ndigem Interesse.
Fu¨r x ∈ Rd und l > 0 sei
B(x, l) := {z ∈ Rd : ‖ x− z ‖≤ l}
die abgeschlossene Kugel mit Mittelpunkt x und Radius l. Es sei ν ein beliebiges Bo-
relsches Wahrscheinlichkeitsmaß auf Rd. Sei ω ⊂ Rd mit 1 < card(ω) < ∞ und
l > 0. Um die nachfolgenden Aussagen und Formeln u¨bersichtlich zu halten, bezeich-
nen wir card(ω) mit N . Fu¨r zwei beliebige nichtleere Mengen B,C ⊂ Rd sei
d(B,C) := inf{‖ x− y ‖: x ∈ B, y ∈ C}
der Abstand zwischen diesen beiden Mengen . Fu¨r einen Punkt x ∈ Rd schreiben wir
statt d({x}, B) einfach d(x,B).
4.1 Definition
Die Wahrscheinlichkeitsverteilung ν heißt uniform (l, ω)− separiert bzw. kurz
(l, ω)−separiert, falls die Kugeln (B(x, l))x∈ω paarweise disjunkt sind und
ν(B(x, l)) = 1N fu¨r alle x ∈ ω.
4.1 Separationseigenschaften der optimalen Codebu¨cher
In diesem Abschnitt sei ν ein (l, ω)−separiertes Wahrscheinlichkeitsmaß, n ≥ N − 1
und α ∈ Cn,r(ν). Es sei r ∈ [1,∞[. Fu¨r ein x ∈ ω sei
α(x) = α ∩B(x, l)
und
α(x) = {a ∈ α :W (a | α) ∩B(x, l) 6= ∅}.
Offensichtlich gilt α(x) ⊆ α(x). Wir definieren mit
dmin(ω) := min{‖ x− y ‖: x, y ∈ ω;x 6= y}
den Minimalabstand in ω.
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Die Berechnung des n− und insbesondere N−optimalen Quantisierungsfehlers von ν
vereinfacht sich deutlich, falls {α(x) : x ∈ ω} eine Zerlegung von α bildet, d.h. falls
α(x) ∩ α(y) = ∅ (75)
fu¨r alle x, y ∈ ω mit x 6= y. Die nachfolgende Proposition gibt eine hinreichende
Bedingung fu¨r diese Separationseigenschaft und Formeln fu¨r den optimalen Quantisie-
rungsfehler an.
4.2 Proposition
(a) Es sei α(x) ∩ α(y) = ∅ fu¨r alle x, y ∈ ω mit x 6= y. Dann ist α(x) = α(x) fu¨r
jedes x ∈ ω. Der n−optimale Quantisierungsfehler la¨sst sich schreiben als
Vn,r(ν) =
∑
x∈ω
∑
a∈α(x)
ν(W (a | α) ∩B(x, l))V1,r(ν(· |W (a | α) ∩B(x, l))).
Speziell gilt
VN,r(ν) =
1
N
∑
x∈ω
V1,r(ν(· | B(x, l))). (76)
(b) Wenn n ≥ N und dmin(ω) > 10l, dann ist α(x) ∩ α(y) = ∅ fu¨r alle x, y ∈ ω
mit x 6= y. Ist daru¨berhinaus r > 1, dann gilt zusa¨tzlich zu Aussage (a), dass(
1 +
1
N
)
VN,r(ν) < VN−1,r(ν). (77)
Beweis.
(a) Sei x ∈ ω. Wir zeigen zuna¨chst, dass α(x) ⊂ α(x). Sei dazu a ∈ α(x). Nach
Definition ist
W (a | α) ∩B(x, l) 6= ∅.
Aus der Voraussetzung folgt
W (a | α) ∩
⋃
z∈ω\{x}
B(z, l) = ∅.
Wegen ν(
⋃
z∈ω B(z, l)) = 1 gilt somit
ν(W (a | α)) = ν(W (a | α) ∩B(x, l)),
woraus
conv(supp(ν(· |W (a | α))) ⊂ B(x, l) (78)
folgt. Nach Satz 2.2 (i) ist {a} ∈ C1,r(ν(· |W (a | α))). Die Anwendung von Satz 2.1
(d) ergibt a ∈ conv(supp(ν(· |W (a | α))). Aus der Beziehung (78) folgt a ∈ B(x, l),
also a ∈ α(x).
Die umgekehrte Inklusion α(x) ⊂ α(x) erschließt sich unmittelbar aus der Definiiton
von α(x) und α(x). Somit folgt α(x) = α(x).
Nun beweisen wir die beiden Gleichungen fu¨r den n−optimalen Quantisierungsfehler.
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Aus Satz 2.2 (ii) und Eigenschaft (75) folgt
Vn,r(ν) =
∑
a∈α
ν(W (a | α))V1,r(ν(· |W (a | α)))
=
∑
x∈ω
∑
a∈α(x)
ν(W (a | α))V1,r(ν(· |W (a | α)))
=
∑
x∈ω
∑
a∈α(x)
ν(W (a | α) ∩B(x, l))V1,r(ν(· |W (a | α) ∩B(x, l))).
Mittels α(x) = α(x) fu¨r jedes x ∈ ω folgt die erste Gleichung. Im Spezialfall n = N
ist card(α(x)) = card(α(x)) = 1 fu¨r jedes x ∈ ω. Aus der ersten Gleichung folgt
unmittelbar, dass
VN,r(ν) =
1
N
∑
x∈ω
V1,r(ν(· | B(x, l))).
(b) Es sei n ≥ N und dmin(ω) > 10l.
(b1) Wir zeigen zuna¨chst, dass α(x) ∩ α(y) = ∅ fu¨r alle x, y ∈ ω mit x 6= y.
Dazu sei
ω1 = {x ∈ ω : d(B(x, l), α) > 2l} (79)
und ω2 = ω\ω1. Zuna¨chst beweisen wir, dass
α(x) ⊂ B(x, 5l) fu¨r jedes x ∈ ω2. (80)
Sei x ∈ ω2 beliebig. Dann gibt es ein y ∈ B(x, l) und a ∈ α mit
‖ y − a ‖= d(B(x, l), α) ≤ 2l.
Sei b ∈ α(x). Es existiert ein y′ ∈ B(x, l) mit
‖ y′ − b ‖= d(y′, α) ≤‖ y′ − a ‖ .
Somit gilt
‖ x− b ‖ ≤ ‖ x− y′ ‖ + ‖ y′ − b ‖
≤ l+ ‖ y′ − a ‖
≤ l+ ‖ y′ − y ‖ + ‖ y − a ‖
≤ l + 2l + 2l = 5l,
also b ∈ B(x, 5l), womit (80) gezeigt ist.
Wegen dmin(ω) > 10l ergibt sich
α(x) ∩ α(y) = ∅ fu¨r jedes x, y ∈ ω2, x 6= y. (81)
Die Menge ω2 ist nichtleer, denn sonst wa¨re
Ψω,r(ν) ≤ lr < (2l)r < Ψα,r(ν) = Vn,r(ν),
im Widerspruch zu card(ω) ≤ n. Behauptung (b1) ist gezeigt, falls ω1 = ∅. Wir
schließen indirekt und gehen vom Gegenteil aus. Sei also ω1 6= ∅. Aus der Definition
(79) von ω1 folgt
Vn,r(ν) = Ψα,r(ν) >
∑
x∈ω1
(2l)r
N
+
∑
x∈ω2
∫
B(x,l)
d(z, α(x))rdν(z). (82)
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Es treten zwei Fa¨lle auf.
1. card(ω1) ≤ card
(
α\⋃x∈ω2 α(x)).
Sei β = ω1 ∪
⋃
x∈ω2 α(x). Offensichtlich ist
card(β) ≤ card(ω1) + card(∪x∈ω2α(x))
≤ card (α\ ∪x∈ω2 α(x)) + card(∪x∈ω2α(x))
= card(α). (83)
Mittels (82) und ω1 6= ∅ erhalten wir
Ψβ,r(ν) ≤
∑
x∈ω1
lr
N
+
∑
x∈ω2
∫
B(x,l)
d(z, α(x))rdν(z) < Ψα,r(ν),
was wegen (83) im Widerspruch zur optimalen Codebucheigenschaft von α steht.
2. card(ω1) > card
(
α\⋃x∈ω2 α(x)).
Sei
ω2,s = {x ∈ ω2 : card(α(x)) = 1}
und
ω2,p = {x ∈ ω2 : card(α(x)) > 1} = ω2\ω2,s.
Wir leiten nun in diesem zweiten Fall ebenfalls einen Widerspruch her, indem wir
fu¨r x ∈ ω2,p durch geschickte Entnahme von Quantisierungspunkten aus α(x) und
Platzierung derselben in den Punkten ω1 ein alternatives Codebuch β konstruieren,
das nicht mehr Punkte entha¨lt als α, jedoch einen echt kleineren Quantisierungsfehler
aufweist als α.
Aus (81) folgt
card(α) = card
(
α\
⋃
x∈ω2
α(x)
)
+
∑
x∈ω2
card (α(x)) .
Andererseits ist card(α) = card(ω1) + card(ω2) + (n−N). Damit gilt
0 < card(ω1)− card
(
α\
⋃
x∈ω2
α(x)
)
=
∑
x∈ω2
card(α(x))− card(ω2)− (n−N) ≤
∑
x∈ω2,p
(card(α(x))− 1).
Sei nun N2,p = card(ω2,p) und {x1, .., xN2,p} = ω2,p eine beliebige Aufza¨hlung von
ω2,p. Basierend auf dieser Aufza¨hlung definieren wir rekursiv die Abbildung
ϕ : ω2 −→ N0
durch
(i) ϕ(x) = 0 fu¨r alle x ∈ ω2,s,
38
(ii) fu¨r i ∈ {1, .., N2,p} und mit
∑0
j=1 ϕ(xj) := 0 ist
ϕ(xi) = min
card(α(xi))− 1, card(ω1)− card(α\ ⋃
x∈ω2
α(x))−
i−1∑
j=1
ϕ(xj)

Offensichtlich hat ϕ die Eigenschaften
(iii) ϕ(x) ∈ {0, .., card(α(x))− 1} fu¨r alle x ∈ ω2,p,
(iv)
∑
x∈ω2 ϕ(x) = card(ω1)− card
(
α\⋃x∈ω2 α(x)).
Mit Hilfe dieser Abbildung ϕ wa¨hlen wir nun fu¨r jedes x ∈ ω2 ein
β(x) ∈ Ccard(α(x))−ϕ(x),r(ν(· | B(x, l)))
und definieren das bereits erwa¨hnte Codebuch
β = ω1 ∪
⋃
x∈ω2
β(x).
Wir wollen nun zeigen, dass Ψβ,r(ν) < Vn,r(ν). Zuna¨chst erhalten wir fu¨r Ψβ,r(ν)
die obere Schranke
Ψβ,r(ν) ≤
∑
x∈ω1
lr
N
+
∑
x∈ω2
∫
B(x,l)
d(z, β(x))rdν(z)
=
∑
x∈ω1
lr
N
+
1
N
∑
x∈ω2
Vcard(β(x)),r(ν(· | B(x, l))). (84)
Aus (82) und (84) folgern wir
Vn,r(ν)−Ψβ,r(ν) >
∑
x∈ω2
∫
B(x,l)
d(z, α(x))rdν(z)
− 1
N
∑
x∈ω2
Vcard(β(x)),r(ν(· | B(x, l))) +
∑
x∈ω1
lr(2r − 1)
N
=
1
N
∑
x∈ω2
Ψα(x),r(ν(· | B(x, l)))
− 1
N
∑
x∈ω2
Vcard(β(x)),r(ν(· | B(x, l))) +
∑
x∈ω1
lr(2r − 1)
N
.
Mit der Defintion des optimalen Quantisierungsfehlers folgt
Vn,r(ν)−Ψβ,r(ν)
>
1
N
∑
x∈ω2
(
Vcard(α(x)),r(ν(· | B(x, l)))− Vcard(β(x)),r(ν(· | B(x, l)))
)
+
∑
x∈ω1
lr(2r − 1)
N
=
1
N
∑
x∈{z∈ω2:ϕ(z) 6=0}
(
Vcard(α(x)),r(ν(· | B(x, l)))− Vcard(α(x))−ϕ(x),r(ν(· | B(x, l)))
)
+
∑
x∈ω1
lr(2r − 1)
N
. (85)
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Aus Eigenschaft (iii) und (iv) der Abbildung ϕ ergibt sich
card({z ∈ ω2 : ϕ(z) 6= 0}) ≤
∑
x∈ω2
ϕ(x)
= card(ω1)− card
(
α\
⋃
x∈ω2
α(x)
)
≤ card(ω1).
Ungleichung (85) geht damit u¨ber in
Vn,r(ν)−Ψβ,r(ν)
>
1
N
card(ω1)lr(2r − 1) + ∑
x∈{z∈ω2:ϕ(z) 6=0}
(0− V1,r(ν(· | B(x, l))))

≥ 1
N
card(ω1)lr(2r − 1)− ∑
x∈{z∈ω2:ϕ(z) 6=0}
Ψ{x},r(ν(· | B(x, l)))

≥ card(ω1)
N
(lr(2r − 1)− lr) ≥ 0. (86)
Aus Eigenschaft (iv) der Abbildung ϕ und (81) folgt
card(β) ≤ card(ω1) +
∑
x∈ω2
card(β(x))
= card(ω1) +
∑
x∈ω2
(card(α(x))− ϕ(x))
= card(ω1) + card
( ⋃
x∈ω2
α(x)
)
−
(
card(ω1)− card(α\
⋃
x∈ω2
α(x))
)
= card(α).
Somit widerspricht (86) der optimalen Codebucheigenschaft von α. Da sich in jedem
der beiden mo¨glichen Fa¨lle ein Widerspruch ergeben hat, gilt ω1 = ∅ und (b1) ist somit
bewiesen.
(b2) Wir zeigen Ungleichung (77).
Wir gehen dabei so vor, dass wir fu¨r ein α ∈ CN−1,r(ν) zwei ausgezeichnete Punkte
aus ω bestimmen. Unter Zuhilfenahme der Zerlegung von ω in dieMengen ω1, ω2,s und
ω2,p gelingt es dann eine obere Schranke fu¨r VN,r(ν) bzw. eine untere fu¨r VN−1,r(ν)
abzuleiten, mit denen wir Ungleichung (77) beweisen ko¨nnen.
Sei α ∈ CN−1,r(ν). Wegen card(α) = N − 1 gibt es zwei unterschiedliche Punkte
x1, x2 ∈ ω und ein a ∈ αmit d(x1, a) = d(x1, α) bzw. d(x2, a) = d(x2, α). Fu¨r jedes
z ∈ B(x1, l) gilt
d(z, α) ≥ d(x1, α)− d(x1, z) ≥ d(x1, α)− l,
bzw. d(z, α) ≥ d(x2, α)− l fu¨r z ∈ B(x2, l). Deswegen ist∫
B(x1,l)
d(z, α)rdν(z) +
∫
B(x2,l)
d(z, α)rdν(z)
≥ 1
N
((max(0, d(x1, α)− l))r + (max(0, d(x2, α)− l))r) . (87)
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Offensichtlich gilt
xr + yr ≥ 2
(
1
2
)r
(x+ y)r. (88)
fu¨r beliebige x, y ≥ 0 mit x + y > 0 und r ≥ 1. Aus l < 12dmin(ω) und (88), folgern
wir fu¨r Ungleichung (87), dass∫
B(x1,l)
d(z, α)rdν(z) +
∫
B(x2,l)
d(z, α)rdν(z)
≥ 2
N
(
1
2
dmin(ω)− l
)r
. (89)
Mit Aussage (81), die auch fu¨r card(α) = N − 1 Gu¨ltigkeit besitzt, folgt
card(α) ≥
∑
x∈ω2
card(α(x)).
Aufgrund der Definition von ω2,p und ω2,s gilt∑
x∈ω2
card(α(x)) = card(ω2,s) + card(ω2,p) +
∑
x∈ω2,p
(card(α(x))− 1)
≥ card(ω2) + card(ω2,p).
Folglich ist
card(ω2) + card(ω2,p) ≤ card(α)
= N − 1 = card(ω2) + card(ω1)− 1,
was zu
card(ω2,p) ≤ card(ω1)− 1 (90)
fu¨hrt. Unter Verwendung von (89) schließen wir
VN−1,r(ν) =
∑
x∈ω2,s\{x1,x2}
∫
B(x,l)
d(z, α)rdν(z)
+
∑
x∈ω2,p\{x1,x2}
∫
B(x,l)
d(z, α)rdν(z)
+
∑
x∈ω1\{x1,x2}
∫
B(x,l)
d(z, α)rdν(z)
+
∑
x∈{x1,x2}
∫
B(x,l)
d(z, α)rdν(z)
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≥
∑
x∈ω2,s\{x1,x2}
1
N
V1,r(ν(· | B(x, l)))
+
∑
x∈ω2,p\{x1,x2}
1
N
Vcard(α(x)),r(ν(· | B(x, l)))
+
∑
x∈ω1\{x1,x2}
1
N
(2l)r +
2
N
(
1
2
dmin(ω)− l
)r
≥ 1
N
 ∑
x∈ω2,s\{x1,x2}
V1,r(ν(· | B(x, l)))
+ (card(ω1)− 2)(2l)r + 2(12dmin(ω)− l)
r
)
. (91)
Aus (a) entnehmen wir
VN,r(ν) =
1
N
∑
x∈ω
V1,r(ν(· | B(x, l))),
woraus
VN,r(ν) ≤ 1
N
 ∑
x∈ω2,s
V1,r(ν(· | B(x, l))) + (card(ω2,p) + card(ω1))lr
 (92)
folgt. Mittels (91) und (92) schließen wir
N
(
VN−1,r(ν)− (1 + 1
N
)VN,r(ν)
)
≥
∑
x∈ω2,s\{x1,x2}
V1,r(ν(· | B(x, l))) + (card(ω1)− 2)(2l)r + 2
(
1
2
dmin(ω)− l
)r
−
(
1 +
1
N
) ∑
x∈ω2,s
V1,r(ν(· | B(x, l))) + (card(ω2,p) + card(ω1))lr

≥ (card(ω1)− 2)(2l)r + 2
(
1
2
dmin(ω)− l
)r
−
(
card(ω2,s)lr
N
+ (1 +
1
N
)(card(ω2,p) + card(ω1))lr
)
− 2 · (2l)r.
Wegen dmin(ω) > 10l ist die rechte Seite echt gro¨ßer als(
(card(ω1)− 2)2r + 2 · 4r − card(ω2,s)
N
− (1 + 1
N
)(card(ω2,p) + card(ω1))− 2 · 2r
)
lr
= ((card(ω1)− 2)2r + 2 · 4r − 1− card(ω1)− card(ω2,p)− 2 · 2r) lr.
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Aus (90) und r > 1 erhalten wir die untere Schranke
((card(ω1)− 2)2r + 2 · 4r − 2 card(ω1)− 2 · 2r) lr
= ((card(ω1))2r − 4 · 2r + 2 · 4r − 2 · card(ω1)) lr > 0,
womit auch Ungleichung (77) gezeigt ist.
4.3 Bemerkung
Die hinreichende Bedingung fu¨r die Separationseigenschaft (75) der optimalen Co-
debu¨cher in Proposition 4.2 (b) kommt mit der Konstante 10 aus, die weder von ω oder
r noch von der Dimension des Raumes Rd abha¨ngt.
4.4 Bemerkung
Vermutlich kann die Bedingung dmin(ω) > 10l in Proposition 4.2 (b) abgeschwa¨cht
werden, d.h. die Konstante 10 kann wahrscheinlich durch eine kleinere Konstante bei
voller Gu¨ltigkeit der Aussage von Proposition 4.2 (b) ersetzt werden. Ein vollsta¨ndiger
Verzicht auf die Voraussetzung ist jedoch nicht mo¨glich. Man betrachte z.B. die ein-
dimensionale Gleichverteilung ν = 12 (δ0 + δ1) auf den beiden Punkten 0 und 1.
Mit ω = {0, 710} und l = 310 ist ν ein (l, ω)−separiertes Maß. Offensichtlich ist
C2,r(ν) = {{0, 1}} undW (0 | {0, 1}) = ]−∞, 12 ].
Somit ist
W (0 | {0, 1}) ∩B(0, l) = B(0, l) 6= ∅
und
W (0 | {0, 1}) ∩B
(
7
10
, l
)
=
[
4
10
,
5
10
]
6= ∅.
4.2 Schwerpunktformel fu¨r den optimalen Quantisierungsfehler
Fu¨r ein beliebiges BorelschesWahrscheinlichkeitsmaß ν und eine Borel-messbareMen-
ge B ⊂ Rd mit ν(B) > 0 sei
sν(B) = (ν(B))−1
∫
B
xdν(x) (93)
der Schwerpunkt von B bezu¨glich ν. Fu¨r eine beliebige nichtleere Menge γ ⊂ ω sei
Qγ =
1
card(γ)
∑
x∈γ
δx
die Gleichverteilung auf γ. Sei n ∈ {1, .., N} und β ∈ Cn,2(Qω).
Mit ω(b | β) = ω ∩W (b | β) folgt aus Satz 2.2 (ii) und Satz 2.1 (c) mittels (93) die
Darstellung
Vn,2(Qω) =
1
N
∑
b∈β
∑
x∈ω(b|β)
‖ x− sQω (ω(b | β)) ‖2 (94)
fu¨r den n−optimalen Quantisierungsfehler von Qω.
Wir bezeichnen mit Zn die Menge aller n−elementigen Zerlegungen von ω.
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4.5 Bemerkung
Nach Satz 2.3 ist {ω(b | β) : b ∈ β} eine n−elementige Zerlegung von ω. Aus (94)
folgt einerseits
Vn,2(Qω) ≥ 1
N
min
Z∈Zn
∑
γ∈Z
∑
x∈γ
‖ x− sQω (γ) ‖2 . (95)
Sei nun andererseits Z0 ∈ Zn so gewa¨hlt, dass
min
Z∈Zn
∑
γ∈Z
∑
x∈γ
‖ x− sQω (γ) ‖2=
∑
γ∈Zo
∑
x∈γ
‖ x− sQω (γ) ‖2 .
Mit der Menge α = {sQω (γ) : γ ∈ Z0} schließen wir
Vn,2(Qω) ≤ Ψα,2(Qω) = 1
N
∑
x∈ω
min
a∈α ‖ x− a ‖
2
=
1
N
∑
γ∈Z0
∑
x∈γ
min
a∈α ‖ x− a ‖
2≤ 1
N
∑
γ∈Z0
∑
x∈γ
‖ x− sQω (γ) ‖2
=
1
N
min
Z∈Zn
∑
γ∈Z
∑
x∈γ
‖ x− sQω (γ) ‖2 . (96)
Aus (95) und (96) folgt
Vn,2(Qω) =
1
N
min
Z∈Zn
∑
γ∈Z
∑
x∈γ
‖ x− sQω (γ) ‖2 . (97)
Die Berechnung von Vn,2(Qω) reduziert sich somit vollsta¨ndig auf die Analyse der
mo¨glichen Zerlegungen von ω.
4.6 Bemerkung
Die Darstellung (97) fu¨r den n−optimalen Quantisierungsfehler von Qω ist wohlbe-
kannt und findet sich z.B. auch in [13], Example 3.5. Die Identita¨t (97) kann auch
als Varianzkriterium in der Clusteranalyse der Punktekonfiguration ω gesehen werden.
Eine weiterfu¨hrende Behandlung dieser clusteranalytischen Fragestellungen mit Opti-
malita¨tskriterien obigen Typs bzw. Verallgemeinerungen davon, findet sich z.B. in den
Arbeiten von Bock [3] und Spa¨th [30]. Fu¨r ebenfalls aus der mathematischen Statistik
motivierte Verallgemeinerungen des Quantisierungs- und Codebuchbegriffs sei der Le-
ser auf die Arbeiten von Po¨tzelberger und Strasser verwiesen (cf. [27], [28]).
Fu¨r n ∈ {1, .., N} sei
Z∗n =
Z ∈ Zn : Vn,2(Qω) = 1N ∑
γ∈Z
∑
x∈γ
‖ x− sQω (γ) ‖2

die Menge aller n-optimalen Zerlegungen von ω .
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4.7 Bemerkung
Aus Bemerkung 4.5 erschließt sich unmittelbar, dass
Cn,2(Qω) = {{sQω (γ) : γ ∈ Z} : Z ∈ Z∗n}.
Begru¨ndet durch Stetigkeitsargumente (siehe Satz 2.6), kann man fu¨r (l, ω)−separierte
Maße mit ausreichend kleinem Radius l, eine zu (97) a¨hnlich aufgebaute Schwerpunkt-
zerlegung ableiten, was Ziel dieses Abschnitts ist (siehe Proposition 4.14).
Fu¨r eine beliebige Menge B ⊂ Rd sei ◦B der offene Kern von B .
Sei β ⊂ Rd endlich und nichtleer. Sei α ⊂ Rd mit card(α) = card(β). Wir setzen
ρ = 12 min(dmin(α), dmin(β)). Falls
α∩ ◦B (b, ρ) 6= ∅ fu¨r alle b ∈ β (98)
und
β ∩ ◦B (a, ρ) 6= ∅ fu¨r alle a ∈ α, (99)
gibt es fu¨r jedes b ∈ β wegen (98) ein eindeutig bestimmtes Element Gα,β(b) von
α∩ ◦B (b, ρ). Ferner ist wegen (99) die Abbildung Gα,β : β −→ α bijektiv mit Gβ,α
als Umkehrabbildung.
Es sei an die Definition (8) des Hausdorffabstandes dH erinnert.
4.8 Bemerkung
Die Beziehungen (98) und (99) sind erfu¨llt, falls
dH(α, β) < ρ =
1
2
min(dmin(α), dmin(β)) (100)
gilt. Ist dH(α, β) < 12dmin(β), erkennt man leicht, dass
1
2
min(dmin(α), dmin(β)) ≥ 12 min(dmin(β)− 2dH(α, β), dmin(β))
=
1
2
dmin(β)− dH(α, β).
Gilt also sogar dH(α, β) < 14dmin(β), so ist auch (100) und somit (98) und (99) erfu¨llt.
Fu¨r eine beliebige Menge B ⊂ Rd bezeichnen wir mit ∂B ihren topologischen Rand .
4.9 Lemma
Fu¨r jedes n ∈ {1, .., N} gibt es ein δ ∈
]
0, dmin(ω)2
]
, so dass fu¨r jedes β ∈ Cn,2(Qω)
und jedes α ⊂ Rd mit card(α) = n und dH(α, β) < δ die Beziehung
∀ b ∈ β : ω(b | β) = {x ∈ ω : B(x, δ) ⊂W (b | β)}
= {x ∈ ω : B(x, δ) ⊂W (Gα,β(b) | α)} = ω(Gα,β(b) | α)
gilt.
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Beweis.
1.Wir bestimmen zuna¨chst δ ∈
]
0, dmin(ω)2
]
.
Sei n ∈ {1, .., N} und β ∈ Cn,2(Qω). Aus Satz 2.3 folgt Qω(
⋃
b∈β ∂W (b | β)) = 0,
weshalb
ω ∩
⋃
b∈β
∂W (b | β) = ∅ (101)
gilt. Mit der Definition (6) der Voronoizelle und Identita¨t (101) folgt
‖ x− t′ ‖ − ‖ x− t ‖> 0
fu¨r jedes t, t′ ∈ β mit t 6= t′ und x ∈ ω(t | β). Da β endlich ist, gilt
H(ω, β) := min
t∈β
min
t′∈β\{t}
min
x∈ω(t|β)
(‖ x− t′ ‖ − ‖ x− t ‖) > 0. (102)
Sei γ ⊂ Rd mit card(γ) = n und dH(γ, β) < min( 12H(ω, β), 14dmin(β)).Wir zeigen
nun, dass fu¨r jedes t ∈ β die Identita¨t
ω(t | β) = ω(Gγ,β(t) | γ) (103)
gilt.
Sei t ∈ β und x ∈ ω(t | β). Sei t′ ∈ β\{t}. Dann gilt
‖ x−Gγ,β(t′) ‖ − ‖ x−Gγ,β(t) ‖
≥ ‖ x− t′ ‖ − ‖ t′ −Gγ,β(t′) ‖ −(‖ x− t ‖ + ‖ t−Gγ,β(t) ‖)
≥ ‖ x− t′ ‖ − ‖ x− t ‖ −2dH(γ, β)
≥ H(ω, β)− 2dH(γ, β) > 0.
Aufgrund der Bijektivita¨t von Gγ,β ist Gγ,β(β\{t}) = γ\{Gγ,β(t)}. Somit gilt fu¨r
alle a′ ∈ γ\{Gγ,β(t)}, dass
‖ x− a′ ‖ − ‖ x−Gγ,β(t) ‖> 0.
Mithin ist x ∈ ω(Gγ,β(t) | γ).
Sei nun andererseits x ∈ ω(Gγ,β(t) | γ) vorausgesetzt. Mittels gleichartiger Abscha¨tzungen
erha¨lt man x ∈ ω(t | β). Insgesamt ist damit die Identita¨t (103) gezeigt.
Als na¨chstes zeigen wir, dass fu¨r jedes ε > 0 und jedes γ ⊂ Rd mit card(γ) = n unter
der Bedingung
dH(γ, β) < min
(
1
2
H(ω, β),
1
4
dmin(β), ε
)
die Beziehung
| H(ω, β)−H(ω, γ) | ≤ ε (104)
gilt.
Aus der Definition (102) und Identita¨t (103) folgt
H(ω, β)−H(ω, γ) = min
t∈β
min
t′∈β\{t}
min
x∈ω(t|β)
(‖ x− t′ ‖ − ‖ x− t ‖)
− min
a∈γ mina′∈γ\{a}
min
x∈ω(a|γ)
(‖ x− a′ ‖ − ‖ x− a ‖)
= min
t∈β
min
t′∈β\{t}
min
x∈ω(Gγ,β(t)|γ)
(‖ x− t′ ‖ − ‖ x− t ‖)
− min
a∈γ mina′∈γ\{a}
min
x∈ω(a|γ)
(‖ x− a′ ‖ − ‖ x− a ‖).
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Da Gγ,β bijektiv ist, erhalten wir
H(ω, β)−H(ω, γ) = min
b∈γ
min
b′∈γ\{b}
min
x∈ω(b|γ)
(‖ x−Gβ,γ(b′) ‖ − ‖ x−Gβ,γ(b) ‖)
− min
a∈γ mina′∈γ\{a}
min
x∈ω(a|γ)
(‖ x− a′ ‖ − ‖ x− a ‖)
≥ min
b∈γ
min
b′∈γ\{b}
min
x∈ω(b|γ)
(‖ x− b′ ‖ − ‖ x− b ‖ −2dH(γ, β))
− min
a∈γ mina′∈γ\{a}
min
x∈ω(a|γ)
(‖ x− a′ ‖ − ‖ x− a ‖)
= −2dH(γ, β).
In derselben Weise zeigt man H(ω, β)−H(ω, γ) ≤ 2dH(γ, β), woraus
| H(ω, β)−H(ω, γ) | ≤ 2dH(γ, β) ≤ ε
folgt.
Aus (104) folgt unmittelbar die dH−Stetigkeit der Abbildung H(ω, ·) in β.
Deshalb gibt es ein δ1(β) > 0, so dass fu¨r alle δ ≤ δ1(β) und fu¨r alle γ ⊂ Rd mit
card(γ) = n und dH(β, γ) < δ die Beziehung
H(ω, γ) > 4δ1(β) ≥ 4δ > 0 (105)
gilt. Da β ∈ Cn,2(Qω) beliebig gewa¨hlt wurde und Cn,2(Qω) wegen Bemerkung 4.7
endlich ist, gilt die Ungleichung (105) auch, wenn wir δ1(β) durch die ebenfalls posi-
tive Gro¨ße
δ′1 = min{δ1(β′) : β′ ∈ Cn,2(Qω)}
ersetzen. Mit δ2 = min{dmin(β
′)
4 : β
′ ∈ Cn,2(Qω)} sei nun
δ ∈
]
0,min
(
dmin(ω)
2
, δ2, δ
′
1
)]
unabha¨ngig von β fest gewa¨hlt. Sei α ⊂ Rd, card(α) = n, dH(α, β) < δ und sei
b ∈ β. Um nun die Behauptung von Lemma 4.9 zu zeigen, zerlegen wir den restlichen
Beweis in weitere Schritte.
2. ω(b | β) ⊂ {x ∈ ω : B(x, δ) ⊂W (Gα,β(b) | α)}.
Sei x ∈ ω(b | β) und sei z ∈ B(x, δ). Es ist
min
a∈α\{Gα,β(b)}
(‖ z − a ‖ − ‖ z −Gα,β(b) ‖)
= min
a∈α\{Gα,β(b)}
(‖ z−x+x−Gβ,α(a)+Gβ,α(a)−a ‖ − ‖ z−x+x−b+b−Gα,β(b) ‖)
≥ min
a∈α\{Gα,β(b)}
(‖ x−Gβ,α(a) ‖ − ‖ z − x ‖ − ‖ Gβ,α(a)− a ‖
− ‖ x− b ‖ − ‖ z − x ‖ − ‖ b−Gα,β(b) ‖)
≥ min
a∈α\{Gα,β(b)}
(‖ x−Gβ,α(a) ‖ − ‖ x− b ‖)− 2δ − 2dH(α, β)
> min
a∈α\{Gα,β(b)}
(‖ x−Gβ,α(a) ‖ − ‖ x− b ‖)− 4δ
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Aufgrund von Gβ,α = G−1α,β und (105) gilt
min
a∈α\{Gα,β(b)}
(‖ x−Gβ,α(a) ‖ − ‖ x− b ‖)− 4δ
= min
b′∈β\{b}
(‖ x− b′ ‖ − ‖ x− b ‖)− 4δ
≥ H(ω, β)− 4δ ≥ 0,
woraus z ∈W (Gα,β(b) | α) folgt, bzw. B(x, δ) ⊂W (Gα,β(b) | α).
3. ω(b | β) ⊃ {x ∈ ω : B(x, δ) ⊂W (Gα,β(b) | α)}.
Es sei x ∈ ω und wir nehmen an, dass B(x, δ) ⊂W (Gα,β(b) | α).
Somit ist x ∈W (Gα,β(b) | α) und wir erhalten
min
b′∈β\{b}
(‖ x− b′ ‖ − ‖ x− b ‖)
= min
b′∈β\{b}
(‖ x−Gα,β(b′) +Gα,β(b′)− b′ ‖ − ‖ x−Gα,β(b) +Gα,β(b)− b ‖)
> min
b′∈β\{b}
(‖ x−Gα,β(b′) ‖ − ‖ x−Gα,β(b) ‖)− 2δ
= min
a∈α\{Gα,β(b)}
(‖ x− a ‖ − ‖ x−Gα,β(b) ‖)− 2δ
≥ H(ω, α)− 2δ > 4δ − 2δ > 0,
woraus x ∈W (b | β) folgt.
4. ω(b | β) = {x ∈ ω : B(x, δ) ⊂W (b | β)}.
Man beachte, dass dH(β, β) = 0 < δ. Damit ist diese Identita¨t eine unmittelbare
Folgerung aus Schritt 1. und 2.
5. {x ∈ ω : B(x, δ) ⊂W (Gα,β(b) | α)} = ω(Gα,β(b) | α).
Offensichtlich gilt
{x ∈ ω : B(x, δ) ⊂W (Gα,β(b) | α)} ⊂ ω(Gα,β(b) | α). (106)
Sei x ∈ ω(Gα,β(b) | α) und z ∈ B(x, δ).Wir schließen
min
a∈α\{Gα,β(b)}
(‖ z − a ‖ − ‖ z −Gα,β(b) ‖)
= min
a∈α\{Gα,β(b)}
(‖ z − x+ x− a ‖ − ‖ z − x+ x−Gα,β(b) ‖)
≥ min
a∈α\{Gα,β(b)}
(‖ x− a ‖ − ‖ x−Gα,β(b) ‖)− 2δ
≥ H(ω, α)− 2δ ≥ 4δ − 2δ > 0,
woraus
ω(Gα,β(b) | α) ⊂ {x ∈ ω | B(x, δ) ⊂W (Gα,β(b) | α)} (107)
folgt. Die Verbindung aus (106) und (107) zeigt die Behauptung von Schritt 4.
Aus Schritt 1. bis 4. folgt dann die Behauptung von Lemma 4.9.
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Fu¨r ein Z ∈ Zn sei s(Z) = {sQω (γ) : γ ∈ Z} die Menge der von der Zerlegung Z
induzierten Schwerpunkte bezu¨glich Qω.
4.10 Lemma
Fu¨r jedes n ∈ {1, .., N} gibt es ein l0 ∈ ]0, dmin(ω)2 ], so dass fu¨r jedes l < l0 und jedes
(l, ω)-separierte Wahrscheinlichkeitsmaß ν folgendes gilt:
(a) Fu¨r alle Z ∈ Z∗n und γ ∈ Z ist
γ = {x ∈ ω : B(x, l) ⊂W (sQω (γ) | s(Z))} = ω(sQω (γ) | s(Z))
(b) Fu¨r jede n−optimale Menge α ∈ Cn,2(ν) gibt es eine n−optimale Zerlegung
Z ∈ Z∗n von ω, so dass die von α auf ω gema¨ß Bemerkung 4.5 induzierte Zerle-
gung mit Z u¨bereinstimmt, d.h.
Z = {ω(sQω (γ) | s(Z)) : γ ∈ Z} = {ω(a | α) : a ∈ α}.
Daru¨berhinaus gilt sogar
Z = {{x ∈ ω : B(x, l) ⊂W (a | α)} : a ∈ α}
= {{x ∈ ω : B(x, l) ⊂W (sQω (γ) | s(Z))} : γ ∈ Z}.
Beweis.
Unter Beachtung von Satz 2.6 erkennt man, dass
∀ ε > 0 ∃ l1 > 0 ∀ l ≤ l1 ∀ (l, ω)-separiertes Maß ν : ρ2(ν,Qω) < ε. (108)
Aus (108) und Satz 2.5 (b) folgt
∀ ε > 0 ∃ l1 > 0 ∀ l ≤ l1 ∀ α ∈ Cn,2(ν) ∃ β ∈ Cn,2(Qω) : dH(α, β) < ε. (109)
Sei n ∈ {1, .., N} und δ ∈
]
0, dmin(ω)2
]
gema¨ß Lemma 4.9 fest gewa¨hlt.
Sei ε = δ und l1 gema¨ß (109). Wir setzen l0 := min(l1, δ) und wa¨hlen l < l0. Sei ν
ein (l, ω)−separiertes Maß.
(a) Sei Z ∈ Z∗n und γ ∈ Z. Aus Bemerkung 4.7 folgt s(Z) ∈ Cn,2(Qω). Die Anwen-
dung von Lemma 4.9 ergibt
γ = ω(sQω (γ) | s(Z))
= {x ∈ ω : B(x, δ) ⊂W (sQω (γ) | s(Z))}.
Offensichtlich ko¨nnen wir in der obigen Gleichungskette δ durch l ersetzen, woraus
Teil (a) der Behauptung folgt.
(b) Sei α ∈ Cn,2(ν). Mit β aus (109) erhalten wir dH(α, β) < δ. Lemma 4.9 sichert
fu¨r alle b ∈ β, dass
ω(Gα,β(b) | α) = {x ∈ ω : B(x, δ) ⊂W (Gα,β(b) | α)}
⊂ {x ∈ ω : B(x, l) ⊂W (Gα,β(b) | α)}
⊂ ω(Gα,β(b) | α). (110)
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Ferner folgt aus Lemma 4.9, dass
ω(b | β) = {x ∈ ω : B(x, δ) ⊂W (b | β)}
⊂ {x ∈ ω : B(x, l) ⊂W (b | β)} ⊂ ω(b | β) (111)
und
ω(Gα,β(b) | α) = ω(b | β). (112)
Wir definieren nun die Zerlegung Z = {ω(b | β) : b ∈ β}. Aus Bemerkung 4.5 er-
schließt sich Z ∈ Z∗n. Mittels Bemerkung 4.7 und Satz 2.1 (c) folgt somit die Gleich-
heit
β = s(Z). (113)
Aus der Definition von Z und (113) folgt
Z = {ω(b | β) : b ∈ β} = {ω(sQω (γ) | s(Z)) : γ ∈ Z}.
Identita¨t (112) ergibt
Z = {ω(b | β) : b ∈ β} = {ω(Gα,β(b) | α) : b ∈ β} = {ω(a | α) : a ∈ α}.
Somit folgt aus (110) und (111) die Gleichheit
Z = {{x ∈ ω : B(x, l) ⊂W (a | α)} : a ∈ α}
= {{x ∈ ω : B(x, l) ⊂W (sQω (γ) | s(Z))} : γ ∈ Z},
womit Teil (b) der Behauptung gezeigt ist.
4.11 Bemerkung
Im Hinblick auf die Erkenntnisse in Abschnitt 4.1, speziell Proposition 4.2 (b), ko¨nnte
man vermuten, dass unabha¨ngig von ω eine feste Zahl ξ > 0 existiert, so dass fu¨r l0
die untere Schranke ξ · dmin(ω) angegeben werden kann. Dies ist jedoch leider nicht
der Fall, wie das folgende Beispiel zeigt.
4.12 Beispiel
Es sei q ∈ ]0, 14[ und
ω = {(0, 0); (1, 0); (1− q, 1); (q, 1)}.
Mittels Bemerkung 4.5 und Bemerkung 4.7 erkennt man, dass
C3,2(Qω) = {{(0, 0); (1, 0); (12 , 1)}}.
Sei nun l ∈ [0, 2q] und
κ = {(0, 0); (1, 0); (1− q + l, 1); (q − l, 1)}.
Die Gleichverteilung Qκ ist ein (l, ω)−separiertes Maß. Einen graphischen U¨berblick
vermittelt Abbildung 4.
Fu¨r l < q ist C3,2(Qκ) = C3,2(Qω), fu¨r l > q ist
C3,2(Qκ) = {{(q − l, 1); (1− q + l, 1); (12 , 0)}}.
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Abbildung 4: Skizze von ω und κ zu Beispiel 4.12
Im Falle l = q ist
C3,2(Qκ) =
{{
x+ y
2
∪ κ\{x, y} : x, y ∈ κ;x 6= y
}}
.
Offensichtlich sind beide Aussagen (a) und (b) von Lemma 4.10 falsch, falls l ≥ q und
richtig fu¨r l < q. Da dmin(ω) = 1− 2q > 14 > q, und q beliebig klein gewa¨hlt werden
kann, ist es nicht mo¨glich ein festes von ω unabha¨ngiges ξ > 0 anzugeben, so dass fu¨r
l0 in Lemma 4.10 die Beziehung l0 > ξ · dmin(ω) gilt.
Mit den megentheoretischen Stetigkeitsaussagen von Lemma 4.10 kann man nun die
Schwerpunktzerlegung des n-optimalen Quantisierungsfehlers von ν herleiten. Als wei-
teres Hilfsmittel beweisen wir noch eine Zerlegungsformel fu¨r n = 1.
4.13 Lemma
Sei l ∈ ]0, dmin(ω)2 [ und ∅ 6= κ ⊂ ω. Sei ν ein (l, ω)-separiertes Maß und n = card(κ).
Dann gilt
V1,2
(
ν
(
· |
⋃
x∈κ
B(x, l)
))
=
1
n
∑
x∈κ
(
‖ sν(B(x, l))− 1
n
∑
y∈κ
sν(B(y, l)) ‖2 +V1,2(ν(· | B(x, l)))
)
.
Beweis.
Mittels Satz 2.1 (c) folgt
{sν(
⋃
x∈κ
B(x, l))} ∈ C1,2(ν(· |
⋃
x∈κ
B(x, l))),
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woraus sich
V1,2(ν(· |
⋃
x∈κ
B(x, l))) =
N
n
∑
x∈κ
∫
B(x,l)
‖ z − sν(
⋃
x∈κ
B(x, l)) ‖2 dν(z)
ergibt. Die Anwendung von Bemerkung A.2 liefert
V1,2(ν(· |
⋃
x∈κ
B(x, l)))
=
N
n
∑
x∈κ
(
1
N
‖ sν(
⋃
x∈κ
B(x, l))− sν(B(x, l)) ‖2
+
∫
B(x,l)
‖ z − sν(B(x, l)) ‖2 dν(z)
)
=
1
n
∑
x∈κ
(
‖ sν(
⋃
x∈κ
B(x, l))− sν(B(x, l)) ‖2 +V1,2(ν(· | B(x, l)))
)
.
Aus der Definition von sν erhalten wir
sν(
⋃
y∈κ
B(y, l)) =
(
ν(
⋃
y∈κ
B(y, l))
)−1 ∫
S
y∈κ B(y,l)
zdν(z)
=
N
n
∑
y∈κ
∫
B(y,l)
zdν(z)
=
1
n
∑
y∈κ
sν(B(y, l)).
Daraus folgt
V1,2(ν(· |
⋃
x∈κ
B(x, l)))
=
1
n
∑
x∈κ
(
‖ 1
n
∑
y∈κ
sν(B(y, l))− sν(B(x, l)) ‖2 +V1,2(ν(· | B(x, l)))
)
.
Nun stehen alle Hilfsmittel zur Verfu¨gung, um das Hauptresultat dieses Abschnitts zu
beweisen.
4.14 Proposition
Es gibt ein l0 ∈ ]0, dmin(ω)2 ], so dass fu¨r jedes l < l0 und jedes (l, ω)−separierte Maß
ν fu¨r alle n ∈ {1, .., N} die Beziehung
Vn,2(ν) =
1
N
∑
x∈ω
V1,2(ν(· | B(x, l)))+
min
Z∈Z∗n
1
N
∑
γ∈Z
∑
x∈γ
‖ sν(B(x, l))−
(
1
card(γ)
∑
y∈γ
sν(B(y, l))
)
‖2 (114)
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gilt. Ferner gibt es fu¨r jede n−optimale Menge α ∈ Cn,2(ν) eine n−optimale Zerle-
gung Z ∈ Z∗n von ω, die α induziert, d.h.
Cn,2(ν) ⊂ {{sν(∪x∈γB(x, l)) : γ ∈ Z} : Z ∈ Z∗n}. (115)
Beweis.
Durch anschließende Minimumsbildung u¨ber alle n ∈ {1, .., N} ko¨nnen wir o.B.d.A.
l0 in Abha¨ngigkeit von nwa¨hlen. Sei also n ∈ {1, .., N}.Wir wa¨hlen l0 gema¨ß Lemma
4.10. Sei l < l0 und ν ein (l, ω)-separiertes Wahrscheinlichkeitsmaß. Sei α ∈ Cn,2(ν).
Wir untergliedern den restlichen Beweis in mehrere Schritte.
1.Wir zeigen Beziehung (115).
Nach Lemma 4.10 (b) induziert α eine n−optimale Zerlegung Z von ω, d.h.
Z = {ω(a | α) : a ∈ α} ∈ Z∗n. (116)
Daru¨berhinaus gilt nach Lemma 4.10 (b) fu¨r jedes a ∈ α, dass
{x ∈ ω : B(x, l) ⊂W (a | α)} = ω(a | α). (117)
Nach Satz 2.2 (i) und Satz 2.1 (c) besteht α aus den ν-Schwerpunkten seiner Voronoi-
zellen, d.h.
α = {sν(W (a | α)) : a ∈ α}. (118)
Da supp(ν) ⊂ ∪x∈ωB(x, l) folgt aus (117) und (118), dass
α = {sν(∪x∈ω(a|α)B(x, l)) : a ∈ α}
= {sν(∪x∈γB(x, l)) : γ ∈ Z}.
Da α beliebig gewa¨hlt ist, folgt die Richtigkeit von (115).
2. Als na¨chstes geben wir eine untere Schranke fu¨r Vn,2(ν) an.
Aus Satz 2.2 (ii) folgt
Vn,2(ν) =
∑
a∈α
ν(W (a | α)) · V1,2(ν(· |W (a | α))).
Nach Definition ist ν(B(x, l)) = 1N . Die Anwendung von (116) und (117) ergibt
Vn,2(ν) =
∑
γ∈Z
card(γ)
N
· V1,2(ν(· |
⋃
x∈γ
B(x, l))).
Somit folgt durch Anwendung von Lemma 4.13 die Identita¨t
Vn,2(ν) =
1
N
∑
γ∈Z
∑
x∈γ
(
V1,2(ν(· | B(x, l)))
+ ‖ sν(B(x, l))− 1card(γ)
∑
y∈γ
sν(B(y, l)) ‖2
)
,
bzw.
Vn,2(ν) ≥ min
Z∈Z∗n
1
N
∑
γ∈Z
∑
x∈γ
(
V1,2(ν(· | B(x, l)))
+ ‖ sν(B(x, l))− 1card(γ)
∑
y∈γ
sν(B(y, l)) ‖2
)
. (119)
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3. Um die Ungleichung in der anderen Richtung zu zeigen, schließen wir indirekt. Es
existiere ein Y ∈ Z∗n\{Z}, mit
Vn,2(ν) >
1
N
∑
η∈Y
∑
x∈η
(
V1,2(ν(· | B(x, l)))
+ ‖ sν(B(x, l))− 1card(η)
∑
y∈η
sν(B(y, l)) ‖2
)
.
Nach Lemma 4.13 ist die rechte Seite der obigen Ungleichung identisch mit∑
η∈Y
card(η)
N
· V1,2
(
ν(· |
⋃
x∈η
B(x, l))
)
.
Wir setzen β = {sQω (η) : η ∈ Y }. Aus Lemma 4.10 (a) folgt∑
η∈Y
card(η)
N
· V1,2
(
ν(· |
⋃
x∈η
B(x, l))
)
=
∑
b∈β
ν(W (b | β))V1,2(ν(· |W (b | β))).
Nach [13], Lemma 3.3 ist die rechte Seite der obigen Ungleichung gro¨ßer oder gleich
Vn,2(ν). Mithin ergibt sich der Widerspruch Vn,2(ν) > Vn,2(ν). Somit gilt Gleichheit
in (119), womit auch Gleichung (114) bewiesen ist.
4.15 Bemerkung
Im Spezialfall n = N ist Gleichung (114) identisch mit Gleichung (76) aus Proposition
4.2 (a). Beispiel 4.12 und das Beispiel aus Bemerkung 4.4 zeigen, dass der Fall
l0 <
dmin(ω)
2 in Proposition 4.14 sehr wohl auftritt bzw. den Regelfall darstellt.
4.3 Approximationsresultate fu¨r den optimalenQuantisierungsfeh-
ler
Fu¨r zwei Borelsche Wahrscheinlichkeitsmaße ausMr wissen wir, dass kleine Absta¨nde
zwischen den Maßen, im Sinne der Lr−minimalen Metrik, zu kleinen Absta¨nden zwi-
schen den zugeho¨rigen optimalen Quantisierungsfehlern fu¨hren (siehe Satz 2.5 (a)). Im
vorliegenden Spezialfall des (l, ω)−separierten Wahrscheinlichkeitsmaßes ν und der
Gleichverteilung auf ω, ko¨nnen wir diese Stetigkeitsaussage quantitativ in Abha¨ngigkeit
von l, r und ω formulieren.
Fu¨r eine beliebige Menge C ⊂ Rd und x ∈ Rd bezeichne
1C(x) :=
{
1 , falls x ∈ C
0 , sonst (120)
die charakteristische Funktion auf C.
4.16 Proposition
Sei n ∈ N und r > 1. Sei ν ein (l, ω)-separiertes Wahrscheinlichkeitsmaß. Dann ist
| Vn,r(ν)− Vn,r(Qω) | ≤
{
lr(l + diam(ω))r−1, falls n < N
lr, falls n ≥ N .
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Beweis.
Sei n ≥ N . Dann ist Vn,r(Qω) = 0 und
| Vn,r(ν)− Vn,r(Qω) |= Vn,r(ν) ≤ Ψω,r(ν) ≤ lr.
Falls n < N haben wir zwei Fa¨lle zu unterscheiden.
1. Vn,r(ν) ≥ Vn,r(Qω).
Mit einem α ∈ Cn,r(Qω) folgt
Vn,r(ν)− Vn,r(Qω) ≤
∫
d(y, α)rdν(y)−
∫
d(y, α)rdQω(y)
=
∑
x∈ω
(∫
B(x,l)
d(y, α)rdν(y)− 1
N
d(x, α)r
)
. (121)
Aufgrund von ν(B(x, l)) = 1N fu¨r alle x ∈ ω, entspricht die rechte Seite von (121)
dem Ausdruck∑
x∈ω
∫
B(x,l)
(d(y, α)r − d(x, α)r) dν(y)
≤
∑
x∈ω
∫
B(x,l)
(d(y, α)r − d(x, α)r) 1{z∈B(x,l):d(z,α)≥d(x,α)}(y)dν(y).(122)
Wir betrachten nun alle Punkte x ∈ ω und y ∈ B(x, l), fu¨r die d(y, α) ≥ d(x, α) gilt.
Wir wa¨hlen ein ξ(y) aus dem Intervall [d(x, α), d(y, α)], so dass
d(y, α)r − d(x, α)r = rξ(y)r−1(d(y, α)− d(x, α)) (123)
gilt. Satz 2.1 (d) sichert
α ⊂ conv(supp(Qω)).
Andererseits gilt
diam
(
conv(supp(Qω))
)
= diam(ω),
woraus sich
max(d(y, α), d(x, α)) ≤ d(x, α) + d(x, y)
≤ diam(ω) + l
ergibt. Aus Gleichung (123) folgt
d(y, α)r − d(x, α)r ≤ r(l + diam(ω))r−1d(x, y) ≤ rl(l + diam(ω))r−1.
Somit erhalten wir fu¨r (122) die obere Schranke∑
x∈ω
∫
B(x,l)
rl(l + diam(ω))r−1dν(y) = rl(l + diam(ω))r−1.
Im Hinblick auf (121) folgt
Vn,r(ν)− Vn,r(Qω) ≤ rl(l + diam(ω))r−1.
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2. Vn,r(ν) < Vn,r(Qω).
Wir wa¨hlen ein α ∈ Cn,r(ν) und erhalten analog zum ersten Fall die Ungleichung
Vn,r(Qω)− Vn,r(ν)
≤
∑
x∈ω
∫
B(x,l)
(d(x, α)r − d(y, α)r)dν(y)
≤
∑
x∈ω
∫
B(x,l)
(d(x, α)r − d(y, α)r)1{z∈B(x,l):d(x,α)≥d(z,α)}(y)dν(y).
Wir betrachten nun alle Punkte x ∈ ω und y ∈ B(x, l), fu¨r die d(y, α) ≤ d(x, α) gilt.
In Analogie zum ersten Fall schließen wir
0 < Vn,r(Qω)− Vn,r(ν) ≤ rl(l + diam(ω))r−1.
Aus den beiden behandelten Fa¨llen folgt die Behauptung.
Fu¨r ein Borelsches Wahrscheinlichkeitsmaß ν, Normexponent r ∈ [1,∞[ und N > 2
sei
Dmin(r,N, ν)
= min{Vn,r(ν)− Vn+1,r(ν)− (Vn+1,r(ν)− Vn+2,r(ν)) : n ∈ {1, .., N − 2}}
= min{Vn,r(ν) + Vn+2,r(ν)− 2Vn+1,r(ν) : n ∈ {1, .., N − 2}}. (124)
Dmin(r,N, ν) stellt die minimal auftretende Differenz der optimalen Quantisierungs-
fehler im Bereich n = 1, .., N dar.
Analog zur in Proposition 4.16 formulierten Stetigkeitsaussage fu¨r den optimalen Quan-
tisierungsfehler wird im Folgenden eine solche Aussage fu¨r die Differenzen der opti-
malen Quantisierungsfehler bewiesen.
4.17 Lemma
Sei N > 2 und Dmin(r,N,Qω) > 0. Sei C > 0 und ν ein (l, ω)-separiertes Wahr-
scheinlichkeitsmaß. Ist
0 < l < min
(
Dmin(r,N,Qω)
4r((1 + C) diam(ω))r−1
, C · diam(ω)
)
,
dann ist Dmin(r,N, ν) > 0.
Beweis.
Sei n ∈ {1, .., N − 2} und C > 0. Gema¨ß Proposition 4.16 gilt
Vn,r(ν)− Vn+1,r(ν) ≥ Vn,r(Qω)− Vn+1,r(Qω)− 2(lr(l + diam(ω))r−1).
Aus der Definition (124) folgt
Vn,r(ν)− Vn+1,r(ν) ≥ Vn+1,r(Qω)− Vn+2,r(Qω) +Dmin(r,N,Qω)
−2(lr(l + diam(ω))r−1).
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Mittels Proposition 4.16 erhalten wir
Vn,r(ν)− Vn+1,r(ν) ≥ Vn+1,r(ν)− Vn+2,r(ν) +Dmin(r,N,Qω)
−4(lr(l + diam(ω))r−1). (125)
Aus der Voraussetzung schließen wir
lr(l + diam(ω))r−1 ≤ lr((1 + C) diam(ω))r−1 < Dmin(r,N,Qω)
4
. (126)
Mittels (126) und (125) gilt
Vn+1,r(ν)− Vn+2,r(ν) > Vn+1,r(ν)− Vn+2,r(ν),
woraus Dmin(r,N, ν) > 0 folgt.
4.18 Bemerkung
Aus dem Beweis von Lemma 4.17 erkennt man sofort, dass eine analoge Aussage im
negativen Fall gilt, d.h. ist Dmin(r,N,Qω) < 0 und gilt die Beziehung
0 < l < min
( | Dmin(r,N,Qω) |
4r((1 + C) diam(ω))r−1
, C · diam(ω)
)
fu¨r ein C > 0, so ist Dmin(r,N, ν) < 0.
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5 Monotonieeigenschaften der Differenzenfolge des op-
timalenQuantisierungsfehlers diskreter Gleichvertei-
lungen
In diesem Kapitel sei d ≥ 1 und ω ⊂ Rd mit 2 ≤ card(ω) < ∞.Wiederum bezeich-
nen wir zur Abku¨rzung card(ω) mitN . Nach Satz 2.4 (a) ist Vn,r(Qω) > Vn+1,r(Qω)
fu¨r alle n ∈ {1, .., N − 1}, d.h. der n-optimale Quantisierungsfehler fu¨r Qω ist strikt
monoton fallend in n. Man kann nun die Frage stellen, ob auch die Quantisierungsfeh-
lerdifferenzen strikt monoton fallend in n sind, d.h. ob fu¨r N ≥ 3 und jedes
n ∈ {1, .., N − 2} generell die Beziehung
Vn,r(Qω)− Vn+1,r(Qω) > Vn+1,r(Qω)− Vn+2,r(Qω)
vorliegt, was nach Definition (124) genau dann der Fall ist, wennDmin(r,N,Qω) > 0
gilt. Dies ist jedoch im allgemeinen zu verneinen, d.h. der Fall Dmin(r,N,Qω) ≤ 0
kann auftreten (siehe Bemerkung 5.6).
Fu¨r die Untersuchungen der optimalen Quantisierung von Gleichverteilungen unifor-
mer iterierter Funktionensysteme in Kapitel 6, ist es von entscheidender Bedeutung zu
wissen, unter welchen Bedingungen der Fall Dmin(r,N,Qω) > 0 vorliegt. In diesem
Kapitel werden hierfu¨r verschiedene Kritierien bewiesen.
Anschaulich interpretiert bedeutet Dmin(r,N,Qω) > 0, dass der Genauigkeitsgewinn
bei fortschreitendem n ∈ {1, .., N − 2} strikt abnimmt.
5.1 Eindimensionale diskrete Gleichverteilungen
Wir definieren
Kω = {ψ ⊂ ω : card(ψ) = 2} 6= ∅
und die Abbildung
Kω 3 ψ L−→ diam(ψ) ∈ ]0,∞[.
Interpretiert man ω als die Knoten eines Graphen, so stelltKω dieMenge aller mo¨glichen
ungerichteten Kanten zwischen verschiedenen Knoten dar. Fu¨r eine ungerichtete Kante
ψ ∈ Kω ist diam(ψ) deren La¨nge.
Falls card(Kω) ≥ 2, sei
Mω = max
{
diam(ψ)
diam(χ)
: ψ, χ ∈ Kω;ψ 6= χ; diam(ψ) ≤ diam(χ)
}
∈ ]0, 1].
5.1 Bemerkung
Unter der Voraussetzung card(Kω) ≥ 2 ist die Abbildung L genau dann injektiv, wenn
Mω < 1. In diesem Fall haben alle Kanten unterschiedliche La¨nge.
Im Folgenden beweisen wir nun ein hinreichendes Kritierum fu¨r die Monotoniebedin-
gung Dmin(r,N,Qω) > 0 in einer Dimension.
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5.2 Proposition
Sei ω ⊂ R mit 3 ≤ N <∞. Es seiMω < 1 und
r0 = max
(
2,
log
(
3
4N
4
)
− log(Mω)
)
.
Fu¨r alle r > r0 gilt dann
Dmin(r,N,Qω) ≥
(
dmin(ω)
2
)r ( 4
N4
− 3Mrω
)
> 0.
Beweis.
Wir gliedern den Beweis in mehrere Schritte.
1. Zuerst geben wir eine untere Schranke fu¨r V1,r(Qω) an.
Dazu sei a ∈ R mit {a} ∈ C1,r(Qω). Offensichtlich ist
V1,r(Qω) =
1
N
∑
x∈ω
| x− a |r . (127)
Mit card(ω) = N notieren wir ω = {x1, .., xN}, wobei x1 < x2 < ... < xN . Wir
du¨rfen o.B.d.A. annehmen, dass a ≥ x1+xN2 . Anderenfalls ko¨nnen wir das gesamte
Quantisierungsproblem am Punkt x1+xN2 wegen Satz 2.4 (c) spiegeln. Wir definieren
y1 = x1; y2 = ... = yN = xN . Es sei b ∈ Rd mit {b} ∈ C1,r( 1N δ{y1} + N−1N δ{yN}).
Wegen yi ≥ xi fu¨r alle i ∈ {1, .., N} gilt b ≥ a, bzw.
a− x1 + xN
2
≤ b− x1 + xN
2
. (128)
Aus Satz 2.1 (c)/(d) wissen wir, dass b das eindeutige Minimum der strikt konvexen
Funktion
[x1, xN ] 3 z → Fr(z) ∈ ]0,∞[
ist, mit
Fr(z) =
1
N
(z − x1)r + N − 1
N
(xN − z)r,
bzw.
Fr(b) = V1,r
(
1
N
δ{y1} +
N − 1
N
δ{yN}
)
.
Somit ist F ′r(b) = 0, woraus
(b− x1)r−1 = (N − 1)(xN − b)r−1,
bzw.
b =
xN + x1( 1N−1 )
1
r−1
1 + ( 1N−1 )
1
r−1
folgt. Wir erhalten
b− x1 + xN
2
=
x1
(
( 1N−1 )
1
r−1 − 1
)
− xN
(
( 1N−1 )
1
r−1 − 1
)
2
(
1 + ( 1N−1 )
1
r−1
)
=
xN − x1
2
· ε(N, r),
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mit
ε(N, r) =
1− ( 1N−1 )
1
r−1
1 + ( 1N−1 )
1
r−1
.
Zusammen mit (128) folgt
a− x1 + xN
2
≤ xN − x1
2
· ε(N, r). (129)
Man beachte, dass ε(N, r) ∈ ]0, 1[ und ε(N, r) → 0 fu¨r r → ∞. Aus (127) schließen
wir
V1,r(Qω) ≥ 1
N
(| x1 − a |r + | xN − a |r) .
Wegen xN ≥ a ≥ x1+xN2 gilt
V1,r(Qω) ≥ 1
N
(
xN − x1
2
+ a− x1 + xN
2
)r
+
1
N
(
xN − x1
2
−
(
a− x1 + xN
2
))r
,
woraus mit (129) folgt, dass
V1,r(Qω) ≥ 1
N
(
diam(ω)
2
)r (
(1− ε(N, r))r + 1)
>
2
N
(
diam(ω)
2
)r (
1− ε(N, r))r. (130)
2. Nun geben wir eine untere Schranke fu¨r Vn,r(Qω) an.
Es sei n ∈ {1, .., N − 1} und α ∈ Cn,r(Qω).
Fu¨r a ∈ α sei an die Definition ω(a | α) = ω ∩W (a | α) erinnert. Wir schreiben hier
kurz ωa = ω(a | α). Aus Satz 2.3 folgt bei n ≥ 2, dass ωa ∩ ωb = ∅ fu¨r alle a, b ∈ α
mit a 6= b. Nach Voraussetzung istMω < 1. Aus Bemerkung 5.1 folgt die Injektivita¨t
von L. Somit gibt es genau ein a0 ∈ α, mit
diam(ωa0) = maxa∈α diam(ωa) > 0.
Mittels Satz 2.2 (ii) folgern wir
Vn,r(Qω) =
∑
a∈α
V1,r(Qωa) ·
card(ωa)
N
=
∑
a∈α\{a0}
V1,r(Qωa) ·
card(ωa)
N
+ V1,r(Qωa0 ) ·
card(ωa0)
N
.
Ungleichung (130) gilt auch, falls card(ωa0) = 2 und ε(2, r) = 0. Somit gilt
Vn,r(Qω) ≥ 2
N
(
diam(ωa0)
2
)r
(1− ε(card(ωa0), r))r ·
card(ωa0)
N
+
∑
a∈α\{a0}
card(ωa)
N
V1,r(Qωa). (131)
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3. Nun ermitteln wir eine obere Schranke fu¨r Vn+1,r(Qω).
Es sei x0 = min(ωa0). Wegen diam(ωa0) > 0 ist ωa0\{x0} 6= ∅. Es bezeichne {y}
die nach Satz 2.1 (c) eindeutige 1-optimale Menge von Qωa0\{x0}. Wir definieren die
Menge β = {y} ∪ {x0} ∪ (α\{a0}). Mit Satz 2.2 (ii) folgt
Vn+1,r(Qω) ≤ Ψβ,r(Qω)
≤ card(ωa0)
N
(
0 +
card(ωa0)− 1
card(ωa0)
· V1,r(Qωa0\{x0})
)
+
∑
a∈α\{a0}
card(ωa)
N
· V1,r(Qωa)
<
(
diam(ωa0\{x0})
2
)r
+
∑
a∈α\{a0}
card(ωa)
N
· V1,r(Qωa). (132)
Aus (132) und (131) schließen wir fu¨r alle n ∈ {1, .., N − 2}, dass
Vn,r(Qω)− 2Vn+1,r(Qω)
≥ 2
N
(
diam(ωa0)
2
)r
(1− ε(card(ωa0), r))r ·
card(ωa0)
N
−2
(
diam(ωa0\{x0})
2
)r
−
∑
a∈α\{a0}
card(ωa)
N
· V1,r(Qωa)
≥ 4
N2
(
diam(ωa0)
2
)r
(1− ε(card(ωa0), r))r − 2
(
diam(ωa0\{x0})
2
)r
−
(
maxa∈α\{a0} diam(ωa)
2
)r
.
Aus der Definition vonMω und ε(·, r) folgern wir
(Vn,r(Qω)− 2Vn+1,r(Qω))
(
diam(ωa0)
2
)−r
≥ 4
N2
(1− ε(card(ωa0), r))r − 3Mrω
≥ 4
N2
(1− ε(N, r))r − 3Mrω
>
4
N2
(
1
N − 1
) r
r−1
− 3Mrω
>
4
N2
(
1
N
) r
r−1
− 3Mrω.
Falls r > 2, ist die rechte Seite der obigen Ungleichung gro¨ßer als 4N4 − 3Mrω, was
wiederum strikt gro¨ßer als Null ist, falls r > log(
3
4N
4)
− log(Mω) .Mit der Definition von r0 folgt
Vn,r(Qω)−2Vn+1,r(Qω) > 0 fu¨r alle r > r0, womit die Behauptung bewiesen ist.
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5.3 Bemerkung
Ohne die Voraussetzung der Injektivita¨t von L in Proposition 5.2 ist die Frage nach
der Monotonieeigenschaft der optimalen Quantisierungsfehlerdifferenzen wesentlich
schwieriger zu beantworten.
Bei nichtinjektivem L kann die Monotonieeigenschaft vorliegen, oder auch nicht. Sei
z.B. ω = {0, 12 , 1}. Hier ist L nicht injektiv. Eine direkte Berechnung zeigt
Dmin(r, 3, Qω) > 0 fu¨r alle r > 1. Bei ω = {0, 13 , 23 , 1} ergibt sich
Dmin(r, 4, Qω) = 0 fu¨r alle r > 1, wobei L in diesem Fall aber auch nicht injektiv ist.
5.2 Zweidimensionale diskrete Gleichverteilungen mit dreipunkti-
gem Tra¨ger
Im zweidimensionalen Raum ist die Frage, wann Dmin(r, card(ω), Qω) > 0 vorliegt,
wesentlich schwieriger zu beantworten. In diesem Abschnitt sei card(ω) = 3. Unter
dieser Voraussetzung ko¨nnen wir diese Frage beantworten.
5.4 Proposition
Sei d ≥ 2, card(ω) = 3 und r ∈ ]1,∞[. Dann ist
Dmin(r, 3, Qω) ≥
(
dmin(ω)√
3
)r
− 4
3
(
dmin(ω)
2
)r
. (133)
Allgemein giltDmin(r, 3, Qω) > 0 fu¨r r > 2. Genau dann, wenn dmin(ω) = diam(ω),
gilt Gleichheit in (133).
Beweis.
Aufgrund von Satz 2.4 (c) ist die Behauptung invariant unter isometrischen Abbildun-
gen. Damit ko¨nnen wir o.B.d.A. annehmen, dass d = 2. Sei ω = {A,B,C}. Sei
u = inf{‖ A− P ‖ + ‖ B − P ‖ + ‖ C − P ‖: P ∈ R2}
und F ∈ R2. Genau dann ist {F} ∈ C1,1(Qω), wenn
u = ‖ A− F ‖ + ‖ B − F ‖ + ‖ C − F ‖ (134)
gilt. Das durch (134) definierte Minimierungsproblem hat folgende eindeutige Lo¨sung
(siehe [7], Seite 360ff): fu¨r genau einen Punkt F ∈ conv(ω) gilt Gleichung (134).
(a) Falls das durch ω aufgespannte Dreieck einen Winkel gro¨ßer oder gleich 23pi
besitzt, dann ist F der Scheitelpunkt dieses Winkels.
(b) Anderenfalls ist F genau der Punkt, fu¨r den jeder der drei Winkel BFC, CFA
und AFB, bei denen F jeweils den Scheitelpunkt bildet, den Wert 23pi aufweist.
Der Punkt F wird Fermatpunkt genannt. Aufgrund von Satz 2.1 (d) kann es keine
weiteren Lo¨sungen des Minimierungproblems im Bereich R2\ conv(ω) geben. Somit
ist der Fermatpunkt eindeutig in R2 und es gilt C1,1(Qω) = {{F}}. Falls wir u¨ber
jeder Seite des Dreiecks ω ein gleichseitiges Dreieck konstruieren (siehe Abbildung
5), so erhalten wir die Dreiecke BA′C, ACB′ und BAC ′. Die Seiten AA′, BB′, und
CC ′ haben alle die gleiche La¨nge u und ihr gemeinsamer Schnittpunkt entspricht dem
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Abbildung 5: Der Fermatsche Punkt
Fermatpunkt. Der Beweis dieser Tatsache findet sich ebenfalls in [7]. Wir unterscheiden
nun im Folgenden die beiden Fa¨lle.
1. Es liege Fall (a) vor.
Hier gilt u ≥ 2dmin(ω), so dass
V1,r(Qω) ≥ 23(dmin(ω))
r >
(
dmin(ω))√
3
)r
. (135)
2. Es liege Fall (b) vor.
Wir berechnen zuna¨chst u. Dazu verwenden wir die Standardnotation a, b und c fu¨r die
Seiten des Dreiecks {A,B,C}. Die Winkel α, β und γ geho¨ren zu den Ecken A, B
und C. Mit ∆ bezeichnen wir die Fla¨che des Dreiecks {A,B,C}. Man beachte, dass
A′B = BC = a. Deshalb folgt aus dem Kosinussatz
u2 = (AA′)2 = c2 + a2 − 2ac · cos(β + pi
3
)
= c2 + a2 − 2ac
(
1
2
cos(β)−
√
3
2
sin(β)
)
= c2 + a2 − c
2 + a2 − b2
2
+ 2ac
√
3
∆
ac
=
a2 + b2 + c2
2
+ 2
√
3∆. (136)
Offensichtlich ist V3,r(Qω) = 0, bzw. V2,r(Qω) = 23 (
dmin(ω)
2 )
r. Sei {P} ∈ C1,r(Qω).
Wir schließen aus (134), dass
u ≤‖ A− P ‖ + ‖ B − P ‖ + ‖ C − P ‖ .
Somit gibt es ein u1 ∈ {‖ A − P ‖, ‖ B − P ‖, ‖ C − P ‖}, mit u3 ≤ u1. Wir
bezeichnen
{‖ A− P ‖, ‖ B − P ‖, ‖ C − P ‖}\{u1} = {u2, u3}.
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Da u1 + u2 + u3 ≥ u, folgt mit der Konvexita¨t von t→ tr, dass
V1,r(Qω) =
1
3
(ur1 + u
r
2 + u
r
3)
≥ 3
3
(
u1 + u2 + u3
3
)r
≥ (u
3
)r. (137)
Fu¨r die Fla¨che ∆ des Dreiecks ω gilt
∆ ≥ 1
2
(dmin(ω))2 ·max (sin(α), sin(β), sin(γ)) .
Mindestens ein Winkel liegt im Bereich [pi3 ,
2pi
3 ]. Deshalb folgt
∆ ≥ 1
2
(dmin(ω))2
1
2
√
3. (138)
Die Kombination von (136), (137) und (138) liefert
V1,r(Qω) ≥

√
a2+b2+c2
2 + 2
√
3∆
3
r
≥
(
1
3
√
3(dmin(ω))2
2
+ 2
√
3
1
2
(dmin(ω))2
1
2
√
3
)r
=
(
dmin(ω))√
3
)r
. (139)
Somit folgt aus (135) und (139) im Falle (a) und (b), dass
Dmin(r, 3, Qω) = V1,r(Qω)− 2V2,r(Qω)
≥
(
dmin(ω)√
3
)r
− 4
3
(
dmin(ω)
2
)r
,
was strikt positiv ist, falls 34 >
(√
3
2
)r
. Das ist exakt der Fall, falls r > 2.
Nun sei diam(ω) = dmin(ω). Aus Lemma A.3 folgt V1,r(Qω) = ( 1√3 )
r diamr(ω),
was zur Gleichheit in (133) fu¨hrt. Liegt umgekehrt die Gleichheit in (133) vor, so kann
wegen (135) nur Fall (b) auftreten und es muss demzufolge Gleichheit in (139) herr-
schen. Als unmittelbare Konsequenz ergibt sich a = b = c, woraus
diam(ω) = dmin(ω) folgt.
5.5 Bemerkung
Falls das durch ω definierte Dreieck einen Winkel aufweist, der gro¨ßer oder gleich 23pi
ist, dann zeigt der Beweis von Proposition 5.4, dass sogar
Dmin(r, 3, Qω) ≥ 23 (dmin(ω))
r − 4
3
(
dmin(ω)
2
)r
> 0
fu¨r alle r ∈ ]1,∞[ gilt.
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5.6 Bemerkung
Genau dann stellen die Eckpunkte von ω ein gleichschenkliges Dreieck dar, wenn
diam(ω) = dmin(ω). In diesem Fall folgt aus Proposition 5.4, dass Dmin(2, 3, Qω) =
0 und Dmin(r, 3, Qω) < 0 fu¨r 1 < r < 2.
5.3 Spezielle diskrete Gleichverteilungen in ho¨heren Dimensionen
Die Herleitung einer hinreichenden Bedingung fu¨r Dmin(r,N,Qω) > 0 in Raumdi-
mension d ≥ 2 erscheint schwierig, insbesondere wenn N > 3.
Jedoch unter einschra¨nkenden Voraussetzungen an die Gestalt von ω, gelingt es fu¨r
r = 2, N > 3 und d ∈ N ein Kriterium fu¨r die Monotoniebedingung
Dmin(2, N,Qω) > 0 zu beweisen, wie die folgende Proposition 5.7 zeigt.
5.7 Proposition
Sei d ∈ N, N > 3 und ω = {x1, .., xN} ⊂ Rd mit card(ω) = N. Falls
diam({x1, .., xi}) < 1√
i+ 2
d(xi+1, {x1, .., xi}), (140)
fu¨r alle i ∈ {2, .., N − 1}, dann ist Dmin(2, N,Qω) > 0.
Beweis.
Fu¨r i ∈ {1, .., N} sei ωi = {x1, .., xi} und fu¨r eine beliebige nichtleere Teilmenge
κ ⊂ ω sei an die Bezeichnung sQω (κ) = 1card(κ)
∑
x∈κ x fu¨r den Schwerpunkt erin-
nert.
1. Zuna¨chst geben wir eine untere Schranke fu¨r V1,2(Qω) an.
Mit ω = ωN und gema¨ß Lemma A.3 gilt
V1,2(Qω) =
1
N
N∑
i=1
‖ xi − sQω (ω) ‖2 .
Durch eine Punktverschiebung um den Schwerpunkt sQω (ωN−1) folgern wir
‖ xN − sQω (ω) ‖ = ‖ xN −
1
N
N−1∑
i=1
xi − 1
N
xN ‖
=
(
1− 1
N
)
‖ xN − N
N − 1 ·
1
N
N−1∑
i=1
xi ‖
=
(
1− 1
N
)
‖ xN − sQω (ωN−1) ‖ . (141)
Aus Satz 2.1 (c) und (d) folgt sQω (ωN−1) ∈ conv(ωN−1). Fu¨r ein beliebiges
b ∈ ωN−1 gilt somit
‖ xN − sQω (ωN−1) ‖ = ‖ xN − b+ b− sQω (ωN−1) ‖
≥ ‖ xN − b ‖ − ‖ b− sQω (ωN−1) ‖
≥ d(xN , ωN−1)− diam(ωN−1).
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Unter Verwendung der Voraussetzung (140) erhalten wir
‖ xN − sQω (ωN−1) ‖> d(xN , ωN−1) · (1−
1√
N − 1 + 2).
Damit ergibt sich mittels (141), dass
‖ xN − sQω (ω) ‖> d(xN , ωN−1) · (1−
1
N
) · (1− 1√
N − 1 + 2).
Infolgedessen gilt
V1,2(Qω) =
1
N
(
‖ xN − sQω (ω) ‖2 +
N−1∑
i=1
‖ xi − sQω (ω) ‖2
)
>
1
N
(1− 1
N
)2(1− 1√
N − 1 + 2)
2d2(xN , ωN−1)
+
N − 1
N
V1,2(QωN−1). (142)
2. Als na¨chstes zeigen wir, dass V2,2(Qω) = N−1N V1,2(QωN−1).
Nach Satz 2.3 und Satz 2.2 (ii) gibt es nichtleere Teilmengen κ, ι von ω mit κ∪ ι = ω,
κ ∩ ι = ∅ und
V2,2(Qω) =
1
N
(∑
x∈κ
‖ x− sQω (κ) ‖2 +
∑
x∈ι
‖ x− sQω (ι) ‖2
)
. (143)
Ferner ist
‖ x− sQω (κ) ‖≤‖ x− sQω (ι) ‖ (144)
fu¨r alle x ∈ κ bzw.
‖ x− sQω (ι) ‖≤‖ x− sQω (κ) ‖ (145)
fu¨r alle x ∈ ι.
Wa¨hlen wir ι = {xN} und κ = ωN−1, liefert Gleichung (143) die obere Schranke
V2,2(Qω) ≤ 1
N
∑
x∈ωN−1
‖ x− sQω (ωN−1) ‖2≤
N − 1
N
(diam(ωN−1))
2
. (146)
Nun seien κ, ιMengen, die Gleichung (143) erfu¨llen. O.B.d.A. sei xN ∈ ι.Wir machen
die Annahme, dass card(ι) ≥ 2 und fu¨hren sie zu einem Widerspruch.
Nach der Annahme gibt es ein z ∈ ι ∩ ωN−1 6= ∅. Aus Satz 2.1 (c) und (d) folgt
sQω (κ) ∈ conv(κ) ⊂ conv(ωN−1).
Mittels (144) und (145) folgt somit
‖ z − sQω (ι) ‖≤‖ z − sQω (κ) ‖≤ diam(ωN−1).
Daru¨berhinaus ist ‖ z − xN ‖≥ d(xN , ωN−1). Daraus ergibt sich
‖ xN − sQω (ι) ‖≥‖ xN − z ‖ − ‖ z − sQω (ι) ‖≥ d(xN , ωN−1)− diam(ωN−1).
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Unter Beru¨cksichtigung von (143) und der Voraussetzung (140) folgern wir
V2,2(Qω) ≥ 1
N
‖ xN − sQω (ι) ‖2
≥ 1
N
(d(xN , ωN−1)− diam(ωN−1))2
> d2(xN , ωN−1)
1
N
(
1− 1√
N − 1 + 2
)2
. (147)
Unter Verwendung von (140) erhalten wir aus (146), dass
V2,2(Qω) <
N − 1
N
(
1√
N − 1 + 2
)2
d2(xN , ωN−1)
=
1
N
(
1− 1√
N−1
2 + 1
)2
d2(xN , ωN−1)
<
1
N
(
1− 1√
N − 1 + 2
)2
d2(xN , ωN−1),
was (147) widerspricht. Folglich ist card(ι) = 1 und
V2,2(Qω) =
N − 1
N
· V1,2(QωN−1). (148)
3. Nun beenden wir den Beweis.
Aus (142) und (148) folgt
V1,2(Qω)− V2,2(Qω) > 1
N
(
N − 1
N
)2(
1− 1√
N − 1 + 2
)2
d2(xN , ωN−1).
Des weiteren folgt aus (146), dass
V2,2(Qω)− V3,2(Qω) < V2,2(Qω) ≤ N − 1
N
(diam(ωN−1))
2
,
woraus wiederum
V1,2(Qω)− V2,2(Qω)− (V2,2(Qω)− V3,2(Qω))
>
1
N
(
N − 1
N
)2(1− 1√
N − 1 + 2)
2d2(xN , ωN−1)
−N − 1
N
(diam(ωN−1))2 (149)
folgt. Die Argumentation aus Schritt 2 ist leicht auf den Fall m > 2 u¨bertragbar. Man
erha¨lt somit fu¨r alle m ∈ {2, .., N} und alle m-optimalen Mengen β ∈ Cm,2(Qω),
dass xN in β liegt. Somit ergibt sich
Vm,2(Qω) =
N − 1
N
Vm−1,2(QωN−1),
womit durch Induktion allgemein fu¨r jedes l ∈ {2, .., N} und k ∈ {0, .., N − l} folgt,
dass
Vl+k,2(Qω) =
N − l + 1
N
V1+k,2(QωN−l+1). (150)
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Aus (150) folgt fu¨r alle l ∈ {3, .., N}, dass
VN−l+1,2(Qω)− VN−l+2,2(Qω)− (VN−l+2,2(Qω)− VN−l+3,2(Qω))
=
l
N
(V1,2(Qωl)− 2V2,2(Qωl) + V3,2(Qωl)).
Man beachte, dass die Abscha¨tzung (149) auch fu¨r Qωl gilt, wenn N durch l ersetzt
wird. Zusammen mit (140) folgt, dass wir fu¨r die obige rechte Seite die untere Schranke
l
N
(
1
l
(
1− 1
l
)2(
1− 1√
l − 1 + 2
)2
d2(xl, ωl−1)− l − 1
l
(diam(ωl−1))
2
)
≥ 1
N
((
l − 1
l
)2(
1− 1√
l − 1 + 2
)2
d2(xl, ωl−1)
−(l − 1)
(
1√
l − 1 + 2d(xl, ωl−1)
)2)
=
d2(xl, ωl−1)
N
(√
l − 1 + 2
)−2(( l − 1
l
(√
l − 1 + 1
))2
−
(√
l − 1
)2)
erhalten. Offensichtlich ist
l − 1
l
(√
l − 1 + 1
)
−√l − 1
=
√
l − 1 + 1− 1
l
√
l − 1− 1
l
−√l − 1
= 1− 1
l
(√
l − 1 + 1
)
≥ 1−
√
2 + 1
3
> 0.
Damit ist auch die o.a. untere Schranke strikt positiv und somit Dmin(2, N,Qω) > 0.
Damit ist die Behauptung gezeigt.
5.8 Bemerkung
Im Hinblick auf die Voraussetzungen in Proposition 5.2 ko¨nnte man vermuten, dass
die Bedingung (140) in Proposition 5.7 durch die weniger einschra¨nkende Bedingung
Mω < 1 ersetzt werden kann. Dies ist jedoch nicht der Fall, wie das folgende Beispiel
zeigt.
5.9 Beispiel
Es ω1 = {(0, 0); (1, 0); (0, 2)}. Mit q =
√
17
3 und einem beliebigem c > 1 + 10q
√
5
sei ω2 = {(c, 0); (c+ q, 0); (c+ q, 2q)}. Fu¨r die Schwerpunkte von ω1 bzw. ω2 gilt
sQω (ω1) = (
1
3
,
2
3
) bzw. sQω (ω2) = (c+
2
3
q,
2
3
q).
Da jeder der beiden Schwerpunkte im Abschluss der konvexen Hu¨lle von ω1 bzw. ω2
liegt, erhalten wir
‖ sQω (ω1)− sQω (ω2) ‖≥ d(ω1, ω2) = c− 1 > 10q
√
5 = 10 diam(ω2). (151)
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b b
b
b
b b
b
b
(0, 0) (1, 0)
(0, 2)
sQω (ω1)
(c, 0) (c + q, 0)
(c + q, 2q)
sQω (ω2)
Abbildung 6: Skizze von ω zu Beispiel 5.9
Sei nun ω = ω1∪ω2. Eine Skizze von ω findet sich in Abbildung 6. Durch Nachrechnen
erkennt man, dass alle 6·52 = 15 auftretenden Kanten in ω unterschiedliche La¨nge besit-
zen. Es gilt alsoMω < 1. Mittels (151) ist Qω ein (diam(ω2), {sQω (ω1), sQω (ω2)})-
separiertes Maß, dass die Voraussetzungen von Proposition 4.2 (b) erfu¨llt.
Sei α ∈ C3,2(Qω). Aus Proposition 4.2 (b) erha¨lt man α(sQω (ω1))∩α(sQω (ω2)) = ∅.
Aus elementaren U¨berlegungen folgt somit α = {sQω (ω1); (c+q, 2q); (c+ q2 , 0)} bzw.
V3,2(Qω) =
5
9
+
1
3
(
q
2
)2.
In derselben Weise und wegen q =
√
17
3 erha¨lt man
V4,2(Qω) =
5
9
=
1
3
(
1
2
)2 +
1
3
(
q
2
)2
bzw.
V5,2(Qω) =
1
3
(
1
2
)2.
Daraus folgt V3,2(Qω)− 2V4,2(Qω) + V5,2(Qω) = 0. Somit ist
Dmin(2, N,Qω) ≤ 0. Eine Berechnung von V1,2(Qω), V2,2(Qω) und V6,2(Qω) = 0
ergibt dass genauere Ergebnis Dmin(2, N,Qω) = 0.
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6 Optimale Quantisierung der Gleichverteilungen uni-
former iterierter Funktionensysteme beliebiger Dimen-
sion
Mit den in den beiden vorigen Kapiteln gewonnenen Resultaten sind wir nun in der La-
ge, die optimale Quantisierung einer weiteren Klasse von singula¨ren Wahrscheinlich-
keitsmaßen zu studieren. Es handelt sich dabei um die Gleichverteilungen uniformer
iterierter Funktionensysteme in beliebiger endlicher Raumdimension.
Unter bestimmten Voraussetzungen bestimmen wir fu¨r diese Maße die optimalen Co-
debu¨cher, Formeln fu¨r den n−optimalen Quantisierungsfehler in zwei verschiedenen
Wertebereichen von n und zeigen die Nichtexistenz des Quantisierungskoeffizienten.
Modifizierte Versionen klassischer uniformer iterierter Funktionensysteme (Cantor-
menge, Sierpinski-Dreieck, Cantor-Staub) werden als Beispiele diskutiert und zeigen
die Anwendbarkeit der Resultate bzw. ihre Gu¨ltigkeitsgrenzen auf.
6.1 Definition von uniformen iterierten Funktionensystemen und
ihrer Gleichverteilung
Fu¨r d,N ∈ N, N ≥ 2 betrachte man das N−Tupel (S1, .., SN ) von Abbildungen mit
Kontraktionsfaktor c ∈ ]0, 1[, d.h. fu¨r jedes i ∈ {1, .., N} und
x, y ∈ Rd ist
‖ Si(x)− Si(y) ‖= c ‖ x− y ‖ . (152)
Wir nennen dieses N−Tupel ein uniformes iteriertes Funktionensystem (UIFS). Fu¨r
jedes UIFS existiert in eindeutiger Weise eine nichtleere kompakte Menge A ⊂ Rd,
mit der Eigenschaft
A = S1(A) ∪ ... ∪ SN (A). (153)
Ein Beweis hierfu¨r wurde von Hutchinson ([18], Theorem 3.1. (3) (i)) geliefert. In der
Literatur wird A auch ha¨ufig als invariantes Kompaktum bzw. Attraktor bezeichnet.
Es existiert nun ein eindeutiges Wahrscheinlichkeitsmaß µ auf Rd, dass durch die Ei-
genschaft
µ =
1
N
N∑
i=1
µ ◦ S−1i (154)
charakterisiert ist. Wir nennen µ die zu dem UIFS zugeho¨rige uniforme Gleichvertei-
lung. Es ist supp(µ) = A. Ein Beweis all dieser Tatsachen findet sich ebenfalls in [18].
Jede selbsta¨hnliche Abbildung S : Rd → Rd mit Kontraktionsfaktor c ∈ ]0, 1[ besitzt
genau einen Fixpunkt x. Des weiteren existiert eine Orthonormalabbildung
O : Rd → Rd, so dass
S(z) = c ·O(z − x) + x (155)
fu¨r jedes z ∈ Rd. (fu¨r einen Beweis siehe z.B. [18], Proposition 2.3 (1)).
Sei nun ein UIFS (S1, .., SN ) gegeben. Wir setzen voraus, dass alle Fixpunkte der
Abbildungen des UIFS paarweise voneinander verschieden sind und bezeichnen im
Folgenden mit ω = {x1, .., xN} die Menge dieser Fixpunkte. Es ist ω ⊂ A.
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6.1 Bemerkung
Fu¨r eine beliebige nichtleere und beschra¨nkte MengeK ⊂ Rd ist
A =
⋂
l∈N
⋃
(i1,..,il)∈{1,..,N}l
Si1 ◦ · · · ◦ Sil(K).
Ein Beweis findet sich in [18], Theorem 3.1. (3) (viii).
6.2 Optimale Quantisierung fu¨r kleine Codebu¨cher
Wir richten unser Augenmerk zuna¨chst auf den Bereich n ∈ {1, .., N}. Hier ge-
lingt es unter bestimmten Voraussetzungen, fu¨r den n−optimalen Quantisierungsfehler
Vn,2(µ) eine explizite Formel zu beweisen und eine Darstellung der optimalen Co-
debu¨cher anzugeben (siehe Theorem 6.4).
Wegen A =
⋃N
i=1 Si(A) gibt es i, j ∈ {1, .., N} und Punkte x ∈ Si(A), y ∈ Sj(A),
so dass diam(A) = ‖ x− y ‖ . Es folgt
diam(A) ≤ ‖ x− xi ‖ + ‖ xi − xj ‖ + ‖ xj − y ‖
≤ 2c · diam(A) + diam(ω),
woraus sich
diam(A) ≤ 1
1− 2c · diam(ω) (156)
ergibt. Eine einfache Rechnung zeigt, dass
c <
1
2
· dmin(ω)1
1−2c · diam(ω)
≤ 1
2
· dmin(ω)
diam(A)
(157)
erfu¨llt ist, falls
c <
1
2
· dmin(ω)
dmin(ω) + diam(ω)
gilt, was wir in diesem Abschnitt voraussetzen wollen. Ferner sei fu¨r x ∈ Rd und
i ∈ {1, .., N}
Si(x) = c · (x− xi) + xi. (158)
Wir gehen also im Hinblick auf Darstellung (155) davon aus, dass die Abbildungen des
UIFS keinen Drehanteil besitzen.
6.2 Bemerkung
Wegen (157) sind die Kugeln (B(xi, c·diam(A)))i∈{1,..,N} paarweise disjunkt. Mittels
(153) und (154) erkennt man, dass
µ(B(xi, c · diam(A))) = µ(Si(A)) = 1
N
.
Somit ist die Gleichverteilung µ des UIFS ein (c · diam(A), ω)−separiertes Maß.
Wie bereits an fru¨herer Stelle eingefu¨hrt, bezeichnen wir mit sµ(A) den Schwerpunkt
des Attraktors A bezu¨glich µ.
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6.3 Lemma
Sei ∅ 6= I ⊂ {1, .., N} und
∼
ω= {Si(sµ(A)) : i ∈ {1, .., N}}.
Dann gilt
(a) sµ(A) = 1N
∑N
i=1 xi,
(b) sµ
(⋃
i∈I B(xi, c · diam(A))
)
= 1card(I)
∑
i∈I Si(sµ(A)),
(c) V1,2(Q∼ω) = (1− c)2V1,2(Qω),
(d) V1,2(µ) = 1−c1+c · V1,2(Qω).
Daru¨berhinaus gilt fu¨r jedes i ∈ {1, .., N}, dass
(e) V1,2(µ(· | B(xi, c · diam(A)))) = c2 · 1−c1+c · V1,2(Qω).
Beweis.
(a) Offensichtlich ist
Si(A) ⊂ B(xi, c · diam(A)) (159)
fu¨r jedes i ∈ {1, .., N}. Wegen Eigenschaft (157) ist somit
Si(A) ∩ Sj(A) = ∅, (160)
fu¨r alle i, j ∈ 1, .., N mit i 6= j. Aus der Definition (93) des Schwerpunktes und mittels
Eigenschaft (160) bzw. (153) folgt
sµ(A) =
∫
A
xdµ(x) =
N∑
i=1
∫
Si(A)
xdµ(x).
Unter Verwendung von Identita¨t (154) und wiederum mittels (160) erhalten wir
sµ(A) =
N∑
i=1
∫
Si(A)
xd(
1
N
N∑
j=1
µ ◦ S−1j (x)) =
N∑
i=1
1
N
∫
Si(A)
xdµ ◦ S−1i (x).
Wegen (158) gilt
sµ(A) =
N∑
i=1
1
N
∫
A
(c(x− xi) + xi) dµ(x)
=
N∑
i=1
(
c
N
∫
A
xdµ(x) +
1− c
N
xi
)
= c · sµ(A) + (1− c) 1
N
N∑
i=1
xi.
Daraus folgt sµ(A) = 1N
∑N
i=1 xi.
(b) Weil µ ein (c · diam(A), ω)−separiertes Maß ist, folgt aus einfacher Rechnung,
dass
sµ
(⋃
i∈I
B(xi, c · diam(A))
)
=
1
card(I)
∑
i∈I
sµ(B(xi, c · diam(A))). (161)
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Wegen supp(µ) = A und Darstellung (153) gilt fu¨r jedes k ∈ {1, .., N}
µ(· | B(xk, c · diam(A))) = µ
(
· |
N⋃
i=1
Si(A) ∩B(xk, c · diam(A))
)
.
Aufgrund von (160), (159) und (157) folgt
µ(· | B(xk, c · diam(A))) = µ (· | Sk(A)) . (162)
Aus (161) und (162) folgern wir
sµ
(⋃
i∈I
B(xi, c · diam(A))
)
=
1
card(I)
∑
i∈I
sµ(Si(A))
=
1
card(I)
∑
i∈I
(µ(Si(A)))−1
∫
Si(A)
xdµ(x).
Aus (154) und (160) schließen wir unter Zuhilfenahme von (158), dass
sµ
(⋃
i∈I
B(xi, c · diam(A))
)
=
1
card(I)
∑
i∈I
N
(
1
N
∫
A
Si(x)dµ(x)
)
=
1
card(I)
∑
i∈I
∫
A
(c(x− xi) + xi) dµ(x)
=
1
card(I)
∑
i∈I
(c
∫
A
xdµ(x) + (1− c)xi) = 1card(I)
∑
i∈I
Si(sµ(A)).
(c) Wir definieren ω T−→ Rd mit
T (x) = c ·
((
1
N
N∑
i=1
xi
)
− x
)
+ x
fu¨r ein x ∈ ω. Mittels (a) und Beziehung (158) folgt T (ω) = ∼ω. Sei nun x, y ∈ ω.
Offensichtlich ist
‖ T (x)− T (y) ‖= (1− c) ‖ x− y ‖ .
Behauptung (c) ergibt sich dann als eine direkte Folgerung aus Lemma A.5.
(d) Mittels Identita¨t (154) und Darstellung (158) ergibt sich∫
‖x‖2dµ(x) = 1
N
N∑
i=1
∫
‖c(x− xi) + xi‖2dµ(x).
Unter Benutzung von sµ(A) =
∫
xdµ(x) = 1N
∑N
i=1 xi und mittels elementarer Um-
formungen folgern wir∫
‖x‖2dµ(x) = 1− c
1 + c
·
(
(
1
N
N∑
i=1
‖xi‖2)− ‖sµ(A)‖2
)
+ ‖sµ(A)‖2.
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Offensichtlich ist
V1,2(Qω) =
1
N
N∑
i=1
‖ xi − sµ(A) ‖2=
(
1
N
N∑
i=1
‖xi‖2
)
− ‖sµ(A)‖2.
Damit ergibt sich ∫
‖x‖2dµ(x)− ‖sµ(A)‖2 = 1− c1 + c · V1,2(Qω).
Aus Lemma A.1 schließen wir V1,2(µ) =
∫ ‖x‖2dµ(x)−‖sµ(A)‖2, woraus unmittel-
bar die Behauptung (d) folgt.
(e) Identita¨t (162) und (154) liefern fu¨r alle i ∈ N, dass
µ(· | B(xi, c · diam(A))) = µ (· | Si(A)) = µ ◦ S−1i .
Unter Verwendung von (152) und Satz 2.4 (c) folgt
V1,2(µ(· | B(xi, c · diam(A)))) = V1,2(µ ◦ S−1i ) = c2V1,2(µ). (163)
Die Behauptung (e) ergibt sich dann sofort aus Aussage (d).
Fu¨r den Rest dieses Abschnittes bezeichnen wir aufgrund von ω = {x1, .., xN} die
Menge Z∗n der n−optimalen Zerlegungen von ω als die Menge der n−optimalen Zer-
legungen von {1, .., N}. Zur Verdeutlichung der Abha¨ngigkeit des Maßes µ vom Kon-
traktionsparameter c des zugrundeliegenden UIFS schreiben wir fu¨r den Rest des
Abschnittes µc statt µ.
6.4 Theorem
Fu¨r jedes i ∈ {1, .., N}, x ∈ Rd und Abbildung Si des UIFS sei
Si(x) = c · (x− xi) + xi.
Sei µc die Gleichverteilung des UIFS. Dann gibt es ein c0 ∈
]
0, dmin(ω)2
]
, so dass fu¨r
jedes n ∈ {1, .., N} und jedes c < c0 die Identita¨t
Vn,2(µc) =
1− c
1 + c
· c2V1,2(Qω) + (1− c)2Vn,2(Qω)
gilt. Zusa¨tzlich gibt es fu¨r jedes n−optimale Codebuch α fu¨r µc eine n−optimale Zer-
legung Z von {1, .., N}, so dass
α = { 1
card(I)
∑
i∈I
xi + c
N
N∑
j=1
(xj − xi)
 : I ∈ Z}. (164)
Beweis.
Es sei l0 > 0 gema¨ß Proposition 4.14 fest gewa¨hlt. Wir definieren c0 := l02l0+diam(ω)
und wa¨hlen c < c0. Analog zu (157) erkennt man, dass dann c < l0diam(A) gilt.
Nach Bemerkung 6.2 ist µc ein (c ·diam(A), ω)−separiertes Wahrscheinlichkeitsmaß.
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Sei nun n ∈ {1, .., N} fest gewa¨hlt.
1. Aus Proposition 4.14 folgt
Vn,2(µc) =
1
N
N∑
i=1
V1,2(µc(· | B(xi, c · diam(A))))+
min
Z∈Z∗n
1
N
∑
I∈Z
∑
i∈I
‖ sµc(B(xi, l))−
 1
card(I)
∑
j∈I
sµc(B(xj , l))
 ‖2 .
Die Anwendung von Lemma 6.3 (e)/(b) ergibt
Vn,2(µc) = c2 · 1− c1 + c · V1,2(Qω)+
min
Z∈Z∗n
1
N
∑
I∈Z
∑
i∈I
‖ Si(sµc(A))−
 1
card(I)
∑
j∈I
Sj(sµc(A))
 ‖2 .
Mittels Bemerkung A.7 und Bemerkung 4.5 gilt
Vn,2(µc) = c2 · 1− c1 + c · V1,2(Qω) + Vn,2(Q∼ω).
Mittels Lemma 6.3 (c) folgt Vn,2(µc) = c2 · 1−c1+c · V1,2(Qω) + (1− c)2Vn,2(Qω).
2. Aus Proposition 4.14 folgt
Cn,2(µc) ⊂ {{sµc(∪i∈IB(xi, c · diam(A))) : I ∈ Z} : Z ∈ Z∗n}. (165)
Lemma 6.3 (b) ergibt
{{sµc(∪i∈IB(xi, c · diam(A))) : I ∈ Z} : Z ∈ Z∗n}
= {{ 1
card(I)
∑
i∈I
Si(sµc(A)) : I ∈ Z} : Z ∈ Z∗n}. (166)
Aus Lemma 6.3 (a) und (158) folgt
{{ 1
card(I)
∑
i∈I
Si(sµc(A)) : I ∈ Z} : Z ∈ Z∗n}
= {{ 1
card(I)
∑
i∈I
xi + c
N
N∑
j=1
(xj − xi)
 : I ∈ Z} : Z ∈ Z∗n}.
Aus (165) und (166) folgt somit (164), womit der Beweis gefu¨hrt ist.
6.5 Korollar
Es gibt ein c0 ∈ ]0, dmin(ω)2 ], so dass fu¨r jedes c < c0 :
(a) VN,2(µc) = c2V1,2(µc),
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(b) Dmin(2, N, µc) = (1− c)2Dmin(2, N,Qω),
(c) ∀ n ∈ {1, .., N} ∀ α ∈ Cn,2(µc) ∃ β ∈ Cn,2(Qω) : dH(α, β) ≤ c · diam(A).
Beweis.
Behauptung (a) und (b) folgen unmittelbar aus Theorem 6.4.
Bezu¨glich (c) sei n ∈ {1, .., N} und α ∈ Cn,2(µc). Gema¨ß Theorem 6.4 sei Z ∈ Z∗n
fixiert, mit
α = { 1
card(I)
∑
i∈I
xi + c
N
N∑
j=1
(xj − xi)
 : I ∈ Z}
= { 1
card(I)
∑
i∈I
Si(sµc(A)) : I ∈ Z}.
Sei β = {sQω (I) : I ∈ Z}. Nach Bemerkung 4.7 ist β ∈ Cn,2(Qω). Es gilt fu¨r jedes
I ∈ Z, dass
‖ sQω (I)−
1
card(I)
∑
i∈I
Si(sµc(A)) ‖
≤ 1
card(I)
∑
i∈I
‖ xi − Si(sµc(A)) ‖≤ c · diam(A),
woraus dH(α, β) ≤ c · diam(A) folgt.
6.6 Bemerkung
Korollar 6.5 (c) stellt eine quantitative Formulierung der bereits aus Satz 2.5 (b) be-
kannten Tatsache dar.
6.3 Optimale Quantisierung fu¨r große Codebu¨cher
In diesem Abschnitt sei r ∈ [1,∞[ und (S1, .., SN ) ein UIFS auf Rd.
Unser Hauptresultat (Theorem 6.13) beinhaltet eine Formel fu¨r den n−optimalen Quan-
tisierungsfehler von µ im Bereich n ≥ N , eine Darstellung der n−optimalen Co-
debu¨cher fu¨r n ≥ N und die Bestimmung der Menge aller Ha¨ufungspunkte der Folge
(n
r
Dr Vn,r(µ))n∈N bei stets existenter Quantisierungsdimension Dr.
Fu¨r den Beweis dieser Aussagen beno¨tigen wir zwei entscheidende Voraussetzungen.
Einerseits mu¨ssen die n−optimalen Codebu¨cher der GleichverteilungQω der Fixpunk-
te des UIFS eine Separationsbedingung a¨hnlich zu (75) erfu¨llen. Andererseits stu¨tzen
wir uns auf die Voraussetzung
Vn,r(µ)− Vn+1,r(µ) > Vn+1,r(µ)− Vn+2,r(µ)
fu¨r alle n ∈ {1, .., N − 1} im Falle N > 2 ab.
Fu¨r die spa¨tere Ableitung von Kriterien in Kapitel 6.5, wann diese beiden Vorausset-
zungen erfu¨llt sind, benutzen wir in entscheidender Weise die Resultate der Kapitel 4
und 5. Es sei darauf hingewiesen, dass die Eigenschaft (158) des UIFS, die in Theo-
rem 6.4 vorausgesetzt wurde, in diesem Abschnitt nicht beno¨tigt wird.
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Die grundsa¨tzliche Beweisidee fu¨r Theorem 6.13 besteht darin,
fu¨r jedes n ∈ {N,N + 1...} ein n−optimales Codebuch fu¨r µ aus den ersten m-
optimalen Codebu¨chern mitm ≤ N − 1 durch iterative Anwendung der Abbildungen
des UIFS zu konstruieren, was unter den beiden oben genannten Voraussetzungen
gelingt.
6.7 Definition
Die Gleichverteilung µ eines UIFS heißt separat quantisierend bzgl. des UIFS
(S1, .., SN ), falls fu¨r alle n ≥ N , α ∈ Cn,r(µ) und a ∈ α genau ein i ∈ {1, .., N}
existiert, mitW (a | α) ∩ Si(A) 6= ∅.
Sei (S1, .., SN ) ein UIFS mit Kontraktionsparameter c ∈ ]0, 1N [.
Es sei erinnert an die Bezeichnung ω = {x1, .., xN} fu¨r die Menge der Fixpunkte des
UIFS mit card(ω) = N .
Sei n ≥ N und α ⊂ Rd mit card(α) = n. Fu¨r i ∈ {1, .., N} sei
αi = {a ∈ α :W (a | α) ∩ Si(A) 6= ∅}. (167)
Offensichtlich ist
Si(A) ⊂
⋃
a∈αi
W (a | α) (168)
fu¨r alle i ∈ {1, .., N}.
6.8 Bemerkung
Genau dann ist µ separat quantisierend, falls fu¨r alle n ≥ N und α ∈ Cn,r(µ) durch
{αi : i ∈ N} eine disjunkte Zerlegung von α gegeben ist.
In der Literatur u¨ber iterierte Funktionensysteme findet man weitere Separationsbedin-
gungen (siehe z.B. [8], Seite 35), die wir im Folgenden kurz notieren und ihre Bezie-
hung zur separaten Quantisierungsbedingung aufzeigen. Wir erinnern an die Notation
A fu¨r den Attraktor des UIFS.
6.9 Definition
Ein UIFS erfu¨llt
(i) die offene Mengenbedingung, falls es eine nichtleere offene Menge U ⊂ Rd
gibt, mit Si(U) ⊂ U und Si(U) ∩ Sj(U) = ∅ fu¨r i 6= j,
(ii) die starke Separationsbedingung, falls Si(A) ∩ Sj(A) = ∅ fu¨r i 6= j.
6.10 Lemma
Es gelten folgende Implikationen.
(i) Ist µ separat quantisierend, dann erfu¨llt das UIFS die starke Separationsbe-
dingung.
(ii) Erfu¨llt das UIFS die starke Separationsbedingung, so erfu¨llt es auch die offene
Mengenbedingung.
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Beweis.
(i) Wir nehmen an, dass das UIFS die starke Separationsbedingung nicht erfu¨llt.
Dann gibt es i, j ∈ {1, .., N}mit Si(A)∩Sj(A) 6= ∅ und i 6= j. Sei x ∈ Si(A)∩Sj(A).
Mittels (168) gibt es ein a ∈ αi und b ∈ αj mit x ∈ W (a | α) ∩W (b | α). Somit
gilt W (b | α) ∩ Si(A) 6= ∅ und W (b | α) ∩ Sj(A) 6= ∅. Damit ist µ nicht separat
quantisierend.
(ii) Ein Beweis findet sich in [18], Example 5.2. (2).
6.11 Bemerkung
Weder fu¨r Aussage (i), noch fu¨r Aussage (ii) in Lemma 6.10 gilt die Umkehrung. Bei
der u¨ber einUIFS definierten Cantormenge mit Kontraktionsparameter c ∈ ] 5−
√
17
2 ,
1
2 [
(siehe Beispiel 7.2), ist die starke Separationsbedingung erfu¨llt, aber die Gleichvertei-
lung nicht separat quantisierend. Wa¨hlt man als Kontraktionsfaktor c = 12 erha¨lt man
die Gleichverteilung auf [0, 1], die die offene Mengenbedingung erfu¨llt, jedoch nicht
die starke Separationsbedingung.
Fu¨r n ∈ N seien i(n) ∈ {1, .., N − 1} und k(n) ∈ {0, 1, 2, ..} die eindeutig definierten
Werte, fu¨r die i(n)Nk(n) ≤ n < (i(n) + 1)Nk(n) gilt.
6.12 Proposition
Sei µ separat quantisierend, n ≥ N und α ⊂ Rd mit card(α) = n. Die folgenden drei
Aussagen sind a¨quivalent.
(i) α ∈ Cn,r(µ).
(ii) Fu¨r jedes i ∈ {1, .., N} ist αi 6= ∅, S−1i (αi) ∈ Ccard(αi),r(µ) und
Vn,r(µ) =
cr
N
N∑
i=1
Vcard(αi),r(µ). (169)
(iii) Es gibt n1, .., nN ≥ 1 mit
∑N
i=1 ni = n und
Vn,r(µ) =
cr
N
N∑
i=1
Vni,r(µ), (170)
sowie βi ∈ Cni,r(µ) mit α =
⋃N
i=1 Si(βi).
Falls zusa¨tzlich
Vm,r(µ)− Vm+1,r(µ) > Vm+1,r(µ)− Vm+2,r(µ) (171)
fu¨r allem ∈ {1, .., N − 1}, erhalten wir fu¨r n1, .., nN in (iii), dass
ni ∈ [i(n)Nk(n)−1, (i(n) + 1)Nk(n)−1] (172)
fu¨r alle i ∈ {1, .., N} gilt. Ferner gilt
Vn,r(µ) =
ck(n)r
Nk(n)
(
Vi(n),r(µ)
(
(i(n) + 1)Nk(n) − n
)
+ Vi(n)+1,r(µ)
(
n− i(n)Nk(n)
))
. (173)
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Beweis.
1. (i)⇒ (ii)
Sei α ∈ Cn,r(µ). Aus Satz 2.2 (i) folgt
αi ∈ Ccard(αi),r
(
µ
(
· |
⋃
a∈αi
W (a | α)
))
(174)
fu¨r alle i ∈ {1, .., N}.Weil µ separat quantisierend ist, gilt
Si(A) ∩
⋃
a∈αj
W (a | α) = ∅
fu¨r i 6= j. Aus supp(µ) = S1(A) ∪ · · ·SN (A) folgt zusammen mit (168) und (154),
dass
µ
(
· |
⋃
a∈αi
W (a | α)
)
= µ(· | Si(A)) = µ ◦ S−1i .
Unter Beru¨cksichtigung von (174) gilt damit αi ∈ Ccard(αi),r(µ ◦ S−1i ).
Aus Satz 2.4 (c) folgt S−1i (αi) ∈ Ccard(αi),r(µ). Nach Lemma 14.1 in [13] ist
Vn,r(µ) ≤ c
r
N
N∑
i=1
Vcard(αi),r(µ). (175)
Andererseits gilt wegen (154)
Vn,r(µ) =
∫
d(x, α)rdµ(x)
=
1
N
N∑
i=1
∫
d(Si(x), α)rdµ(x)
=
1
N
N∑
i=1
∫
d(Si(x), αi)rdµ(x)
=
1
N
N∑
i=1
cr
∫
d(x, S−1i (αi))
rdµ(x)
≥ c
r
N
N∑
i=1
Vcard(αi),r(µ). (176)
Aus den Ungleichungen (175) und (176) folgt die Gleichung (169).
2. (ii)⇒ (iii)
Wir definieren βi = S−1i (αi) und ni = card(αi) fu¨r alle i ∈ {1, .., N}. Die Behaup-
tung folgt somit unmittelbar aus (ii).
3. (iii)⇒ (i)
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Aus der Definiton von α und (154) folgt
Vn,r(µ) ≤ Ψα,r(µ) =
N∑
i=1
∫
Si(A)
d(x, α)rdµ(x)
≤
N∑
i=1
∫
Si(A)
d(x, Si(βi))rdµ(x)
=
1
N
N∑
i=1
∫
d(Si(x), Si(βi))rdµ(x)
=
cr
N
N∑
i=1
Vni,r(µ).
Mittels Gleichung (170) folgern wir α ∈ Cn,r(µ).
4. Nun zeigen wir den Rest der Behauptung.
Wir schließen mittels Induktion u¨ber n.
Im Falle n = N geht wegen i(N) = 1 und k(N) = 1 die Gleichung (173) in die
Gleichung (170) der bereits bewiesenen Aussage (iii) u¨ber. Somit ist (173) richtig fu¨r
n = N . Auch Aussage (172) ist wegen (iii) richtig fu¨r n = N .
Nun sei (172) und (173) als richtig angenommen fu¨r alle N ≤ m < n. Man stellt
zuna¨chst fest, dass im Falle der Gu¨ltigkeit von (172), die Gleichung (173) eine direkte
Konsequenz von Gleichung (170) und der Induktionsannahme ist. Es reicht also im In-
duktionsschritt aus, die Beziehung (172) als richtig nachzuweisen. Wir gehen indirekt
vor und nehmen an, dass (172) falsch ist. Es gibt daher mindestens ein i0 ∈ {1, .., N}
mit ni0 /∈ [i(n)Nk(n)−1, (i(n) + 1)Nk(n)−1].
Fall 1. ni0 < i(n)N
k(n)−1
Wegen
∑N
i=1 ni = n gibt es ein i1 ∈ {1, .., N} mit
n− (N − 1) ≥ ni1 > i(n)Nk(n)−1. (177)
Mittels Gleichung (170) folgt Vn,r(µ) = c
r
N
∑N
i=1 Vni,r(µ). Aus Lemma 14.1 in [13]
folgern wir
Vn,r(µ) ≤ c
r
N
 N∑
i=1
i 6=i0,i1
Vni,r(µ) + Vni0+1,r(µ) + Vni1−1,r(µ)

und somit
0 ≥ Vni0 ,r(µ)− Vni0+1,r(µ)− (Vni1−1,r(µ)− Vni1 ,r(µ)). (178)
Sei k0 = k(ni0) und i
′
0 = i(ni0) bzw. k1 = k(ni1) und i
′
1 = i(ni1).Mit (177) folgt
i′0N
k0 ≤ ni0 < (i′0 + 1)Nk0 ≤ i′1Nk1 ≤ ni1 < (i′1 + 1)Nk1 .
Drei Unterfa¨lle sind mo¨glich.
Fall 1.1. i′0 < i
′
1, k0 = k1
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Aus der Induktionsvoraussetzung folgt(
Vni0 ,r(µ)− Vni0+1,r(µ)
)− (Vni1−1,r(µ)− Vni1 ,r(µ))
=
ck0r
Nk0
(
Vi′0,r(µ)
(
(i′0 + 1)N
k0 − ni0
)
+ Vi′0+1,r(µ)
(
ni0 − i′0Nk0
))
− c
k0r
Nk0
(
Vi(ni0+1),r(µ)((i(ni0 + 1) + 1)N
k0 − (ni0 + 1))
+ Vi(ni0+1)+1,r(µ)(ni0 + 1− i(ni0 + 1)Nk0)
)
− c
k0r
Nk0
(
Vi(ni1−1),r(µ)((i(ni1 − 1) + 1)Nk0 − (ni1 − 1))
+ Vi(ni1−1)+1,r(µ)(ni1 − 1− i(ni1 − 1)Nk0)
)
+
ck0r
Nk0
(
Vi′1,r(µ)((i
′
1 + 1)N
k0 − ni1) + Vi′1+1,r(µ)(ni1 − i′1Nk0)
)
.(179)
Falls ni0 + 1 < (i
′
0 + 1)N
k0 , gilt i′0 = i(ni0 + 1). Man beachte, dass im Falle von
ni0 + 1 = (i
′
0 + 1)N
k0 , aus Gleichung (183) Vni0+1,r(µ) = c
k0rVi′0+1,r(µ) folgt.
Somit folgern wir aus (179), dass(
Vni0 ,r(µ)− Vni0+1,r(µ)
)− (Vni1−1,r(µ)− Vni1 ,r(µ))
=
ck0r
Nk0
(
(Vi′0,r(µ)− Vi′0+1,r(µ))− (Vi′1,r(µ)− Vi′1+1,r(µ))
)
. (180)
Wegen Bedingung (171), ist die rechte Seite der Gleichung (180) gro¨ßer als Null, was
im Widerspruch zu (178) steht.
Fall 1.2. i′0 < i
′
1, k0 < k1
Wegen r ∈ [1,∞[ und c < 1 < N folgt
ck1r
Nk1
<
ck0r
Nk0
.
A¨hnlich zu Fall 1.1 erhalten wir
Vni0 ,r(µ)− Vni0+1,r(µ)− (Vni1−1,r(µ)− Vni1 ,r(µ))
>
ck1r
Nk1
(
(Vi′0,r(µ)− Vi′0+1,r(µ))− (Vi′1,r(µ)− Vi′1+1,r(µ))
)
> 0,
was im Widerspruch zu (178) steht.
Fall 1.3. i′0 ≥ i′1, k0 < k1.
Mittels Gleichung (183) folgt
Vni0 ,r(µ)− Vni0+1,r(µ)− (Vni1−1,r(µ)− Vni1 ,r(µ))
=
ck0r
Nk0
(Vi′0,r(µ)− Vi′0+1,r(µ))−
ck1r
Nk1
(Vi′1,r(µ)− Vi′1+1,r(µ))
≥ c
k0r
Nk0
(Vi′0,r(µ)− Vi′0+1,r(µ))−
c(k0+1)r
N (k0+1)
(Vi′1,r(µ)− Vi′1+1,r(µ))
=
ck0r
Nk0
(
(Vi′0,r(µ)− Vi′0+1,r(µ))−
cr
N
(Vi′1,r(µ)− Vi′1+1,r(µ))
)
.
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Die Anwendung von Bedingung (171) und Proposition 6.12 ergibt
ck0r
Nk0
(
(Vi′0,r(µ)− Vi′0+1,r(µ))−
cr
N
(Vi′1,r(µ)− Vi′1+1,r(µ))
)
≥ c
k0r
Nk0
(
(VN−1,r(µ)− VN,r(µ))− c
r
N
(V1,r(µ)− V2,r(µ))
)
=
ck0r
Nk0
((VN−1,r(µ)− VN,r(µ))− (VN,r(µ)− VN+1,r(µ))) > 0,
was ebenfalls einen Widerspruch darstellt.
Fall 2. ni0 > (i(n) + 1)N
k(n)−1
Analog zu Fall 1, fu¨hrt auch dieser Fall zu einem Widerspruch. Somit gilt
ni ∈ [i(n)Nk(n)−1, (i(n) + 1)Nk(n)−1]
fu¨r jedes i ∈ {1, .., N}. Gleichung (170) und die Induktionsannahme liefern dann die
Behauptung.
Bevor wir Untersuchungen bezu¨glich der Existenz des Quantisierungskoeffizienten an-
stellen ko¨nnen, mu¨ssen wir die Existenz der Quantisierungsdimension kla¨ren. Graf und
Luschgy (siehe [13], Theorem 12.18 in Verbindung mit [13], Example 12.10) haben
gezeigt, dass unter der Voraussetzung der offenen Mengenbedingung, die Quantisie-
rungsdimension der Gleichverteilung µ eines UIFS immer existiert und
Dr(µ) = D =
− log(N)
log(c)
(181)
gilt. Da wir die Hauptresultate unter der Voraussetzung formulieren, dass µ separat
quantisierend ist, folgt mittels Lemma 6.10, dass die offene Mengenbedingung erfu¨llt
ist. Wir ko¨nnen also im Folgenden die Gleichung (181) benutzen.
Wir verallgemeinern nun die Definition (73) der Funktion fc, mit der spa¨ter die Menge
aller Ha¨ufungspunkte der Folge (n
r
D Vn,r(µ))n∈N beschrieben wird.
Sei fc : [1, N ]→ R definiert durch
fc(x) = x
r
D ((i+ 1)Vi,r(µ)− iVi+1,r(µ)− x(Vi,r(µ)− Vi+1,r(µ))) ,
falls x ∈ [i, i+ 1[, i ∈ {1, .., N − 1} und fc(x) = V1,r(µ), falls x = N. Die Funktion
fc ist stetig wegen limx→i−0 fc(x) = fc(i) fu¨r i ∈ {2, .., N}.
Ferner gilt fu¨r i ∈ {1, .., N − 1}, dass fc auf ]i, i+ 1[ differenzierbar ist. Mittels (181)
und c < 1N folgt
r
D =
r log(c)
− log(N) > 1. Somit gilt fu¨r alle x ∈ ]i, i+ 1[
f ′c(x) =
r
D
x
r
D−1 ((i+ 1)Vi − iVi+1) + x rD (1 + r
D
) (Vi+1 − Vi) . (182)
Damit ist f ′c stetig auf ]i, i+1[ und besitzt ho¨chstens eine Nullstelle auf ]i, i+1[. Somit
ist fc nicht konstant, weswegen fc([1, N ]) ein nichttriviales Intervall darstellt.
Fu¨r k ∈ N und σ = (σ1, .., σk) ∈ {1, .., N}k sei Sσ = Sσ1 ◦ · · · ◦ Sσk . Nun ko¨nnen
wir das Hauptresultat dieses Abschnitts formulieren.
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6.13 Theorem
Sei µ die Gleichverteilung eines UIFS. Es sei
(a) µ separat quantisierend, und
(b) Vn,r(µ)− Vn+1,r(µ) > Vn+1,r(µ)− Vn+2,r(µ) fu¨r alle n ∈ {1, .., N − 1}.
Dann gilt
(i)
Vn,r(µ) =
ck(n)r
Nk(n)
(
Vi(n),r(µ)
(
(i(n) + 1)Nk(n) − n
)
+ Vi(n)+1,r(µ)
(
n− i(n)Nk(n)
))
(183)
fu¨r alle n ≥ N .
(ii) Die Menge aller Ha¨ufungspunkte der Folge (n
r
D Vn,r(µ))n∈N ist identisch mit
dem nichteinpunktigen Intervall fc([1, N ]).
(iii) Falls n ≥ N, dann ist α ∈ Cn,r(µ) genau dann, wenn eine Familie
(α(σ))σ∈{1,..,N}k(n) von Teilmengen des Rd existiert, mit
α =
⋃
σ∈{1,..,N}k(n)
Sσ(α(σ)),
so dass n− i(n)Nk(n) der Mengen α(σ) in Ci(n)+1,r(µ) liegen und der Rest in
Ci(n),r(µ).
Bevor wir Theorem 6.13 beweisen, notieren wir einige leichte Folgerungen.
6.14 Bemerkung
Falls N = 2 erhalten wir V3,r(µ) = c
r
2 (V1,r(µ) + V2,r(µ)) aus Proposition 6.12.
Wiederum aus Proposition 6.12 folgt V2,r(µ) = crV1,r(µ). Somit gilt
V1,r(µ)− V2,r(µ)− (V2,r(µ)− V3,r(µ))
= V1,r(µ)− V2,r(µ)− (crV1,r(µ)− c
r
2
(V1,r(µ) + V2,r(µ)))
= V1,r(µ)− V2,r(µ)− c
r
2
(V1,r(µ)− V2,r(µ)).
Wegen V1,r(µ) > V2,r(µ) nach Satz 2.4 (a) und cr ∈ ]0, 1[ ist die rechte Seite der
obigen Gleichung echt gro¨ßer als 0. Somit folgt in diesem Fall die Voraussetzung (b)
in Theorem 6.13 direkt aus Voraussetzung (a).
6.15 Bemerkung
Eine Analyse von Gleichung (183) ergibt, dass
Vn,r(µ)− Vn+1,r(µ) ≥ Vn+1,r(µ)− Vn+2,r(µ) (184)
fu¨r n ≥ N. Ferner wird aus (184) eine Gleichung, falls
i(n)Nk(n) ≤ n < (i(n) + 1)Nk(n) − 1.
Somit u¨bertra¨gt sich die strikte Monotonie in Voraussetzung (b) fu¨r n = 1, .., N − 1
nicht auf alle n ∈ N.
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6.16 Korollar
Sei µ separat quantisierend mit
Vn,r(µ)− Vn+1,r(µ) > Vn+1,r(µ)− Vn+2,r(µ)
fu¨r alle n ∈ {1, .., N − 1}. Dann gilt
0 < lim inf
n→∞ n
r
D Vn,r(µ) < lim sup
n→∞
n
r
D Vn,r(µ) <∞.
Beweis.
Aus Lemma 6.10 wissen wir, dass µ die offene Mengenbedingung erfu¨llt. Theorem
12.18 in [13] liefert dann
0 < lim inf
n→∞ n
r
D Vn,r(µ) ≤ lim sup
n→∞
n
r
D Vn,r(µ) <∞. (185)
Theorem 6.13 (ii) sichert, dass Ungleichung (185) strikt ist, woraus die Behauptung
folgt.
6.17 Bemerkung
Aus Korollar 6.16 folgt unmittelbar die Nichtexistenz des Quantisierungskoeffizienten
Qr(µ).
6.18 Bemerkung
Sei n ∈ N. Ein n−Tupel s = (s1, .., sn) mit si > 0 ist arithmetisch, falls ein t > 0
existiert, so dass si/t ∈ N. Fu¨r solch ein arithmetisches s nennen wir
ϑ := max{t > 0 : si/t ∈ N fu¨r jedes i = 1, ., n}
die Periode von s. Somit ist das N−Tupel (− log(c), ..,− log(c)) arithmetisch mit
Periode − log(c), wenn c den Kontraktionsparameter des UIFS angibt. Fu¨r diesen
arithmetischen Fall hat Po¨tzelberger ([26], Theorem 1) gezeigt, dass eine periodische
Funktion f : R+ → R+ mit Periode − log(c) existiert, so dass
lim
n→∞(n
r
D Vn,r(µ)− f(log(n))) = 0.
Beweis von Theorem 6.13.
(i) Dies folgt unmittelbar aus Proposition 6.12.
(ii) Sei y ∈ fc([1, N ]). Dann gibt es ein i0 ∈ {1, .., N − 1} und ein x ∈ [1, N ], mit
x ∈ [i0, i0 + 1] und y = fc(x). Fu¨r k ∈ N sei nk := [xNk] die gro¨ßte ganze Zahl,
kleiner oder gleich xNk. Offensichtlich gibt es ein xk ∈ [1, N ], mit nk = xkNk. Die
Folge (xk)k∈N konvergiert gegen x. Wegen k(nk) = k und i(nk) = i0 erhalten wir
aus (i), dass
n
r
D
k Vnk,r(µ)
= (xkNk)
r
D
ckr
Nk
(
Vi0,r(µ)((i0 + 1)N
k − xkNk) + Vi0+1,r(µ)(xkNk − i0Nk)
)
.
Wegen cD = 1N folgt
n
r
D
k Vnk,r(µ)
= xk
r
D ((i0 + 1)Vi0,r(µ)− i0Vi0+1,r(µ)− xk(Vi0,r(µ)− Vi0+1,r(µ)))
= fc(xk).
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Wegen der Stetigkeit von fc folgt
y = fc(x) = lim
k→∞
fc(xk)
und y ist ein Ha¨ufungspunkt der Folge (n
r
D Vn,r(µ))n∈N.
Nun sei y ein Ha¨ufungspunkt der Folge (n
r
D Vn,r(µ))n∈N. Dann gibt es eine Teilfolge
(n
r
D
l Vnl,r(µ))l∈N mit
y = lim
l→∞
n
r
D
l Vnl,r(µ).
O.B.d.A. ko¨nnen wir annehmen, dass k(nl) < k(nl + 1) fu¨r alle l ∈ N. Anderenfalls
du¨nnen wir die Folge entsprechend aus.
Sei xl := nlNk(nl) . Dann ist xl ∈ [i(nl), i(nl) + 1] und es folgt aus (i), dass
fc(xl) = n
r
D
l Vnl,r(µ).
Wegen der Beschra¨nktheit von (xl)l∈N gibt es eine Teilfolge (xlq )q∈N von (xl), die
gegen ein x ∈ [1, N ] konvergiert. Wegen der Stetigkeit von fc folgt daraus
fc(x) = lim
q→∞ fc(xlq ) = limq→∞n
r
D
lq
Vnlq ,r(µ) = y,
womit y ∈ fc([1, N ]).
(iii) Wir beweisen die Behauptung durch Induktion u¨ber n.
Fu¨r n = N gilt k(n) = 1 und i(n) = 1. Fu¨r α ∈ Cn,r(µ) und i ∈ {1, .., N} setzen
wir α(i) = S−1i (αi). Proposition 6.12 impliziert card(αi) = 1, α(i) ∈ C1,r(µ) und
α =
⋃N
i=1 Si(α(i)). Andererseits, falls α(i) ∈ C1,r(µ) fu¨r i = 1, .., N , folgt aus
Proposition 6.12, dass
⋃N
i=1 Si(α(i)) ∈ CN,r(µ).
Nun sei n > N , und die Charakterisierung der n-optimalen Codebu¨cher aus (iii) sei
fu¨r alle N ≤ m < n richtig.
”⇒“:
Sei α ∈ Cn,r(µ). Dann besitzt α genau n Elemente (Satz 2.1 (b)). Nach Proposition
6.12 gilt S−1j (αj) ∈ Ccard(αj),r(µ) und αj 6= ∅. Wegen
∑N
j=1 card(αj) ≤ n folgt
nj := card(αj) < n. Proposition 6.12 impliziert
nj ∈ [i(n)Nk(n)−1, (i(n) + 1)Nk(n)−1].
Zwei Fa¨lle sind zu unterscheiden.
Fall 1. nj ∈ [i(n)Nk(n)−1, (i(n) + 1)Nk(n)−1[
Es gilt k(nj) = k(n) − 1 und i(nj) = i(n). Aus der Induktionsannahme folgt die
Existenz einer Familie (α(j)(τ))τ∈{1,..,N}k(n)−1 von Mengen mit
S−1j (αj) =
⋃
τ∈{1,..,N}k(n)−1
Sτ (α(j)(τ)), (186)
wobei α(j)(τ) ∈ Ci(n)+1,r(µ) fu¨r nj − i(n)Nk(n)−1 der Mengen
und α(j)(τ) ∈ Ci(n),r(µ) fu¨r die anderen Mengen der Familie.
Fall 2. nj = (i(n) + 1)Nk(n)−1
Fall 2.1. i(n) < N − 1
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Hier ist i(nj) = i(n) + 1 und k(nj) = k(n) − 1. Mit der Induktionsannahme folgt
die Existenz einer Familie (α(j)(τ))τ∈{1,..,N}k(n)−1 von Mengen, die Gleichung (186)
erfu¨llen, wobei α(j)(τ) ∈ Ci(n)+1,r(µ) fu¨r alle τ, wegen
(i(nj) + 1)Nk(n)−1 − nj = Nk(n)−1.
Fall 2.2. i(n) = N − 1.
In diesem Fall ist nj = Nk(n). Somit gilt i(nj) = 1 und k(nj) = k(n). Mittels
der Induktionsannahme gibt es eine Familie (α(j)(σ))σ∈{1,..,N}k(n) von Mengen mit
α(j)(σ) ∈ C1,r(µ) fu¨r alle σ und
S−1j (αj) =
⋃
σ∈{1,..,N}k(n)
Sσ(α(j)(σ))
=
⋃
τ∈{1,..,N}k(n)−1
Sτ
N⋃
l=1
Sl(α(j)(τ l)).
Aus Proposition 6.12 wissen wir, dass
⋃N
l=1 Sl(α
(j)(τ l) ∈ CN,r(µ) fu¨r alle τ.
Wir schließen in jedem Fall, dass eine Familie (α(j)(τ))τ∈{1,..,N}k(n)−1 von Mengen
existiert, die Gleichung (186) erfu¨llt, wobei α(j)(τ) ∈ Ci(n)+1,r(µ) fu¨r
nj − i(n)Nk(n)−1 der Mengen und α(j)(τ) ∈ Ci(n),r(µ) fu¨r die anderen Mengen. Fu¨r
σ ∈ {1, .., N}k(n) sei
α(σ) = α(σ1)(σ2, .., σk(n)).
Dann gilt
⋃
σ∈{1,..,N}k(n)
Sσ(α(σ)) =
N⋃
j=1
⋃
τ∈{1,..,N}k(n)−1
Sj(Sτ (α(j)(τ)))
=
N⋃
j=1
Sj
 ⋃
τ∈{1,..,N}k(n)−1
Sτ (α(j)(τ))
 .
Gleichung (186) liefert
N⋃
j=1
Sj(S−1j (αj)) =
N⋃
j=1
αj = α.
Man beachte ferner, dass fu¨r j ∈ {1, .., N} genau
nj − i(n)Nk(n)−1
der Mengen α(σ) mit σ1 = j in Ci(n)+1,r(µ) liegen. Somit sind
N∑
j=1
(nj − i(n)Nk(n)−1) = n− i(n)Nk(n)
dieser Mengen α(σ) in Ci(n)+1,r(µ) wa¨hrend der Rest in Ci(n),r(µ) liegt.
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”⇐“:
Nun sei angenommen, dass
α =
⋃
σ∈{1,..,N}k(n)
Sσ(α(σ))
und n−i(n)Nk(n) dieserMengenα(σ) inCi(n)+1,r(µ) liegen und der Rest inCi(n),r(µ).
Dann ist card(α) = n. Sei
α(j) =
⋃
σ∈{1,..,N}k(n),σ1=j
S−1j Sσ(α(σ))
=
⋃
τ∈{1,..,N}k(n)−1
Sτ (α(jτ))
und nj = card(α(j)) fu¨r j ∈ {1, .., N}. Es ist
nj ∈ [i(n)Nk(n)−1, (i(n) + 1)Nk(n)−1],
und nj− i(n)Nk(n)−1 der Mengen α(jτ), τ ∈ {1, .., N}k(n)−1 liegen in Ci(n)+1,r(µ)
wa¨hrend der Rest in Ci(n),r(µ) liegt.
Mehrere Fa¨lle treten auf.
Fall 1. nj ∈ [i(n)Nk(n)−1, (i(n) + 1)Nk(n)−1[.
Hier ist k(nj) = k(n)− 1 und i(nj) = i(n).
Die Induktionsannahme impliziert α(j) ∈ Cnj ,r(µ).
Fall 2. nj = (i(n) + 1)Nk(n)−1.
Fall 2.1. i(n) < N − 1.
In diesem Fall gilt i(nj) = i(n) + 1 und k(nj) = k(n)− 1. Somit sind alle
nj − i(n)Nk(n)−1 = Nk(n)−1
= Nk(nj) − (nj − i(nj)Nk(nj))
Mengen α(jτ) ein Element aus Ci(n)+1,r(µ) = Ci(nj),r(µ). Die Induktionsannahme
impliziert α(j) ∈ Cnj ,r(µ).
Fall 2.2. i(n) = N − 1.
Hier erhalten wir nj = Nk(n) bzw. k(nj) = k(n) und i(nj) = 1. Somit sind alle
Nk(n)−1 Mengen α(jτ) in CN,r(µ). Aus Proposition 6.12 folgt fu¨r jedes α(jτ) die
Existenz einer Familie (αl(jτ))l=1,..,N mit αl(jτ) ∈ C1,r(µ) und
αl(jτ) =
⋃N
l=1 Sl(αl(jτ)). Fu¨r σ ∈ {1, .., N}k(n) definieren wir
βj(σ) = ασk(n)(jσ1..σk(n)−1).
Es folgt
α(j) =
⋃
τ∈{1,..,N}k(n)−1
Sτ (α(jτ))
=
⋃
τ∈{1,..,N}k(n)−1
Sτ
(
N⋃
l=1
Sl(αl(jτ))
)
=
⋃
σ∈{1,..,N}k(n)
Sσ(βj(σ)),
87
mit βj(σ) ∈ C1,r(µ). Die Induktionsannahme impliziert α(j) ∈ Cnj ,r(µ).
In jedem Fall gilt also α(j) ∈ Cnj ,r(µ). Da α =
⋃N
j=1 Sj(α
(j)), folgt aus Proposition
6.12, dass α ∈ Cn,r(µ), vorausgesetzt dass
Vn,r(µ) =
cr
N
N∑
j=1
Vnj ,r(µ).
Zum Beweis dieser Gleichung sei festgestellt, dass aus (i) die Identita¨t
Vnj ,r(µ) =
ck(nj)r
Nk(nj)
(
Vi(nj),r(µ)((i(nj) + 1)N
k(nj) − nj)
+ Vi(nj)+1,r(µ)(nj − i(nj)Nk(nj))
)
folgt. Somit ist, unabha¨ngig davon welcher der obigen Fa¨lle vorliegt,
cr
N
N∑
j=1
Vnj ,r(µ) =
ck(n)r
Nk(n)
(
Vi(n),r(µ)((i(n) + 1)Nk(n) − n)
+ Vi(n)+1,r(µ)(n− i(n)Nk(n))
)
.
Wiederum nach (i) ist der letzte Ausdruck identisch mit Vn,r(µ).
6.4 Bestimmung der Konvergenzordnung des optimalen Quanti-
sierungsfehlers bei Approximation durch eine diskrete Vertei-
lung
Wie wir spa¨ter sehen werden, ist die explizite Berechnung der optimalen Quantisie-
rungsfehler der Gleichverteilung µ eines UIFS mittels Theorem 6.4 und 6.13 in vielen
Fa¨llen mo¨glich.
Allerdings erscheint es wu¨nschenswert und hilfreich, auch eine numerische Approxi-
mation fu¨r die optimalen Quantisierungsfehler zu besitzen, insbesondere in Fa¨llen bei
denen eine Anwendbarkeit der obigen Theoreme nicht gegeben ist.
Fu¨r die numerische Bestimmung des optimalen Quantisierungsfehlers bzw. der da-
mit verbundenen optimalen Codebu¨cher einer beliebigen Borelschen Wahrscheinlich-
keitsverteilung ν auf dem Rd kann ganz allgemein der sogenannte Lloyd-Algorithmus
verwendet werden (siehe [23]). Obwohl dieser Algorithmus eine gewisse Historie be-
sitzt und weiterentwickelt worden ist (zur U¨bersicht siehe [17]), ist die praktische An-
wendbarkeit fu¨r die meisten Wahrscheinlichkeitsverteilungen, insbesondere in ho¨heren
Raumdimensionen, nicht gegeben. Der Grund liegt in der (numerischen) Berechnung
von ν-Integralen u¨ber nichttriviale Bereiche des Rd (siehe [11], Seite 362 ff.).
Ein geeigneterer Ansatz, den optimalen Quantisierungsfehler von ν zu berechnen, liegt
in der Ausnutzung von Satz 2.5 (a).
Ist
∫ ‖ x ‖r dν(x) <∞ und (Xi)i∈N eine Folge von unabha¨ngig und identisch verteil-
ten Rd−wertigen Zufallsvariablen mit Verteilung ν, so betrachte man die empirische
Verteilung
νk =
1
k
k∑
i=1
δXi . (187)
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Nach dem Glivenko-Cantelli Theorem (siehe [10], Seite 387) konvergiert νk schwach
gegen ν und es ist νk, ν ∈ Mr fu¨r alle k ∈ N. Falls ν einen beschra¨nkten Tra¨ger besitzt
und ∪k∈N supp(νk) ebenfalls beschra¨nkt ist, folgt mittels Satz 2.6, dass
lim
k→∞
ρr(νk, ν) = 0,
was wiederum die Gu¨ltigkeit von Satz 2.5 (a) impliziert. Der empirische optimale
Quantisierungsfehler Vn,r(νk) konvergiert also gegen den optimalen Quantisierungs-
fehler Vn,r(ν).
Neben dieser allgemein verfu¨gbaren empirischen Approximation, bietet sich bei der
Gleichverteilung µ eines UIFS noch eine weitere deterministische Konstruktion einer
approximierenden Verteilungsfolge an.
Sei nun fu¨r den Rest des Abschnittes r > 1. Mit ω als der Fixpunktmenge des UIFS
und l = c · diam(A) sei zusa¨tzlich vorausgesetzt, dass µ ein (l, ω)−separiertes Wahr-
scheinlichkeitsmaß ist, mit card(ω) = N. Fu¨r k ∈ N sei
µk :=
{ 1
N
∑
x∈ω δx , falls k = 1
1
Nk
∑
σ∈{1,..,N}k−1
∑
x∈ω δSσ(x) , falls k > 1.
(188)
Aufgrund der Konstruktion von µ wissen wir, dass µk schwach gegen µ konvergiert
und supp(µk) ⊂ conv(A), woraus µk ∈ Mr folgt. Nach Satz 2.6 konvergiert µk gegen
µ auch im Sinne der Lr−minimalen Metrik, d.h. ρr(µk, µ) → 0. Somit gilt auch hier
nach Satz 2.5 (a) fu¨r alle n ∈ N
lim
k→∞
Vn,r(µk) = Vn,r(µ).
Im Folgenden bestimmen wir die Konvergenzordnung dieser Approximation.
6.19 Lemma
Sei k ∈ N\{1} und n ∈ N mit n < Nk. Dann gilt
| Vn,r(µk)− Vn,r(µ) | ≤ r (diam(A))r ck
(
1 + ck
)r−1
.
Beweis.
Es treten zwei Fa¨lle auf.
1. Vn,r(µ) > Vn,r(µk).
Sei α ∈ Cn,r(µk).Mittels (154) folgt
| Vn,r(µk)− Vn,r(µ) | = Vn,r(µ)− Vn,r(µk)
≤
∫
d(z, α)rdµ(z)−
∫
d(z, α)rdµk(z)
=
∫
d(z, α)rdµ(z)− 1
Nk
∑
σ∈{1,..,N}k−1
∑
x∈ω
d(Sσ(x), α)r.
Man beachte, dass supp(µ) = A ⊂ ⋃x∈ω B(x, cdiam(A)).Wegen ⋃Ni=1 Si(A) = A
folgt mittels Induktion, dass
A =
⋃
σ∈{1,..,N}k−1
Sσ(A). (189)
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Somit gilt
supp(µ) =
⋃
σ∈{1,..,N}k−1
Sσ(A)
⊂
⋃
σ∈{1,..,N}k−1
Sσ(
⋃
x∈ω
B(x, cdiam(A)))
=
⋃
σ∈{1,..,N}k−1
⋃
x∈ω
B(Sσ(x), ck diam(A)). (190)
Zusammen mit
µ(B(Sσ(x), ck diam(A))) =
1
Nk
(191)
folgt
| Vn,r(µk)− Vn,r(µ) |
≤
∑
σ∈{1,..,N}k−1
∑
x∈ω
∫
B(Sσ(x),ck diam(A))
(d(z, α)r − d(Sσ(x), α)r) dµ(z).
Sei σ ∈ {1, .., N}k−1, x ∈ ω und z ∈ B(Sσ(x), ck diam(A)) beliebig gewa¨hlt. Es ist
max (d(z, α); d(Sσ(x), α)) ≤ d(z, Sσ(x)) + d(Sσ(x), α). (192)
Offensichtlich gilt
Sσ(x) ∈ Sσ(ω) ⊂ Sσ
(
conv(A)
)
Wegen (152) ist
Sσ
(
conv(A)
)
= conv(Sσ(A)).
Mittels (189) folgt
conv(Sσ(A)) ⊂ conv(A).
Insgesamt gilt also
Sσ(x) ∈ conv(A). (193)
Aus Satz 2.1 (d) folgt
α ⊂ conv(supp(µk)) = conv
 ⋃
σ∈{1,..,N}k−1
⋃
x∈ω
Sσ(x)
 ⊂ conv(A). (194)
Aus (192), (193) und (194) schließen wir
max (d(z, α); d(Sσ(x), α)) ≤ ck diam(A) + diam(A).
Mit Hilfe des Mittelwertsatzes und der Definition (120) der charakteristischen Funktion
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erhalten wir
| Vn,r(µk)− Vn,r(µ) |
≤
∑
σ∈{1,..,N}k−1
∑
x∈ω
∫
B(Sσ(x),ck diam(A))
r
(
ck diam(A) + diam(A)
)r−1 ·
·1{z:d(z,α)−d(Sσ(x),α)>0}(d(z, α)− d(Sσ(x), α))dµ(z)
≤
∑
σ∈{1,..,N}k−1
∑
x∈ω
r(ck diam(A) + diam(A))r−1 ·
·
∫
B(Sσ(x),ck diam(A))
d(z, Sσ(x))dµ(z)
≤ Nk−1Nr(1 + ck)r−1 1
Nk
ck(diam(A))r
≤ r (diam(A))r ck (1 + ck)r−1 .
2. Vn,r(µ) ≤ Vn,r(µk).
Mit α ∈ Cn,r(µ) folgt analog zu Fall 1 die Behauptung.
6.20 Proposition
Fu¨r jedes k ∈ N\{1} gilt
sup
n∈N
| Vn,r(µk)− Vn,r(µ) | ≤ r (diam(A))r ck
(
1 + ck
)r−1
. (195)
Beweis.
Sei k ∈ N\{1}. Damit folgt
sup
n∈N
| Vn,r(µk)− Vn,r(µ) |
= max
(
sup
n≥Nk
| Vn,r(µk)− Vn,r(µ) |; max
n<Nk
| Vn,r(µk)− Vn,r(µ) |
)
.
Man beachte, dass card(supp(µk)) = Nk. Somit ist Vn,r(µk) = 0 fu¨r alle n ≥ Nk.
Sei βk =
⋃
σ∈{1,..,N}k−1 Sσ(ω). Falls n ≥ Nk, folgt mittels Satz 2.4 (a) , dass
Vn,r(µ) ≤ VNk,r(µ) ≤ Ψβk,r(µ) =
∫
d(z, βk)rdµ(z).
Man beachte, dass die Identita¨ten (190) und (191) auch hier gu¨ltig sind. Damit ergibt
sich
Vn,r(µ) ≤
∑
σ∈{1,..,N}k−1
∑
x∈ω
∫
B(Sσ(x),ck diam(A))
d(z, Sσ(x))rdµ(z)
= Nk−1 ·N · 1
Nk
· (ck diam(A))r = (ck diam(A))r.
Wir folgern also
sup
n∈N
| Vn,r(µk)− Vn,r(µ) | ≤ max
(
(ck diam(A))r; max
n<Nk
| Vn,r(µk)− Vn,r(µ) |
)
.
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Die Anwendung von Lemma 6.19 ergibt
sup
n∈N
| Vn,r(µk)− Vn,r(µ) | ≤ (diam(A))rmax
(
ckr; rck
(
1 + ck
)r−1)
.
Da c ∈ ]0, 1[, r > 1 und k ∈ N\{1} gilt offensichtlich
ckr < rck < rck
(
1 + ck
)r−1
,
woraus sich
sup
n∈N
| Vn,r(µk)− Vn,r(µ) | ≤ r (diam(A))r ck
(
1 + ck
)r−1
ergibt.
6.21 Bemerkung
Die Abscha¨tzung (195) ha¨ngt weder von der Quantisierungsdimension Dr = D, noch
von der Raumdimension d oder der Anzahl der FixpunkteN ab. Ganz allgemein haben
Graf und Luschgy (siehe [14], Theorem 4.2 (b)) gezeigt, dass fu¨r die empirische Ap-
proximation (187) von µ in Raumdimension d = 2, r ≥ 1 und k ≥ 1 eine Konstante
M1 > 0 existiert, so dass
sup
n∈N
| Vn,r(µk)− Vn,r(µ) | ≤M1 · log(N
k)√
Nk
=M1 log(N) · k(√
N
)k
gilt. Andererseits erha¨lt man aus Proposition 6.20 fu¨r die deterministische Approxima-
tion (188) von µ im Falle r > 1 und k > 1 unabha¨ngig von der Raumdimension d die
Existenz einer KonstanteM2 > 0 mit der die allgemeine Abscha¨tzung
sup
n∈N
| Vn,r(µk)− Vn,r(µ) | ≤M2ck
gilt. Ein Vergleich dieser beiden Abscha¨tzungen zeigt, dass die deterministische Ap-
proximation fu¨r c < 1√
N
eine bessere Fehlerabscha¨tzung liefert.
6.5 Anwendungen und Beispiele
In diesem Abschnitt werden wir die Resultate aus den Kapiteln 6.2 und 6.3 auf kon-
krete Beispiele, d.h. Gleichverteilungen von speziellen UIFS, anwenden.
Dabei ha¨ngt die Anwendbarkeit von Theorem 6.13 in entscheidender Weise davon ab,
ob man die beiden Voraussetzungen dieses Theorems mittels einfach nachzupru¨fender
hinreichender Kriterien verifizieren kann.
Wir beginnen zu diesem Zweck mit einem Kriterium, dass mit Informationen u¨ber die
Fixpunktmenge ω = {x1, .., xN} des UIFS die beiden Voraussetzungen sicherstellt.
6.22 Proposition
Sei N ≥ 2 und r > 1. Es sei
c0 = c0(ω) =
{
1
12 , falls N = 2
dmin(ω)
12 diam(ω) , falls N > 2.
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Liegt der Kontraktionsparameter c des UIFS in ]0, c0[, so ist die Gleichverteilung µ
des UIFS separat quantisierend.
Ist daru¨berhinaus bei N > 2 der Wert Dmin(r,N,Qω) > 0 und gilt c ∈ ]0, c1[ mit
c1 = c1(r, ω) =
{
1
12 , falls N = 2
min
(
dmin(ω)
12 diam(ω) ,
Dmin(r,N,Qω)
(6 diam(ω))r
)
, falls N > 2.
so gilt zusa¨tzlich
Vn,r(µ)− Vn+1,r(µ) > Vn+1,r(µ)− Vn+2,r(µ)
fu¨r alle n ∈ {1, .., N − 1}.
Beweis.
(a) Sei (S1, .., SN ) ein UIFS mit Kontraktionsparameter c und der Fixpunktmenge
ω = {x1, .., xN}. Man beachte, dass c < c0(ω) < 12 . Es sei l = c1−2c · diam(ω). Mit
derselben Argumentation wie in Kapitel 6.2 erhalten wir auch hier die Gu¨ltigkeit von
Ungleichung (156), woraus sich
diam(A) ≤ 1
1− 2c · diam(ω) =
l
c
ergibt. Somit ist diam(Si(A)) = c · diam(A) ≤ l.Weil ω ⊂ A, folgt daraus
Si(A) ⊂ B(xi, l) (196)
fu¨r alle i ∈ {1, .., N}. Ferner gilt
l <
c0(ω)
1− 2c0(ω) · diam(ω). (197)
Aus der Definition von c0(ω) folgt fu¨r die rechte Seite von (197) die obere Schranke
1
12dmin(ω)
1−2· 112
= dmin(ω)10 .Man beachte dabei, dass dmin(ω) = diam(ω), falls N = 2. Wir
folgern, dass
c · diam(A) ≤ l < dmin(ω)
10
<
dmin(ω)
2
. (198)
Somit sind die Kugeln (B(xi, l))i=1,..,N paarweise disjunkt. Weil µ(Si(A)) = 1N , ist
µ ein (l, ω)−separiertes Maß. Da l < dmin(ω)10 , folgt aus Proposition 4.2 fu¨r beliebige
i, j ∈ {1, .., N} mit i 6= j, dass
α(xi) ∩ α(xj) = ∅.
Wegen (196) und Definition (167) ist α(xi) ⊃ αi fu¨r jedes i ∈ {1, .., N}.
Damit gilt fu¨r beliebige i, j ∈ {1, .., N} mit i 6= j, dass
αi ∩ αj = ∅.
Mittels Bemerkung 6.8 folgt, dass die Gleichverteilung µ des UIFS separat quantisie-
rend ist.
(b) Nach Bemerkung 6.14, ko¨nnen wir o.B.d.A. annehmen, dass N > 2.
Sei n ∈ {1, .., N − 2}. Aus (197) und der Definition von c0(ω) folgt
l ≤ Dmin(r,N,Qω) diam(ω)
(6 diam(ω))r(1− 2 · 112 )
=
Dmin(r,N,Qω)
5(6 diam(ω))r−1
.
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Man beachte, dass aufgrund von r > 1 die Ungleichung
5 (6 diam (ω))r−1 − 4r
(
11
10
diam (ω)
)r−1
= 5
(
11
10
)r−1
diam (ω)r−1
((
60
11
)r−1
− 4
5
r
)
> 5 diam (ω)r−1 y(r)
mit y(r) =
(
60
11
)r−1 − 45r gilt. Da ddry(r) > 0 fu¨r alle r > 1 ist, erhalten wir
y(r) ≥ y(1) > 0 fu¨r alle r > 1. Mithin gilt
5 (6 diam (ω))r−1 − 4r
(
11
10
diam (ω)
)r−1
> 0,
woraus sich
l <
Dmin(r,N,Qω)
4r( 1110 diam(ω))
r−1
erschließt. Daraus und mit Lemma 4.17 folgt
Vn,r(µ)− Vn+1,r(µ) > Vn+1,r(µ)− Vn+2,r(µ) (199)
fu¨r alle n ∈ {1, .., N − 2}.
Nun sei n = N − 1. Es bleibt zu zeigen, dass
VN,r(µ)− VN+1,r(µ) < VN−1,r(µ)− VN,r(µ). (200)
Proposition 6.12 impliziert
VN,r(µ) = crV1,r(µ) (201)
bzw.
VN+1,r(µ) =
cr
N
((N − 1)V1,r(µ) + V2,r(µ)). (202)
Aus Gleichung (201) und (202) folgt
VN,r(µ)− VN+1,r(µ) + VN,r(µ)
=
cr
N
(V1,r(µ)− V2,r(µ)) + VN,r(µ)
= (1 +
1
N
)VN,r(µ)− c
r
N
V2,r(µ)
< (1 +
1
N
)VN,r(µ).
Aus Proposition 4.2 folgt fu¨r die rechte Seite die obere Schranke VN−1,r(µ), womit
Ungleichung (200) bewiesen ist.
6.23 Bemerkung
Aus dem Beweis von Proposition 6.22 und mittels Bemerkung 4.18 erkennt man leicht,
dass bei N > 2, Dmin(r,N,Qω) < 0 und c < min
(
dmin(ω)
12 diam(ω) ,
|Dmin(r,N,Qω)|
(6 diam(ω))r
)
die
Gleichverteilung µ des UIFS separat quantisierend ist und
Vn,r(µ)− Vn+1,r(µ) < Vn+1,r(µ)− Vn+2,r(µ)
fu¨r alle n ∈ {1, .., N − 2}.
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Aus Proposition 6.22 folgt, dass die Voraussetzung (b) von Theorem 6.13 immer dann
erfu¨llt ist, falls Dmin(r,N,Qω) > 0 gilt. In Kapitel 5 wurde diese Frage fu¨r speziel-
le Gleichverteilungen beantwortet. Im folgenden Resultat werden diese Ergebnisse fu¨r
die Formulierung eines weiteren Kriteriums benutzt, dass die beiden Voraussetzungen
von Theorem 6.13 sicherstellt.
6.24 Proposition
Es sei mindestens eine der folgenden Voraussetzungen erfu¨llt.
(i) Es sei N = 2 und c ∈ ]0, 112 [.
(ii) Es sei d = 1 und 3 ≤ N <∞. Es seiMω < 1 und
r > r0 = max
(
2,
log
(
3
4N
4
)
− log(Mω)
)
.
Fu¨r den Kontraktionsfaktor c gelte
0 < c < min
 dmin(ω)
12 diam(ω)
,
(
dmin(ω)
2
)r (
4
N4 − 3Mrω
)
(6 diam(ω))r
 .
(iii) Es sei d ≥ 2 und N = 3. Es sei r > 2 und fu¨r den Kontraktionsfaktor c gelte
0 < c < min
 dmin(ω)
12 diam(ω)
,
(
dmin(ω)√
3
)r
− 43
(
dmin(ω)
2
)r
(6 diam(ω))r
 .
(iv) Es sei d ∈ N und N > 3. Es sei
diam({x1, .., xi}) < 1√
i+ 2
d(xi+1, {x1, .., xi}),
fu¨r alle i ∈ {2, .., N − 1}. Es sei r = 2 und fu¨r den Kontraktionsfaktor c gelte
0 < c < min
(
dmin(ω)
12 diam(ω)
,
Dmin(2, N,Qω)
(6 diam(ω))r
)
.
Dann ist die Gleichverteilung µ des UIFS
(a) separat quantisierend und
(b) Vn,r(µ)− Vn+1,r(µ) > Vn+1,r(µ)− Vn+2,r(µ) fu¨r alle n ∈ {1, .., N − 1}.
Beweis.
(i)/(ii) Die Behauptung folgt unmittelbar aus der Kombination von Proposition 5.2 mit
Proposition 6.22.
(iii) Die Verbindung von Proposition 5.4 mit Proposition 6.22 liefert hier die Behaup-
tung.
(iv) Proposition 5.7 und Proposition 6.22 zeigt hier die Behauptung.
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Abbildung 7: Cantormengenkonstruktion u¨ber ein UIFS
6.25 Bemerkung
Die in Proposition 6.22 und Proposition 6.24 angegebenen Schranken fu¨r den Kontrak-
tionsparameter c sind invariant unter einer beliebigen A¨hnlichkeitsabbildung. Ferner
werden in den beiden Propositionen keine einschra¨nkenden Voraussetzungen an die
Drehanteile der Kontraktionsabbildungen des UIFS gemacht.
Sind fu¨r ein UIFS die Voraussetzungen der Proposition 6.22 oder Proposition
6.24 erfu¨llt, dann kann fu¨r alle n ≥ N das n-optimale Quantisierungsproblem fu¨r die
Gleichverteilung µ des UIFS durch die Anwendung von Theorem 6.13 als vollsta¨ndig
gelo¨st betrachtet werden.
Im Folgenden diskutieren wir die optimale Quantisierung von Gleichverteilungen mo-
difizierter Versionen klassischer UIFS als konkrete Beispiele. Im einzelnen analysie-
ren wir die Cantormenge, das Sierpinski-Dreieck und den Cantor-Staub.Wir konzentie-
ren uns dabei auf die Anwendbarkeit unserer Resultate. Eine tiefergehende Ero¨rterung
dieser Beispiele fu¨r Bereiche von r und c in denen unsere Resultate nicht greifen, ver-
lagern wir bewusst in das nachfolgende Kapitel.
6.26 Beispiel (Cantormenge)
Sei d = 1 und ω = {x1, x2} mit x1 = 0, x2 = 1.
Mit dem Kontraktionsfaktor c ∈ ]0, 12 [ betrachte man das UIFS aus (158).
Die Konstruktion des Attraktors A gema¨ß Bemerkung 6.1 mit dem Intervall [0, 1] an
Stelle von K ist in Abbildung 7 veranschaulicht und identisch mit der in Kapitel 3.1
vorgestellten Wischkonstruktion fu¨r konstante Konstruktionsfolgen.
Der Attraktor A dieses UIFS ist somit identisch mit der bereits in Kapitel 3.1 ein-
gefu¨hrten Cantormenge C((ck)), mit konstanter Konstruktionsfolge ck = c fu¨r alle
k ∈ N. Ferner ist die Gleichverteilung µ auf dem UIFS identisch mit der in Kapitel
3.1 definierten dyadischen homogenen Cantorverteilung dieser speziellen Cantormen-
ge C((ck)). Fu¨r c ∈ ]0, 112 [ erha¨lt man durch Anwendung von Proposition 6.24 und
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Abbildung 8: Sierpinski-Dreieck fu¨r Kontraktionsfaktor c = 12
Theorem 6.13 (i)/(ii) die bereits aus Kapitel 3.5 bekannten Resultate. Die Charakteri-
sierung der optimalen Codebu¨cher aus Theorem 6.13 (iii) findet sich in Theorem 3.17
wieder. Aus Lemma 6.3 (d) folgt
V1,2(µ) =
1− c
1 + c
· V1,2(Qω) = 1− c4(1 + c) . (203)
Mit dieser Identita¨t (203) ergeben sich fu¨r r = 2 nochmal speziellere Versionen der in
Bemerkung 3.26 gemachten Aussagen, da dort der 1−optimale Quantisierungsfehler
nicht weiter vereinfacht wurde.
Eine weiterfu¨hrende Diskussion im Bereich c ∈ ] 13 , 12 [ und r = 2 erfolgt in Beispiel
7.2 bzw. Abschnitt 7.1.2 und Abschnitt 7.1.3.
6.27 Beispiel (Sierpinski-Dreieck)
Sei d = 2. Sei ω = {x1, x2, x3} mit x1 = (0, 0), x2 = (1, 0) und x3 = (12 , 12
√
3).
Mit dem Kontraktionsfaktor c ∈ ]0, 12 ] betrachte man das UIFS aus (158). Fu¨r c = 12
wird der Attraktor A des UIFS in der Literatur als (klassisches) Sierpinski-Dreieck
bezeichnet. Eine graphische Veranschaulichung von A zeigt Abbildung 8.
1. Wir diskutieren zuna¨chst die optimale Quantisierung im Bereich n ∈ {1, 2, 3} und
r = 2. Mit dem Schwerpunkt
sQω (ω) =
∫
xdQω(x) =
(
1
2
,
√
3
6
)
gilt nach Satz 2.1 (c), dass
V1,2(Qω) =
1
3
3∑
i=1
‖ xi −
(
1
2
,
√
3
6
)
‖2= 1
3
.
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Mittels Lemma 6.3 (d) folgt fu¨r c ∈ ]0, 12 [, dass
V1,2(µ) =
1− c
1 + c
· V1,2(Qω) = 1− c3(1 + c) .
Sei nun c0 ∈ ]0, 12 ] gema¨ß Theorem 6.4. Dann gilt fu¨r alle c ∈ ]0, c0[
V2,2(µ) =
c2(1− c)
3(1 + c)
+
1
6
(1− c)2.
Ebenfalls fu¨r c ∈ ]0, c0[ gilt nach Korollar 6.5 (a), dass
V3,2(µ) = c2V1,2(µ) =
c2(1− c)
3(1 + c)
. (204)
Man beachte, dass Identita¨t (204) auch aus der Anwendung von Proposition 6.22 und
Proposition 6.12 (iii) folgt, mit dem Gu¨ltigkeitsbereich c ∈ ]0, 112 [. Durch direktes
Nachrechnen erha¨lt man fu¨r c ∈ ]0, c0[, dass
Dmin(2, 3, µ) = (1− c)2
((
1√
3
)2
− 4
3
(
1
2
)2)
= 0. (205)
Nach Satz 2.1 (c) und Lemma 6.3 (a) gilt fu¨r c ∈ ]0, 12 [, dass
C1,2(µ) = {{
(
1
2
,
√
3
6
)
}}.
Mit sµ(A) = ( 12 ,
√
3
6 ) und fu¨r i ∈ {1, 2, 3} sei
x1,i = Si(sµ(A))
bzw.
x2,i =
1
2
3∑
j=1
j 6=i
Sj(sµ(A)).
Aus Theorem 6.4 erha¨lt man fu¨r c ∈ ]0, c0[ die Beziehung
C2,2(µ) ⊂ {{(x1,i, x2,i)} : i = 1, 2, 3}.
Nach Satz 2.1 (a) ist C2,2(µ) nichtleer. Also gibt es ein i0 ∈ {1, 2, 3}
mit {(x1,i0 , x2,i0)} ∈ C2,2(µ). Man sieht unmittelbar, dass die Menge {(x1,i0 , x2,i0)}
durch eine geeignete Drehung um den Schwerpunkt sµ(A) in jede der Mengen
{(x1,i, x2,i)} mit i 6= i0 u¨berfu¨hrt werden kann. Mittels Satz 2.4 (c) folgt dann
{{(x1,i, x2,i)} : i = 1, 2, 3} ⊂ C2,2(µ).
Mithin gilt die Charakterisierung
C2,2(µ) = {{(x1,i, x2,i)} : i = 1, 2, 3}. (206)
Wiederum aus Theorem 6.4 ergibt sich fu¨r c ∈ ]0, c0[ die Darstellung
C3,2(µ) = {{x1,1, x1,2, x1,3}}. (207)
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Alternativ erha¨lt man die Charakterisierung (207) auch aus der Anwendung von Pro-
position 6.22 und Proposition 6.12 (iii), mit dem Gu¨ltigkeitsbereich c ∈ ]0, 112 [. Eine
weiterfu¨hrende Diskussion im Bereich c ∈ ]c0, 12 [ erfolgt in Abschnitt 7.2.1. Bemer-
kung 7.13 wird dort zeigen, dass die Charakterisierung (206) von C2,2(µ) fu¨r c > 37
falsch ist.
2. Nun untersuchen wir die optimale Quantisierung fu¨r n > 3 und r ≥ 1. Da fu¨r r = 1
im allgemeinen kein eindeutiges 1-Codebuch vorliegt (Satz 2.1 (c) ist nicht anwend-
bar) und auch Proposition 5.4 nicht angewendet werden kann, wir dieser Fall nicht
weiterverfolgt. Sei nun r > 1. Nach Proposition 5.4 ist
Dmin(r, 3, Qω) =
(
1√
3
)r
− 4
3
(
1
2
)r
.
Die weitere Diskussion erfolgt in verschiedenen Wertebereichen von r.
1. Fall 1 < r < 2.
In diesem Bereich werden die Aussagen von Theorem 6.13 im allgemeinen falsch. Ei-
ne detaillierte Besprechung erfolgt separat in Abschnitt 7.2.1.
2. Fall r = 2.
Mittels Proposition 5.4 ist Dmin(2, 3, Qω) = 0. Weder Proposition 6.22 noch Propo-
sition 6.24 ist anwendbar um die Voraussetzungen von Theorem 6.13 zu garantieren.
Wir ko¨nnen in diesem Bereich mit den vorhandenen Resultaten keine Aussage u¨ber das
Verhalten der optimalen Quantisierung von µ machen.
3. Fall r > 2.
3.1. Fall c ∈ ]0, ( 1
6
√
3
)r − 43 ( 112 )r[.
Mittels Proposition 6.24 sind alle Voraussetzungen von Theorem 6.13 erfu¨llt.
Die n−optimale Quantisierung kann damit in diesem Fall fu¨r alle n ≥ N als gelo¨st
betrachtet werden.
3.2. Fall c > ( 1
6
√
3
)r − 43 ( 112 )r.
Keine der Voraussetzungen aus Proposition 6.24 ist hier erfu¨llt. Wir ko¨nnen deshalb
nicht garantieren, dass die Voraussetzungen von Theorem 6.13 erfu¨llt sind und darum
auch keine Aussage u¨ber die n−optimale Quantisierung in diesem Bereich machen.
6.28 Beispiel (Cantor-Staub)
Sei d = 2. Sei ω = {x1, x2, x3, x4} mit x1 = (0, 0), x2 = (1, 0), x3 = (1, 1)
und x4 = (0, 1). Mit dem Kontraktionsfaktor c ∈ ]0, 12 ] betrachte man das UIFS aus
(158). Analog zu den vorherigen Beispielen gibt es ein c0 ∈ ]0, 12 ], so dass man fu¨r alle
c ∈ ]0, c0[ folgende Identita¨ten erha¨lt:
V1,2(µ) =
1− c
2(1 + c)
V2,2(µ) =
1− c
2(1 + c)
(1 + c2)
V3,2(µ) =
1− c
2(1 + c)
(
1 + 3c2
2
)
V4,2(µ) =
1− c
2(1 + c)
· c2.
Auch hier ist V2,2(µ)− 2V3,2(µ) + V4,2(µ) = 0 fu¨r alle c ∈ ]0, c0[. Weitere Aussagen
sind mit unseren Resultaten nicht mo¨glich. Auch dieses Beispiel wird in Abschnitt
7.2.1 noch einmal aufgegriffen werden.
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7 Gu¨ltigkeitsgrenzen der Resultate, Vermutungen und
offene Fragen
7.1 Eindimensionale dyadische homogene Cantorverteilungen
7.1.1 Gegenbeispiele
Im Hinblick auf die in Theorem 3.17 gemachte Voraussetzung supk∈N ck ≤ 13 stellt
sich zuna¨chst die Frage, ob diese Bedingung bei voller Gu¨ltigkeit des Theorems weiter
abgeschwa¨cht werden kann. In diesem Abschnitt werden wir zeigen, dass dies nicht
der Fall ist. Sowohl die Aussage u¨ber die Gestalt der optimalen Codebu¨cher, als auch
die Formel (57) fu¨r den optimalen Quantisierungsfehler ist fu¨r supk∈N ck >
1
3 im all-
gemeinen falsch. Dies gilt selbst im Spezialfall der klassischen Cantorverteilung, wenn
r = 2 und c > 5−
√
17
2 = 0, 4384... ist.
7.1 Beispiel
Es sei (al)l∈N eine Nullfolge mit supl∈N al ≤ 13 . Fu¨r k, l ∈ N und c ∈ ]0, 12 [ sei
ck,l :=
{
c, falls k 6= 2
al, falls k = 2
Die durch die Folge (ck,l)k∈N definierte dyadische homogene Cantorverteilung sei mit
µl bezeichnet. Da c1,l = c und (c2,l)l∈N eine Nullfolge ist, konvergiert die Folge
(µl)l∈N schwach gegen νc = 14 (δ0 + δc + δ1−c + δ1).Man kann sogar zeigen, dass∫
‖ x ‖r dµl(x)→
∫
‖ x ‖r dνc(x).
Aus Satz 2.6 und Satz 2.5 (a) folgt
Vn,r(µl)→ Vn,r(νc). (208)
Satz 2.5 (b) sichert die Existenz einer Folge von Codebu¨chern (αl)l∈N mitαl ∈ Cn,r(µl)
fu¨r alle l ∈ N, fu¨r die
dH(αl, Cn,r(νc))→ 0, fu¨r l→∞ (209)
gilt. Ist nun c ≤ 13 , so folgt aus Theorem 3.17
C3,r(µl) = {{ c2 , 1− c+
cal
2
, 1− cal
2
}, {cal
2
, c− cal
2
, 1− c
2
}}. (210)
Ebenfalls fu¨r c ≤ 13 ermittelt man durch elementare U¨berlegungen, dass
C3,r(νc) = {{ c2 , 1− c, 1}, {0, c, 1−
c
2
}}.
Jedoch ist
C3,r(νc) = {{0, 12 , 1}},
sobald c > 13 . In diesem Fall kann aber (210) nicht mehr richtig sein, weil sich sonst
mit
inf
l∈N
dH(C3,r(µl), C3,r(νc)) ≥ 12 − c > 0,
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ein Widerspruch zu (209) ergeben wu¨rde. Analog wu¨rde im Falle der Gu¨ltigkeit von
Gleichung (57) fu¨r c > 13 die Ungleichung
lim
l→∞
V3,r(µl) = lim
l→∞
cr1
2
(
(21 − 1)V1,r
(
µ
(2)
l
))
=
cr
2
V1,r
(
1
2
δ0 +
1
2
δ1
)
=
1
2
( c
2
)r
>
1
2
(
1
2
− c
)r
= V3,r(νc)
folgen, was einen Widerspruch zu (208) darstellt. Alle Aussagen von Theorem 3.17
sind also im allgemeinen falsch, falls die dort geforderte Schranke von 13 fu¨r die Kon-
struktionsfolge u¨berschritten wird.
Mit E bezeichnen wir den Erwartungswert bezu¨glich der in Abschnitt 3.1 definierten
Verteilung µ.
7.2 Beispiel
Sei µ selbsta¨hnlich mit Kontraktionsparameter c ∈ ] 5−
√
17
2 ,
1
2 [ und r = 2.
Es sei F = [0, 1] und
a1 =
c
2
, a21 = 1− c+ c
2
2
, a22 = 1− c
2
2
seien die Mittelpunkte von F1, F21 und F22, so wie in Abschnitt 3.1 definiert. Nehmen
wir an, dass α = {a1, a21, a22} ein 3-Codebuch ist. Wegen c > 5−
√
17
2 sieht man
leicht, dass
µ(W (a21 | α) ∩ F1) > 0. (211)
Aus Satz 2.2 (i) folgt {a21} ∈ C1,2(µ(· | W (a21 | α))). Mittels Satz 2.1 (c) schließen
wir
a21 = E(µ(· |W (a21 | α))). (212)
Eine einfache Rechnung zeigt, dass der Erwartungswert von µ(· | F2 ∩W (a21 | α))
identisch mit a21 ist, welcher sich jedoch vonE(µ(· |W (a21 | α))) aufgrund von Glei-
chung (211) unterscheidet. Dies widerspricht Gleichung (212). Somit ist α /∈ C3,2(µ)
und auch die Formel (57) fu¨r den Fehler ist hier falsch. Theorem 3.17 ist auch in diesem
speziellen Fall nicht gu¨ltig.
7.1.2 Die optimalen Codebu¨cher und numerische Experimente im selbsta¨hnlichen
Fall
Nach der vollsta¨ndigen Lo¨sung des Quantisierungsproblems bei c ≤ 13 im Abschnitt
3.5, gestaltet sich die Situation im Bereich c ∈ ] 13 , 12 ] deutlich schwieriger. Es gelingt
uns jedoch, das bereits im Bereich c ∈ ]0, 13 ] bekannte spezielle Resultat
C2,2(µ) = {{ c2 , 1−
c
2
}}
auf den Bereich c ∈ ]0, 12 ] auszudehnen. Wir verallgemeinern dazu die Idee und Vorge-
hensweise des Beweises von Lemma 4.2 in [12].
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Aufgrund der Konstruktion von µ gilt fu¨r alle t ∈ ]0, 1[, dass µ([0, t]) 6= 0 und
µ([t, 1]) 6= 0. Es sei
b1(t) =
1
µ([0, t])
∫
[0,t]
xdµ(x) (213)
und
b2(t) =
1
µ([t, 1])
∫
[t,1]
xdµ(x). (214)
Die Werte b1(t) und b2(t) stellen die Schwerpunkte der Mengen [0, t] bzw. [t, 1]
bezu¨glich der Verteilung µ dar. An gewissen Stellen ko¨nnen diese explizit angegeben
werden, wie das nachfolgende Lemma zeigt.
7.3 Lemma
Sei n ∈ {2, 3, ..}. Dann ist
b1(1− c+ cn) =
(1− c)( 12n ) + c4
(
1 +
(
c
2
)n−1)
1
2 +
1
2n
und
b2(1− c+ cn) = (1− c) +
c
4
(
1− ( c2)n−1)
1
2 − 12n
.
Beweis.
Offensichtlich ist [1 − c, 1 − c + cn] ∈ Dn. Aus der Definition von µ folgt somit
unmittelbar
µ([0, 1− c+ cn]) = µ([0, c]) + µ([1− c, 1− c+ cn]) = 1
2
+
1
2n
. (215)
Analog erha¨lt man
µ([1− c+ cn, 1]) = 1
2
− 1
2n
. (216)
Des weiteren gilt∫
[0,1−c+cn]
xdµ(x) =
∫
[0,1]\[1−c+cn,1]
xdµ(x)
=
∫
[0,1]
xdµ(x)−
∫
[1−c+cn,1]
xdµ(x)
=
1
2
− µ([1− c+ cn, 1])
∫
[1−c+cn,1] xdµ(x)
µ([1− c+ cn, 1]) . (217)
Aus Lemma 3.1 schließen wir
µ(· | [1− c+ cn, 1]) = µ(· | [1− c, 1− cn]) ◦ Φ−11− c2 . (218)
Eine direkte Konsequenz von (218) ist
µ([1− c+ cn, 1]) = µ([1− c, 1− cn]). (219)
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Ebenfalls mit (218) und der Definition des Erwartungswertes folgt
E(µ(· | [1− c+ cn, 1])) = Φ1− c2 (E(µ(· | [1− c, 1− cn])))
= Φ1− c2 (
∫
[1−c,1−cn] xdµ(x)
µ([1− c, 1− cn]) ). (220)
Mittels (220) und (217) erhalten wir∫
[0,1−c+cn]
xdµ(x) =
1
2
− µ([1− c, 1− cn])Φ1− c2 (
∫
[1−c,1−cn] xdµ(x)
µ([1− c, 1− cn]) ). (221)
Fu¨r k ∈ {1, .., n} sei sk =
∫
[1−ck−1,1−ck−1+ck] xdµ(x). Aus der Definition von µ folgt
sofort ∫
[1−c,1−cn]
xdµ(x) =
n−1∑
k=1
sk+1.
Es sei daran erinnert, dass die Gleichverteilung des UIFS mit den Abbildungen
x → cx und x → cx+ 1 − c dem Maß µ entspricht. Die Anwendung von (154) fu¨hrt
deshalb zu
sk =
1
2
∫
cx1[1−ck−1,1−ck−1+ck](cx)dµ(x)
+
1
2
∫
(cx+ 1− c)1[1−ck−1,1−ck−1+ck](cx+ 1− c)dµ(x).
Falls k = 1 folgt s1 = c2
∫
xdµ(x) = c4 . Falls k ≥ 2 und x ∈ [0, 1], dann gilt
1− ck−1 ≤ cx+ 1− c ≤ 1− ck−1 + ck,
woraus
1− ck−2 ≤ x ≤ 1− ck−2 + ck−1
folgt. Wir schließen daraus
sk =
1
2
∫
[1−ck−2,1−ck−2+ck−1]
(cx+ 1− c)dµ(x)
=
c
2
· sk−1 + 1− c2 µ([1− c
k−2, 1− ck−2 + ck−1])
=
c
2
· sk−1 + 1− c2 · 2
−(k−1).
Durch Induktion folgt
sk =
{ c
4 , falls k = 1(
c
2
)k−1 c
4 +
1
2k
(
1− ck−1) , falls k ≥ 2 .
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Damit erhalten wir
n−1∑
k=1
sk+1 =
n−1∑
k=1
(( c
2
)k c
4
+
1
2k+1
(
1− ck))
=
c
4
n−1∑
k=1
( c
2
)k
+
1
2
n−1∑
k=1
(
1
2
)k
− 1
2
n−1∑
k=1
( c
2
)k
=
c
4
· c
2
n−2∑
k=0
( c
2
)k
+
1
4
n−2∑
k=0
(
1
2
)k
− c
4
n−2∑
k=0
( c
2
)k
=
c2
8
1− ( c2)n−1
1− c2
+
1
4
1− ( 12)n−1
1− 12
− c
4
1− ( c2)n−1
1− c2
=
c
4
( c
2
− 1
) 1− ( c2)n−1
1− c2
+
1
2
(
1−
(
1
2
)n−1)
=
1
2
(
1−
(
1
2
)n−1)
− c
4
(
1−
( c
2
)n−1)
. (222)
Die Anwendung von (216) und (219) auf Gleichung (221) ergibt∫
[0,1−c+cn]
xdµ(x) =
1
2
−
(
1
2
− 1
2n
)
Φ1− c2
(∑n−1
k=1 sk+1
1
2 − 12n
)
.
Mit Gleichung (222) folgt∫
[0,1−c+cn]
xdµ(x)
=
1
2
−
(
1
2
− 1
2n
)
Φ1− c2
 12
(
1− ( 12)n−1)− c4 (1− ( c2)n−1)
1
2 − 12n

=
1
2
−
(
1
2
− 1
2n
)(
1− c+ c
2
· 1−
(
c
2
)n−1
1− ( 12)n−1
)
=
1
2
− (1− c)
(
1
2
− 1
2n
)
− c
4
(
1−
( c
2
)n−1)
. (223)
Aus der Definition von b1 in (213) und der Verwendung von (223) und (215) folgt
b1(1− c+ cn) = 1
µ([0, 1− c+ cn])
∫
[0,1−c+cn]
xdµ(x)
=
1
2 − (1− c)( 12 − 12n )− c4
(
1− ( c2)n−1)
1
2 +
1
2n
=
(1− c)( 12n ) + c4
(
1 +
(
c
2
)n−1)
1
2 +
1
2n
. (224)
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Wiederum mittels (223) folgt∫
[1−c+cn,1]
xdµ(x) =
∫
[0,1]
xdµ(x)−
∫
[0,1−c+cn]
xdµ(x)
=
1
2
−
(
1
2
− (1− c)
(
1
2
− 1
2n
)
− c
4
(
1−
( c
2
)n−1))
= (1− c)
(
1
2
− 1
2n
)
+
c
4
(
1−
( c
2
)n−1)
. (225)
Die Kombination von (214), (216) und (225) ergibt
b2(1− c+ cn) = (1− c) +
c
4
(
1− ( c2)n−1)
1
2 − 12n
. (226)
Als na¨chstes formulieren wir eine entscheidende Aussage u¨ber die Lage der Schwer-
punkte, mit der wir anschließend das Hauptresultat des Abschnittes zeigen ko¨nnen.
7.4 Lemma
Fu¨r alle t ∈ ]1− c, 1[ gilt
b1(t) + b2(t)
2
< t. (227)
Beweis.
Wir zeigen zuna¨chst, dass
1
2
(b1(1− c+ cn) + b2(1− c+ cn)) < 1− c+ cn+1 (228)
fu¨r alle n ≥ 2.
Wegen Lemma 7.3 gilt
(
2− 2c+ 2cn+1 − b1(1− c+ cn)− b2(1− c+ cn)
) · (1
4
− 1
4n
)
=
1
2
− c
2
+
cn+1
2
− 2
(
1
4
)n
+ 2c
(
1
4
)n
−
(
1
4
)n
2cn+1
− 1
4
+ 2
(
1
4
)n
− 2c
(
1
4
)n
+
(
1
2
)n ( c
2
)n
−
(
1
2
)n+1
+ c
(
1
2
)n+1
=
1
4
− c
2
−
(
1
2
(
1
2
)n
− c
2
(
1
2
)n
−
( c
4
)n
− 1
2
cn+1 + 2c
( c
4
)n)
≥ 1
4
− c
2
−
(
1
2
(
1
2
)n
− c
2
(
1
2
)n
−
( c
4
)n
− 1
2
cn+1 +
( c
4
)n)
=
1
4
− c
2
− 1
2
((
1
2
)n
− c
((
1
2
)n
+ cn
))
=
1
4
− c
2
− g(c)
2
,
wobei
g(c) =
(
1
2
)n
− c
((
1
2
)n
+ cn
)
.
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Man beachte, dass g( 12 ) = 0 und
g′(c) = −c · ncn−1 −
(
1
2
)n
− cn = − (n+ 1) cn −
(
1
2
)n
> −1
fu¨r alle c ∈ ]0, 12 [. Daraus folgt
1
4
− c
2
− g(c)
2
> 0
fu¨r alle c ∈ ]0, 12 [, womit Gleichung (228) gezeigt ist. Wie im Beweis von Lemma 4.2
in [12] zeigt man, dass die Abbildungen t→ b1(t) und t→ b2(t)monoton nichtfallend
auf ]0, 1[ sind. Also ist auch t→ b1(t)+b2(t)2 monoton nichtfallend auf ]0, 1[. Zusa¨tzlich
gilt
lim
t→1
b1(t) + b2(t)
2
=
1 + 12
2
=
3
4
.
Somit gilt fu¨r alle c ∈ ]0, 12 [ und t ∈ ]1− c2, 1[ die Ungleichung
b1(t) + b2(t)
2
≤ 3
4
< 1− c2 < t. (229)
Falls t ∈ ]1− c+ c2, 1− c2], folgt mit Gleichung (228), dass
b1(t) + b2(t)
2
=
b1(1− c+ c2) + b2(1− c+ c2)
2
< 1− c+ c3 < t. (230)
Aufgrund der Monotonie von t→ b1(t)+b2(t)2 und aus (228) erhalten wir fu¨r allem ≥ 2
und t ∈ ]1− c+ cm+1, 1− c+ cm] die Beziehung
b1(t) + b2(t)
2
≤ b1(1− c+ c
m) + b2(1− c+ cm)
2
< 1− c+ cm+1 < t. (231)
Aus (229), (230) und (231) folgt dann die Behauptung.
7.5 Theorem
Es sei c ∈ ]0, 12 ]. Dann ist
C2,2(µ) =
{{ c
2
, 1− c
2
}}
und
V2,2(µ) =
c2
4
· 1− c
1 + c
.
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Beweis.
1.Wir untersuchen zuna¨chst den Fall c ∈ ]0, 12 [.
Sei {a1, a2} ∈ C2,2(µ) mit a1 < a2. Wegen Satz 2.1 (c) gilt a1 = b1(a1+a22 ) und
a2 = b2(a1+a22 ). Folgende Unterfa¨lle treten auf.
1.1 a1+a22 ∈ [c, 1− c].
Weil µ([c, 1 − c]) = 0 ist a1 = b1(c) = c2 und a2 = b2(1 − c) = 1 − c2 , woraus die
Behauptung folgt.
1.2 1 > a1+a22 > 1− c.
Wegen a1+a22 ∈ ]1− c, 1[ schließen wir mit Lemma 7.4, dass
a1 + a2
2
=
b1(a1+a22 ) + b2(
a1+a2
2 )
2
<
a1 + a2
2
,
was einen Widerspruch darstellt. Somit kommt Fall 1.2 nicht vor.
1.3 0 < a1+a22 < c.
Aufgrund der Symmetrie von µ ergibt sich auch in diesem Fall wie unter 1.2 ein Wi-
derspruch.
2. Sei nun c = 12 . Hier ist µ identisch mit der Gleichverteilung auf [0, 1]. Aus Example
5.5 in [13] folgt C2,2(µ) = {{ 14 , 34}}.
3. Die Formel fu¨r den 2-optimalen Quantisierungsfehler folgt aus der Codebuchdar-
stellung und Eigenschaft (154).
Betrachtet man die Erkenntnisse aus Beispiel 6.26 und Beispiel 7.2 bzw. Theorem 7.5,
so stellt sich natu¨rlich die Frage, wie die Gestalt der n-Codebu¨cher im selbsta¨hnlichen
Fall fu¨r n > 2 und Kontraktionsfaktor c ∈ ] 13 , 12 [ aussieht. Bevor wir hier detaillier-
te Vermutungen aufstellen, verschaffen wir uns zuna¨chst in diesem Abschnitt durch
einige numerische Berechnungen fu¨r n = 2, 3, 4 und r = 2 einen Einblick in die
tatsa¨chlichen Verha¨ltnisse.
Wir gehen dabei wie in Abschnitt 6.4 vor und approximieren µ durch die Folge (µk)k∈N
von diskreten Wahrscheinlichkeitsmaßen. Zur Definition von µk siehe (188). Der op-
timale Quantisierungsfehler Vn,2(µk) kann dabei fu¨r n ≤ 2k aufgrund des endlichen
Tra¨gers von µk gema¨ß Bemerkung 4.5 elementar nach Formel (97) berechnet werden.
Fu¨r die Abscha¨tzung des Approximationsfehlers benutzen wir Proposition 6.20. Wir
beginnen unsere numerischen Untersuchungen fu¨r n = 2. In diesem Fall haben wir das
optimale Quantisierungsproblem im Bereich c ∈ ]0, 12 ] bereits vollsta¨ndig gelo¨st. Die
Gestalt von C2,2(µ) und eine Formel fu¨r den zugeho¨rigen 2-optimalen Quantisierungs-
fehler folgt aus Theorem 7.5. Zur Verdeutlichung der Konvergenzordnung zeigt Tabelle
1 einen Vergleich numerischer Berechnungen von V2,2(µk) und dem zugeho¨rigen Ap-
proximationsfehler | V2,2(µk)− V2,2(µ) | mit der Abscha¨tzung
| V2,2(µk)− V2,2(µ) | ≤ 2ck(1 + ck) (232)
aus Proposition 6.20. Dabei ist der Kontraktionsfaktor c = 0, 2 fest gewa¨hlt und
somit V2,2(µ) = 2300 . Um die Konvergenz auch in Abha¨ngigkeit von c zu demon-
strieren, zeigt Tabelle 2 dasselbe Berechnungsschema wie in Tabelle 1, allerdings fu¨r
fest gewa¨hltes k = 10 und verschiedene c ∈ ]0, 12 [. Man erkennt dabei deutlich, dass
der tatsa¨chliche Approximationsfehler um einige Gro¨ßenordnungen kleiner ist, als die
Abscha¨tzung (232) angibt.
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k V2,2(µk) | V2,2(µk)− V2,2(µ) | 2
(
1
5
)k (1 + ( 15)k)
2 0,0099999999999999 0,0033333333333333 0,0832000000000000
3 0,0068000000000000 0,0001333333333333 0,0161280000000000
4 0,0066720000000000 0,0000533333333333 0,0032051200000000
10 0,0066666666666885 0,0000000000000218 0,0000002048000210
Tabelle 1: Berechnung von V2,2(µk) und dem Approximationsfehler fu¨r verschiedene
k mit Kontraktionsfaktor c = 0, 2
c V2,2(µ10) | V2,2(µ10)− V2,2(µ) | 2c10(1 + c10)
0,2 0,0066666666666885 0,0000000000000218 0,0000002048000210
0,3 0,0121153846600870 0,0000000003399130 0,0000118098697357
0,4 0,0171428669599253 0,0000000099599253 0,0002097371902326
0,49 0,0205459058215149 0,0000004358215149 0,0015971186871044
Tabelle 2: Berechnung von V2,2(µk) und dem Approximationsfehler fu¨r verschiedene
Kontraktionsfaktoren c und festem k = 10
Als na¨chstes untersuchen wir die Situation fu¨r n = 3. Im Bereich c ∈ ]0, 13 ] kennen wir
den 3−optimalen Quantisierungsfehler aus (72) und (203). Es ist
V3,2(µ) =
c2
8
· 1− c
1 + c
(
1 + c2
)
.
Die zugeho¨rigen 3-optimalen Codebu¨cher fu¨r c ∈ ]0, 13 ] sind aus Theorem 3.17 be-
kannt. Hier gilt C3,2(µ) = {α1, α2} mit
α1 = { c2 , 1− c+
c2
2
, 1− c
2
2
},
α2 = {c
2
2
, c− c
2
2
, 1− c
2
}.
Tabelle 3 zeigt eine Auswertung von α1 und α2 fu¨r verschiedene Werte von c.
c α1 α2
0,2 0,100 0,820 0,980 0,020 0,180 0,900
0,3 0,150 0,745 0,955 0,045 0,255 0,850
0,4 0,200 0,680 0,920 0,080 0,320 0,800
0,49 0,245 0,630 0,880 0,120 0,370 0,755
Tabelle 3: Berechnung von α1 und α2 fu¨r verschiedene Kontraktionsfaktoren c
Wir wissen bereits aus Beispiel 7.2, dass fu¨r c ∈ ] 5−
√
17
2 ,
1
2 ] die 3-optimalen Co-
debu¨cher eine anderes Aussehen besitzen mu¨ssen. Dabei ist jedoch zu beachten, dass
dieser U¨bergang in der Gestalt der 3-optimalen Codebu¨cher in Abha¨ngigkeit vom Kon-
traktionsparameter, dH -stetig im Sinne von Satz 2.5 (b) zu erfolgen hat.
Zumindest fu¨r c = 0, 49 mu¨ssen die 3-optimalen Codebu¨cher anders aussehen, als
α1 bzw. α2. In Tabelle 4 werden die Ergebnisse einer numerischen Berechnung von
V3,2(µk) fu¨r k = 6, dem zugeho¨rigen maximalen Approximationsfehler 2c6(1 + c6)
und der zugeho¨rigen Zerlegungsschwerpunkte x1, x2, x3 aufgelistet.
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c x1 x2 x3 V3,2(µ6) 2c6(1 + c6) c
2
8 · 1−c1+c
(
1 + c2
)
0,2 0,100 0,820 0,980 0,003466675 0,000128008 0,003466667
0,2 0,020 0,180 0,900 0,003466675 0,000128008 0,003466667
0,3 0,150 0,745 0,955 0,006603566 0,001459063 0,006602885
0,3 0,045 0,255 0,850 0,006603566 0,001459063 0,006602885
0,4 0,200 0,680 0,920 0,009957837 0,008225554 0,009942857
0,4 0,080 0,320 0,800 0,009957837 0,008225554 0,009942857
0,49 1,593 0,500 0,841 0,009532800 0,028065737 0,012739219
Tabelle 4: Berechnung von (optimalen) 3-Zerlegungen, ihrer Schwerpunkte x1, x2, x3
und der zugeho¨rigen Quantisierungsfehler V3,2(µ6) fu¨r verschiedene Kontraktionsfak-
toren c.
Aus Platzgru¨nden werden die Werte von x1, x2 und x3 nur auf drei Nachkommastellen
angegeben, die numerischen Berechnungen wurden jedoch mit ho¨herer Genauigkeit
ausgefu¨hrt. Aufgrund der Symmetrie von µ ist C3,2(µ) = C3,2(µ6) fu¨r c = 0, 2 bzw.
c = 0, 3. Doch auch fu¨r c = 0, 4 sind die Mengen α1 und α2 noch 3-optimale Co-
debu¨cher fu¨r µ6. Daru¨berhinaus erkennt man, dass fu¨r c = 0, 49 nur noch ein, bezu¨glich
1
2 symmetrisches optimales 3-Codebuch fu¨r µ6 numerisch ermittelt werden konnte.
Man beachte auch, dass fu¨r c = 0, 49 der mit der Fehlerformel berechnete Wert deut-
lich gro¨ßer ist, als der tatsa¨chlich numerisch berechnete optimale Quantisierungsfehler.
Im Hinblick auf den bereits erwa¨hnten kritischen Wert c0 = 5−
√
17
2 = 0, 4384.. lohnt
sich eine detaillierte numerische Betrachtung in diesem Bereich. Die Ergebnisse hierzu
sind in Tabelle 5 zusammengestellt.
c x1 x2 x3 V3,2(µ6) 2c6(1 + c6) c
2
8 · 1−c1+c
(
1 + c2
)
0,434 0,094 0,340 0,783 0,011079289 0,013454293 0,011043413
0,434 0,217 0,660 0,906 0,011079289 0,013454293 0,011043413
0,436 0,152 0,500 0,848 0,011069191 0,013833181 0,011106818
0,438 0,152 0,500 0,848 0,011003870 0,014221005 0,011170049
Tabelle 5: Berechnung von (optimalen) 3-Zerlegungen, ihrer Schwerpunkte x1, x2, x3
und der zugeho¨rigen Quantisierungsfehler V3,2(µ6) fu¨r Kontraktionsfaktoren im Be-
reich c = 0, 434 bis c = 0, 438.
Fu¨r die Kontraktionsfaktoren c = 0, 436 und c = 0, 438 kann nur noch ein optimales
3-Codebuch numerisch ermittelt werden. Obwohl die Fehlerabscha¨tzung keine eindeu-
tigen Schlu¨sse zula¨sst, weist die Anzahl der Codebu¨cher und die Abweichung zwi-
schen Fehlerformel und numerisch berechnetem Fehlerwert deutlich darauf hin, dass
der U¨bergang auf das bezu¨glich 12 symmetrische 3-Codebuch bereits vor Erreichen des
kritischen Wertes c0 = 5−
√
17
2 erfolgt. In Anbetracht all dieser numerischen Resultate
scheint folgende Vermutung naheliegend.
7.6 Vermutung
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Es gibt ein c3 ∈ ] 13 , 5−
√
17
2 [ und fu¨r jedes c ∈ [c3, 12 ] ein a(c) > 0, so dass
C3,2(µ) =
 {α1, α2} , falls 0 < c < c3{α1, α2, {a(c), 12 , 1− a(c)}} , falls c = c3{{a(c), 12 , 1− a(c)}} , falls c ∈ ]c3, 12 ] .
7.7 Bemerkung
Sei (ck)k∈N eine Folge, deren Glieder in
]
0, 12
]
liegen. Sei c ∈ ]0, 12] und (ck)k∈N
konvergiere gegen c. Wir bezeichnen fu¨r k ∈ N mit µck bzw. µc die zu ck bzw. c zu-
geho¨rige selbsta¨hnliche Cantorverteilung. Sei fu¨r jedes k ∈ N ein optimales Codebuch
αk ∈ C3,2(µck) gewa¨hlt. Man erkennt, dass fu¨r die Codebu¨cher aus Vermutung 7.6
lim
k→∞
dH(αk, C3,2(µc)) = 0
gilt und die dH−Ha¨ufungspunkte der Folge (αk)k∈N eine nichtleere Teilmenge von
C3,2(µc) bilden. Insofern erfu¨llt die Codebuchdarstellung aus Vermutung 7.6 die in
Satz 2.5 (b) beschriebene Stetigkeitseigenschaft der Codebu¨cher einer Folge vonWahr-
scheinlichkeitsverteilungen, die im Sinne derLr−minimalenMetrik gegen eine Grenz-
verteilung konvergieren.
Wir beschließen unsere numerischen Untersuchungen mit dem Fall n = 4. Man beach-
te, dass fu¨r c ∈ ]0, 13 ] die Identita¨t
V4,2(µ) =
c4
4
· 1− c
1 + c
wiederum aus (72) und (203) folgt. Ferner ist in diesem Bereich
C4,2(µ) =
{{
c2
2
, c− c
2
2
, 1− c+ c
2
2
, 1− c
2
2
}}
=
{{
Sσ
(
1
2
)
: σ ∈ {1, 2}2
}}
,
was sich aus Theorem 3.17 erschließt. Eine Berechnung dieser Punkte fu¨r verschiedene
Kontraktionsfaktoren zeigt Tabelle 6. In Tabelle 7 finden sich die numerischen Ergeb-
nisse zur Berechnung der (optimalen) 4-Zerlegungen, ihrer Schwerpunkte
x1, x2, x3, x4 und der zugeho¨rigen Quantisierungsfehler V4,2(µ6) fu¨r verschiedene Kon-
traktionsfaktoren c.
c c
2
2 c− c
2
2 1− c+ c
2
2 1− c
2
2
0,2 0,02000 0,18000 0,82000 0,98000
0,3 0,04500 0,25500 0,74500 0,95500
0,4 0,08000 0,32000 0,68000 0,92000
0,49 0,12005 0,36995 0,63005 0,87995
Tabelle 6: Berechnung von
{{
Sσ
(
1
2
)
: σ ∈ {1, 2}2}} fu¨r verschiedene Kontraktions-
faktoren c
Man erkennt an den Berechnungen im Rahmen der Rechengenauigkeit die Gu¨ltigkeit
der Formel fu¨r den 4-optimalen Quantisierungsfehler auch fu¨r c > 13 . Ferner beha¨lt
auch die Darstellung der 4-optimalen Codebu¨cher ihre Gu¨ltigkeit. Aufgrund der Sym-
metrie von µ liegt sogar folgende Vermutung nahe.
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c x1 x2 x3 x4 V4,2(µ6) 2c6(1 + c6) c
4
4 · 1−c1+c
0,2 0,020 0,180 0,820 0,980 0,00025 0,00013 0,00027
0,3 0,045 0,255 0,745 0,955 0,00103 0,00146 0,00109
0,4 0,080 0,320 0,680 0,920 0,00266 0,00823 0,00274
0,49 0,120 0,370 0,630 0,880 0,00461 0,02807 0,00493
Tabelle 7: Berechnung von (optimalen) 4-Zerlegungen, ihrer Schwerpunkte
x1, x2, x3, x4 und der zugeho¨rigen Quantisierungsfehler V4,2(µ6) fu¨r verschiedene
Kontraktionsfaktoren c.
7.8 Vermutung
Fu¨r c ∈ ]0, 12 ] und k ∈ N ist
C2k,2(µ) =
{{
Sσ
(
1
2
)
: σ ∈ {1, 2}k
}}
und
V2k,2(µ) =
c2k
4
· 1− c
1 + c
.
7.9 Bemerkung
Fu¨r k = 1 ist Vermutung 7.8 durch Theorem 7.5 bereits bewiesen worden.
7.10 Bemerkung
Fu¨r gewisse n > 4 scheint es ebenfalls kritische Kontraktionsparameterwerte in ]0, 12 [
zu geben, jenseits derer die Gestalt der n−optimalen Codebu¨cher von der Darstellung
aus Theorem 3.17 abweicht und gleichzeitig der n−optimale Quantisierungsfehler echt
kleiner, als der in Formel (72) beschriebene ist. Bezeichnet
cn = sup
{
t ∈
]
0,
1
2
]
: fu¨r alle c ≤ t ist
Vn,2(µ) =
(
c2
2
)k 1− c
4(1 + c)
(
c2(n− 2k) + 2k+1 − n)} ,
und
c′n = sup
{
c ∈
]
0,
1
2
]
: Vn,2(µ) =
(
c2
2
)k 1− c
4(1 + c)
(
c2(n− 2k) + 2k+1 − n)} ,
so ist gema¨ß Beispiel 7.2 die Menge
{
n ∈ N : cn < 12
}
nichtleer. Es verbleiben jedoch
folgende offenen Fragen.
(i) Ist c′n = cn fu¨r alle n ∈ N ?
(ii) Ist die Menge
{cn : n ∈ N} ∩
[
0,
1
2
[
ein- oder mehrpunktig ?
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fc(x0)
V1,2(µ)
’unbekannte Zone’
Abbildung 9: Phasenu¨bergang
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7.1.3 Phasenu¨bergangsproblem
Zur Hervorhebung der Abha¨ngigkeit vom Kontraktionsparameter c, sei im Folgenden
das Maß µ mit µc bezeichnet. Fu¨r c ∈ ]0, 13 ] und mit x0(c) aus (74) erschließt sich aus
Bemerkung 3.26 eine funktionale Darstellung fu¨r das Intervall aller Ha¨ufungspunkte
der Folge n
r
D Vn,r(µc). Es gilt
lim inf
n→∞ n
r
D Vn,r(µc) = V1,r(µc) (233)
und
lim sup
n→∞
n
r
D Vn,r(µc) = fc(x0(c)). (234)
Aus diesen Identita¨ten ergibt sich die Stetigkeit der Abbildungen
c→ lim inf
n→∞ n
r
D Vn,r(µc)
und
c→ lim sup
n→∞
n
r
D Vn,r(µc)
auf ]0, 13 ]. Durch Nachrechnen erkennt man sofort, dass
lim
c→0
fc(x0(c)) = lim
c→0
lim sup
n→∞
n
r
D Vn,r(µc) =∞.
Die Abbildungen c→ fc(x0(c)) und c→ V1,r(µc) sind offensichtlich auch im Bereich
c ∈ ] 13 , 12 ] definiert. Daru¨berhinaus kann man zeigen, dass
lim
c→ 12−0
(fc(x0(c))− V1,r(µc)) > 0.
Einen graphischen U¨berblick im Fall r = 2 verschafft Abbildung 9.
Im Falle c = 12 ist D = 1 und µ 12 ist identisch mit der Gleichverteilung auf [0, 1]. Die
Folge (nrVn,r(µ 1
2
))n∈N konvergiert in diesem Fall (siehe [13], Theorem 6.2 bzw. [13],
Example 5.5). Somit wissen wir, dass
lim
c→ 12−0
(fc(x0(c))− V1,r(µc))
> lim sup
n→∞
nrVn,r(µ 1
2
)− lim inf
n→∞ n
rVn,r(µ 1
2
) = 0,
was wiederum zeigt, dass die Menge aller Ha¨ufungspunkte der Folge (n
r
D Vn,r(µ))n∈N
bei c = 12 nichtidentisch mit dem nichteinpunktigen Intervall [V1,r(µ), fc(x0)] ist. Ins-
gesamt betrachtet vollzieht der Verlauf des Ha¨ufungspunktintervalls in Abha¨ngigkeit
vom Kontraktionsparameter einen ’Phasenu¨bergang’, d.h. das Intervall ist einpunktig
in c = 12 bei Nichteinpunktigkeit im Bereich c ∈ ]0, 13 ]. In der ’unbekannten Zone’
] 13 ,
1
2 [ bleiben folgende Fragen offen:
(i) Fu¨r welche Werte von c ∈ ] 13 , 12 [ bleiben die Gleichungen (233) und (234) gu¨ltig,
falls u¨berhaupt ?
(ii) Sind die Abbildungen
c→ lim inf
n→∞ n
r
D Vn,r(µc)
bzw.
c→ lim sup
n→∞
n
r
D Vn,r(µc)
stetig auf [ 13 ,
1
2 ] ?
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(iii) Falls
c→ lim sup
n→∞
n
r
D Vn,r(µc)− lim inf
n→∞ n
r
D Vn,r(µc)
unstetig in c = 12 ist, welchen Wert besitzt dann
lim
c→ 12−0
[lim sup
n→∞
n
r
D Vn,r(µc)− lim inf
n→∞ n
r
D Vn,r(µc)],
vorausgesetzt der Limes existiert ?
Eine mo¨gliche Beantwortung dieser Fragen zum Phasenu¨bergangsproblem steht auch
in engem Zusammenhang mit einer Lo¨sung der in Bemerkung 7.10 erwa¨hnten Proble-
me.
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7.2 Uniforme iterierte Funktionensysteme und deren Gleichvertei-
lungen
7.2.1 Gegenbeispiele
Fu¨r die Lo¨sung des optimalen Quantisierungsproblems der Gleichverteilung µ eines
UIFS im Rahmen von Theorem 6.13 sind zwei Voraussetzungen no¨tig. Einerseits
muss µ separat quantisierend sein, andererseits mu¨ssen die ersten N − 1 optimalen
Quantisierungsfehlerdifferenzen strikt monoton fallend sein. Im Folgenden werden wir
zeigen, dass auf keine der beiden Voraussetzungen vollsta¨ndig verzichtet werden kann.
7.11 Bemerkung
Im Falle N = 2 ist die Monotoniebedingung gema¨ß Bemerkung 6.14 immer erfu¨llt.
Lassen wir die Forderung nach separater Quantisierung fallen, so lehrt Beispiel 7.2,
dass die Darstellung von C3,2(µ) aus Theorem 6.13 falsch wird und auch die Formel
(183) fu¨r den 3-optimalen Quantisierungsfehler nicht mehr zutrifft.
7.12 Bemerkung
Am Sierpinski-Dreieck ko¨nnen wir die Unverzichtbarkeit der Monotoniebedingung bei
gleichzeitig vorliegender separater Quantisierung nachvollziehen.
Sei dazu r ∈ ]1, 2[ und ω wie in Beispiel 6.27. Durch Nachrechnen erkennt man sofort,
dass Dmin(r, 3, Qω) < 0. Sei c ∈ ]0,min
(
dmin(ω)
12 diam(ω) ,
|Dmin(r,3,Qω)|
(6 diam(ω))r
)
[. Gema¨ß Be-
merkung 6.23 ist die Gleichverteilung µ separat quantisierend und Dmin(r, 3, µ) < 0.
Sei nun {a} ∈ C1,r(µ) und {b1, b2} ∈ C2,r(µ). Sei
α′ = {S1(a), S2(a), S(3,1)(a), S(3,2)(a), S(3,3)(a)}
und
α = {S1(a), S2({b1, b2}), S3({b1, b2})}.
Da µ separat quantisierend ist, erhalten wir durch Anwendung von (154) und Proposi-
tion 6.12 die Beziehung
Ψα′,r(µ)−Ψα,r(µ) = cr(V1,r(µ) + V3,r(µ)− 2V2,r(µ)) < 0.
Somit ist α /∈ C5,r(µ) und auch Formel (183) ist nicht richtig, was beides im Wider-
spruch zu Theorem 6.13 steht. Auf die Voraussetzung Dmin(r, 3, µ) > 0 kann also
nicht vollsta¨ndig verzichtet werden.
Bei kleinen Codebu¨chern, d.h. im Bereich n ∈ {1, .., N} gibt Theorem 6.4 eine Ant-
wort auf das n−optimale Quantisierungsproblem fu¨r hinreichend kleine Kontrakti-
onsparameter. Die nachfolgende Bemerkung zeigt, dass die Gu¨ltigkeit dieser Aussage
nicht auf beliebig große Kontraktionsparameter erweiterbar ist.
7.13 Bemerkung
Wir betrachten wiederum das Sierpinski-Dreieck aus Beispiel 6.27 fu¨r r = 2
und n = 2. Aus der dortigen Charakterisierung von C2,2(µ) gilt
C2,2(µ) 3
{
S3(sµ(A)),
1
2
(S1(sµ(A)) + S2(sµ(A)))
}
=
{(
1
2
,
√
3
(
1
2
− c
3
))
,
(
1
2
,
c
√
3
6
)}
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fu¨r hinreichend kleine Kontraktionsparameter c.
Bezeichnen wir β = {b1, b2} mit b1 =
(
1
2 ,
√
3
(
1
2 − c3
))
und b2 =
(
1
2 ,
c
√
3
6
)
, erkennt
man durch Nachrechnen sofort, dass
µ(W (b1 | β) ∩ S3(A)) > 0,
falls c > 37 ist. In diesem Fall ist
b1 6= E(µ(· |W (b1 | β))). (235)
Nach Satz 2.2 (i) und Satz 2.1 (c) ist C1,2(µ(· |W (b1 | β))) = {{b1}}. Daru¨berhinaus
folgt aus Satz 2.1 (c), dass
b1 = E(µ(· |W (b1 | β))),
was imWiderspruch zu (235) steht. Die Aussagen von Theorem 6.4 sind also in diesem
Beispiel fu¨r c > 37 ungu¨ltig.
7.2.2 Offene Fragen
Bei der Herleitung der Ergebnisse zur optimalen Quantisierung der Gleichverteilung ei-
nes UIFS mussten an einigen Stellen einschra¨nkende Voraussetzungen gemacht wer-
den. Abschnitt 7.2.1 hat gezeigt, dass auf diese Voraussetzungen nicht vollsta¨ndig ver-
zichtet werden kann, dennoch erscheint eine Abschwa¨chung wu¨nschenswert. Wir be-
ginnen mit einem mo¨glichen alternativen hinreichenden Kriterium zur separaten Quan-
tisierung.
(1) Ein UIFS sei halbraumsepariert, falls fu¨r jedes x ∈ Si(A) und y ∈ Sj(A) mit
i 6= j die Beziehung
{z ∈ Rd :‖ x− z ‖≤‖ y − z ‖ } ⊃ Si(A)
und
{z ∈ Rd :‖ y − z ‖≤‖ x− z ‖ } ⊃ Sj(A)
gilt. Zieht die Halbraumseparation die separate Quantisierung nach sich ?
Eine positive Antwort auf diese Frage (1) du¨rfte fu¨r vieleUIFS zu wesentlich gro¨ßeren
oberen Schranken c0 fu¨r den Kontraktionsparameter in Proposition 6.22 fu¨hren. Bei-
spielsweise wu¨rde sich bei der Cantormenge 13 statt
1
12 ergeben.
Nach den Ausfu¨hrungen in Abschnitt 6.5 ha¨ngt die Anwendbarkeit von Theorem 6.13
im wesentlichen von der VoraussetzungDmin(r,N,Qω) > 0 ab. Das fu¨r diese Voraus-
setzung entwickelte hinreichende Kriterium (Proposition 6.24) deckt jedoch nur Spe-
zialfa¨lle ab.
(2) Kann fu¨r eine (mo¨glichst große) Klasse von diskreten GleichverteilungenQω die
Eigenschaft Dmin(r,N,Qω) > 0 gezeigt werden ?
Wir wissen bereits (siehe Beispiel 5.9), dass die Voraussetzung nach paarweise un-
terschiedlichen Punktabsta¨nden in ω zur positiven Beantwortung von Frage (2) nicht
ausreicht. Andererseits legt Proposition 6.24 die Vermutung nahe, dass doch ’viele’
GleichverteilungenQω die EigenschaftDmin(r,N,Qω) > 0 erfu¨llen. Allgemein ko¨nnte
man die Frage nach der ’Reichhaltigkeit’ von
{ω ⊂ Rd : card(ω) = N,Dmin(r,N,Qω) > 0}
in der folgenden Weise punktprozesstheoretisch formulieren.
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(3) Man definiere fu¨r festes N ≥ 3 und r > 1 einen (geeigneten) Punktprozess Π
auf dem Raum {Qω : card(ω) = N}. Wie groß ist dann
Π({Qω : Dmin(r, card(ω), Qω) > 0}),
d.h. welches Π-Maß hat die Menge {Qω : Dmin(r, card(ω), Qω) > 0}, falls sie
Π−messbar ist ?
Wir schließen mit der nachfolgenden offenen Frage.
(4) Gilt VN−1,r(µ) − VN,r(µ) > VN,r(µ) − VN+1,r(µ) fu¨r jede separat quantisie-
rende Gleichverteilung µ eines UIFS ?
117
A Anhang
Sei n ∈ N und ν ein beliebiges Borelsches Wahrscheinlichkeitsmaß auf Rd mit kom-
paktem Tra¨ger. Sei card(supp(ν)) ≥ n. Fu¨r eine Abbildung f : Rd → R bezeichnen
wir mit∇f den Gradienten von f .
A.1 Lemma
Sei a ∈ Rd mit {a} ∈ C1,2(ν). Sei z ∈ Rd. Dann gilt∫
‖ x− z ‖2 dν(x) =
∫
‖ x− a ‖2 dν(x)+ ‖ a− z ‖2 . (236)
Beweis.
Aus [13], p. 24 Remark (b) wissen wir, dass die Abbildung z → ∫ ‖ x − z ‖2 dν(x)
differenzierbar ist. Mit der Euklidischen Norm ‖ · ‖ erhalten wir
∇
∫
‖ x− z ‖2 dν(x) = 2(
∫
xdν(x)− z).
Aus Satz 2.1 (c) folgt
∫
xdν(x) = a. Somit gilt
∇
∫
‖ x− z ‖2 dν(x) = 2(a− z)
= ∇
(∫
‖ x− a ‖2 dν(x)+ ‖ a− z ‖2
)
. (237)
Offensichtlich gilt Gleichung (236) im Falle z = a. Aus Gleichung (237) folgt dann
die Richtigkeit von (236) fu¨r alle z ∈ Rd.
A.2 Bemerkung
Als eine unmittelbare Konsequenz von Lemma A.1 gilt fu¨r jede ν−messbare Menge
B ⊂ Rd, dass∫
B
‖ x− z ‖2 dν(x) =
∫
B
‖ x− a ‖2 dν(x) + ν(B) ‖ a− z ‖2 .
A.3 Lemma
Sei ω ⊂ Rd eine endliche nichtleere Menge, r = 2 und sQω (ω) = 1N
∑
x∈ω x. Dann
ist
V1,r(Qω) =
∫
‖ x− sQω (ω) ‖r dQω(x) =
1
N
∑
x∈ω
‖ x− sQω (ω) ‖r . (238)
Gleichung (238) gilt auch bei r > 1, falls ‖ x− sQω (ω) ‖ nicht von x ∈ ω abha¨ngt.
Beweis.
Im Beweis von Theorem 2.4 in [13] wir die strikte Konvexita¨t der Abbildung
Rd 3 z Fr−→
∫
‖ x− z ‖r dQω(x) ∈ R+0 .
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bewiesen. Hat Fr genau einen kritischen Wert, dann handelt es sich um das globale
Minimum von Fr. Wir berechnen
∇Fr(z) = r
N
∑
x∈ω
‖ x− z ‖r−2 (z − x).
Falls r = 2, oder falls ‖ x− sQω (ω) ‖ nicht von x ∈ ω abha¨ngt,
ist ∇Fr(sQω (ω)) = 0.
A.4 Bemerkung
Gleichung (238) folgt im Fall r = 2 auch aus Satz 2.1 (c).
A.5 Lemma
Es sei ω ⊂ Rd endlich und nichtleer. Es sei c > 0 und f : ω → Rd mit
‖ f(x)− f(y) ‖= c ‖ x− y ‖ (239)
fu¨r jedes x, y ∈ ω. Fu¨r n ∈ {1, .., card(ω)} und r ∈ ]1,∞[ gilt dann
Vn,r(Qf(ω)) = crVn,r(Qω).
Beweis.
Wie in Abschnitt 4.2 eingefu¨hrt, bezeichne Zn die Menge aller n−elementigen Zerle-
gungen von ω. Ferner sei Zfn die Menge aller n−elementigen Zerlegungen von f(ω).
Aus [13], Example 3.5 entnehmen wir die Darstellung
Vn,r(Qω) =
1
N
min
Zn
∑
γ∈Z
min
a∈Rd
∑
x∈γ
‖ x− a ‖r .
Mittels Voraussetzung (239) folgt
Vn,r(Qω) =
1
N
min
Zn
∑
γ∈Z
min
a∈Rd
∑
x∈γ
c−r ‖ f(x)− f(a) ‖r
=
1
N
min
Zn
∑
γ∈f(Z)
min
a∈Rd
∑
x∈γ
c−r ‖ x− a ‖r
Wegen f(Zn) = Zfn ist
Vn,r(Qω) = c−r
1
N
min
Zfn
∑
γ∈Z
min
a∈Rd
∑
x∈γ
‖ x− a ‖r
= c−rVn,r(Qf(ω)).
A.6 Bemerkung
Wa¨re die Abbildung f in Lemma A.5 auf Rd definiert, dann wu¨rde die Aussage von
Lemma A.5 direkt aus Satz 2.4 (c) folgen.
A.7 Bemerkung
Es sei an die Menge Z∗n aller n−elementigen optimalen Zerlegungen von ω erinnert.
Mit der Abbildung f aus Lemma A.5 ist offensichtlich f(Z∗n) identisch mit der Menge
aller n−elementigen optimalen Zerlegungen von f(ω).
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