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Abstract 
A modified method to develop quantitative structure-property relationship (QSPR) models of organic contaminants was proposed 
based on genetic algorithm (GA) and support vector machine (SVM). GA was used to perform the variable selection and SVM 
was used to construct QSPR model. In this study, GA-SVM was applied to develop the QSPR model for aqueous solubility (Sw, 
mg•l-1) of polycyclic aromatic hydrocarbons (PAHs). The R2 (0.980), SSE (2.84), and RMSE (0.25) values of the model 
developed by GA-SVM indicated a good predictive capability for logSw values of PAHs. Based on leave-one-out cross 
validation, the results of GA-SVM were compared with those of genetic algorithm-radial based function neural network (GA-
RBFNN). The comparison showed that the R2 (0.923) and RMSE (0.485) values of GA-SVM were higher and lower, respectively, 
which illustrated GA-SVM was more suitable to develop QSPR model for the logSw values of PAHs than GA-RBFNN. 
 
© 2010 Published by Elsevier Ltd. 
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1. Introduction 
Polycyclic aromatic hydrocarbons (PAHs) are organic contaminants which widely exist in the environment [1]. As 
their chemical stability, forceful carcinogenic, spermatogenetic and mutagenic effects, some PAHs are listed in 
Water-Related Environmental Fate of 129 Priority Pollutants by US EPA[2]. Investigations on environmental 
behaviors of PAHs have attracted extensive attention in the world. Aqueous solubility (Sw) of PAHs to a great extent 
can determine the distribution and accumulation in air, water, soil and living organisms, as well as migration 
velocity and degradation rates in the environment. For instance, previous reports show that the Sw of PAHs affectes 
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the transmission of PAHs to the DNA[3] , consequently it is closely related with carcinogenesis. Therefore, Sw is one 
of the most important parameters which need to be measured for the purpose of describing their transport and fate. 
However, because of large expenditures of money, time and equipment, measured Sw data for PAHs were rather 
scarce. Thus a great deal of effort had been put into attempting the estimation of Sw through statistical modeling, and 
a variety of Quantitative Structure-Property Relationship (QSPR) models were proposed [4-9]. 
Linear methods are commonly used for constructing QSPR models, such as Ordinary Least Squares Regression 
(OLS)[6]. In 1984, based on Principal Component Analysis (PCA) and OLS, Partial Least-Squares Regression (PLS) 
was proposed by Wold et al.[10], and it was one of the most effective methods for QSPR[7-9,11]. Along with the 
development of intelligent algorithms, Artificial Neural Network (ANN) was used to fit the nonlinearity continuous 
functions, and the precision of prediction was improved [4, 12]. Recently, Support Vector Machine (SVM)[13-15] and 
some combination methods (e.g. GA-PLS, GA-ANN) are widely applied to develop QSPR models. SVM, proposed 
by Vapnik[16] in 1995, is a new learning method based on statistics theory. This method does outstanding work in 
small sample, nonlinearity, high dimensional regression problems, and was successfully applied to develop QSPR 
models in many fields[14,15]. Moreover, GA-PLS and GA-ANN likewise showed fine performance in different QSPR 
cases[6,17,18]. 
Based on probabilistic choice, Genetic Algorithm (GA) has powerful global search capability, and is used for the 
variable selection[19,20]. It is reported that GA has been used to optimize the parameters of SVM[21,22]. However, the 
study on using GA to select variables for SVM, and using GA-SVM to develop QSPR models was scarce till now. 
In this work, GA-SVM, a modified method to construct QSPR model, was proposed. First, the input independent 
variables for SVM were selected by GA. Using the optimal combination of independent variables, the optimal 
QSPR model would be developed by SVM. Furthermore, GA-SVM and genetic algorithm-radial based function 
neural network (GA-RBFNN) were applied to develop the QSPR models for Sw of PAHs. Based on leave-one-out 
(LOO) cross validation, the results of the models constructed by GA-SVM were compared with the results of 
models developed by GA-RBFNN. 
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2.  Materials and methods 
2.1. SVM 
SVM is a novel classification and regression method proposed by Vapnik (Vapnik, 1995). The SVM theory was 
described in detail elsewhere[23]. Briefly, assuming that sampled data set is (x1, y1), (x2, y2),… , (xm, ym), where xk is 
the independent variables assembly of kth sample (n-dimensional); yk is the dependent variable of kth sample which 
is a measured value, k =1,2, …, m. m is the total number of samples. The main idea of SVM is to make a regression 
hyper plane y = <w · x> + b, which can best fit samples in space. Based on the ε-insensitive loss function and 
Lagrange function, the original fitting problem can be transformed as the corresponding dual Lagrangian form. In 
consideration of kernel function K ( · ), the space transformation of inner product operation can be realized, and then 
the decision function can be obtained as below: 
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                                                 (1) 
where both αi and αi* are Lagrange multipliers. According to the Karush-Kuhn-Tucker conditions, only the 
minority sample coefficients are non-zero values, the data points corresponding with them are called support vectors. 
These support vectors are the samples which can determine the hyper plane[23]. K (x · xi) is the Kernel function. Any 
function satisfying Mercer’s condition can be used as the Kernel function[16]. In this investigation, the Gaussian 
function was employed in the SVM shown as below.  
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                                                                (2) 
2.2. RBFNN 
RBFNN can be considered as a special three layer feed forward neural network, which contains a nonlinear 
hidden layer and a linear output layer. The typical structure of an RBF network is shown in Fig 1. Gaussian kernel is 
often used as the function of the nodes in hidden layer. The input layer distributes the inputs to the u nodes of the 
hidden layer. Each node in the hidden layer is associated with a center, equal in dimension with the number of input 
variables. Thus, the hidden layer performs a nonlinear transformation and maps the input space onto a new higher 
dimensional space. The output of the RBFNN is produced by a linear combination of the hidden node responses, 
after adjusting the weights of the network appropriately. The principles of RBFNN have been presented 
elsewhere[24-26]. 
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Fig. 1. Topological structure of RBF neural network 
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2.3. GA 
In this study, GA was used to select features for SVM and RBFNN. 50 individuals were contained in the 
population. Every individual contained 11 Binary codes; and every code represented a sort of molecular connectivity 
indices (MCI). The MCI would be selected if the corresponding binary code was 1. Contrarily, the MCI would not 
be selected if the corresponding binary code was 0. The chromosome structure schematic diagram of ith individual 
was shown in Fig 2. 
  
0 1 2 4 5 6
 
   Chromosome of No.  individual:           1        0        1            0          1        0 11 binary codes.
11 Molecular Connectivity Indices:                           v v v v vpc pc pc
i
F F F F F F
m
1,1 1,2 1,3 1,9 1,10 1,11
2,1 2,2 2,3 2,9 2,10 2,11
3,1 3,2 3,3 3,9 3,10 3,11
46,1 46,2 46,3 46,9 46,10 46,11
       Independent Variable Matrix:     46 samples
v
x x x x x x
x x x x x x
x x x x x x
x x x x x x
ª º ½« » °« » °°« » ¾« » °« » °« » °¿¬ ¼
X  
                                                                
                                                                                           11 features


1,1 1,3 1,10
2,1 2,3 2,10
3,1 3,3 3,10
46,1 46,3 46,10
             
Selected Variable Matrix by No.  individual:   Dependent Variable Matrix:i
x x x
x x x
x x xi
x x x
 
ª º« »« »« » « »« »« »¬ ¼
X Y
 
 
1
2
3
46
y
y
y
y
ª º« »« »« » « »« »« »¬ ¼
 
Fig. 2. Chromosome structure schematic diagram of an individual in GA 
The selected features by an individual were retained to establish a new matrix, based on it, a QSPR model could 
be developed by SVM (RBFNN). According to Eq. (3), the sum of squares due to error (SSE) between measured 
values and predicted values of the model was used as the fitness value of this individual.  
 
   2
1
, ( )
l
i i
i
f y y SSE y y
 
  ¦
                                                      (3) 
where f(y, ŷ) is the fitness function, yi is the measured value, ŷi is the predicted value, l is the number of samples 
being used to calculate fitness value. After 100 generation, the optimal QSPR model was constructed. This is main 
idea of GA-SVM and GA-RBFNN. The flow diagram of GA-SVM (GA-RBFNN) was shown as Fig. 3, where Gen 
is the generational counter. The Libsvm toolbox[27], Genetic Algorithm Toolbox[28] and ANN Toolbox[29] of 
MATLAB were applied in this study, and the parameters were listed in Table 1. 
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 START 
Initialize population 
and parameters, Gen=1 
Calculate the fitness value of every 
individual by SVM (RBFNN), SSE 
Select the fine individuals to cross 
and mutate according to fitness, 
new offspring are produced. 
Gen > 100 
Gen=Gen+1 
No 
Yes 
 
Obtain the optimal individual 
and construct QSPR model  
by SVM (RBFNN) 
END 
 
Fig. 3. Flow diagram of GA-SVM (GA-RBFNN) 
 
Table 1. The parameters of GA-SVM and GA-RBFNN 
2.4. Data collection 
2.4.1 Aqueous solubility of PAHs 
46 PAHs with 2 to 7 rings were selected as data set, in which 16 priority control PAHs were included. The Sw 
(mg·l-1) values of the 46 PAHs were quoted from literatures[30-33] (Yaws, 1999; Schirmer et al., 1998; Ferreira, 
2001; Wang et al., 1993) and used as dependent variable matrix Y. These data are represented in Table 2. To 
compare GA-SVM with GA-RBFNN, we have used the same training and testing data sets to construct and validate 
QSPR models. 
Table 2. Measured and predicted aqueous solubility (Sw, mg·l-1) values of 46 PAHs and errors of 2 models developed by GA-SVM and GA-
RBFNN respectively 
No. PAHs logSw 
measured 
GA-SVM GA-RBFNN 
Predicted Residual Predicted Residual 
1 Naphthalene -3.62 -3.61 -0.01 -3.41 -0.21 
2 Acenaphthylene -4.29 -4.42 0.13 -4.38 0.09 
3 Acenaphthene -4.62 -4.62 0.00 -4.75 0.13 
4 Fluorene -4.93 -4.97 0.04 -4.94 0.01 
5 Phenanthrene -5.17 -5.15 -0.02 -5.49 0.32 
generration  
gap 
crossover 
rate 
mutation 
probability 
maximum 
generation 
number of 
individuals 
kernel 
function 
tolerance of 
termination 
criterion 
C ε in loss function 
input  
layer 
 nodes 
output 
layer 
nodes 
spread 
of RBF 
0.9 0.5 0.3 100 50 RBF 0.1 100 1E-3 
number of 
selected 
variables 
1 0.4 
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6 Anthracene -6.39 -5.80 -0.59 -5.80 -0.59 
7 Fluoranthene -5.89 -5.84 -0.05 -6.10 0.21 
8 Pyrene -6.18 -5.86 -0.32 -6.17 -0.01 
9 Benzo[a]anthracene -7.34 -7.35 0.01 -7.49 0.15 
10 Chrysene -7.93 -7.16 -0.77 -7.40 -0.53 
11 Benzo[b]fluoranthene -8.23 -8.18 -0.05 -8.23 0.00 
12 Benzo[k]fluoranthene -8.52 -8.17 -0.35 -8.26 -0.26 
13 Benzo[e]pyrene -7.63 -8.10 0.47 -8.21 0.58 
14 Benzo[a]pyrene -8.01 -8.15 0.14 -8.24 0.23 
15 Perylene -8.8 -8.20 -0.60 -8.22 -0.58 
16 Indeno[1,2,3-cd]pyrene -7.9 -7.93 0.03 -8.11 0.21 
17 Dibenz[a,h]anthracene -8.48 -8.42 -0.06 -8.41 -0.07 
18 Benzo[g,h,i]perylene -8.37 -8.40 0.03 -8.16 -0.21 
19 Azulene -3.41 -3.41 0.00 -3.39 -0.02 
20 2-methylanthracene -6.96 -6.45 -0.51 -6.22 -0.74 
21 7,12-dimethylbenzanthracene -6.62 -6.59 -0.03 -6.63 0.01 
22 Triphenylene -6.74 -6.72 -0.02 -7.03 0.29 
23 9-methylanthracene -5.87 -5.71 -0.16 -5.85 -0.02 
24 2H-indene -3.03 -3.33 0.30 -3.30 0.27 
25 1-methylnaphthalene -3.73 -3.63 -0.10 -3.80 0.07 
26 2-methylnaphthalene -3.76 -3.79 0.03 -3.78 0.02 
27 1,4-dimethylnaphthalene -4.14 -4.13 -0.01 -4.43 0.29 
28 1,3-dimethylnaphthalene -4.29 -4.16 -0.13 -4.46 0.17 
29 1,5-dimethylnaphthalene -4.72 -4.62 -0.10 -4.54 -0.18 
30 2,3-dimethylnaphthalene -4.81 -4.84 0.03 -4.59 -0.22 
31 2,6-dimethylnaphthalene -4.89 -4.84 -0.05 -4.74 -0.15 
32 1-Ethylnaphthalene -4.16 -4.15 -0.01 -4.19 0.03 
33 2-Ethylnaphthalene -4.29 -4.70 0.41 -4.20 -0.09 
34 1,4,5-trimethylnaphthalene -4.92 -4.92 0.00 -4.93 0.01 
35 Benzo[b]fluorene -7.28 -7.27 -0.01 -7.20 -0.08 
36 Biphenyl -4.35 -4.21 -0.14 -4.29 -0.06 
37 Naphthacene -7.82 -7.80 -0.02 -7.66 -0.16 
38 9,10-Dimethylanthracene -6.57 -6.60 0.03 -6.57 0.00 
39 9,10-Dimethyl-1,2-benzanthracene -6.63 -6.65 0.02 -6.63 0.00 
40 1-Methylphenanthrene -5.88 -5.89 0.01 -5.85 -0.03 
41 2-Methylphenanthrene -5.89 -5.88 -0.01 -5.97 0.08 
42 3-Methylphenanthrene -5.45 -5.84 0.39 -5.96 0.51 
43 Dibenz[a,j]anthracene -8.43 -8.42 -0.01 -8.41 -0.02 
44 Benzo[b]triphenylene -8.24 -8.23 -0.01 -8.33 0.09 
45 Coronene -9.33 -9.37 0.04 -9.33 0.00 
46 Benzo[a]fluorene -6.68 -7.21 0.53 -6.95 0.27 
Errors 
R2  0.980  0.977 
SSE  2.84  3.10 
RMSE  0.25  0.26 
 
2.4.2 Molecular connectivity indices (MCI) 
Among most QSPR models for calculating Sw of PAHs, the model with molecular connectivity indices is applied 
widely. It is regarded as an accurate and advisable method. Thus, the programs being used to calculate molecular 
connectivity indices were developed using Matlab. In this study, 11 molecular connectivity indices (0χv, 1χv, 2χv, 3χpv, 
4χpv, 5χpv, 6χpv, 3χcv, 4χpcv, 5χpcv and 6χpcv) of 46 PAHs were calculated and used as independent variable matrix X. 
 
3.  Results and discussion 
3.1.  GA-SVM regression analysis 
Using all 46 samples as training data set, a QSPR model was constructed by GA-SVM. 6 molecular connectivity 
indices (i.e. 3χpv, 5χpv, 6χpv, 4χpcv, 5χpcv and 6χpcv) were selected as the optimal individual. In addition to the predicted 
logSw values of the model, the coefficient of multiple determination (R2), the root mean squared error (RMSE) and 
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SSE between predicted and measured values were calculated according to Eqs. (3), (4) and (5). The results are 
shown in Table 2. 
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As the value of R2 is higher than 0.95, the correlation between the measured and predicted logSw values is significant. 
Furthermore, the SEE (2.84) and RMSE (0.25) values are lower enough to indicate successful predictions of the 
QSPR model developed by GA-SVM. 
 
3.2. GA-RBFNN regression analysis 
The same data set were used for GA-RBFNN regression, another QSPR model was developed. The errors and 
predicted logSw values are presented in Table 2. The values of R2 (0.977), SSE (3.10) and RMSE (0.26) showed that 
the predictions of QSPR models constructed by GA-RBFNN was reasonable, therefore GA-BPNN was a suitable 
method to develop QSPR models for logSw of PAHs. 
 
3.3. Leave-one-out cross validation 
Leave-one-out (LOO) cross validation was employed to validate and compare the predictive capability and 
stability of GA-SVM and GA-RBFNN. As the name suggests, LOO cross validation involves using a single 
observation from the original sample as the validation data, and the remaining observations as the training data. This 
is repeated such that each observation in the sample is used once as the validation data. Using GA-SVM and GA-
RBFNN, 2 groups of LOO cross validations were carried out. The predicted logSw values and the errors were 
calculated. Fig. 4 illustrates correlation of predicted and measured logSw values of 46 PAHs, as well as the errors (R2, 
SSE and RMSE) of LOO cross validations. Fig. 4(a) and 4(b) represent the results of GA-SVM and GA-RBFNN, 
respectively. As the R2 values of GA-SVM and GA-BBNN are both higher than 0.85, the correlation is significant. 
Furthermore, the RMSE values of GA-SVM and GA-RBFNN are both lower than 0.70, which shows high accuracy 
and robust stability. Therefore, the results of LOO cross validations for GA-SVM and GA-RBFNN are satisfactory. 
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   (a)                                                         (b) 
Fig. 4. Correlated plots of predicted and measured logSw values of PAHs in leave-one-out cross validations: (a) correlated plots of predicted and 
measured logSw values from QSPR models developed by GA-SVM. (b) correlated plots of predicted and measured logSw values from QSPR 
models developed by GA-RBFNN 
3.4.  Comparisons of two methods 
Based on the results of LOO cross validation, two regression methods, GA-SVM and GA-RBFNN, were 
compared. The comparisons of R2, SSE and RMSE are vividly presented in Fig. 5. The plots denote the errors of GA-
SVM (R2=0.923 SSE=10.57 and RMSE=0.485) are lower than that of GA-RBFNN (R2=0.88 SSE=16.385 and 
RMSE=0.603), which shows the higher predictive ability and robust stability of the models constructed by GA-SVM. 
Some details can be obtained, if Fig.4 (a) is compared with Fig.4 (b). The dash lines in plots show the ±10% errors 
area, which can help us to compare two regression methods. Only 1 point (Anthracene) is out of the area in Fig.4 (a), 
however, 5 points (Anthracene, 9,10-Dimethyl-1,2-benzanthracene, 7,12-dimethylbenzanthracene, 2-
methylanthracene and Coronene) are out in Fig.4 (b). The common properties shared by these 5 PAHs are 
benzanthracene group or large logSw value, which indicate the limitation of GA-RBFNN regression. 
0.923
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Fig. 5. Comparisons plots of R2, SSE, and RMSE between predicted and measured logSw values of QSPR models constructed by GA-SVM and 
GA-RBFNN during LOO cross validations 
4. Conclusions 
In this study, QSPR models for the logSw values of 46 PAHs were developed using GA-SVM and GA-RBFNN 
based on the molecular connectivity indices. The R2 (0.98), SSE (2.84) and RMSE (0.25) values of model 
constructed by GA-SVM indicated a good predictive capability for logSw values of PAHs. Moreover, the LOO cross 
validation results showed that the R2 and RMSE values of GA-SVM were 0.923 and 0.485 respectively, which 
proved GA-SVM is more suitable to develop QSPR model for the logSw values of PAHs than GA-RBFNN. 
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