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Abstract
In 1964, Erdős, Hajnal and Moon introduced a saturation version of Turán’s classical
theorem in extremal graph theory. In particular, they determined the minimum number
of edges in a 𝐾𝑟-free, 𝑛-vertex graph with the property that the addition of any further
edge yields a copy of 𝐾𝑟. We consider analogues of this problem in other settings. We
prove a saturation version of the Erdős-Szekeres theorem about monotone subsequences and
saturation versions of some Ramsey-type theorems on graphs and Dilworth-type theorems
on posets.
We also consider semisaturation problems, wherein we allow the family to have the
forbidden configuration, but insist that any addition to the family yields a new copy of
the forbidden configuration. In this setting, we prove a semisaturation version of the Erdős-
Szekeres theorem on convex 𝑘-gons, as well as multiple semisaturation theorems for sequences
and posets.
1 Introduction
Extremal problems have a long history in combinatorics originating with the results of Man-
tel [16] in 1907 and Turán [22] in 1947 determining the maximum number of edges in a triangle-
and 𝐾𝑟-free, 𝑛-vertex graph, respectively. Erdős, Hajnal and Moon [6] investigated the dual
problem, called the saturation problem, wherein one aims to minimize the number of edges in
a 𝐾𝑟-free, 𝑛-vertex graph, such that the addition of any edge yields a copy of 𝐾𝑟. Since their
initial result, the saturation problem has been considered for a variety of graphs. Of particular
note is a theorem of Kászonyi and Tuza [23], which showed that for any graph 𝐻, the minimum
number of edges in an 𝐻-saturated, 𝑛-vertex graph is at most linear in 𝑛.
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Going beyond graphs, saturation problems have been considered in several other settings.
A structure which is maximal with respect to some property is said to saturate that property.
A maximum size saturating structure is called an extremal structure, while a minimum size
saturating structure is called a minimal saturating structure. For intersecting hypergraphs, a
saturation version of the Erdős-Ko-Rado theorem [7] (uniform setting) was proven by Füredi [10].
In particular, he showed that for a given uniformity 𝑟, there exists a family of approximately
3𝑟2/4 sets of size 𝑟 with the property that adding any further set yields a pair of disjoint sets,
disproving a conjecture of Meyer [18]. In the nonuniform setting, it is well known that all maximal
intersecting families of subsets of an 𝑛 element set have the same size, namely 2𝑛−1. This result
was extended to the case of families without 𝑘-matchings by Bucić et al. [2]. In the setting of
forbidden (induced or non-induced) posets in the Boolean lattice the saturation problem has
been investigated by Ferrara et al. [9], and further results in this direction were obtained in [17]
and [12].
Parallel with the development of extremal combinatorics, Ramsey theory has been investi-
gated extensively. This topic begins with the seminal result of Ramsey [20], which states that
for any integers 𝑐, 𝑟, 𝑘 there is an integer 𝑁 such that any 𝑐-coloring of the edges of an 𝑟-uniform
hypergraph on 𝑁 vertices contains a monochromatic complete graph of size 𝑘 in some color.
This initial result gave rise to a variety of problems where in place of a complete hypergraph
one is given hypergraphs 𝐹1, 𝐹2, . . . , 𝐹𝑐, and seeks to minimize the value of 𝑁 which yields, for
all 𝑐-colorings of the complete 𝑟-uniform, 𝑁 -vertex hypergraph, a copy of 𝐹𝑖 in color 𝑖 for some
𝑖 = 1, 2, . . . , 𝑐.
Ramsey-type problems may be interpreted as extremal problems in the following way. One
wishes to maximize the number of vertices 𝑛 in such a way that there exists a coloring, such that
for all 𝑖, we find no copy of 𝐹𝑖 in color 𝑖 (so 𝑛 = 𝑁 − 1, where 𝑁 is defined as above). With this
interpretation, it becomes natural to ask the corresponding minimal saturation problem, wherein
we seek to minimize 𝑛 such that the hypergraph can be 𝑐-colored without a monochromatic copy
of 𝐹𝑖 in color 𝑖, but if we extend this 𝑐-colored hypergraph to a 𝑐-colored hypergraph on 𝑛 + 1
vertices, then we have for some 𝑖, a monochromatic copy of some 𝐹𝑖 in color 𝑖.
Finally, we mention that many classical results, such as Dilworth’s theorem on posets and
the Erdős-Szekeres theorem for sequences or cups and caps, can be interpreted as Ramsey-type
problems where the allowed colorings of the hypergraph are restricted in some way. As such,
we may again consider the corresponding saturation versions of these results. In this paper,
we initiate such a study of Ramsey-type saturation problems. We concentrate on well-known
settings (graphs, posets, monotone and convex subsets of point sets), and in several cases we
manage to prove tight bounds.
In addition, we also consider the corresponding semisaturation problems, a notion introduced
by Füredi and Kim [11] (also sometimes called oversaturation or strong saturation). In the graph
setting the semisaturation problem is the following: Given a graph 𝐹 , what is the minimum
number of edges in an 𝑛-vertex graph 𝐺 with the property that adding any edge to 𝐺 yields a
copy of 𝐹 containing that edge. Note that now we allow the graph 𝐺 to contain 𝐹 as a subgraph.
We will consider semisaturation problems for sequences, cups and caps, posets and point sets as
well as for the Ramsey problem on graphs. Note that by definition, the semisaturation number is
always at most the saturation number which is in turn at most the extremal (Ramsey) number.
In the rest of this section we provide a precise formulation of each of the saturation and
semisaturation problems that are considered in the paper and our results for each case. We
also briefly summarize the known results about the corresponding extremal problem in order
to contrast them with our minimal saturation results. Sections 2–6 contain the proofs of these
results. Finally, in Section 7 we rigorously define the general framework that was hinted at above
and illustrate how these problems fit into it.
2
Graphs
Let 𝒢 be the family of (labeled) complete graphs whose edges are colored with 𝑐 colors
(numbered by 1, 2, . . . , 𝑐). Given 𝐺,𝐺′ ∈ 𝒢, we say 𝐺′ extends 𝐺 if 𝐺 is a proper subgraph of 𝐺′,
i.e., 𝐺′ can be obtained from 𝐺 by iteratively adding a new vertex and colored edges connecting
the new vertex with each of the existing vertices. A member 𝐺 of 𝒢 is called (𝑘1, 𝑘2, . . . , 𝑘𝑐)-
saturated if for every 𝑖 ∈ [𝑐], the graph 𝐺 does not contain a monochromatic 𝐾𝑘𝑖 of color 𝑖,
but every 𝐺′ ∈ 𝒢 that extends 𝐺 contains a monochromatic 𝐾𝑘𝑖 of color 𝑖 for some 𝑖. A graph
𝐺 ∈ 𝒢 is called (𝑘1, 𝑘2, . . . , 𝑘𝑐)-semisaturated if for every 𝐺′ ∈ 𝒢 that extends 𝐺, there exists
some 𝑖 ∈ [𝑐] such that 𝐺′ contains a copy of a monochromatic 𝐾𝑘𝑖 of color 𝑖 which is not in 𝐺.
Clearly the size of the largest (𝑘1, 𝑘2, . . . , 𝑘𝑐)-saturated graph in 𝒢, which we denote by
ram𝒢(𝑘1, . . . , 𝑘𝑐), is equal to the usual Ramsey number minus one. Let sat𝒢(𝑘1, . . . 𝑘𝑐) denote
the size of the smallest saturated 𝐺 ∈ 𝒢, and finally let ssat𝒢(𝑘1, . . . 𝑘𝑐) denote the size of the
smallest (𝑘1, . . . , 𝑘𝑐)-semisaturated 𝐺 ∈ 𝒢. From the definition it is clear that
ssat𝒢(𝑘1, . . . , 𝑘𝑐) ≤ sat𝒢(𝑘1, . . . , 𝑘𝑐) ≤ ram𝒢(𝑘1, . . . , 𝑘𝑐).
For convenience, we also use sat𝒢(𝑘; 𝑐) to denote sat𝒢(𝑘1, 𝑘2, . . . , 𝑘𝑐) and ssat𝒢(𝑘; 𝑐) to denote
ssat𝒢(𝑘1, 𝑘2, . . . , 𝑘𝑐) when 𝑘1 = 𝑘2 = · · · = 𝑘𝑐 = 𝑘.
For a fixed 𝑘 and growing 𝑙, the following results about Ramsey numbers are known (due to
Bohman and Keevash [3] and Ajtai, Komlós and Szemerédi [1], respectively):
𝑐′𝑘
𝑙
𝑘+1
2
(log 𝑙)
𝑘+1
2
− 1
𝑘−2
≤ ram𝒢(𝑘, 𝑙) ≤ 𝑐𝑘
𝑙𝑘−1
(log 𝑙)𝑘−2
.
For the case 𝑙 = 3, it is known that
ram𝒢(𝑘, 3) = Θ
(︂
𝑘2
log 𝑘
)︂
.
The upper bound was proven by Ajtai, Komlós, and Szemerédi [1]; the lower bound was obtained
originally by Kim [13], and subsequently improved by Fiz Pontiveros, Griffiths and Morris [24]
and Bohman and Keevash [3].
We prove the following results:
Theorem 1. For two colors,
ssat𝒢(𝑘, 𝑙) = sat𝒢(𝑘, 𝑙) = (𝑘 − 1)(𝑙 − 1),
and for more than two colors,
(𝑘1 − 1)(𝑘2 + · · ·+ 𝑘𝑐 − 2𝑐 + 3) ≤ ssat𝒢(𝑘1, . . . , 𝑘𝑐) ≤ sat𝒢(𝑘1, . . . , 𝑘𝑐) ≤ (𝑘1 − 1) · · · (𝑘𝑐 − 1).
In the latter lower bound we can exchange 𝑘1 with any other 𝑘𝑖.
In the case when 𝑘1 = 𝑘2 = · · · = 𝑘𝑐 = 𝑘, Theorem 1 implies that sat𝒢(𝑘; 𝑐) ≤ (𝑘 − 1)𝑐.
Using an idea of Pálvölgyi [19], with probabilistic methods we improve this bound in the case
when 𝑐 is large compared to 𝑘.
Theorem 2. ssat𝒢(𝑘; 𝑐) ≤ 48𝑘2𝑐𝑘
2.
3
Posets
In this paper we are also interested in saturation problems on partially ordered sets (posets).
Dilworth’s theorem [5] answers a Ramsey-type problem about posets, since it implies that a
poset of size (𝑘 − 1)(𝑙− 1) + 1 contains either a chain of length 𝑘 or an antichain of length 𝑙. A
natural saturation and semisaturation version of this problem can be posed. Let 𝒫 denote the
set of all finite posets. Given 𝑃 = (𝑆,≤𝑃 ), 𝑃 ′ = (𝑆′,≤𝑃 ′) ∈ 𝒫, we say 𝑃 ′ extends 𝑃 if 𝑆 ( 𝑆′
and for all 𝑥, 𝑦 ∈ 𝑆, 𝑥 ≤𝑃 𝑦 if and only if 𝑥 ≤𝑃 ′ 𝑦. A poset 𝑃 ∈ 𝒫 is (𝑘, 𝑙)-semisaturated if every
poset 𝑃 ′ ∈ 𝒫 extending 𝑃 contains a 𝑘-chain or an 𝑙-antichain which is not completely contained
in 𝑃 . Similarly as before, ssat𝒫 (𝑘, 𝑙) denotes the minimum size of such a semisaturated poset.
If 𝑃 is additionally 𝑘-chain and 𝑙-antichain free, then we say that 𝑃 is (𝑘, 𝑙)-saturated. We use
sat𝒫 (𝑘, 𝑙) to denote the minimum size of such a saturated poset. We also define ram𝒫 (𝑘, 𝑙) as
the maximum size of a (𝑘, 𝑙)-saturated poset. Using this notation, Dilworth’s theorem implies
that
ram𝒫 (𝑘, 𝑙) = (𝑘 − 1)(𝑙 − 1).
For the semisaturation number of posets we show the following.
Theorem 3.
ssat𝒫 (𝑘, 1) = 0, ssat𝒫 (𝑘, 2) = 𝑘 − 1.
For 𝑙 ≥ 3, we have
ssat𝒫 (𝑘, 𝑙) = min(2𝑘 + 𝑙 − 5, 𝑘 + 3𝑙 − 7).
For the saturation numbers of general posets, we prove the following theorem.
Theorem 4.
sat𝒫 (𝑘, 𝑙) = (𝑘 − 1)(𝑙 − 1) = ram𝒫 (𝑘, 𝑙).
When the Ramsey and the saturation numbers are the same we gain further insight into the
structure of the saturated objects. For example every saturated object has the same size. Other
examples of this kind include the intersecting families of subsets of an 𝑛 element set mentioned in
the introduction and, as we will see, sequences without increasing and decreasing subsequences
of given lengths.
Monotone point sets and sequences
Another well-known Ramsey-type result is the Erdős-Szekeres theorem on monotone point
sets. A point set in general position is said to be monotone increasing (resp. decreasing) if when
ordered according to the 𝑥-coordinates, the 𝑦-coordinates of the points are monotone increasing
(resp. decreasing). The theorem of Erdős and Szekeres [8] states that a set of (𝑘 − 1)(𝑙 − 1) + 1
points in general position contains either an increasing subsequence of length 𝑘 or a decreasing
subsequence of length 𝑙. There is an equivalent formulation of this result in terms of sequences. It
states that a sequence of (𝑘−1)(𝑙−1)+1 numbers must contain either an increasing subsequence
of length 𝑘 or a decreasing sequence of length 𝑙. We will work with both of these formulations.
We can convert this problem into a saturation problem in the usual way. A sequence 𝑆 of
distinct numbers (resp. point set with distinct 𝑥- and 𝑦-coordinates) is called (𝑘, 𝑙)-saturated if it
does not contain an increasing subsequence (resp. subset) of length 𝑘 or a decreasing subsequence
(resp. subset) of length 𝑙 but any sequence (resp. point set with distinct 𝑥- and 𝑦-coordinates)
𝑆′ that contains 𝑆 as a subsequence (resp. subset) has either an increasing subsequence (resp.
subset) of length 𝑘 or a decreasing subsequence (resp. subset) of length 𝑙. The functions sat𝒮 (𝑘, 𝑙)
and ssat𝒮 (𝑘, 𝑙) are defined analogously to as before. Moreover, we define ram𝒮 (𝑘, 𝑙) to be the
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maximum size of a (𝑘, 𝑙)-saturated sequence. With this notation the Erdős-Szekeres theorem
states that
ram𝒮 (𝑘, 𝑙) = (𝑘 − 1)(𝑙 − 1).
For saturation numbers, we prove the following theorem.
Theorem 5.
sat𝒮 (𝑘, 𝑙) = (𝑘 − 1)(𝑙 − 1) = ram𝒮 (𝑘, 𝑙).
In other words Theorem 5 says that if a sequence of distinct numbers does not contain
an increasing subsequence of length 𝑘 or a decreasing subsequence of length 𝑙, then either we
can extend the sequence without creating such a subsequence or the length of the sequence is
(𝑘 − 1)(𝑙 − 1).
For semisaturation numbers we have the following theorem.
Theorem 6.
ssat𝒮 (1, 𝑙) = ssat𝒮 (𝑘, 1) = 0.
For 𝑘, 𝑙 ≥ 2, we have
ssat𝒮 (𝑘, 𝑙) = min(2𝑘 + 𝑙 − 5, 2𝑙 + 𝑘 − 5).
Convex point sets
Finally, we investigate the saturation problem for convex point sets in the plane. If a set of
𝑛 points is in convex position, then we say that the points form a convex 𝑛-set. A set of 𝑘 points
in convex position is called a 𝑘-cup (resp. 𝑘-cap) if the points lie on the graph of a convex (resp.
concave) function (possibly multivalued). Let ram𝒞𝒞(𝑘, 𝑙) denote the size of the largest set of
points in general position which contains neither a subset forming a 𝑘-cup nor a subset forming
an 𝑙-cap. Similarly, let sat𝒞𝒞(𝑘, 𝑙) denote the size of the smallest point set which contains neither
a subset forming a 𝑘-cup nor a subset forming an 𝑙-cap, such that adding any new point yields a
𝑘-cup or 𝑙-cap. Finally, let ssat𝒞𝒞(𝑘, 𝑙) denote the size of the smallest point set such that adding
any new point introduces a new 𝑘-cup or a new 𝑙-cap.
In 1935, Erdős and Szekeres [8] showed that
ram𝒞𝒞(𝑘, 𝑙) =
(︂
𝑘 + 𝑙 − 4
𝑘 − 2
)︂
.
While we were not able to obtain non-trivial bounds for the saturation problem, for the
semisaturation problem we have the following result.
Theorem 7. We have
ssat𝒞𝒞(𝑘, 3) = ssat𝒞𝒞(3, 𝑘) = 𝑘 − 1.
For 𝑘 ≥ 4, we have
ssat𝒞𝒞(𝑘, 4) = ssat𝒞𝒞(4, 𝑘) = 2𝑘 − 2,
and for 𝑘 ≥ 5 and 𝑙 ≥ 5,
2𝑘 + 2𝑙 − 12 ≤ ssat𝒞𝒞(𝑘, 𝑙) ≤ 2𝑘 + 2𝑙 − 10.
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The original motivation for investigating point sets free of cups and caps was to give an
upper bound, namely
(︀
2𝑛−4
𝑛−2
)︀
, on the maximum number of points in the plane avoiding a convex
𝑛-gon. Erdős and Szekeres provided a lower bound of size 2𝑛−1, and after a number of subsequent
improvements a nearly optimal upper bound of size 2𝑛+𝑜(𝑛) was provided by Suk [21].
An intriguing problem is to obtain the analogous saturation result.
Problem 8. What is the minimum possible size of a point set in the plane in general position
which does not contain a convex 𝑛-set, but adding any extra point (in general position) creates
one?
We could not even determine if the answer is polynomial in 𝑛 or not. Note that if we drop
the general position assumption the problem becomes trivial, one can simply take 𝑛− 1 points
on a line.
For the respective semisaturation problem, let ssat𝒞(𝑛) denote the minimum possible size
of a point set in the plane general position, such that adding any extra point to it (in general
position) creates a new convex 𝑛-set. With this notation we prove the following theorem.
Theorem 9.
ssat𝒞(𝑛) = 2𝑛− 4.
Unlike the problem about cups and caps, this problem generalizes easily to higher dimensions.
Let ssat𝒞,𝑑(𝑛) denote the minimum possible size of a point set in R𝑑, such that it is in general
position and adding one extra point to it (in general position) creates a new convex 𝑛-set. We
obtain the following result.
Theorem 10.
ssat𝒞,𝑑(𝑛) ≥ 𝑛− 1 +
⌊︂
𝑛− 2
𝑑
⌋︂
.
2 Graphs
Proof of Theorem 1. First we prove the upper bounds. For 𝑐 = 2, one sharp construction is when
the blue (the first color) edges form the graph consisting of 𝑙−1 disjoint copies of 𝐾𝑘−1. Another
construction is when the red (the second color) edges form the graph consisting of 𝑘− 1 disjoint
copies of 𝐾𝑙−1. It is easy to see that these two-edge-colored graphs are saturated. It is also easy
to generalize these constructions to 𝑐 > 2 colors: Start with a graph 𝐺0 with a single vertex.
Now one by one for each color 𝑖 with 1 ≤ 𝑖 ≤ 𝑐, construct a colored graph 𝐺𝑖 by replacing each
vertex 𝑣𝑗 of 𝐺𝑖−1 with a clique 𝑆𝑗 of size 𝑘𝑖 − 1 such that all edges in the clique are in color 𝑖.
The edges between every pair of such cliques 𝑆𝑗1 and 𝑆𝑗2 are in the same color as the edge 𝑣𝑗1𝑣𝑗2
in 𝐺𝑖−1. It is not hard to see that the graph 𝐺𝑐 obtained by this construction is saturated.
Now we prove the lower bound for 𝑐 = 2. Take a minimal two-edge-colored semisaturated
graph (with respect to a blue 𝑘-clique and red 𝑙-clique). Extract maximal complete blue sub-
graphs (cliques) greedily one by one until we partition all the vertices into cliques (for a more
advanced treatment of such greedy partitions see [27]). Assume that the first 𝑖 blue cliques have
size at least 𝑘−1 and the rest have size at most 𝑘−2. If 𝑖 ≥ 𝑙−1, then 𝐺 has at least (𝑘−1)(𝑙−1)
vertices and we are done. Otherwise when 𝑖 < 𝑙 − 1, let 𝑝 be a new vertex, which we add to
𝐺 and connect with red edges to the first 𝑖 cliques and blue edges to the rest of the vertices.
It is easy to see that in the resulting graph there is neither a blue clique of size 𝑘 containing
𝑝 nor a red clique of size 𝑙 containing 𝑝. Hence 𝐺 is not semisaturated, which contradicts our
assumption.
Finally, we prove the lower bound for 𝑐 > 2. Again, take a minimal 𝑐-edge-colored semisat-
urated graph 𝐺. If there is no clique of size 𝑘1 − 1 of the first color in 𝐺, then we can connect a
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new vertex 𝑝 to every vertex with the first color. It follows that 𝐺 is not semisaturated, giving
us a contradiction. Otherwise there exists a clique of size 𝑘1 − 1 with color 1 in 𝐺. Take such
a clique 𝑆 and connect 𝑝 to every vertex in 𝑆 with the second color. Now 𝐺 − 𝑆 must again
contain a clique of size 𝑘1− 1 with color 1 otherwise we can connect 𝑝 to the rest of the vertices
in 𝐺 with color one. We can connect 𝑝 to the vertices of this clique as well with the second color
if 𝑘2 > 2. Repeating this argument, we keep finding additional disjoint cliques of size 𝑘1 − 1 of
the first color. When we have 𝑘2 − 2 such cliques, we continue to pull out cliques of size 𝑘1 − 1
of the first color and connect them to 𝑝 with color 3. Continuing in this way we find altogether
(𝑘2 − 2) + (𝑘3 − 2) + · · ·+ (𝑘𝑐 − 2) + 1 cliques of size 𝑘1 − 1 of color 1, showing that indeed the
number of vertices is at least (𝑘1 − 1)(𝑘2 + 𝑘3 + · · ·+ 𝑘𝑐 − 2𝑐 + 3). As the role of the first color
was not used, the same way we can find enough cliques of color 𝑖.
In the case of two colors we have determined the exact bound for ssat𝒢 . Using the following
trivial observation we see that the next open case is when 𝑐 = 3 and 𝑘1 = 𝑘, 𝑘2 = 𝑘3 = 3,
for which Theorem 1 gives the lower bound 3(𝑘 − 1) and upper bound 4(𝑘 − 1) for both the
saturation and semisaturation problems.
Observation 11.
sat𝒢(2, 𝑘1, . . . , 𝑘𝑐) = sat𝒢(𝑘1, . . . , 𝑘𝑐),
ssat𝒢(2, 𝑘1, . . . , 𝑘𝑐) = ssat𝒢(𝑘1, . . . , 𝑘𝑐).
We state an equivalent formulation of the 𝑐 = 3, 𝑘1 = 𝑘, 𝑘2 = 𝑘3 = 3 case as an problem.
Problem 12. Is it true that the vertices of every 3-edge colored complete graph 𝐺 with 𝑛 =
4(𝑘 − 1) vertices can be partitioned into three parts, the first part avoiding a 𝐾𝑘−1 of the first
color, the second part avoiding edges of the second color and the third part avoiding edges of the
third color? This is equivalent to the ssat problem, in the sat variant we further assume that 𝐺
itself avoids 𝐾𝑘 of the first color and triangles of the second and third colors.
We now give a probabilistic argument improving the upper bound in Theorem 1 in some
cases.
Proof of Theorem 2. Consider a uniform random coloring of the edges of the complete graph
𝐾𝑛𝑐 with 𝑐 colors, that is, each edge is assigned one of the 𝑐 colors uniformly randomly and
independently. We claim that the resulting edge-colored graph 𝐺 is semisaturated with positive
probability if 𝑛 is large enough.
To show that 𝐺 is semisaturated, it suffices to show that the subgraph of 𝐺 induced by any
set of 𝑛 vertices contains a monochromatic 𝐾𝑘−1 of each color. Indeed, if we add an extra vertex
𝑞 to 𝐺 and color the edges incident to 𝑞 in any way to get the graph 𝐺′, then by pigeonhole
principle there will be 𝑛 edges incident to 𝑞 having the same color 𝑑. Since the endpoints of
those 𝑛 edges (other than 𝑞) induce a subgraph in 𝐺 that contains a monochromatic 𝐾𝑘−1 of
each color, we then can find a new 𝐾𝑘 in color 𝑑 in 𝐺′.
Note that since we pick the color of each edge uniformly randomly and independently, each
color class can be considered as an instance of the Erdős-Rényi random graph 𝐺(𝑛𝑐, 1𝑐 ). So we
need to bound the probability of 𝐺(𝑛𝑐, 1𝑐 ) having 𝑛 vertices whose induced subgraph does not
contain a copy of 𝐾𝑘−1. We first need many pairwise edge-disjoint copies of 𝐾𝑘 in 𝐾𝑛. For our
purposes the following simple lemma is enough:
Lemma 13. We can find 1
16𝑘2
𝑛2 pairwise edge-disjoint copies of 𝐾𝑘 in 𝐾𝑛 for any 𝑛 ≥ 4𝑘2.
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Proof. Lemma 13 can be proved in many ways. For example it easily follows from the following
construction. Let {(𝑖, 𝑗)|𝑖 ∈ [𝑘], 𝑗 ∈ [𝑟]} be the first 𝑘𝑟 vertices of the 𝐾𝑛 where 𝑟 is a the largest
prime such that 𝑘𝑟 ≤ 𝑛. From Bertrand’s postulate we know that 𝑟 is at least ⌊︀ 𝑛2𝑘⌋︀. Since
𝑛 > 4𝑘 we have
⌊︀
𝑛
2𝑘
⌋︀ ≥ 𝑛2𝑘 − 1 ≥ 𝑛4𝑘 . Consider the cliques whose vertex set has the following
form: {(1, 𝑎 + 𝑏), (2, 𝑎 + 2𝑏), . . . , (𝑘, 𝑎 + 𝑏𝑘)} where 𝑎, 𝑏 ∈ [𝑟] and the second coordinates are
understood modulo 𝑟. It is easy to see that this gives us 1
16𝑘2
𝑛2 disjoint 𝐾𝑘’s. Indeed, suppose
otherwise that two copies share an edge, then for some values (𝑎, 𝑏) ̸= (𝑎′, 𝑏′), 𝑖 ̸= 𝑗 we would
have 𝑎+ 𝑖𝑏 = 𝑎′ + 𝑖𝑏′ and 𝑎+ 𝑗𝑏 = 𝑎′ + 𝑗𝑏′ modulo 𝑟, implying (𝑖− 𝑗)(𝑏− 𝑏′) = 0 modulo 𝑟. As
1 ≤ 𝑖, 𝑗 and 𝑖, 𝑗 ≤ 𝑘 ≤ 𝑟 (𝑛 ≥ 4𝑘2 implies that 𝑘 ≤ 𝑟), this gives 𝑏 = 𝑏′, which in turn implies
𝑎 = 𝑎′, a contradiction.
Now we can calculate a bound on the probability of 𝐺(𝑛, 𝑝) containing a 𝐾𝑘−1 (where
𝑝 = 1/𝑐). Let 𝑛 ≥ 4𝑘2 to be chosen later. First we fix 1
16𝑘2
𝑛2 disjoint copies of𝐾𝑘−1 using Lemma
13. For each copy the probability that it is not in 𝐺(𝑛, 𝑝) is 1−𝑝(𝑘−12 ). Since the cliques are edge-
disjoint, the probability that no 𝐾𝑘−1 appears at all is at most
(︁
1− 𝑝(𝑘−12 )
)︁ 𝑛2
16𝑘2 ≤ 𝑒−𝑝(
𝑘−1
2 ) 𝑛2
16𝑘2 .
Returning to the original problem we see that there are
(︀
𝑐𝑛
𝑛
)︀ ≤ (𝑒𝑐)𝑛 ways to choose 𝑛
vertices out of 𝑛𝑐. The colors have a symmetric role in the problem. Hence by the union bound,
the probability that we can find 𝑛 vertices and a color such that there is no 𝐾𝑘−1 of that color
among those 𝑛 vertices is at most
𝑐(𝑒𝑐)𝑛𝑒−𝑝
(𝑘−12 ) 𝑛2
16𝑘2 .
Picking 𝑛 = 3 log(𝑐)16𝑘2𝑐(
𝑘−1
2 ) we get
𝑐(𝑒𝑐)𝑛𝑒−𝑝
(𝑘−12 ) 𝑛2
16𝑘2 ≤ 𝑒𝑛𝑐𝑛+1𝑒−3 log(𝑐)𝑛 < 1.
Therefore the probability of the bad cases is less than 1. So we can find a semisaturated
graph on 𝑐𝑛 = 𝑐 · 3 log(𝑐)16𝑘2𝑐(𝑘−12 ) ≤ 48𝑘2𝑐𝑘2 vertices.
3 Posets
Proof of Theorem 3. If 𝑙 = 1, then obviously adding an element to the empty poset will introduce
an antichain of size 1. Thus ssat𝒫 (𝑘, 1) = 0.
Consider the case when 𝑙 = 2. If a newly added element is incomparable with any of the
elements of the poset, then we find a new antichain of size two. So if 𝑃 is a poset which is not
semisaturated for 𝑙 = 2, then we must be able to add an element comparable to all elements of
𝑃 without introducing a new chain of size 𝑘. This is possible if and only if 𝑃 does not contain a
chain of size 𝑘− 1. On the other hand, the smallest poset containing a chain of size 𝑘− 1 is the
poset containing only this chain on 𝑘 − 1 elements, and this poset is clearly semisaturated for
2-antichains and 𝑘-chains. Thus ssat𝒫 (𝑘, 2) = 𝑘 − 1 (and this is the only semisaturating poset
of this size).
Now we may assume that 𝑙 ≥ 3. We show two semisaturated posets, one with 2𝑘 + 𝑙 − 5
elements and one with 𝑘 + 3𝑙 − 7 elements.
For the first construction consider an antichain 𝐴 of size 𝑙 − 1 and then add two chains, 𝐶1
and 𝐶2, of length 𝑘 − 2 to the poset such that the 𝐶1 lies below the elements of 𝐴 and 𝐶2 lies
above them (see Figure 1). The resulting poset is semisaturated. Indeed, if we add 𝑝 such that
it is not comparable to any element of 𝐴, then 𝐴∪{𝑝} is an antichain of length 𝑙. If 𝑝 lies below
an element 𝑎 in 𝐴, then 𝐶2 ∪ {𝑎, 𝑝} is a chain of length 𝑘. Similarly if 𝑝 lies above an element 𝑎
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in 𝐴 then 𝐶1 ∪{𝑎, 𝑝} is a chain of length 𝑘. Therefore we cannot add 𝑝 without creating a chain
of size 𝑘 or an antichain of size 𝑙.
𝐴
𝐴
𝐶1
𝐶2
𝐴1
𝐴2
𝐶 𝐵
Figure 1: The two constructions for 𝑘 = 6, 𝑙 = 5.
The second construction starts with two disjoint antichains 𝐴1 and 𝐴2 of length 𝑙− 1. Then
we add a chain 𝐶 of length 𝑘 − 3 between them, that is, every element of 𝐶 is above every
element of 𝐴1 and below every element of 𝐴2. Finally we add an antichain 𝐵 of 𝑙 − 2 elements
such that they are incomparable to everything.
To see that this construction is semisaturated suppose that we can add an element 𝑝 without
creating a chain of size 𝑘. Then 𝑝 cannot be above any element of 𝐴2 nor below any element of
𝐴1. On the other hand 𝑝 must be comparable to some elements 𝑎1 ∈ 𝐴1 and 𝑎2 ∈ 𝐴2 otherwise
we would get an antichain of length 𝑙. Consequently, 𝑝 is above 𝑎1 and below 𝑎2. We know that
𝐶 ∪ {𝑎1, 𝑎2} is a chain of length 𝑘 − 1 so there must be an element 𝑐 ∈ 𝐶 such that 𝑝 and 𝑐 are
incomparable otherwise 𝐶 ∪ {𝑎1, 𝑎2, 𝑝} would be a chain of size 𝑘. Since 𝐵 ∪ {𝑐} is an antichain
and 𝐵 ∪ {𝑝, 𝑐} cannot be an antichain, 𝑝 must be comparable to some element 𝑞 ∈ 𝐵. If 𝑝 is
above 𝑞 then 𝑎2 is comparable to 𝑞 through 𝑝. If 𝑝 is below 𝑞 then 𝑎1 is comparable to 𝑞 through
𝑝. But neither case is possible since 𝑞 is incomparable to both 𝑎1 and 𝑎2 in the original poset.
To show that we need at least min(2𝑘+ 𝑙−5, 𝑘+3𝑙−7) elements for semisaturation we start
with the following observation. Let 𝑃 be a semisaturated poset, and let 𝐿 denote those elements
that are the minimal elements of a chain of length 𝑘 − 1 in 𝑃 . We claim that |𝐿| ≥ 𝑙 − 1. To
see this, observe that if we add an element 𝑝 below every element of 𝑃 ∖𝐿 and incomparable to
every element of 𝐿 (this is possible since 𝐿 is clearly a downset in the poset), then no chain of
length 𝑘 is created. Since 𝑃 is semisaturated, it follows that 𝑝 must be in an antichain of length
𝑙 which lies in 𝐿 ∪ {𝑝}. Thus, |𝐿| ≥ 𝑙 − 1 and 𝐿 contains an antichain 𝐿′ of size 𝑙 − 1. Similarly
we define 𝑈 to be the set of elements that are maximal elements of a chain of length 𝑘 − 1. In
the same way we can see that |𝑈 | ≥ 𝑙 − 1, and 𝑈 contains an antichain 𝑈 ′ of size 𝑙 − 1.
If 𝑈 ∩𝐿 ̸= ∅, then there is a chain of length 2𝑘− 3. Since this chain intersects 𝐿′ in at most
one element, we have at least 2𝑘 − 3 + 𝑙 − 1− 1 = 2𝑘 + 𝑙 − 5 elements.
If 𝑈 ∩ 𝐿 = ∅ and 1 ≤ 𝑘 ≤ 3, then the number of elements is at least |𝑈 | + |𝐿| ≥ 2𝑙 − 2 ≥
2𝑘 + 𝑙 − 5, as required (using that 𝑙 ≥ 3). From now on we assume 𝑘 ≥ 3 and consider two
cases. First suppose that every element of 𝑈 is comparable to every element of 𝐿. Then we can
add 𝑝 to the poset such that it lies below every element of 𝑈 , above every element of 𝐿 and
incomparable to every other element.
Suppose 𝑝 creates a new chain 𝐶 of length 𝑘. Clearly 𝐶 ⊂ 𝑈 ∪ 𝐿 ∪ {𝑝}. By symmetry we
may assume that |𝐶 ∩ 𝑈 | ≥ ⌈︀𝑘−12 ⌉︀. Let 𝑢 be the first element in 𝐶 above 𝑝. Since 𝑢 ∈ 𝑈 there
is a chain 𝐶2 of size 𝑘 − 1 ending in 𝑢. Consequently (𝐶 ∩ 𝑈) ∪ 𝐶2 is a chain of length at least
𝑘−1+⌈︀𝑘−12 ⌉︀−1. In total we have found |𝑈 ′∪𝐿′∪ ((𝐶∩𝑈)∪𝐶2)| elements. Any chain intersects
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any antichain in at most one element, therefore
|𝑈 ′ ∪ 𝐿′ ∪ ((𝐶 ∩ 𝑈) ∪ 𝐶2)| ≥ 𝑙 − 1 + 𝑙 − 1 + 𝑘 − 1 +
⌈︂
𝑘 − 1
2
⌉︂
− 1− 2 = 2𝑙 + 𝑘 +
⌈︂
𝑘 − 1
2
⌉︂
− 6.
As min(𝑘 + 3𝑙 − 7, 2𝑘 + 𝑙 − 5) is at most⌊︂
(2𝑘 + 𝑙 − 5) + (𝑘 + 3𝑙 − 7)
2
⌋︂
=
⌊︂
2𝑙 +
3
2
𝑘 − 6
⌋︂
= 2𝑙 + 𝑘 +
⌊︂
𝑘
2
⌋︂
− 6 = 2𝑙 + 𝑘 +
⌈︂
𝑘 − 1
2
⌉︂
− 6,
we have at least min(𝑘 + 3𝑙 − 7, 2𝑘 + 𝑙 − 5) elements.
Suppose now that adding 𝑝 does not create a new chain of length 𝑘. Then since 𝑃 is (𝑘, 𝑙)-
semisaturated, it must happen that adding 𝑝 creates a new antichain of length 𝑙. Since 𝑝 is
comparable to the elements of 𝑈 and 𝐿 we have found 𝑙− 1 new elements that are not in 𝐿∪𝑈 .
Therefore we have three disjoint antichains of length 𝑙− 1 (𝐿′, 𝑈 ′ and this antichain containing
𝑝). We must also have a chain of length 𝑘−1 and this chain intersects each of the three antichains
in at most one element. Therefore we have at least 3(𝑙 − 1) + 𝑘 − 1− 3 = 𝑘 + 3𝑙 − 7 elements.
The only remaining case is when 𝑈 ∩ 𝐿 = ∅ and we can find 𝑢 ∈ 𝑈 and 𝑞 ∈ 𝐿 such that 𝑢
and 𝑞 are incomparable. This implies that the chains going up from 𝑞 and going down from 𝑢 are
disjoint. So we have two disjoint chains of length 𝑘−1, giving us at least 2(𝑘−1)+2(𝑙−1)−4 =
2𝑘 + 2𝑙 − 8 ≥ 2𝑘 + 𝑙 − 5 elements.
Proof of Theorem 4. Given a poset 𝑃 with fewer than (𝑘− 1)(𝑙− 1) elements which contains no
𝑘-chain and no 𝑙-antichain, we need to show that we can always add an element 𝑝 to 𝑃 in such
a way that the resulting poset still avoids 𝑘-chains and 𝑙-antichains.
If the maximum length of an antichain in 𝑃 is at most 𝑙 − 2, then we can easily add a new
element to 𝑃 incomparable with all elements of 𝑃 , and thus still avoid 𝑘-chains and 𝑙-antichains.
Suppose now that the size of the maximal antichain is 𝑙 − 1. By Dilworth’s theorem we can
decompose 𝑃 into 𝑙−1 chains. By our assumption that we are 𝑘-chain free, all of them have size
at most 𝑘 − 1 and at least one of them has size strictly less than 𝑘 − 1. Denote one such chain
by 𝐶. For an element 𝑐 ∈ 𝐶 denote by 𝐷𝑐 the subchain of 𝐶 consisting of 𝑐 and the elements
that are below 𝑐 in 𝐶. Similarly, 𝑈𝑐 is the subchain of 𝐶 containing 𝑐 and the elements above 𝑐
in 𝐶.
First suppose that there is no chain of size 𝑘 − 1 in 𝑃 whose bottom element is the bottom
element 𝑞′ of 𝐶. Then we add a new element 𝑝 directly under 𝑞′ and incomparable with all the
elements that are not above 𝑞′ (Figure 2, left side). We claim that 𝑃 ∪ {𝑝} still avoids 𝑘-chains
and 𝑙-antichains and so 𝑃 was not saturated, a contradiction. Indeed, as the poset can still be
partitioned into 𝑙 − 1 chains (the former partition of 𝑃 with the difference that 𝐶 is extended
with 𝑝 as a new bottom element under 𝑞′), it follows that there is no antichain of length 𝑙. Also
a chain of length 𝑘 must have 𝑝 as its bottom element, and then 𝑞′ as its element directly above
𝑝, but then this chain minus 𝑝 would be a chain of length 𝑘 − 1 in 𝑃 with bottom element 𝑞′,
contradicting our assumption. The case when there is no chain of size 𝑘 − 1 in 𝑃 whose top
element is the top element of 𝐶 is handled similarly.
Thus, we may assume that there is a largest element 𝑞 of 𝐶 for which there is a chain 𝐶𝑞
of size 𝑘 − 1 containing 𝑞 whose part below 𝑞 (including 𝑞) coincides with 𝐷𝑞. Similarly, there
is a smallest element 𝑟 of 𝐶 for which there is a chain 𝐶𝑟 of size 𝑘 − 1 containing 𝑟 whose part
above 𝑟 (including 𝑟) coincides with 𝑈𝑟.
We claim that 𝑟 is above 𝑞. Suppose on the contrary that 𝑞 is above 𝑟 or that they coincide.
Then taking the part of 𝐶𝑞 above 𝑞, the part of 𝐶 between 𝑞 and 𝑟 and the part of 𝐶𝑟 below
𝑟 we get a chain 𝐶 ′ whose length is at least 𝑘, a contradiction. Indeed, the sum of |𝐶| and |𝐶 ′|
is the same as the sum of |𝐶𝑞| and |𝐶𝑟|, and so as 𝐶𝑞 and 𝐶𝑟 have 𝑘 − 1 elements and 𝐶 has
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Figure 2: Adding 𝑝 to the bottom of 𝐶 and finding a long chain if 𝑞 is above 𝑟.
at most 𝑘 − 2 elements, it follows that 𝐶 ′ must have at least 𝑘 elements, a contradiction (see
Figure 2).
Thus 𝑞 is not the top element of 𝐶 and there is an element 𝑠 of 𝐶 directly above it. Now add
a new element 𝑝 directly above 𝑞 and below 𝑠 such that 𝑝 is incomparable to all elements that are
not below 𝑞 or above 𝑠 (Figure 3). We claim that 𝑃 ∪ {𝑝} still avoids 𝑘-chains and 𝑙-antichains
and thus 𝑃 was not saturated, a contradiction. The poset 𝑃 ∪ {𝑝} can still be partitioned into
𝑙−1 chains by taking the previous partition except that 𝐶 is extended with 𝑝 put between 𝑞 and
𝑠. Thus, the resulting poset still avoids 𝑙-antichains. Suppose now that it contains a 𝑘-chain, it
necessarily contains 𝑝, and then 𝑞 is directly below 𝑝 in the chain and 𝑠 is directly above 𝑝 in
the chain. Deleting 𝑝 from this 𝑘-chain we get a (𝑘−1)-chain 𝐶 ′ in 𝑃 which has 𝑞 and 𝑠 directly
above each other.
Let 𝐷′𝑞 be the part of 𝐶 ′ below 𝑞 (including 𝑞) and 𝑈 ′𝑠 be the rest of 𝐶 ′, that is the part
of 𝐶 ′ above 𝑠 (including 𝑠). By the definition of 𝑞 there is a chain of size 𝑘 − 1 whose bottom
part is 𝐷𝑞, thus 𝐷′𝑞 can have size at most as much as 𝐷𝑞 otherwise the top part of this chain
extended with 𝐷′𝑞 would be a chain of size at least 𝑘. Again by the maximality of 𝑞, the chain
formed by 𝐷𝑞 and 𝑈 ′𝑠 can have size at most 𝑘− 2, thus the chain formed by 𝐷′𝑞 and 𝑈 ′𝑠 can also
have size at most 𝑘 − 2, but this is exactly 𝐶 ′ which was of size 𝑘 − 1, a contradiction.
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Figure 3: Inserting 𝑝 into the poset.
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4 Saturation of monotone point sets and sequences
Throughout this section, the term sequence will always refer to a sequence of distinct real
numbers. We may, without loss of generality, assume that the numbers in the sequence are
positive.
Definition 14. A sequence 𝑆 is (𝑘, 𝑙)-saturated if 𝑆 contains no increasing subsequence of
length 𝑘 nor decreasing subsequence of length 𝑙, but any sequence 𝑆′ containing 𝑆 as a proper
subsequence contains either an increasing subsequence of length 𝑘 or a decreasing subsequence of
length 𝑙. Let sat𝒮 (𝑘, 𝑙) denote the minimum possible length of a (𝑘, 𝑙)-saturated sequence.
Let ?⃗? = [𝑎1, 𝑎2, . . . , 𝑎𝑚] be a (𝑘 + 1, 𝑙 + 1)-saturated sequence. We define the function
𝛾?⃗? : [𝑚] → [𝑙]× [𝑘] by 𝛾?⃗?(𝑡) = (𝑖, 𝑗), where 𝑖 is the length of the longest decreasing subsequence
of ?⃗? ending at 𝑎𝑡 and 𝑗 is the length of the longest increasing subsequence of ?⃗? ending at 𝑎𝑡.
Since for every 𝑛′ < 𝑛 ≤ 𝑚 we can extend either the longest increasing subsequence or the
longest decreasing subsequence ending at 𝑎𝑛′ by appending 𝑎𝑛 to the end, we have the following
observation.
Observation 15. If 𝑛′ < 𝑛, then at least one coordinate of 𝛾?⃗?(𝑛) is strictly larger than the
corresponding coordinate of 𝛾?⃗?(𝑛′).
Define an 𝑙 × 𝑘 matrix 𝑅?⃗? = (𝑟𝑖𝑗) corresponding to the sequence ?⃗? by setting
𝑟𝑖𝑗 =
{︃
𝛾−1?⃗? (𝑖, 𝑗) if (𝑖, 𝑗) ∈ image(𝛾?⃗?),
0 otherwise.
Define an 𝑙 × 𝑘 matrix 𝑉?⃗? = (𝑣𝑖𝑗) corresponding to the sequence ?⃗? by setting
𝑣𝑖𝑗 =
{︃
𝑎𝛾−1
?⃗?
(𝑖,𝑗) if (𝑖, 𝑗) ∈ image(𝛾?⃗?),
0 otherwise.
Finally, let 𝑊?⃗? = (𝑤𝑖𝑗) be the 𝑙× 𝑘 matrix such that the 𝑖-th row of 𝑊?⃗? is the (𝑙 + 1− 𝑖)-th
row of 𝑉?⃗? for every 𝑖 ∈ [𝑙]. For example, consider the sequence ?⃗? = [33, 11, 22, 55, 44] with 𝑘 = 3,
𝑙 = 2. In this case 𝑅?⃗? =
(︂
1 0 4
2 3 5
)︂
and 𝑉?⃗? =
(︂
33 0 55
11 22 44
)︂
and thus 𝑊?⃗? =
(︂
11 22 44
33 0 55
)︂
.
Definition 16. We say that a matrix (𝑚𝑖𝑗) is partially increasing if all the elements are nonneg-
ative, the positive values are distinct and 𝑖1 ≤ 𝑖2, 𝑗1 ≤ 𝑗2 implies 𝑚𝑖1𝑗1 ≤ 𝑚𝑖2𝑗2 for all nonzero
elements of the matrix.
Lemma 17. 𝑅?⃗? and 𝑊?⃗? are both partially increasing.
Proof. Observation 15 implies that 𝑅?⃗? is partially increasing.
To show that 𝑊?⃗? is partially increasing we need to prove that if we take 𝑖1 ≥ 𝑖2 and 𝑗1 ≤ 𝑗2,
then 𝑣𝑖1,𝑗1 ≤ 𝑣𝑖2,𝑗2 whenever 𝑣𝑖1,𝑗1 and 𝑣𝑖2,𝑗2 are positive numbers. Assume on the contrary that
𝑣𝑖1,𝑗1 > 𝑣𝑖2,𝑗2 > 0. Let 𝑛, 𝑛′ be the indices such that 𝑣𝑖1,𝑗1 = 𝑎𝑛 > 𝑎𝑛′ = 𝑣𝑖2,𝑗2 .
First, if 𝑛 < 𝑛′, then a decreasing subsequence of length 𝑖1 ending in 𝑎𝑛 can be extended
with 𝑎𝑛′ and thus the longest increasing subsequence ending in 𝑎𝑛′ has length at least 𝑖1 + 1,
which contradicts that 𝑖2 ≤ 𝑖1.
Second, if 𝑛 > 𝑛′, then an increasing subsequence of length 𝑗2 ending in 𝑎𝑛′ can be extended
with 𝑎𝑛 and thus the longest increasing subsequence ending in 𝑎𝑛 has length at least 𝑗2 + 1,
which contradicts that 𝑗1 ≤ 𝑗2.
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Let S𝑘,𝑙 be the set of extremal (𝑘 + 1, 𝑙 + 1)-saturated sequences of length 𝑘𝑙 whose entries
are distinct integers in [𝑘𝑙]. Observe that when ?⃗? ∈ S𝑘,𝑙, 𝑅?⃗? and 𝑊?⃗? have all positive entries,
and are increasing in both rows and columns by Lemma 17.
Before moving on to the proof of Theorem 5, we briefly discuss how our results relate to the
classification of extremal sequences for the Erdős-Szekeres theorem in terms of Young tableaus.
As 𝑅?⃗? and 𝑊?⃗? have values from [𝑘𝑙], they correspond to a pair of standard rectangular Young
tableaus Y𝑙,𝑘×Y𝑙,𝑘 (with entries in [𝑘𝑙]). It was observed earlier by Knuth [[14], Exercise 5.1.4.9]
(see also [[26], Example 7.23.19(b)]) that the set S𝑘,𝑙 is in bijection with the set of pairs of stan-
dard Young tableaus Y𝑙,𝑘×Y𝑙,𝑘 (with entries in [𝑘𝑙]) via the Robinson-Schensted correspondence.
Romik [25] (see also [4]) gave an explicit bijection via the function 𝜑(⃗𝑎) = (𝑅?⃗?,𝑊?⃗?).
Theorem 5 shows that all (𝑘 + 1, 𝑙 + 1)-saturated sequences are in fact extremal, i.e., have
length 𝑘𝑙. Hence there is also a bijection between the set of all (𝑘+ 1, 𝑙+ 1)-saturated sequences
and the set of pairs of standard rectangular Young tableaus (with entries in [𝑘𝑙]).
Proof of Theorem 5. Let ?⃗? = [𝑎1, 𝑎2, . . . , 𝑎𝑚] be a (𝑘+1, 𝑙+1)-saturated sequence. By definition
sat𝒮 (𝑘 + 1, 𝑙 + 1) ≤ 𝑚 ≤ ram𝒮 (𝑘 + 1, 𝑙 + 1) = 𝑘𝑙. To simplify our notation let 𝛾 = 𝛾?⃗?, 𝑅 = 𝑅?⃗?,
𝑉 = 𝑉?⃗? and 𝑊 = 𝑊?⃗?.
By the Erdős-Szekeres theorem for sequences, sat𝒮 (𝑘 + 1, 𝑙 + 1) ≤ 𝑘𝑙. Hence it suffices to
show that sat𝒮 (𝑘 + 1, 𝑙 + 1) ≥ 𝑘𝑙. Let ?⃗? = [𝑎1, 𝑎2, . . . , 𝑎𝑚] be an arbitrary sequence of length
𝑚 < 𝑘𝑙 containing no increasing subsequence of length 𝑘 + 1 and no decreasing subsequence of
length 𝑙 + 1. We need to show that ?⃗? is not saturated.
Claim 18. If a partially increasing matrix 𝑀 contains a 0, then that 0 can be replaced by a
positive number so that the resulting matrix is still partially increasing.
Proof of Claim 18. Let (𝑖0, 𝑗0) be the position of a 0 in 𝑀 . If there is no nonzero entry in any
position (𝑖, 𝑗) with 𝑖0 ≤ 𝑖, 𝑗0 ≤ 𝑗, then replace 0 with any number larger than all entries of the
matrix. Otherwise let 𝑡 = min
𝑖≥𝑖0,𝑗≥𝑗0
(𝑀)𝑖𝑗 . Change the value of 𝑀 at (𝑖0, 𝑗0) to be 𝑡 − 𝜖 where
𝜖 is smaller than the difference of any two nonzero values of 𝑀 and it is also smaller than 𝑡.
It is easy to see that since 𝑀 is partially increasing, the new matrix obtained is also partially
increasing.
By Claim 18, if 𝑟𝑖,𝑗 = 0 (and thus 𝑣𝑖,𝑗 = 𝑤𝑙+1−𝑖,𝑗 = 0), we can replace these 0’s with
some positive number (not necessarily integers) such that 𝑅 and 𝑊 are still partially increasing.
We then relabel the elements of 𝑅 (if necessary) with an initial sequence of integers in [𝑘𝑙]
while respecting their order. Call the resulting matrices 𝑅′ and 𝑊 ′ respectively, we get 𝑉 ′ from
𝑊 ′ by reversing the order of its rows, that is the 𝑖-th row of 𝑉 ′ is the (𝑙 + 1 − 𝑖)-th row of
𝑊 ′. Continuing the example above we obtain that 𝑅′ =
(︂
1 3 5
2 4 6
)︂
, 𝑉 ′ =
(︂
33 50 55
11 22 44
)︂
and
𝑊 ′ =
(︂
11 22 44
33 50 55
)︂
.
Now we can extend ?⃗? as follows: Insert the number (𝑉 ′)𝑖,𝑗 immediately after the ((𝑅′)𝑖,𝑗−1)-
th position of ?⃗?. Call the resulting sequence ?⃗? (in our example ?⃗? = [33, 11, 50, 22, 55, 44]). We see
that 𝑉 ′ records the values in ?⃗? and 𝑅′ records the order of these values. We want to show that ?⃗?
contains no increasing subsequence of length 𝑘+ 1 nor a decreasing subsequence of length 𝑙+ 1.
Suppose ?⃗? contains an increasing subsequence of length 𝑘 + 1. Then at least two elements
of this subsequence must be in the same column of 𝑉 ′ by the pigeonhole principle. Since 𝑉 ′ is
just 𝑊 ′ reversed, it is decreasing in the columns. Hence, the lower one of these two elements is
smaller, and since they are in an increasing subsequence it must appear earlier in ?⃗?. On the other
hand 𝑅′ is increasing in the columns so the lower must come later, a contradiction. Similarly, ?⃗?
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does not have a decreasing subsequence of length 𝑙 + 1. Hence ?⃗? is not saturated and the proof
is complete.
5 Semisaturation of monotone point sets and sequences
In this section we use the point set formulation of the problem, the term point set always
refers to a set of points in general position (i.e., no two points share a common 𝑥 or 𝑦 coordinate).
We start with the following trivial lemma.
Lemma 19. If 𝐼 is an increasing subset and 𝐷 is a decreasing subset of the point set 𝑃 , then
they intersect in at most one element.
Proof of Theorem 6. Fix some 𝑛 ∈ Z+, and assume that 𝑃 is semisaturated with respect to
monotone 𝑛-sequences. Then we know that any point not already contained in 𝑃 must combine
with 𝑛 − 1 points from 𝑃 to form a monotone 𝑛-sequence. Note that any subsequence of a
monotone sequence must itself be a monotone sequence; as such, our analysis will focus on
monotone (𝑛 − 1)-sequences in 𝑃 , and consider which points in the plane can be added to a
given (𝑛−1)-sequence to produce a monotone 𝑛-sequence. We say an (𝑛−1)-sequence blocks such
points; thus, we can say that 𝑃 is saturated with respect to monotone 𝑛-sequences if and only if
every point in the plane is either contained in 𝑃 , or blocked by some monotone (𝑛−1)-sequence
from 𝑃 .
Consider some increasing (𝑘 − 1)-sequence 𝑝1, . . . , 𝑝𝑘−1. The set of points blocked by the
sequence is precisely the union ∪𝑘𝑖=1𝑅𝑖 of regions given by
𝑅1 = (−∞, 𝑥1]× (−∞, 𝑦1];
𝑅𝑖+1 = [𝑥𝑖, 𝑥𝑖+1]× [𝑦𝑖, 𝑦𝑖+1], for 𝑖 = 1, . . . , 𝑘 − 2;
𝑅𝑘 =[𝑥𝑘−1,∞)× [𝑦𝑘−1,∞).
(x1, y1)
(x2, y2)
(x3, y3)
Decreasing sequences behave similarly. For our proof, we focus on points that are outside
some fixed axis-parallel rectangle that contains all the points in 𝑃 , and so are only interested
in regions 𝑅1 and 𝑅𝑘 above. More precisely, we pick bounding values 𝑥, 𝑥, 𝑦, and 𝑦 such that
for each point (𝑥, 𝑦) ∈ 𝑃 we have that 𝑥 < 𝑥 < 𝑥 and 𝑦 < 𝑦 < 𝑦. We will focus on how points
lying on the lines forming the boundary of this region are blocked; note that these inequalities
guarantee that such points can only be blocked by being at one end or the other of an increasing
(𝑘 − 1)-sequence or decreasing (𝑙 − 1)-sequence.
To begin, consider points along the line 𝑦 = 𝑦; fix any such point (𝑥, 𝑦). Now, since 𝑦 is
strictly less than the 𝑦-coordinate of any point in 𝑃 , we may conclude that if any (𝑛 − 1)-
sequence of points 𝑝1, . . . , 𝑝𝑛−1 from 𝑃 block (𝑥, 𝑦), it must be the case either that the sequence
is decreasing (and 𝑛 = 𝑙) and 𝑥𝑛−1 ≤ 𝑥 or that the sequence is increasing (and 𝑛 = 𝑘) and
𝑥 ≤ 𝑥1. Viewed from the opposite perspective, we can see that any decreasing (𝑙 − 1)-sequence
𝑝1, . . . , 𝑝𝑙−1 in 𝑃 blocks the left-bounded interval [𝑥𝑙−1,∞) on the line 𝑦 = 𝑦. Symmetrically, any
increasing (𝑘−1)-sequence blocks the right-bounded interval (−∞, 𝑥1]. For the entire line 𝑦 = 𝑦
to be blocked, then, we need a left-bounded interval and a right-bounded interval that intersect
each other; this equates to a decreasing (𝑙−1)-sequence and an increasing (𝑘−1)-sequence such
that the former lies entirely to the left of the latter.
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Let 𝐷 and 𝐼 be a decreasing (𝑙 − 1)-sequence and increasing (𝑘 − 1)-sequence from 𝑃 ,
respectively, such that for all (𝑥, 𝑦) ∈ 𝐷 and all (𝑥′, 𝑦′) ∈ 𝐼, we have that 𝑥 ≤ 𝑥′. The preceding
argument guarantees the existence of such, and furthermore a symmetric argument with respect
to the line 𝑦 = 𝑦 gives us that we can find an increasing (𝑘 − 1)-sequence and a decreasing
(𝑙 − 1)-sequence 𝐼 and 𝐷, respectively, in 𝑃 , such that for all (𝑥, 𝑦) ∈ 𝐼 and all (𝑥′, 𝑦′) ∈ 𝐷 we
have that 𝑥 ≤ 𝑥′.
Our claim is that
⃒⃒
𝐷 ∪ 𝐼 ∪𝐷 ∪ 𝐼 ⃒⃒ ≥ min(2𝑘 + 𝑙 − 5, 2𝑙 + 𝑘 − 5). We break our analysis into
three cases.
Case: 𝐷 ∩𝐷 = ∅. Recall that we have assumed that no two points in 𝑃 share either a common
𝑥-value or a common 𝑦-value; thus, Lemma 19 tells us that |𝐼 ∩𝐷| ≤ 1 and ⃒⃒𝐼 ∩𝐷⃒⃒ ≤ 1.
Thus, we get that⃒⃒
𝐷 ∪ 𝐼 ∪𝐷 ∪ 𝐼 ⃒⃒ ≥ ⃒⃒𝐼 ∪𝐷 ∪𝐷⃒⃒
≥ |𝐼|+ |𝐷|+ ⃒⃒𝐷⃒⃒− |𝐼 ∩𝐷| − ⃒⃒𝐼 ∩𝐷⃒⃒− ⃒⃒𝐷 ∩𝐷⃒⃒
≥ 𝑘 − 1 + 2(𝑙 − 1)− 2
= 2𝑙 + 𝑘 − 5,
exactly as desired.
Case: 𝐼 ∩ 𝐼 = ∅. This case is symmetric to the preceding one. Applying Lemma 19 appropriately
gives us that ⃒⃒
𝐷 ∪ 𝐼 ∪𝐷 ∪ 𝐼 ⃒⃒ ≥ ⃒⃒𝐷 ∪ 𝐼 ∪ 𝐼 ⃒⃒ ≥ 2𝑘 + 𝑙 − 5,
once again.
Case:
⃒⃒
𝐷 ∩𝐷⃒⃒ , ⃒⃒𝐼 ∩ 𝐼 ⃒⃒ > 0. Let (𝑥, 𝑦) ∈ 𝐷 ∩ 𝐷. Now, by our definitions of 𝐼 and 𝐷, we must
have that for all (𝑥′, 𝑦′) ∈ 𝐼, 𝑥′ ≤ 𝑥 holds. Similarly, our definitions of 𝐼 and 𝐷 ensure that
for all (𝑥′, 𝑦′) ∈ 𝐼, we have 𝑥 ≤ 𝑥′. Consider combining this with our assumption that no
two points in 𝑃 share either a common 𝑥-value or a common 𝑦-value. Say 𝐼 consists of the
point sequence 𝑝1, . . . , 𝑝𝑘−1, and 𝐼 consists of 𝑝′1, . . . , 𝑝′𝑘−1. Then we must have that
𝑥1 < 𝑥2 < · · · < 𝑥𝑘−1 ≤ 𝑥 ≤ 𝑥′1 < 𝑥′2 < · · · < 𝑥′𝑘−1.
By assumption, however, we have that 𝐼 ∩ 𝐼 ̸= ∅; this can only hold, then, if 𝑝𝑘−1 = 𝑝′1.
Thus, we have that 𝐼∪𝐼 is, in fact, an increasing (2𝑘−3)-sequence. A symmetric argument
implies that, similarly, 𝐷 ∪ 𝐷 is a decreasing (2𝑙 − 3)-sequence. So applying Lemma 19
gives us that⃒⃒
𝐷 ∪ 𝐼 ∪𝐷 ∪ 𝐼 ⃒⃒ ≥ ⃒⃒𝐷 ∪𝐷⃒⃒ + ⃒⃒𝐼 ∪ 𝐼 ⃒⃒− ⃒⃒(𝐷 ∪𝐷) ∩ (𝐼 ∪ 𝐼)⃒⃒
≥ (2𝑙 − 3) + (2𝑘 − 3)− 1 ≥ min(2𝑘 + 𝑙 − 5, 2𝑙 + 𝑘 − 5),
since 𝑘 and 𝑙 are at least 2. In every case, the above gives us the desired lower bound, namely
that |𝑃 | ≥ min(2𝑘 + 𝑙 − 5, 2𝑙 + 𝑘 − 5).
The upper bound follows from the following simple construction (see Figure 4).
Construction 1. We present a construction of size 2𝑘 + 𝑙 − 5, a construction of size 2𝑙 +
𝑘 − 5 is attained by taking this construction for 𝑘′ = 𝑙 and 𝑙′ = 𝑘 of size 2𝑘′ + 𝑙′ − 5 =
𝑘+ 2𝑙− 5 and then reversing the order of the 𝑥-coordinates. Take an increasing (𝑘− 2)-sequence
𝑝1, 𝑝2, . . . , 𝑝𝑘−2 and let 𝑝𝑘−2 = (𝑎, 𝑏). Take another increasing (𝑘 − 2)-sequence 𝑝′1, 𝑝′2, . . . , 𝑝′𝑘−2,
let 𝑝′1 = (𝑎′, 𝑏′) and assume 𝑎 < 𝑎′ and 𝑏 < 𝑏′. Consider the rectangle defined by the vertices
(𝑎, 𝑏), (𝑎, 𝑏′), (𝑎′, 𝑏), (𝑎′, 𝑏′). Let 0 < 𝜖 < min ((𝑎′ − 𝑎)/4, (𝑏′ − 𝑏)/4) and consider the rectangle
with corners (𝑎+ 𝜖, 𝑏+ 𝜖), (𝑎+ 𝜖, 𝑏′ − 𝜖), (𝑎′ − 𝜖, 𝑏+ 𝜖), (𝑎′ − 𝜖, 𝑏′ − 𝜖). Take a decreasing (𝑙− 1)-
sequence 𝑞1, 𝑞2, . . . , 𝑞𝑙−1 with 𝑞1 = (𝑎 + 𝜖, 𝑏′ − 𝜖) and 𝑞𝑙−1 = (𝑎′ − 𝜖, 𝑏 + 𝜖).
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Figure 4: Construction for semisaturated sequences (𝑘 = 6, 𝑙 = 4).
6 Convex point sets
Given a point set 𝑆 ⊆ R𝑑, we use conv(𝑆) to denote the convex hull of 𝑆, which is the
smallest convex set in R𝑑 that contains 𝑆, and we use int(𝑆) to denote the interior of 𝑆.
First we prove the semisaturation result about cups and caps.
Proof of Theorem 7. For 𝑘 ≤ 2 and 𝑙 ≤ 2 the problem is trivial. Any two points form a 2-cup
and also a 2-cap. Hence ssat𝒞𝒞(2, 𝑙) = ssat𝒞𝒞(𝑘, 2) = 1. From now on let us assume that 𝑘 ≥ 3
and 𝑙 ≥ 3.
Let 𝑃 be a point set that is semisaturated for 3-cups and 𝑙-caps. Let 𝐿 be the set of lines
determined by the points of 𝑃 . There is an unbounded region 𝑅 in the plane bounded by parts
of the lines that lies below every line of 𝐿. If we add a point 𝑝 in 𝑅 it must create a 3-cup or an
𝑙-cap. We can choose 𝑝 inside 𝑅 to have smaller 𝑥 coordinate than any element of 𝑃 , hence we
can ensure that 𝑝 is not part of any 3-cup. Therefore 𝑝 must be in a 𝑙-cap and 𝑃 must have at
least 𝑙 − 1 elements.
On the other hand a point set forming an (𝑙 − 1)-cap is semisaturated for 𝑘 = 3. Indeed if
we add a point, then it either creates a 3-cup or any three points form a 3-cap, which means
that the whole set is a cap. The 𝑙 = 3 case can be handled similarly.
Now we will assume that 𝑘 ≥ 5 and 𝑙 ≥ 5; the case when 𝑘 = 4 or 𝑙 = 4 will be settled
later. We can define 𝐿 and 𝑅 as above. If we add 𝑝 anywhere in 𝑅 it must create a 𝑘-cup or an
𝑙-cap. Since 𝑘 ≥ 4 and 𝑝 lies below the lines of 𝐿, 𝑝 can only create an 𝑙-cap and furthermore 𝑝
is either the first element of this cap or the last one. We can choose 𝑝 inside 𝑅 to have a smaller
𝑥 coordinate than any element of 𝑃 (see Figure 5). This ensures that 𝑝 is the first element
in the 𝑙-cap it has created. Now we move 𝑝 continuously inside 𝑅, all the while increasing its
𝑥-coordinate, until it has bigger 𝑥-coordinate than any element of 𝑃 . At this point 𝑝 cannot be
the first element of the 𝑙-cap it creates, thus during this movement there must be a last moment
where 𝑝 is the first element of some 𝑙-cap containing it. Clearly the change happens as 𝑝 passes
below an element 𝑝𝑏𝑒𝑙𝑜𝑤 of 𝑃 . Let 𝑥𝑏𝑒𝑙𝑜𝑤 denote the 𝑥-coordinate of this point.
If we put 𝑝 in 𝑅 slightly after 𝑥𝑏𝑒𝑙𝑜𝑤, then it must extend some (𝑙 − 1)-cap 𝐴1 whose points
lie to the left of 𝑥𝑏𝑒𝑙𝑜𝑤, except maybe for 𝑝𝑏𝑒𝑙𝑜𝑤. Similarly if we put it slightly before 𝑥𝑏𝑒𝑙𝑜𝑤, then
it must extend some (𝑙 − 1)-cap 𝐴2 that lies to the right of 𝑥𝑏𝑒𝑙𝑜𝑤.
In the same way we can define 𝑝𝑎𝑏𝑜𝑣𝑒, 𝑥𝑎𝑏𝑜𝑣𝑒 and two (𝑘− 1)-cups 𝑈1 and 𝑈2 such that they
lie on the left and right side of 𝑥𝑎𝑏𝑜𝑣𝑒.
In total we have found |𝐴1∪𝐴2∪𝑈1∪𝑈2| elements. Clearly |𝐴1∩𝐴2| ≤ 1 and |𝑈1∩𝑈2| ≤ 1.
Since any cup intersects any cap in at most two points we have |𝐴𝑖 ∩ 𝑈𝑗 | ≤ 2. Also either
𝑥𝑏𝑒𝑙𝑜𝑤 < 𝑥𝑎𝑏𝑜𝑣𝑒 or 𝑥𝑏𝑒𝑙𝑜𝑤 > 𝑥𝑎𝑏𝑜𝑣𝑒 or 𝑥𝑏𝑒𝑙𝑜𝑤 = 𝑥𝑎𝑏𝑜𝑣𝑒. In the first case 𝐴1 ∩ 𝑈2 = ∅ and in the
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Figure 5: If 𝑝 is to the right of 𝑥𝑏𝑒𝑙𝑜𝑤, then it is not the first element of any 4-cap.
second case 𝐴2 ∩ 𝑈1 = ∅, giving us
|𝐴1 ∪𝐴2 ∪ 𝑈1 ∪ 𝑈2| ≥ 2𝑘 − 2 + 2𝑙 − 2− |𝐴1 ∩𝐴2| − |𝑈1 ∩ 𝑈2| − 3 · 2 ≥ 2𝑘 + 2𝑙 − 12.
If 𝑥𝑏𝑒𝑙𝑜𝑤 = 𝑥𝑎𝑏𝑜𝑣𝑒 we have |𝐴1 ∩ 𝑈2| ≤ 1 and |𝐴2 ∩ 𝑈1| ≤ 1 so we have
|𝐴1 ∪𝐴2 ∪ 𝑈1 ∪ 𝑈2| ≥ 2𝑘 − 2 + 2𝑙 − 2− |𝐴1 ∩𝐴2| − |𝑈1 ∩ 𝑈2| − 2 · 2− 1− 1 ≥ 2𝑘 + 2𝑙 − 12.
For the upper bound we give a construction. First consider the point set shown in Figure 6.
U1
A1 A2
U2 U1
A1 A2
U2
k − 5
l − 5
k − 5
l − 5
Figure 6: Cup-cap semisaturation for 𝑘 = 𝑙 = 5 and for 𝑘 = 8, 𝑙 = 7
This point set consists of 10 points, and it is saturated for 5-cups and 5-caps. We show this
by dividing the plane into regions and for each region showing four points of the point set that
form either a 5-cup or a 5-cap with any point of the region. Consider the regions in Figure 7.
In the first seven subfigures we have drawn a region and indicated which four points of the
point set blocks that region. In the eight subfigure we have drawn all the regions. As we can see
these regions cover half of the plane. Since the point set is centrally symmetric, this is enough.
Hence for 𝑘 = 𝑙 = 5 we have semisaturation with 2𝑘 + 2𝑙 − 10 points.
Now we will show that this construction can be extended for 𝑘, 𝑙 ≥ 5. In Figure 6 we can see
𝐴1, 𝐴2, 𝑈1 and 𝑈2. To get a construction for 𝑘, 𝑙 we just extend 𝐴1 to the left and 𝐴2 to the
right with 𝑙−5 elements and 𝑈1 to the left and 𝑈2 to the right with 𝑘−5 elements. See Figure 6
for an example. The resulting configuration will be semisaturated. Considering the same regions
as in Figure 7 will work. If a region was blocked by a 4-cup, that 4-cup is now extended by 𝑘−5
elements, so we have a blocking (𝑘 − 1)-cup. Similarly if a region was blocked by a 4-cap, that
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Figure 7: The regions blocked by the 4-cups and 4-caps.
4-cap is now extended by 𝑘 − 5 elements, so we have a blocking (𝑘 − 1)-cap. Therefore we have
found a semisaturated set with 10 + 2(𝑘 − 5) + 2(𝑙 − 5) = 2𝑘 + 2𝑙 − 10 points.
In the case of 𝑙 = 4 and 𝑘 ≥ 5 the construction is quite similar. A possible configuration for
the 𝑘 = 5 case is given in Figure 8 and the blocked regions are given in Figure 9. For 𝑘 > 5 we
can extend 𝑈1 and 𝑈2 just as we did in Figure 6. We leave the details for the interested readers.
U1 U2
A1 A2
U1 U2
A1 A2
k − 5k − 5
Figure 8: Cup-cap semisaturation for 𝑙 = 4, 𝑘 = 5 and for 𝑙 = 4, 𝑘 = 7.
Next we show that at least 2𝑘 − 2 points are required to obtain a saturated construction.
Indeed, by the same reasoning as in the 𝑙, 𝑘 ≥ 5 case we can find two cups 𝑈1, 𝑈2 of size 𝑘 − 1
intersecting in at most one point and two caps 𝐴1, 𝐴2 of size 3 intersecting in at most one point.
If 𝑈1 and 𝑈2 are disjoint, then we have already found 2𝑘 − 2 many points, so suppose they
intersect in one point 𝑞. We know that either 𝐴1 lies to the left of 𝑞 or 𝐴2 lies to the right of 𝑞
(it is possible that 𝐴1 or 𝐴2 contains 𝑞). In either case we must have one more point since no
three points of 𝑈1 nor of 𝑈2 form a cap.
Now we continue with the semisaturation of convex point sets.
Proof of Theorem 10. Suppose that to the contrary there is a semisaturated set of points 𝑆 with
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Figure 9: The regions blocked by the 4-cups and 3-caps.
𝑛− 1 + ⌊︀𝑛−2𝑑 ⌋︀− 𝑠 points in R𝑑, for some 𝑠 ≥ 1. Denote by 𝑆1, 𝑆2, . . . , 𝑆𝑚 the subsets of 𝑆 that
are convex (𝑛−1)-sets. If ∩𝑚𝑖=1 int(conv(𝑆𝑖)) ̸= ∅, then we may add any point in the intersection
without yielding 𝑛 points in convex position. We can also add this point such that the resulting
point set is in general position. The interior of a convex set is convex, hence by Helly’s theorem
it is sufficient to show that the intersection of any (𝑑 + 1) of the sets from {int(conv(𝑆𝑖))}𝑖∈[𝑚]
is nonempty.
Consider 𝑑+1 sets in {𝑆𝑖}𝑖∈[𝑚]: 𝑆𝑖1 , 𝑆𝑖2 , . . . , 𝑆𝑖𝑑+1 . They each have size 𝑛−1 and are contained
in the point set 𝑆 of size 𝑛− 1 + ⌊︀𝑛−2𝑑 ⌋︀− 𝑠, thus we have that
⃒⃒
(𝑆𝑖1 ∩ 𝑆𝑖2 ∩ · · · ∩ 𝑆𝑖𝑑+1)𝑐
⃒⃒
=
⃒⃒⃒
𝑆𝑐𝑖1 ∪ 𝑆𝑐𝑖2 ∪ · · · ∪ 𝑆𝑐𝑖𝑑+1
⃒⃒⃒
≤ ⃒⃒𝑆𝑐𝑖1 ⃒⃒ + ⃒⃒𝑆𝑐𝑖2 ⃒⃒ + · · ·+ ⃒⃒⃒𝑆𝑐𝑖𝑑+1 ⃒⃒⃒ = (𝑑 + 1)(︂⌊︂𝑛− 2𝑑
⌋︂
− 𝑠
)︂
.
Therefore⃒⃒
𝑆𝑖1 ∩ 𝑆𝑖2 ∩ · · · ∩ 𝑆𝑖𝑑+1
⃒⃒ ≥ (︂𝑛− 1 + ⌊︂𝑛− 2
𝑑
⌋︂
− 𝑠
)︂
− (𝑑 + 1)
(︂⌊︂
𝑛− 2
𝑑
⌋︂
− 𝑠
)︂
= 𝑛− 1− 𝑑
(︂⌊︂
𝑛− 2
𝑑
⌋︂
− 𝑠
)︂
≥ 1 + 𝑑𝑠 ≥ 𝑑 + 1.
Since the original point set is in general position, these 𝑑+ 1 points in the intersection span
a non-degenerate simplex. It follows that the interiors of conv(𝑆𝑖1), . . . , conv(𝑆𝑖𝑑+1) intersect, as
required.
Proof of Theorem 9. We will construct a set of points 𝑆 such that 𝑆 is semisaturated in the
plane R2. Consider a convex polygon 𝑄 = conv(𝑣0, 𝑣1, . . . , 𝑣2𝑛−3) with 2𝑛 − 4 sides such that
the side 𝑣𝑖𝑣𝑖+1 is parallel to the side 𝑣𝑛+𝑖−2𝑣𝑛+𝑖−1 (where the indices are modulo 2𝑛 − 4).
For ease of reference, we call the pair of sides 𝑣𝑖𝑣𝑖+1, 𝑣𝑛+𝑖−2𝑣𝑛+𝑖−1 opposite sides of 𝑄. Let
𝑆 = {𝑣0, 𝑣1, . . . , 𝑣2𝑛−3} be the vertex set of 𝑄. We claim that 𝑆 is semisaturated in R2.
Claim 20. Let 𝑃 be any point contained in 𝑄 such that 𝑄 ∪ {𝑃} is in general position. Then
𝑆 ∪ {𝑃} has a convex 𝑛-gon with 𝑃 as one of its vertices.
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Proof. Let 𝑃 be an arbitrary point in the interior of𝑄. Consider the chord 𝑣0𝑣𝑛−2 (see Figure 10).
This divides 𝑄 into two (𝑛 − 1)-gons {𝑣0, 𝑣1, . . . , 𝑣𝑛−2, } and {𝑣𝑛−2, 𝑣𝑛−1, . . . , 𝑣0, }. Since the
points are in general position, 𝑃 must lie in the interior of one of these (𝑛 − 1)-gons. Then 𝑃
and the points of the other (𝑛− 1)-gon form a convex 𝑛-set.
Claim 21. Let 𝑃 be any point not contained in 𝑄 such that 𝑄 ∪ {𝑃} is in general position.
Then 𝑆 ∪ {𝑃} has a convex 𝑛-gon with 𝑃 as one of its vertices.
We say that a point 𝐴 ∈ 𝑄 can be seen from 𝑃 if 𝑃𝐴 ∩ 𝑄 = 𝐴. A side 𝑣𝑖, 𝑣𝑖+1 can be
seen from 𝑃 if all of its points can be seen from 𝑃 . Clearly 𝑃 can see at most one from a pair
of opposite sides. So there are at least 𝑛 − 2 sides that cannot be seen from 𝑃 . Each of these
sides will be a side of the convex hull conv(𝑄 ∪ {𝑃}). There will be two additional sides of this
convex hull incident to 𝑃 , so conv(𝑄∪ {𝑃}) has at least 𝑛 sides. Therefore we can choose 𝑛− 1
points from 𝑆 such that they form a convex 𝑛-gon with 𝑃 .
𝑃
𝑣0
𝑣7
𝑣6
𝑣5
𝑣4𝑣3
𝑣2
𝑣1
𝑃
𝑣0
𝑣7
𝑣6
𝑣5
𝑣4𝑣3
𝑣2
𝑣1
Figure 10: Finding a convex 𝑛-gon in the extended point set.
Claim 20 and Claim 21 imply that 𝑆 is semisaturated, hence ssat𝒞(𝑛) ≤ 2𝑛− 4.
Now we prove the lower bound. Suppose 𝑆 is a semisaturated set of points in the plane. The
set 𝑆 determines
(︀|𝑆|
2
)︀
lines, which partition the plane into regions. Let 𝑃1 be a point in one of
the infinite regions (and not between any pair of parallel lines), and let 𝑃2 be another point in
the opposite infinite region. That is 𝑃1 and 𝑃2 lie on different sides for each of the
(︀|𝑆|
2
)︀
lines.
Since 𝑆 is semisaturated, there are two sets 𝑆1, 𝑆2 ⊂ 𝑆 such that 𝑆1 ∪ {𝑃1} and 𝑆2 ∪ {𝑃2}
are convex 𝑛-gons. We claim that |𝑆1 ∩ 𝑆2| ≤ 2. Suppose 𝑣1, 𝑣2, 𝑣3 ∈ 𝑆1 ∩ 𝑆2, and assume that
𝑣1, 𝑣2, 𝑣3, 𝑃1 is a convex quadrilateral (in that order). Observe that 𝑃1 is in the same side as 𝑣3
with respect to the line 𝑣1𝑣2 and on the same side as 𝑣1 with respect the line 𝑣2𝑣3. On the other
hand, 𝑃2 is in the opposite side of 𝑣3 with respect the line 𝑣1𝑣2 and on the opposite of 𝑣1 with
respect the line 𝑣2𝑣3. The points 𝑣1, 𝑣2, 𝑣3, 𝑃2 cannot form a convex quadrilateral (in any order).
Indeed, one of the sides of this quadrilateral must be either 𝑣1𝑣2 or 𝑣2𝑣3, but the line defined by
𝑣1𝑣2 would separate 𝑃2 from 𝑣3, and the line defined by 𝑣2𝑣3 would separate 𝑃2 from 𝑣1. This
cannot happen since 𝑆2 ∪ {𝑃2} is in convex position, a contradiction.
Hence |𝑆1 ∪ 𝑆2| = |𝑆1|+ |𝑆2| − |𝑆1 ∩ 𝑆2| ≥ 𝑛− 1 + 𝑛− 1− 2 = 2𝑛− 4.
7 General treatment of saturation questions
In this section we provide a general formulation for many of the the problems we have
considered in this paper. Given a 𝑐-edge-colored complete 𝑠-uniform hypergraph 𝐻 = (𝑉,𝐸), we
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Figure 11: Convex 𝑛-gons containing 𝑃1 and 𝑃2 intersect in at most two points.
say that a subset of vertices 𝑆 ⊆ 𝑉 forms a monochromatic complete subhypergraph of 𝐻 in
color 𝑖 if the (𝑠-uniform) subhypergraph induced by 𝑆 has only hyperedges in color 𝑖.
Many of the problems we considered have the following form.
Definition 22. Given constants 𝑐 and 𝑠, let ℱ0 be the family of complete 𝑠-uniform hypergraphs
whose edges are colored with 𝑐 colors (numbered by 1, 2, . . . , 𝑐). For a subfamily ℱ of ℱ0, a
member 𝐹 of ℱ is saturated if for every 𝑖, 𝐹 does not contain a monochromatic complete
subhypergraph of size 𝑘𝑖 and color 𝑖, but every 𝐹 ′ ∈ ℱ that extends 𝐹 contains a monochromatic
complete subhypergraph of size 𝑘𝑖 of color 𝑖 for some 𝑖. 𝐹 is semisaturated if we omit the first
condition, that is, if 𝐹 ∈ ℱ and every 𝐹 ′ ∈ ℱ that extends 𝐹 contains a monochromatic complete
subhypergraph of size 𝑘𝑖 of color 𝑖 for some 𝑖 which is not in 𝐹 .
Let ramℱ (𝑘1, . . . 𝑘𝑐) denote the size (number of vertices) of the largest saturated 𝐹 ∈ ℱ , and
let satℱ (𝑘1, . . . 𝑘𝑐) denote the size of the smallest saturated 𝐹 ∈ ℱ . Finally, let ssatℱ (𝑘1, . . . 𝑘𝑐)
denote the size of the smallest semisaturated 𝐹 ∈ ℱ .
Observation 23. For any ℱ and positive integers 𝑘1, . . . , 𝑘𝑐,
ssatℱ (𝑘1, . . . , 𝑘𝑐) ≤ satℱ (𝑘1, . . . , 𝑘𝑐) ≤ ramℱ (, 𝑘1, . . . , 𝑘𝑐).
Note that whenever sat = ram holds, all saturated members of ℱ have the same size. Thus
we gain further insight into the respective Ramsey-type problem as well. Moreover, when 𝑐 = 2,
one can regard the problem as the first color class forming an (uncolored) hypergraph 𝐻. Then
it follows that a complete subhypergraph in the first color is a complete subhypergraph in 𝐻
while a complete subhypergraph in the second color is an independent set in 𝐻.
Definition 22 is quite general. In this paper we have introduced saturation problems for
graphs, posets, monotone point sets, and cups and caps. All of these fit into this formulation.
First, the graph case we get by setting 𝑠 = 2 and ℱ = ℱ0. We get the poset case by setting
𝑐 = 𝑠 = 2 and letting ℱ be the family of those 2-edge-colored graphs that we can obtain as the
comparability graph of a poset. We obtain the monotone point set case by setting 𝑐 = 𝑠 = 2
and letting ℱ be the family of those 2-edge-colored graphs that we can obtain from the pairs
of elements in a sequence by coloring the increasing pairs red and the decreasing pairs blue.
Finally, the cup and cap case we get by setting 𝑐 = 2, 𝑠 = 3 and letting ℱ be the family of
those 2-colored complete 3-uniform hypergraphs that we can obtain by taking a point set in
general position and coloring a triple red if it forms a cup and blue if it forms a cap (note that
every triple forms a cup or a cap). The only problem we considered that does not fit into this
formulation is the case of convex subsets of points.
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It is interesting that for both the 2-colored graph case and the poset case we have sat(𝑘, 𝑙) =
(𝑘 − 1)(𝑙 − 1), yet we could not find any general reasoning that handles both of these cases
at once. It is interesting that the relative behavior of sat, ssat and ram can vary substantially
depending on the setting. Indeed, for graphs ssat = sat yet ram is exponential, while for posets
and monotone point sets, sat equals ram yet ssat is smaller (ssat behaves differently in the latter
two cases).
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