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À Justine et ma famille 
RÉSUMÉ 
Un scanner permettant l'imagerie moléculaire est d'un grand intérêt pour l'industrie phar-
maceutique dans le développement de nouveaux médicaments, notamment pour visualiser 
leur efficacité m-vivo (par exemple pour le cancer). Le groupe de recherche TomOptUS 
développe un scanner par tomographie optique diffuse par fluorescence pour imagerie mo-
léculaire sur petit animal. Le but est de localiser en 3D les centres de fluorescence d'un 
traceur injecté dans l'animal. À cette fin, nous utilisons des mesures de signaux optiques 
de fluorescence obtenues par comptage de photons corrélé en temps (mesures dans le 
domaine temporel). On sait que les mesures contiennent de l'information sur les caracté-
ristiques optiques du milieu, mais à ce jour, cette information n'est pas exploitée à son 
plein potentiel. Extraire cette information est essentiel en reconstruction tomographique. 
Le système d'instrumentation, comme tout système de mesure, celle-ci influe sur le signal 
optique à mesurer. Mathématiquement, les mesures optiques dans un milieu peuvent être 
décrites comme la convolution entre le signal d'intérêt et la fonction de réponse (ou fonc-
tion de transfert) du système de mesures optiques (IRF - instrument response function), 
le tout perturbé par du bruit. Les causes du bruit proviennent du système de détection, 
des conditions d'utilisation du système et des facteurs extérieurs. Il est indispensable d'éli-
miner les différents effets perturbateurs pour permettre l'extraction de caractéristiques de 
ces signaux. Ces caractéristiques dépendent des paramètres optiques du milieu diffusant. 
On distingue deux propriétés physiques, le coefficient d'absorption \xa et le coefficient de 
diffusion réduit JJLS. Un premier objectif du projet est de débruiter les mesures. À cette fin, 
un algorithme de débruitage par les ondelettes a été développé. Un second objectif est de 
concevoir un algorithme de déconvolution pour éliminer l'influence de l'IRF. La déconvo-
lution est le raisonnement inverse de la convolution. Une solution est l'utilisation du filtre 
optimal de Wiener. Une fois cela réalisé, un troisième objectif consistait à implémenter un 
algorithme de régression non linéaire pour extraire les caractérisitiques optiques du milieu 
des courbes temporelles afin de caractériser le milieu. Pour cela, un modèle analytique 
de propagation de la lumière, le modèle développé par Patterson, Chance et Wilson, est 
comparé à nos mesures traitées. Par minimisation de l'erreur quadratique moyenne, il est 
ainsi possible de déterminer la valeur des paramètres optiques recherchés. Pour qualifier au 
mieux la méthode de déconvolution, la convolution itérative (IC- Itérative Convolution) ou 
reconvolution a également été implémentée. Actuellement, la reconvolution est la méthode 
la plus couramment utilisée en imagerie optique pour caractériser un milieu. Elle consiste 
à convoluer le modèle avec l'IRF du système pour obtenir un modèle représentatif des 
mesures optiques du système d'instrumentation. Enfin, un quatrième objectif consiste à 
étudier, à l'aide du même modèle, des changements du comportement du signal, lorsqu'on 
fait varier les paramètres /j,a, [is. Ceci permettra d'acquérir de nouvelles connaissances sur 
les vitesses de propagation dans le milieu et sur les temps d'arrivée des premiers photons. 
Mots-clés : in-vivo, tomographie optique diffuse, fluorescence, mesures résolues en temps, 




Je voudrais remercier en premier Yves Bérubé-Lauzière pour l'accueil qu'il m'a fait. Étant 
français, ce fut d'autant plus appréciable durant les premiers mois de la maîtrise où il 
m'a fallu du temps pour m'adapter et m'intégrer. Malgré ses emplois du temps chargés, il 
s'est toujours fait un point d'honneur à rencontrer ses étudiants et à suivre leurs travaux 
régulièrement. 
Je tiens à le remercier pour tous ses efforts, sa grande sympathie et surtout pour la grande 
confiance qu'il a su m'accorder tout au long de ces 2 années. Je me rappelerai toujours la 
semaine passée à Munich pour la conférence ECBO 2009 où nous avons passé d'excellents 
moments sur les plans professionnel et amical. Ce fut une expérience enrichissante. 
Je tiens également à remercier mes collègues de laboratoire Éric, Julien, Mathieu et Jorge 
pour leur agréable compagnie que ce soit au travail ou en dehors. Je les remercie pour 
l'ambiance chaleureuse du laboratoire où discussions scientifiques côtoyaient blagues et 
humour en tout genre. J'apprécirai toujours les fameuses soirée HomOptUs qui nous per-
mettaient de nous retrouver dans un autre contexte que le travail et qui renforçaient nos 
liens d'amitié. 
Merci également aux membres de ma famille pour leur soutien. Que de plaisir de rentrer en 
France et de s'oxygéner en famille autour de bons repas. Je les remercie de m'avoir donné 
la possibilité de partir au Québec, car sans cela, je n'aurai jamais eu une expérience pro-
fessionnelle aussi enrichissante et, bien sûr, sans cela, je n'aurais jamais rencontré Justine 
avec qui je vis depuis. 
Pour tout cela, je dis merci. 
n 
TABLE DES MATIÈRES 
1 INTRODUCTION 1 
2 ÉTAT DE L'ART 6 
2.1 Types de mesures en tomographie optique diffuse 6 
2.1.1 Mesures en régime continu 7 
2.1.2 Mesures dans le domaine fréquentiel 8 
2.1.3 Mesures dans le domaine temporel 9 
2.2 Fluorescence 11 
2.3 Interaction lumière-matière 13 
2.4 Modèles de la propagation de la lumière (excitation et fluorescence) . . . . 15 
2.4.1 Modèle de Patterson, Chance et Wilson 15 
2.4.2 Fonctions de Green pour la propagation de la lumière 16 
2.4.3 Modélisation de la fluorescence 16 
2.5 Principe de localisation d'inclusions fluorescentes 17 
2.6 Détection 19 
2.6.1 Bruit du système 22 
2.6.2 Réponse du système 25 
2.7 Caractérisation du milieu 26 
2.7.1 Description de l'approche 26 
2.7.2 Modélisation des mesures 26 
2.7.3 Algorithme d'extraction des paramètres 27 
3 MÉTHODOLOGIE : débruitage et déconvolution 29 
3.1 Données de simulation 29 
3.2 Ondelettes 30 
3.2.1 Introduction 30 
3.2.2 Transformée en ondelettes continues 32 
3.2.3 Transformée en ondelettes discrètes 33 
3.3 Débruitage des mesures 36 
3.3.1 Transformée d'Anscombe 36 
3.3.2 Transformée de Haar-Fisz 37 
3.3.3 Débruitage par les ondelettes 38 
3.4 Déconvolution avec filtre optimal de Wiener 39 
4 ARTICLE 42 
4.1 Auteurs et affiliations 42 
4.2 Titre français '. 42 
4.3 Titre anglais 42 
4.4 Contribution au document 43 
4.5 Résumé français 43 
4.6 Article Optics Letters 44 
iii 
5 ANALYSE DES SIGNAUX OPTIQUES 51 
5.1 Étude des changements de fia et /J,'S 51 
5.2 Influence de l'IRF 52 
5.3 Influence de la fluorescence 53 
6 E X T R A C T I O N DES PARAMÈTRES OPTIQUES 55 
6.1 Extraction des paramètres fj,a et //s 55 
6.1.1 Considérations préalables 55 
6.1.2 Fenêtrage 56 
6.1.3 Algorithme d'initialisation de /j,a et /J,S 56 
6.1.4 Fonction de coût 58 
6.2 Comparaison entre déconvolution et reconvolution (IC) 59 
6.3 Application sur des signaux optiques réels 60 
7 IMPACT DES VARIATIONS DE y.a ET //s 63 
7.1 Modélisation des mesures de fluorescence 63 
7.2 Propriétés optiques fxa et ji's 64 
7.3 Différences de temps d'arrivée des premiers photons (EPATs) 65 
7.4 Vitesse de propagation 65 
7.5 Caractérisation de l'erreur 67 
7.6 Analyse des différences d'EPATs et des vitesses de propagation 67 
8 DISCUSSION 71 
8.1 Algorithme d'extraction des paramètres 71 
8.2 Étude sur l'impact des variations de [ia et fi's 72 
9 CONCLUSION 73 
A Article ECBO Munich 2009 75 
A.l Auteurs et affiliations 75 
A.2 Titre français 75 
A.3 Titre anglais 75 
A.4 Contribution au document 76 
A.5 Résumé français 76 
B Article Photonics North Québec 2009 83 
B.l Auteurs et affiliations 83 
B.2 Titre français 83 
B.3 Titre anglais 83 
B.4 Contribution au document 84 
B.5 Résumé français 84 
C Algorithme d'initialisation sous Matlab 93 
D Logiciel de caractérisation de milieux homogènes 95 
D.0.1 Interface utilisateur 95 
IV 
D.0.2 Déconvolution 98 
D.0.3 Fitting 98 
D.0.4 Améliorations possibles 100 
LISTE DES RÉFÉRENCES 102 
v 
LISTE DES FIGURES 
1.1 Schéma de l'installation expérimentale avec un cylindre contenant un milieu 
de propagation et une inclusion fluorescente 3 
2.1 Mesure dans le domaine continu (CW) 8 
2.2 Mesure dans le domaine fréquentiel (FD) 9 
2.3 Mesure dans le domaine temporel (TD - Time-Domain) 10 
2.4 Exemple de TPSF 11 
2.5 Principe de la fluorescence 12 
2.6 (a) Décroissance de la fluorescence et temps de vie de fluorescence (r = 
TVF). (b) Fluorescence avec un temps de vie r = 0.56 ns correspondant à 
l'agent fluorescent indocyanine green (ICG) 12 
2.7 Propagation de la lumière dans un milieu diffusant 13 
2.8 Exemple de mesure de la propagation de la lumière 14 
2.9 Principe de mesure du temps vol des premiers photons 18 
2.10 Discriminateur numérique à fraction constante - NCFD 19 
2.11 Effet photoélectrique; l'onde électromagnétique incidente éjecte les élec-
trons du matériau 21 
2.12 Représentation d'un détecteur PMT 22 
2.13 Fonction de la réponse de l'instrument (IRF) 25 
2.14 Exemple de mesures par la méthode IC pour prendre en compte l'IRF (uti-
lisation du modèle PCW) 28 
3.1 Signal de mesures simulé avec le modèle PCW 30 
3.2 (a) Transformée de Fourier. (b) Transformée en ondelettes 31 
3.3 Influence de la variation du facteur d'échelle sur une sinusoïde 32 
3.4 Influence de la variation du facteur de translation sur une ondelette 33 
3.5 Exemples d'ondelettes typiques, ifi est la base d'ondelettes et ^(t) est l'onde-, 
lette mère, (a) Ondelette de Meyer. (b) et (c) Ondelettes de Battle-Lemarié. 
(d) Ondelette de Haar. (e) et (f ) Autres exemples d'ondelettes (Daubechies, 
1992) 34 
3.6 Décomposition en ondelettes discrètes du signal x(t) 35 
3.7 Répartition fréquentielle par transformée en ondelettes dyadiques 35 
3.8 Décomposition en ondelettes de Haar d'un signal optique mesuré typique. . 36 
3.9 Débruitage par les ondelettes 38 
3.10 (a) Résultat du débruitage et de la déconvolution appliqués à un signal-
optique mesuré via le système de détection du laboratoire, (b) Résultat du 
débruitage et de la déconvolution appliqués à un signal optique mesuré via 
le système de détection du laboratoire en échelle semi-log 41 
4.1 (a) Typical IRF. (b) PCW model and simulated measurement with the 
PCW model, see Eq. (4.6) 47 
vi 
I 
4.2 (a) Comparison of recovered signais for the HFT, AT, and no noise trans-
formation for an idéal signal (PCW) with nb. of counts at max. of 1000 and 
médium thickness of 50mm. (b) Relative residuals for (a), (c)-(d) Same as 
(a) but for nb. of counts at max. of 100 and 10000 respectively. (e)-(f) Same 
as (a) but for médium thicknesses of the 25 and 15mm resp 49 
4.3 Deconvolved and original signais 50 
5.1 Influence de fi's et \xa sur le modèle PCW 52 
5.2 (a) Influence de /xa sur les courbes PCW avec jis = 10 cm - 1 , (b) Influence 
de /J,S sur les courbes PCW avec fia = 0.1 cm - 1 52 
5.3 (a) Influence de l'IRF sur le modèle PCW. (b) IRF typique mesurée via le 
système de détection du laboratoire TomOptUS 53 
5.4 (a) Fluorescence avec un temps de vie r = 2 ns. (b) Influence de la fluores-
cence sur le modèle PCW avec TV F = 2 ns 54 
6.1 Fenêtrage du signal ' 5 7 
6.2 (a) Points situés à la largeur à mi-hauteur (FWHM) pour initialisation des 
paramètres optiques, (b) Exemple d'application de l'algorithme d'initialisa-
tion 57 
6.3 Application de l'algorithme de régression par la méthode IC et la décon-
volution. (a) Déconvolution d'un signal mesuré, (b) Algorithme IC sur un 
signal mesuré 62 
6.4 Régression sur des données mesurées, (a) Méthode de la déconvolution (ré-
sidu absolu - soustraction entre le signal modélisé obtenu après régression 
et le signal débruité et déconvolué). (b) Algoritmhe IC - Itérative Convo-
lution (résidu absolu - soustraction entre le signal modélisé obtenu après 
régression et le signal débruité) 62 
7.1 (a) Configuration de l'expérience, (b) Signal TD modélisé typique (fonctions 
de Green) 63 
7.2 Combinaison de propriétés optiques d'organes et de tissus de souris 65 
7.3 Différences de temps pour 5 types d'organes et de tissus de souris en fonction 
de la position des détecteurs pour la plage de longueurs d'onde entre 700 et 
900 nm 66 
7.4 (a) Principe de mesure des vitesses et des distances, (b) Variation des vi-
tesses de propagation des puises diffus en fonction des variations des pro-
priétés optiques pour le cas du coeur 66 
7.5 (a) Différences de temps (ÔNCFD) aux longueurs d'onde d'étude pour le cas 
du coeur, (b) Vitesses de propagation aux longueurs d'onde d'étude pour le 
cas du coeur 68 
D.l Interface principale 96 
D.2 Fenêtre de navigation pour le choix des données 97 
D.3 Menu déconvolution 99 
D.4 Menu de sauvegarde du signal déconvolué 99 
D.5 Menu Fitting 100 
vu 
LISTE DES TABLEAUX 
4.1 Maximum relative residual for each methodf 48 
6.1 Synthèse des résultats - Comparaison entre les méthodes de déconvolution 
et IC pour la caractérisation de milieux. Paramètres d'évaluation : erreur 
absolue sur les paramètres optiques, erreur relative sur les paramètres op-
tiques, temps total requis pour l'algorithme d'initialisation et de régression. 60 
6.2 Synthèse des résultats, comparaison entre IC et déconvolution pour des 
signaux réels 61 
7.1 Estimation de la vitesse de propagation 67 
7.2 Méthode de caractérisation de l'erreur de distance 68 
7.3 Variations des différences d'EPATs, des vitesses de propagation du puise, 
et des différences des erreurs de distance en fonction des variations des 
propriétés optiques du milieu diffusant 69 
C l Algorithme d'initialisation de \ia et \is 94 
vm 













Vitesse de propagation 
Temps de vie de fluorescence 
Coefficient de diffusion 
Coefficient d'anisotropie 
Coefficient d'absorption 
Erreur sur le coefficient d'absorption 
Coefficient de diffusion réduit 






cm - 1 
sans unité 
cm - 1 
cm - 1 
cm - 1 
cm - 1 
réduit 




AD Approximation de la diffusion 
CCD Charge-Coupled Device 
CW Continuons Wave - Régime continu 
EPAT Early Photon Arrivai time - Temps d'arrivée des premiers photons 
ETR Équation du Transfert Radiatif 
FD Frequency Domain - Domaine fréquentiel 
FWHM Full Width at Half Maximum - Largeur à mi-hauteur 
IC Itérative Convolution - Convolution itérative, aussi appelée 
reconvolution 
ICG Indocyanine Green - Indocyanine vert 
IRF Instrument Response Function - Fonction de réponse de 
l'instrument 
IRM Imagerie par résonance magnétique 
LM Levenberg-Marquardt 
NCFD Numerical Constant Fraction Discriminator - Discriminateur 
numérique à fraction constante 
PCW Patterson, Chance et Wilson 
PIR Proche infrarouge 
PMT Photomultiplier Tube - Tube photomultiplicateur 
SNR Signal-to-Noise Ratio - Rapport signal sur bruit 
TAC Time-to-Amplitude Converter - Convertisseur temps/amplitude 
TCSPC Time-Correlated Single Photon Counting - Comptage de photons 
corrélé en temps 
TD Time-domain - Domaine temporel 
TDM Tomodensitométrie 
TEP Tomographie d'émission par positrons 
TOD Tomographie optique diffuse 
TODF Tomographie optique diffuse par fluorescence 
TOF Time of Flight - Temps de vol 
TPSF Time Point-Spread Function 
TR Time-Resolved - Résolu en temps 




Il existe actuellement de nombreuses modalités d'imagerie dans le domaine médical. Toutes 
permettent de représenter sous forme d'images différentes propriétés des tissus. L'objec-
tif est toujours le même : relever l'information importante via des images bi- ou tri-
dimensionnelles pour diagnostiquer les structures pathogènes (Ripoll et ai, 2003). La 
tomographie par rayons X ou tomodensitométrie (TDM), l'imagerie par résonance ma-
gnétique (IRM), et la tomographie d'émission par positrons (TEP) sont des techniques 
d'imagerie non-invasive qui s'inspirent de ce principe (Kak et Slaney, 1988; Doyon et al., 
2001). La tomographie optique diffuse (TOD) se réfère à une modalité d'imagerie des tissus 
biologiques dans un régime de diffusion de la lumière (Wang et Wu, 2007). Son principe 
de base reste relativement simple. Le milieu d'étude est éclairé par une source lumineuse, 
généralement un laser à différentes positions successives. Puis, à l'aide de détecteurs pla-
cés autour de ce milieu, la lumière est collectée. En analysant les mesures obtenues, il 
est possible de reconstruire une (ou des) image(s) des caractéristiques optiques du milieu. 
L'utilisation de marqueurs moléculaires fluorescents injectés, par exemple chez le petit ani-
mal, a également ouvert une nouvelle voie vers l'imagerie fluorescence non invasive (Schulz 
et al, 2005, 2003; Hervé et al., 2006). L'ajout d'agents fluorescents permet une améliora-
tion du contraste, mais également d'imager des zones d'intérêt (p.ex. contenant des cellules 
pathogènes qu'on peut marquer avec des marqueurs fluorescents) à imager. Elle donne lieu 
à la tomographie optique diffuse par fluorescence (TODF) (Cubeddu et al, 2002). 
Un scanner permettant l'imagerie moléculaire est d'un grand intérêt pour l'industrie phar-
maceutique (Hielscher, 2005). Dans ce domaine, la tomographie optique diffuse par fluo-
rescence (TODF) devient un outil potentiellement utile pour le développement de médi-
caments et le suivi de leur efficacité m vivo (par exemple pour visualiser l'évolution d'un 
cancer sous traitement). Prenons un exemple. Actuellement, pour suivre l'évolution d'un 
virus ou d'un médicament en phase pré-clinique, on utilise un grand nombre de souris 
de laboratoire. Chaque observation, généralement faite sous microscope, ou chaque étude, 
demande des prélèvements entraînant la mort de plusieurs souris. Avec un tel scanner, une 
même souris pourra être utilisée pendant toute la durée d'une étude. De plus, la TODF 
a l'énorme avantage d'utiliser des agents fluorescents développés pour la microscopie par 
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fluorescence qui sont déjà très nombreux sur le marché. La tomographie optique diffuse 
présente donc des avantages qui la rendent innovante. Elle est non-invasive, sans contact, 
mais également sans danger et à bas coût. 
Notre groupe de recherche TomOptUS développe actuellement un' scanner de tomographie 
optique diffuse par fluorescence pour imagerie moléculaire sur petit animal. Le but est 
de localiser en 3D les centres de fluorescence d'un traceur injecté dans l'animal. L'équipe 
TomOptUS possède ou développe l'expertise sur l'architecture du tomographe, la mesure 
de la surface externe du spécimen d'étude par des techniques de vision numérique 3D, 
l'électronique de comptage de photons, les algorithmes de reconstruction, la déconvolution 
et la reconvolution de signaux et la caractérisation de mires (Fig. 1.1) (Bérubé-Lauzière et 
Robichaud, 2006). Le présent projet se concentre plus particulièrement sur l'analyse des 
signaux optiques et les algorithmes de déconvolution et de reconvolution qui serviront par 
la suite pour la reconstruction tomographique (qui ne fait pas partie du cadre du présent 
travail). Le système développé utilise des mesures des signaux optiques de fluorescence 
dans le domaine temporel obtenues par comptage de photons corrélé en temps (TCSPC 
- time-correlated single photon counting). Les mesures résolues en temps contiennent de 
l'information sur les caractéristiques optiques du milieu. L'objectif est d'exploiter cette 
information pour caractériser puis imager le milieu. 
Comme cela sera décrit ultérieurement, les mesures optiques peuvent être considérées 
comme le résultat de la convolution entre le signal d'intérêt (propre au milieu) et la fonc-
tion de réponse du système de mesures optiques (IRF - instrument response function). Il 
est essentiel d'éliminer ou de réduire l'influence de l'IRF pour permettre l'extraction de ca-
ractéristiques (ou signatures) de ces signaux, autrement les valeurs de ces caractéristiques 
seront faussées par l'effet de l'IRF. Il est question ici, principalement, des paramètres op-
tiques du milieu diffusant. On distingue, plus particulièrement, deux propriétés physiques, 
à savoir le coefficient d'absorption /j,a et le coefficient de diffusion réduit /J,S. 
L'objectif global de ce projet est donc de développer une nouvelle méthode d'extrac-
tion des paramètres optiques des courbes temporelles. Plusieurs aspects sont à prendre 
en considération pour réaliser cet objectif. Tout d'abord, les mesures dans le domaine 
temporel sont très souvent perturbées par du bruit, le signal devenant alors difficilement 
exploitable. Il faut donc en tenir compte. Ce bruit est généralement assimilé comme étant 
poissonien (Becker, 2005) rendant les algorithmes de débruitage impuissants, car majori-
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Figure 1.1: Schéma de l'installation expérimentale avec un cylindre contenant un milieu 
de propagation et une inclusion fluorescente. 
tairement conçus pour du bruit blanc gaussien. 
Un premier objectif consiste à implémenter une méthode de débruitage basée sur la 
transformée de Haar-Fisz (Fryzlewicz et Nason, 2004; Fisz, 1955), et les ondelettes (Mal-
lat, 1989). La transformée de Haar-Fisz a l'avantage de convertir un bruit de Poisson en 
bruit blanc gaussien. Les ondelettes, quant à elles, sont très efficace pour débruiter un 
signal lorsque le bruit est gaussien. 
Un second objectif sera d'éliminer (mathématiquement, «déconvoluer») les effets de 
l'IRF des signaux optiques. La déconvolution est la fonction inverse de la convolution. 
Elle consiste à défaire le lissage (si le filtre de convolution a un effet passe-bas) dans une 
donnée qui a été faite sous l'influence de l'IRF. L'approche employée est d'appliquer le 
filtrage optimal de Wiener (Press et al., 1999). 
Un troisième objectif sera d'extraire les paramètres optiques des signaux en tant que 
tel. Le principe est d'utiliser un algorithme de régression non linéaire («fitting») lequel 
compare les mesures traitées avec un modèle de propagation de la lumière. Par une mise 
à jour des paramètres du modèle et un calcul de l'erreur entre les mesures et le modèle, 
il est possible d'obtenir des valeurs de //„ et de /xs. En parallèle à ce développement, et 
afin de qualifier notre méthode d'extraction, un algorithme de convolution itératif (IC 
- Itérative Convolution, aussi appelée reconvolution) a été implémenté. Cette méthode 
est celle employée actuellement en imagerie optique, que ce soit pour la tomographie ou 
la microscopie. Son principe se différencie de la déconvolution par plusieurs aspects. Les 
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mesures dans le domaine temporel ne sont pas préalablement traitées. Le principe est de 
convoluer un modèle avec l'IRF du système pour obtenir un modèle représentatif des me-
sures optiques. 
Enfin, un quatrième objectifdu projet est d'étudier à l'aide du modèle analytique de 
propagation de la lumière de Patterson, Chance et Wilson et des fonctions de Green (Pat-
terson et ai, 1989), les changements du comportement du signal lorsqu'on fait varier les 
paramètres fia, /is. Ces études permettront d'acquérir de nouvelles connaissances sur les 
changements de la forme des signaux mesurés lorsque les propriétés optiques du milieu va-
rient, les variations de vitesses de propagation et les temps d'arrivée des premiers photons. 
Il sera donc question dans le présent mémoire de travaux reliés à l'étude de signaux dans 
le domaine temporel ainsi que le développement d'algorithmes d'extraction de caractéris-
tiques. 
Le chapitre 2 se veut une revue de la tomographie optique diffuse par fluorescence 
(TODF). À ce sujet, différents aspects techniques sont d'abord présentés. Ainsi, les types 
de mesures, la fluorescence, la détection, le bruit du système ainsi que l'aspect extraction 
de paramètres, seront décrits. Ces notions permettront une meilleure compréhension du 
domaine de la TOD et seront très utiles lors de la présentation des travaux de ce mémoire. 
Le chapitre 3 définit la méthologie utilisée pour débruiter et déconvoluer les signaux 
optiques mesurés. Le chapitre 4 présente un article soumis à Optics Letters décrivant le 
débruitage et la déconvolution des signaux optiques à l'aide des ondelettes et du filtrage 
optimal de Wiener. La méthode utilisée, les concepts mathématiques employés et les al-
gorithmes implémentés sont brièvement expliqués. Le chapitre 5 présente une analyse 
des signaux optiques en TOD. Un aperçu des différents paramètres influençant la forme 
des signaux optiques sera donné. Mieux cerner les effets de l'IRF, de la fluorescence et 
des paramètres optiques servira dans le développement d'algorithmes de caractérisation 
de milieu et de localisation d'inclusions fluorescentes. L'application principale des algo-
rithmes de débruitage et de déconvolution est la caractérisation de milieux. Dans le cas 
de la TOD, l'objectif est d'extraire les deux paramètres optiques : l'absorption /za et la 
diffusion /is, pour en faire des images. Le chapitre 6 présente une étude de l'algorithme de 
déconvolution appliqué à l'extraction de paramètres. Une description de la métholodogie 
employée pour extraire les paramètres [ia et [is y est présentée. De plus, afin d'évaluer 
la qualité et la performance de la déconvolution, une comparaison entre la méthode de 
déconvolution et l'IC est effectuée. Le chapitre 7 décrit l'impact des variations des para-
mètres optiques d'un milieu sur les temps d'arrivée des premiers photons, les vitesses de 
propagation du puise d'excitation et sur la précision de l'algorithme de localisation utilisé 
par le laboratoire. Ce chapitre est indépendant des autres par son contenu, mais contribue 
4 
pour une part importante du projet. 
Enfin, en dernière partie, la conclusion effectue un retour sur ce qui a été fait. Elle traite 
des contributions originales des travaux, mais également de certaines améliorations à ap-
porter aux algorithmes développés ainsi qu'un aperçu des travaux futurs reliés à ce projet. 
On note également quatre annexes dans le présent document. Les annexes A et B pré-
sentent des articles qui ont été présentés à des conférences pendant les travaux de maîtrise. 
En annexe C, on discute des détails de l'algorithme d'initialisation implanté dans Matlab 
pour avoir un estimé des valeurs de départ des paramètres optiques d'un milieu pour un 
algorithme de fitting. En annexe D, on présente un logiciel avec interface usager pour la 
caractérisation de milieux homogène. 
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CHAPITRE 2 
ÉTAT DE L'ART 
Comme les travaux de traitement de signal et d'extraction de paramètres du présent 
mémoire font partie du développement d'un scanner TOD, une revue est faite des scanners 
TOD les plus pertinents. Le principal désavantage des scanners TOD actuels est que la 
prise de mesures est soit en rétrodiffusion, soit en transillumination (Kepshire et al., 2009; 
Schulz et al, 2005, 2003; Hervé et al, 2007). Aucun système ne combine les deux. Les 
mesures en transillumination peuvent donner de l'information seulement dans le cas de 
structures peu épaisses et peu opaques à la lumière tandis que les mesures en rétrodiffusion 
permettent d'obtenir de l'information supplémentaire et un rapport signal sur bruit (SNR) 
généralement élevé. Exploiter ces deux types d'informations simultanément permettrait de 
sonder plus profondément les tissus comparativement aux systèmes en transillumination ou 
en rétrodiffusion et pourrait améliorer la résolution des scanners TOD actuels (de l'ordre 
de 1 à 3 mm (Schulz et ai, 2005; Ntziachristos et Weissleder, 2001)). Le présent chapitre se 
veut un état de l'art des notions de bases requises pour réaliser le projet de maîtrise. C'est 
pourquoi on y présente des descriptions des types de mesures en TOD, de la fluorescence, 
de l'interaction lumière-matière, des types de détecteurs utilisés, des différents bruits du 
système et de la réponse du système. 
2.1 Types de mesures en tomographie optique diffuse 
La TOD vise à imager en 3D la distribution spatiale des propriétés optiques dans un milieu 
hautement diffusant comme les tissus biologiques. Les applications médicales de la TOD 
sont basées sur l'illumination de tissus par une lumière proche infrarouge et sur la détection 
de la lumière diffuse, transmise et/ou réfléchie, ou sur la fluorescence de fluorophores 
endogènes ou exogènes (Hawrysz et Sevick-Muraca, 2000). Les applications typiques sont 
la mammographie optique, l'imagerie cervicale du nouveau né et les investigations non 
invasives de l'évolution de maladies ou des effets de médicaments sur de petits animaux 
de laboratoire pour imagerie préclinique (Hielscher, 2005; Franceschini et al, 1997; Colak 
et al, 1999; Franceschini et al, 2000; Schmidt et al, 2000; Hintz et al, 1998; Danen et al, 
1998). Dans les systèmes TOD, la source et les détecteurs sont disposés autour de l'objet 
pour obtenir des mesures dans des configurations géométriques différentes. Généralement, 
pendant qu'une source illumine l'objet, tous les détecteurs mesurent la lumière réémise. Ce 
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processus est répété un certain nombre de fois autour de l'objet à imager pour permettre, 
par la suite, une reconstruction de l'image par un ordinateur. Les systèmes TOD sont 
généralement classifiés selon les trois types de mesures généralement utilisées (Wang et 
Wu, 2007; Becker, 2005; Siegel et al, 1999) : 
- Mesures en régime continu (CW - continuous-wave) ; 
- Mesures dans le domaine temporel (TD - time-domain) ; 
- Mesures dans le domaine fréquentiel (FD - frequency-domain). 
Dans tous les cas, la lumière réémise a la même forme que celle de la source lumineuse 
(c.à.d. continue, transitoire dans le cas TD, ou modulée dans le cas FD) puisque globale-
ment les systèmes sont en très bonne approximation linéaires et invariants dans le temps. 
Les domaines temporel et fréquentiel sont souvent dits "résolus en temps" (TR - time-
resolved), car ils permettent d'obtenir de l'information sur la distribution des temps de 
transit des photons dans un milieu ((TPSF - time point spread function). Si les mesures à 
plusieurs fréquences incluant le régime continu sont effectuées dans une largeur de bande 
suffisante, les signaux dans le domaine fréquentiel peuvent être en principe convertis vers 
le domaine temporel en utilisant la transformée de Fourier inverse. Par conséquent, une 
mesure dans le domaine temporel est mathématiquement équivalent à une superposition 
des mesures CW et fréquentielles. De plus, les mesures CW sont un cas spécial des me-
sures fréquentielles (fréquence nulle). Parmi les trois types de mesures, celles dans domaine 
temporel sont les plus riches en information, car la forme des signaux transitoires dépend 
directement des propriétés optiques locales du milieu dans lequel la lumière s'est propa-
gée. Cependant, l'acquisition des données TD est plus longue et l'instrumentation est à ce 
jour plus dispendieuse, bien que d'importants progrès ont été réalisés pour améliorer ces 
aspects ces dernières années (Cova et al, 2006; Becker et al, 2005; Becker, 2005). L'intérêt 
du domaine temporel est que les informations contenues dans la forme des signaux due 
à la dépendance temporelle ont été peu explorées et exploitées à ce jour. Le laboratoire 
TomOptUS a donc choisi cette voie pour ses travaux de recherche. 
2.1.1 Mesures en régime cont inu 
Les mesures CW sont sans aucun doute celles qui nécessitent le système le plus simple 
et le moins dispendieux. Il s'agit en fait d'enregistrer l'intensité de la lumière transmise 
et/ou rétrodiffusée suite à l'illumination de l'objet avec une source lumineuse continue 
(Fig. 2.1). La source d'excitation est habituellement une diode laser et la détection est faite 
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Figure 2.1: Mesure dans le domaine continu (CW). 
2005). Dans le cas de systèmes à photodiodes, aucun élément électronique sophistiqué 
n'est nécessaire. Ceci en fait une approche très économique. Il s'agit de mesures simples à 
effectuer et comportant un temps d'acquisition court. Une difficulté avec les mesures CW 
est qu'elles ne permettent pas la séparation des coefficients d'absorption et de diffusion 
avec une seule longueur d'onde (Gibson et al, 2005). La solution est donc d'aller sonder 
l'objet à plusieurs longueurs d'ondes. Pour ce faire, on peut multiplexer temporellement 
les longueurs d'ondes au détriment d'un temps d'acquisition plus long. Une alternative 
pour ne pas ralentir l'acquisition des données est d'utiliser un multiplexage fréquentiel 
en modulant à différentes basses fréquences (quelques kHz) des sources lumineuses de 
différentes longueurs d'ondes, ce qui permet la mesure simultanée de ces longueurs d'ondes. 
À la détection, un détecteur synchrone ("lock-in amplifier") permet la séparation des 
différents signaux (Gibson et al, 2005). Sonder à plusieurs longueurs d'ondes permet 
d'aller chercher différents contrastes causés par les atténuations différentes de celles-ci. Cela 
permet du même coup la différenciation des effets reliés à l'absorption et à la diffusion. 
Néanmoins, la présence de milieux hétérogènes au niveau des propriétés optiques rend 
impossible de localiser et de quantifier le changement d'absorption (Hillman et al, 2001). 
Des mesures en régime continu sont adéquates pour effectuer de l'imagerie en surface ou 
à travers de faibles épaisseurs de tissus et où la résolution n'est pas un critère de premier 
choix (Gibson et al, 2005). 
2.1.2 Mesures dans le domaine fréquentiel 
Les méthodes de mesure exploitant l'information temporelle peuvent permettre d'obtenir 
de riches informations sur le milieu. On nomme ce domaine «time-resolved (TR)». Les 
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mesures résolues en temps se divisent en deux catégories : les mesures dans le domaine 
fréquentiel et les mesures dans le domaine temporel. Les techniques dans le domaine fré-
quentiel (FD) ne permettent pas une mesure directe de la réponse temporelle du milieu 
(TPSF). On procède plutôt par modulation à haute fréquence de l'intensité d'une source 
lumineuse (typiquement de 100 MHz à 1 GHz) et l'on mesure l'amplitude et la phase de 
la lumière transmise ou rétrodiffusée par rapport à l'onde incidente (Fig. 2.2) (Wang et 
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Figure 2.2: Mesure dans le domaine fréquentiel (FD). 
la TPSF. Cependant, il est techniquement impossible de prendre des mesures à toutes les 
fréquences. De plus, le contenu en fréquence d'une TPSF s'étale jusqu'à plusieurs dizaines 
de GHz. Même si l'électronique des systèmes FD peut supporter de telles fréquences, il 
n'existe actuellement pas de systèmes capables de moduler une source lumineuse émet-
tant suffisamment d'intensité à de telles fréquences (Gibson et al, 2005). On est donc 
limité à mesurer une partie de la réponse fréquentielle, ce qui rend impossible de faire une 
transformée de Fourier inverse pour obtenir la réponse temporelle exacte. 
2.1.3 Mesures dans le domaine temporel 
Pour ce type de mesures, on injecte des puises lumineux d'excitation très brefs (<100 ps) 
dans le milieu absorbant et diffusant à imager et de détecter, autour de l'objet, les puises 
qui en ressortent élargis temporellement suite à leur propagation (Wang et Wu, 2007). 
Cet étalement temporel est dû aux différents temps de transit des photons causés par la 
diffusion dans le milieu (tous les photons ne suivent pas la même trajectoire, l'élargis-
sement est typiquement de l'ordre de 1 ns par cm de tissus traversé). Les mesures ainsi 
prises représentent l'intensité lumineuse réémise comme une fonction du temps (Fig. 2.3) 
(Fig. 2.4) (Becker, 2005). Dans le cas de mesures en absorption/diffusion, le temps auquel 
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le maximum de la mesure (TPSF) est atteint est relié au coefficient de diffusion (/J,'S) alors 
que la pente décroissante de la courbe est reliée au coefficient d'absorption (//0) (Hielscher, 
2005). 
Une TPSF peut être vue comme étant la fonction de transfert résultant du milieu dif-
fusant/ absorbant (la propagation de la lumière dans un tel milieu est en très bonne 
approximation un processus linéaire) combinée à la réponse du système de mesure (la 
mesure est elle aussi un processus en très bonne approximation linéaire). En déconvoluant 
la réponse du système de la TPSF, il est possible de retrouver la fonction de transfert 
associée uniquement au milieu en question. Une des premières techniques utilisées pour de 
telles mesures fonctionnait avec une caméra à balayage ultrarapide (streak caméra) (Wu 
et al, 1995, 1997). Bien que ce type de caméra possède la meilleure résolution temporelle 
atteignable (< 1 ps (Hebden et al, 1997)), elle reste un système très dispendieux où la 
surface de collection est sujette à des inhomogénéités et est petite limitant ainsi le nombre 
de canaux de détection simultanés (8 est typiquement le nombre maximal de canaux pou-
vant être mesurés par une streak caméra en utilisant des fibres optiques à son entrée). 
Les systèmes de comptage de photons corrélés en temps (Time-Correlated Single Photon 
Counting (TCSPC) (O'Connor et Phillips, 1984)) ont vu leurs performances s'améliorer 
constamment dans les 15 dernières années. Il ont ainsi pu prendre la relève en raison de 
leur coût moindre (Gibson et al, 2005; Becker, 2005). Ce type de détection se base sur 
un convertisseur temps-à-amplitude (TAC - time-to-amplitude converter) permettant de 
mesurer le temps de vol des photons détectés un à un (Becker, 2005). Dans ces systèmes, 
les détecteurs habituellement utilisés sont des tubes photomultiplicateurs (PMT - pho-
tomultiplier tube). Bien que la résolution - environ 30 ps avec un «microchannel» plate 
Milieu diffusant 
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! " ' ^ Sortie (TPSF) 
Temps 
Figure 2.3: Mesure dans le domaine temporel (TD - Time-Domain). 
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PMT (MCP-PMT) à 25 000 $ ch., 200 ps étant plus typique avec des PMT plus communs 
- soit moindre que celle de la streak caméra, cela suffit pour les applications en TOD. 
Les mesures en domaine temporel exigent un temps de collection plus long que tout système 
procédant à des mesures CW ou FD, qui est de l'ordre de la seconde (Schmitz et al, 2002). 
Malgré cela et malgré leur coût plus élevé, les mesures TD permettent potentiellement 
de recueillir davantage d'information pour la reconstruction de l'image et d'obtenir une 
meilleure résolution spatiale (Cai et al, 1996; Hebden et al, 1997), se traduisant en images 
plus nettes (Wang et Wu, 2007). 
' Exemple de FTPSF 
4 6 
Temps (ns) 
Figure 2.4: Exemple de TPSF. 
2.2 Fluorescence 
En TODF, le but est de localiser in vivo la présence d'agents fluorescents fonctionnalisés 
qui permettent de cibler des processus cellulaires et biomoléculaires spécifiques. La fluo-
rescence (Fig. 2.5) est un phénomène physique qui consiste à exciter une molécule avec de 
la lumière d'une certaine longueur d'onde, la molécule réémettant ensuite de la lumière 
à une autre longueur d'onde plus grande. De façon plus détaillée, un photon d'excitation 
entrant en collision avec la molécule est absorbé avec une certaine probabilité. En cas 
d'absorption, l'énergie du photon est transférée à un électron, menant la molécule dans 
un état d'excitation. Dans cet état, la molécule devient alors instable et voulant revenir 
à son état initial, l'électron perdra son énergie. En fluorescence, l'énergie perdue se fait 
typiquement en deux étapes : en premier lieu une petite quantité est perdue sans émis-
sion lumineuse (transition non-radiative) et par la suite une grande quantité est perdue 
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résultant par l'émission d'un photon (transition radiative). L'énergie, E = hu, du photon 
émis étant plus petite que celle du photon absorbé, ceci étant nécessaire pour ne pas violer 
le principe de conservation de l'énergie, la longueur d'onde, À = cjv, de réémission sera 
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Figure 2.5: Principe de la fluorescence. 
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Figure 2.6: (a) Décroissance de la fluorescence et temps de vie de fluorescence (r = TVF). 
(b) Fluorescence avec un temps de vie r = 0.56 ns correspondant à l'agent fluorescent 
indocyanine green (ICG). 
puise lumineux ultra-bref contenant un grand nombre de photons, la fluorescence émise 
décroîtra et mettra un certain temps avant de disparaître complètement. Le temps de vie 
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de fluorescence (TVF) caractérise la constante de temps (ou temps moyen) de cette dé-
croissance qui est généralement de forme exponentielle. La Fig. 2.6 (a) montre une courbe 
typique de ce phénomène et la Fig. 2.6 (b) représente une courbe de fluorescence d'un 
agent fluorescent communément utilisé en imagerie biomédicale optique. Ce paramètre 
est une source d'informations qui mérite d'être exploitée. En effet, le TVF dépend des 
paramètres chimiques environnants (pH, oxygénation, concentration de glucose, ou autres 
substances (Cubeddu et al, 2002; Lakowicz, 2006)). Il existe de nombreux travaux dont 
l'objectif est d'extraire ce TVF pour imager un milieu (Arridge et al, 2007; Marjono et al, 
2008). 
2.3 Interaction lumière-matière 
On distingue trois modes de propagation de la lumière dans les tissus diffusants et ab-
sorbants, les photons balistiques, les photons serpentiles («snake») et les photons diffus. 
Les photons dits "balistiques" se propagent en ligne droite dans la même direction dans 
laquelle ils ont été injectés. Ils ne subissent pas l'influence de la diffusion et de l'absopr-
tion. Contrairement au photons balistiques, les photons serpentiles effectuent des formes 
d'oscillations autour de la trajectoire rectiligne. Ce sont les deuxièmes photons traversant 
le milieu. Finalement, les photons diffus sont déviés plusieurs fois sur leur parcours et 
ainsi effectuent une forme de marche aléatoire avant de ressortir du milieu. Dans le cas 
de mesures temporelles, la contribution des photons serpentiles et diffus est plus signifi-
cative pour mesurer le temps d'arrivée du puise et analyser la propagation de la lumière 
(Fig. 2.8). En effet, les photons balistiques ne contiennent pas d'information sur le milieu 
et sont minoritaires par rapport aux autres. La Fig. 2.7 illustre la propagation des pho-
tons dans des milieux majoritairement diffusants. La diffusion dans des tissus n'est pas 
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Figure 2.7: Propagation de la lumière dans un milieu diffusant. 
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isotrope. Une grande proportion de la lumière est diffusée vers l'avant. Cependant, pour 
décrire la pénétration de la lumière dans un tissu, il est pratique d'assumer une diffusion 
isotrope en réduisant le coefficient de diffusion JJLS, celui-ci devenant 
Vs = Vs(i-g), (2.1) 
où g est le cosinus moyen de l'angle de diffusion et /is le coefficient de diffusion réduit. Pour 
des tissus biologiques g est de l'ordre de 0.7 à 0.9. Les valeurs typiques de /J,S sont autour 
de 10 cm - 1 pour les tissus biologiques (Cheong et al, 1990; Torricelli et al, 2001). Par 
conséquent, il n'y a pratiquement pas de photons balistiques pour des tissus d'épaisseurs 
supérieures à 1 cm. Les photons sont alors considérés comme diffusés. Cette diffusion ré-
duit considérablement la résolution spatiale atteignale avec la TOD comparativement à la 
tomographie par rayons X (ou tomodensitométrie - TDM), à l'IRM ou à la TEP. Malgré 
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Figure 2.8: Exemple de mesure de la propagation de la lumière. 
sa faible résolution spatiale, la TOD dans le proche infra-rouge a le bénéfice d'avoir une 
mesure du coefficient d'absorption qui est en relation avec la constitution bio-chimique 
du tissu, notamment son oxygénation sanguin (Wang et Wu, 2007; Montcel et al, 2005; 
Dunsby et French, 2003). L'absorption ou la diffusion apporte des informations addition-
nelles sur les milieux étudiés telles que le débit sanguin, la concentration d'ions ou l'état 
de certaines protéines. Il est relativement difficile de distinguer les effets de diffusion et 
d'absorption dans les simples études des images. La situation est améliorée si une lu-
mière puisée est utilisée pour transilluminer le tissu. Il a été démontré que la forme de 
la distribution du temps de vol des photons peut être utile pour distinguer diffusion et 
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absorption (Hielscher, 2005; Becker, 2005). Plus un milieu est absorbant, moins un photon 
a de chances d'y survivre longtemps, ce qui est le cas pour les photons fortement diffusés. 
2.4 Modèles de la propagation de la lumière (excita-
t ion et fluorescence) 
2.4.1 Modèle de Patterson, Chance et Wilson 
Un modèle souvent utilisé pour décrire la propagation de la lumière dans les milieux 
homogènes est le modèle analytique de Patterson, Chance et Wilson (PCW) lequel est 
basé sur l'équation de la diffusion (ED) obtenue via l'approximation de la diffusion (AD) 
de l'équation du transfert radiatif (ETR) (Patterson et al., 1989). L'ED est donnée par 
^ ( r , t) - V • [D(r)W(r, t)] + A,(r)V(r, t) = Q(r, t), (2.2) 
où Q(j,t) est le terme source et vb est le taux de fluence (W cm - 2) qui est le champ 
décrivant la propagation de la lumière et 
"" '^o'^M) (2'3) 
est le coefficient de diffusion. Le modèle de PCW fournit une expression analytique de la 
forme d'un puise transmis en fonction du temps par une tranche semi-infinie d'épaisseur 
w d'un milieu diffusant et absorbant homogène et mesuré à sa surface (Fig. 2.8), 
TpCW(t, na, n'a, w) = (47rDc)-1/2r3/2e-' J»c te-^/4Dc t[(d - Zo)e^d-^2lADct-
-{d + zo)e-(d+zrf/4Dct + (3d-z0)e-(3d-z°W4Dct + . . . ] , ' ( ' ' 
où 
*0 = 1/fl's, 
d = w + 2zo 
Le modèle présenté prend en considération le coefficient d'absorption /j,a et le coefficient de 
diffusion réduit fj!s'. Il devient donc un outil utile dans l'étude des courbes dans le domaine 
temporel et permet une extraction des paramètres optiques. 
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2.4.2 Fonctions de Green pour la propagation de la lumière 
On appelle fonction de Green en physique ce que les mathématiciens appellent solution 
élémentaire d'une équation différentielle ordinaire linéaire, ou d'une équation aux déri-
vées partielles linéaire. Dans le cas de la propagation de la lumière dans un milieu infini 
homogène et isotrope, la fonction de Green est donnée par 
| r - r " 1 2 
G< r - ' ' • ' - *> = (4,Dc(t-t>))-^ 6XP {-^DcJ^V) - * * - *>) ' (2-5) 
et satisfait l'équation de l'équation de la diffusion (ED) avec un terme source ponctuel et 
impulsionnel 
\dG{V~^t~if) -V-{DVG(v-Tl,t-t')) + naG{T-v',t-t') = 5{T-T',t-t'). (2.6) 
Cette fonction de Green est solution de l'ED pour une source ponctuelle représentant une 
impulsion isotrope au temps t1 située en r'. En pratique, les milieux considérés sont finis 
(cylindre, phantom, souris), mais le niveau de détail dans le modèle de propagation utilisé 
pour l'étude présente ne devrait pas altérer les conclusions générales. Donc le modèle a 
été gardé aussi simple que possible en considérant les fonctions de Green pour des milieux 
infinis. 
2.4.3 Modél isat ion de la fluorescence 
Plus loin dans le présent mémoire, on aura besoin d'un modèle pour décrire la propagation 
de la fluorescence d'un système expérimental de mesures de fluorescence issue d'une inclu-
sion ponctuelle dans un milieu diffusant et absorbant. Le processus d'excitation, d'émission 
fluorescente et la mesure de la lumière fluorescente peut être décrit comme suit : 
- Un puise laser ultra-bref de longeur d'onde Às est injecté dans le milieu à la position rs 
et se propage comme une onde sphérique diffuse subissant aussi de l'absorption 
jusqu'à l'inclusion à rm (l'indice m ici signifie que ce point est dans le milieu. 
Ceci est décrit par une fonction de Green. 
- Le puise laser atteignant l'inclusion excite les molécules à l'intérieur de celle-ci, 
lesquelles émettent une lumière fluorescente. Un puise à une longueur d'onde Xf plus 
élevée est donc émis tout en tenant compte de la dynamique de fluorescente 
(décroissance exponentielle). 
- Le puise de fluorescence se propage dans le milieu en subissant à son tour absorption et 
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diffusion jusqu'à un point r^ à la frontière du milieu. Ceci est décrit par une seconde 
fonction de Green. 
- Finalement, le puise de fluorescence est détecté au point r^. 
Mathématiquement, le taux de fluence de fluorescence ip;^ résultant du processus juste 
décrit est donné par 
ipfA = GXf(rd - rTO,t) © F(rm,t) © GXs(rm - r„t), (2.7) 
où G\s et G\f sont respectivement les fonctions de Green pour la propagation de la lumière 
aux longueurs d'onde d'excitation et de fluorescence et F(rm,t) représente la dynamique 
de la fluorescence, laquelle est supposée ayant une décroissance exponentielle simple 
F(vm,t) = VfiiaJ(rm)e-t/T, (2.8) 
où T]f est l'efficacité quantique du fluorophore et //a,/(rm) e s t le coefficient d'absorption 
local du fluorophore en rm . Ce dernier est donné par //0(rm) = e^C(rm), où e/ est le coef-
ficient d'extinction molaire du fluorophore et C(rm) sa concentration en moles par litres 
(molaires). Le produit rjffiaj(rm) est communément appelé le "rendement de fluorescence" 
(fluorescence yield). Puisque A/ et Xs sont généralement proches l'une de l'autre, les pro-
priétés du milieu fia et y!s sont très similaires à ces deux longueurs d'onde. Par conséquent, 
elles seront supposées identiques pour simplifier. 
2.5 Principe de localisation d'inclusions fluorescentes 
Le laboratoire TomOptUS a récemment développé une technique dans le domaine temporel 
(TD) pour localiser en 3D des inclusions fluorescentes discrètes plongées dans un milieu 
diffusant. Cette technique exploite les temps d'arrivée des premiers photons (EPATs -
early photon arrivai times) qui correspondent aux temps de vol (TOF) des premiers pho-
tons captés par un détecteur (Bérubé-Lauzière et Robichaud, 2006, 2007b) (Fig. 2.9). Le 
temps d'arrivée d'un puise de fluorescence, suite à une excitation par une impulsion la-
ser, fournit de l'information sur la profondeur d'où provient la fluorescence. Ceci permet 
de localiser l'inclusion. Pour mesurer ce temps d'arrivée du puise, la technique dévelop-
pée utilise un discriminateur numérique à fraction constante (NCFD - numerical constant 
fraction discriminator) (Fig. 2.10). Le NCFD a pour rôle de sélectionner un temps d'ar-
rivée indépendamment de l'amplitude du puise (en pratique, l'amplitude des puises varie 
énormément et il devient important de déterminer le temps d'arrivée des premiers photons 
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indépendamment de l'amplitude des puises mesurés). Ce temps, correspondant au passage 
à zéro ("zéro crossing") du signal traité par le discriminateur, désigne le temps d'arrivée 
des premiers photons. Le laser utilisé est un laser titane-sapphire pour l'excitation et des 
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Figure 2.9: Principe de mesure du temps vol des premiers photons. 
détecteurs PMT pour la collection de lumière (cf. section 2.6). En référant à la Fig. 2.9, 
le temps mesuré par le système TCSPC est T l + T2 + T3 + T4 + T5 (Tl = temps 
pris par la lumière du laser pour arriver à la frontière du milieu imagé, T2 = temps entre 
la frontière et l'inclusion fluorescente, T3 = temps pris par la lumière fluorescente pour 
aller de l'inclusion à la frontière du milieu diffusant, T4 = temps entre la frontière et le 
détecteur et T5 = délais dans l'électronique). T3 est le temps d'intérêt, car il est en lien 
direct avec la profondeur de l'inclusion. 
Cette technique de localisation requiert la connaissance de la vitesse de propagation des 
puises de lumière diffuse dans le milieu. Cette vitesse permet de convertir en distances 
les temps de propagation mesurés (distance = vitesse x temps), lesquelles correspondent 
aux profondeurs de l'inclusion dans le milieu. À partir des profondeurs mesurées à plu-
sieurs positions de détecteurs autour du milieu, il est possible d'en déduire la position de 
l'inclusion. Pour de plus amples détails sur cette technique, le lecteur est invité à consul-
ter (Bérubé-Lauzière et Robichaud, 2007b; Pichette et al, 2009). 
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Figure 2.10: Discriminateur numérique à fraction constante - NCFD. 
Les expériences ont lieu dans un milieu homogène de propriétés optiques fixes et donc de 
vitesses de propagation constante. L'inconvénient de cette méthode est l'obligation d'avoir 
une vitesse de propagation du puise pour le milieu d'étude. En effet, si les propriétés op-
tiques du milieu prennent des valeurs différentes que celles considérées et que le milieu n'est 
plus homogène, la vitesse de propagation sera affectée et donc la localisation également. 
L'un des objectifs de ce présent projet est justement d'observer l'influence de variations 
des propriétés optiques du milieu sur la vitesse de propagation et donc sur la précision de 
la localisation. Il sera montré qu'il est tout de même possible de localiser des inclusions 
fluorescentes en supposant une vitesse de propagation moyenne à tous les milieux, mais 
avec une précision moindre. 
2.6 Détection 
Tout comme l'excitation, la détection peut être effectuée sous diverses configurations. 
Les systèmes les plus typiques utilisent plusieurs détecteurs individuels disposés autour 
de l'objet (soit un anneau) ou encore font appel à un bloc-détecteur1 que l'on déplace. 
L'avantage d'un anneau de détecteurs est la récolte de toute la lumière (transmise et 
rétrodiffusée) en une lecture, permettant des prises de mesures plus rapides. Dans .le cas 
d'un bloc-détecteur, si l'on désire obtenir l'information provenant des différents types de 
lumière, il faut pour une position d'excitation donnée, balayer l'objet par une série de 
mesures en déplaçant le bloc, d'où un temps de mesure plus long. 
1
 Regroupement de détecteurs ne couvrant qu'une partie de l'objet permettant une configuration de 
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Les détecteurs peuvent être des tubes photomultiplicateurs (PMT - photomultiplier tube), 
des photodiodes, des photodiodes à avalanches, des caméras CCD ou encore des caméras 
à balayage ultrarapide (streak caméra). Dépendamment du type de mesures effectuées, 
certains détecteurs peuvent être plus adéquats que d'autres. Dû à l'intensité lumineuse qui 
varie beaucoup, le système de détection doit pouvoir accommoder une plage dynamique 
d'environ 80 dB de manière à obtenir des images de bonne qualité (Siegel et al, 1999). 
En présence de marqueurs fluorescents, il est nécessaire d'effectuer une discrimination des 
longueurs d'ondes de manière à ne récolter que le signal de fluorescence et non le signal 
issu de la source d'excitation. L'utilisation de filtres optiques permet cette sélection en 
longueur d'onde. 
À cause de contraintes mécaniques, une configuration où l'on aurait une série de sources 
d'excitation autour du sujet combinée à un anneau de détecteurs serait difficilement réa-
lisable faute d'espace. Une telle configuration serait également très dispendieuse vu la 
quantité de sources et de détecteurs requis. La configuration à préconiser est celle inté-
grant un anneau de détecteurs avec une seule source d'excitation fixe où l'on fait tourner 
l'objet au centre. Tout en étant plus économique (une source d'excitation), elle est plus 
simple dans la mesure où il est plus facile de faire tourner l'objet plutôt que la source 
d'excitation dans le cas de petits animaux. De plus, par son anneau de détecteurs, on est 
en mesure, pour une position d'excitation donnée, de récolter toute l'information en une 
seule prise. 
Dans le cas de notre prototype de tomographe, le système de détection est constitué de 
plusieurs canaux de photodétecteurs PMT. Un photodétecteur est un composant électro-
nique qui mesure le flux de photons ou la puissance optique en convertissant l'énergie 
de photons absorbés en une forme mesurable. Deux principales classes sont communé-
ment utilisées : les détecteurs thermiques et les détecteurs photoélectriques (Becker, 2005; 
Milonni et Eberly, 1988; Saleh et Tech, 1991; O'Connor et Phillips, 1984). 
Les détecteurs thermiques opèrent en convertissant l'énergie de photon en chaleur. Cepen-
dant, la plupart de ces détecteurs sont moins efficaces et relativement plus lents puisque 
un temps non-négligeable est nécessaire pour la conversion thermique. 
Les détecteurs photoélectriques utilisent l'effet dans lequel l'absorption par le matériel ré-
sulte directement en une transition d'un haut niveau d'énergie et la génération de porteurs 
de charges mobiles. Sous l'effet d'un champ électrique, ces porteurs de charges se déplacent 
et produisent un courant électrique mesurable. Seuls les détecteurs photoélectriques sont 
considérés dans cette section. L'effet photoélectrique désigne l'émission d'électrons par un 
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matériau soumis à l'action de la lumière. Par extension, il regroupe parfois l'ensemble des 
phénomènes électriques d'un matériau provoqués par l'action de la lumière. On distinguera 
alors deux formes : soit des électrons sont éjectés du matériau (émission photoélectrique -
forme externe (Fig. 2.11)) ou soit il y a une augmentation de la conductivité du matériau 
(photoconductivité - forme interne). 
- La forme externe implique l'émission photoélectrique, dans lequel les électrons géné-
rés se libèrent, ce sont des électrons libres. Ceci est utilisé p.ex. dans les PMTs. 
- La forme interne, la conductivité d'électrons, se déroule dans un semiconducteur. 
C'est l'excitation d'un électron de la bande de valence à la bande de conduction 
qui donne en général lieu à un courant. Celui-ci peut être mesuré pour servir de 
détecteurs. Ceci est utilisé p.ex. dans les photodiodes, cellules photoélectriques. 
0k 
Figure 2.11: Effet photoélectrique; l'onde électromagnétique incidente éjecte les électrons 
du matériau. 
Les photodétecteurs basés sur la forme externe prennent usuellement la forme de tubes à 
vide appelés phototubes. Les électrons sont émis de la surface d'un matériel photoémissif, 
la photocathode, et voyagent vers une électrode appelée anode, laquelle est maintenue à 
un fort potentiel électrique par rapport à la cathode. Le transit d'électrons de la cathode 
vers l'anode résulte en un courant électrique proportionnel au flux de photons incident sur 
la photocathode. Les électrons photoéjectés peuvent aussi être forcés à entrer en contact 
avec une (ou plusieurs) surface(s) émettrice(s) d'électrons dans le tube appelée(s) dy-
node(s). Lorsqu'un électron frappe une dynode, il en résulte l'émission secondaire d'une 
cascade de plusieurs électrons (typiquement 4 ou 5). Il s'ensuit une amplification du cou-
rant électrique. Ce'composant est illustré sur la Fig. 2.12 et est connu sous le nom de tube 
photomultiplicateur (PMT). Ce type de détecteur est une application directe de l'effet 
photoélectrique. L'électron créé par le rayonnement incident est ensuite multiplié (d'où 
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le nom) grâce au système de dynodes à des tensions progressivement croissantes. L'étude 
Figure 2.12: Représentation d'un détecteur PMT. 
de ces système de détection permet de comprendre les sources de délais et de bruit dans 
l'électronique. Il est donc également important d'étudier les différentes sources de bruit 
afin de répondre clairement aux objectifs du présent projet, à savoir éliminer les diffé-
rentes sources d'artefacts et de distortions des signaux optiques mesurés. On sait qu'il 
existe de nombreuses sources de bruit qui viennent perturber les mesures optiques. Elles 
proviennent du système de d'instrumentation, de conditions d'utilisation du système et de 
facteurs extérieurs. 
2.6.1 Bru i t du système 
Les principales sources de bruit dans un système de détection optique sont détaillées ci-
dessous (Becker, 2005; Saleh et Tech, 1991; O'Connor et Phillips, 1984). 
Bruit photostatistique ("Photon Noise") 
Le flux de photons associé à une puissance optique fixe est par nature incertain. Le flux 
de photons fluctue aléatoirement en accord avec une loi de probabilité qui dépend de la 
nature de la source de la lumière. Selon la théorie de la détection de la lumière, le nombre 
de photons n comptés dans un intervalle de temps T est une variable aléatoire suivant une 
distribution de Poisson. Pour un flux de photons moyen (f) (photons/s), le nombre moyen 
de photons comptés dans un intervalle de temps T est donné par : 
n = (f)T. (2.9) 
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4> où est le flux de photons moyens (photons/s). Le flux de photons moyen est : 
(f> = $/hu, (2.10) 
où <£> est la puissance optique mesurée à l'aide d'un photodétecteur calibré, h la constante 
de Planck et v est la fréquence en Hz de la lumière. Dû à la nature Poissonnienne, la 
variance du nombre de photons comptés dans un intervalle de temps T est 
a
2
 = n (2.11) 
Le bruit de photons est directement lié à ce phénomène aléatoire et statistique. Le niveau 
de bruit dépend du nombre moyen de photons et est donné par \fr\. 
Bruit photoélectrique ("Photoelectron Noise") 
Le paramètre le plus utile pour caractériser l'efficacité du comptage de photons est l'ef-
ficacité quantique (Saleh et Tech, 1991; Lakowicz, 2006). L'efficacité quantique % d'un 
détecteur est définie comme la probabilité qu'un photon incident génère un (ou une paire 
de) porteur(s) contribuant au courant du détecteur. 
Un photon incident sur un photodétecteur d'efficacité quantique % génère un photo-
événement (i.e libère un photoélectron ou crée une paire électron-trou) avec une pro-
babilité rjd ou ne le fait pas avec une probabilité de 1 — %. Les photon-événements sont 
assumés aléatoires. Par conséquent, un flux de photons incidents moyen <f> (photons/s) 
résulte en un flux de photoélectrons moyen 77^ (photoélectrons/s). Le nombre de photo-
électrons détectés dans un intervalle de temps T est un nombre aléatoire m de moyenne 
égale à : 
m = ria-n (2.12) 
où n = </>T est le nombre de photons incidents moyen dans l'intervalle de temps T. À cause 
de ce caractère aléatoire dans le système, ces générations sont sources de bruit. 
Bruit de gain ("Gain noise") 
Le bruit de gain provient de système de détection et est directement lié à l'amplification 
du courant électrique. Cette amplification est aléatoire. Ce caractère aléatoire apporte 
donc du bruit au système. Chaque photon détecté génère un nombre aléatoire d'électrons 
de moyenne constante, mais avec une incertitude qui est dépendante de la nature du 
mécanisme d'amplification (i.e forme des dynodes, par exemple). En comptage de photons, 
toutefois, le bruit de gain ne joue pas de rôle, car la détection d'un photon est un processus 
binaire, i.e a-t-on vu un photon ou non. Donc, que l'amplitude du puise électrique soit plus 
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ou moins grande n'importe pas en autant qu'elle soit au dessus du seuil de détectabilité, 
ce qui est le cas en comptage de photons. 
Bruit du circuit de réception ("Receiver Circuit Noise") 
Les différents composants dans le circuit électrique d'un récepteur optique, comme les 
résistances ou les transistors, contribuent au bruit du système. Ce bruit résulte du mouve-
ment thermique des porteurs de charges dans les résistances et autres éléments dissipatifs, 
et des fluctuations des porteurs de charges dans les transistors utilisés dans l'amplification. 
Courant d'obscurité ("dark current noise" ou "dark count rate") 
Le courant d'obscurité est un bruit présent même en l'absence de lumière. Il résulte de la 
génération thermique aléatoire de porteurs de charge (Becker, 2005; Saleh et Tech, 1991). 
Le courant d'obscurité d'un détecteur pose une limite à la sensibilité du comptage de 
photons. Ce courant dans les PMTs dépend du type de cathode, de l'aire de cathode, et 
de la température. Le comptage de photons d'obscurité est plus élevé pour des cathodes 
avec de hautes sensibilités. Le comptage de photons d'obscurité diminue par un facteur 
de 3 à 10 par tranche de diminution de 10 °C. Le refroidissement d'un détecteur est 
donc le chemin efficace pour garder le taux de comptage d'obscurité bas. Les sources 
typiques de chaleur sont les résistances, l'électronique près des détecteurs, ou les bobines 
des obturateurs devant les détecteurs. La dissipation de puissance de ces composants doit 
être gardée basse et la chaleur doit être dissipée efficacement. Il est donc possible de réduire 
le courant d'obscurité en optimisant la conception des éléments près d'un capteur, ainsi 
que ses paramètres physiques, notamment sa température. 
Le courant d'obscurité d'un PMT peut augmenter dramatiquement après que les photoca-
thodes aient été exposées à une source de lumière externe trop forte (toute lumière qu'on 
peut voir avec nos yeux en conditions normales est définitivement trop forte ! ). Pour des 
cathodes traditionnelles, l'effet est parfois réversible et dans ce cas peut prendre plusieurs 
heures avant un retour à la normale. Si la cathode d'un PMT est exposée à la lumière 
du jour ou une autre source de lumière, la photocathode peut être endommagée de façon 
permanente. Le tube peut être abimé au-delà de la reformation. 
L'étude a montré que l'ensemble de ces bruits influençant les mesures optiques peut être 
assimilé à une unique source de bruit laquelle obéit à une loi de distribution de probabi-
lité majoritairement poissonienne et dépendante du nombre n de photons détectés. Cette 
remarque est très importante, car c'est à partir de là que découle l'utilisation d'outils 
spécifiques reliés au traitement de signal dans la suite du présent travail. 
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2.6.2 Réponse du système 
Comme tout système de mesures, celui-ci introduit des artefacts dûs à la source lumineuse, 
aux délais divers dans le canal de détection et aux temps de réponse des détecteurs. Chaque 
mesure d'un signal optique correspond en fait à la convolution de deux fonctions : la TPSF 
(Time Point Spread Function) représentant la propagation de la lumière dans le milieu et 
l'IRF. La largeur de l'IRF dans le comptage de photons est due à une combinaison de 3 
facteurs principaux : 
1. la durée du puise d'excitation (5 ps pour le laser Ti :Sapphire que nous utilisons, 
mais il est plus large pour des diodes laser puisées par exemple) ; 
2. la propagation des photoélectrons (temps de transit) dans les détecteurs PMT que 
nous utilisons ~ 200 ps de largeur à mi-hauteur (FWHM - full-width at half maxi-
mum) ; 
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Figure 2.13: Fonction de la réponse de l'instrument (IRF). 
La figure 2.13 présente une mesure typique d'IRF avec notre système de TOD. Un des 
ojectifs de ce projet est de supprimer les effets de l'IRF sur les mesures. L'obtention de 
signaux optiques propres au milieu d'étude (sans IRF) présente l'avantage de permettre 
l'extraction de signatures utiles, entre autre, pour la caractérisation du milieu. 
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2.7 Caractérisation du milieu 
2.7.1 Descript ion de l 'approche 
La caractérisation d'un milieu biologique reste un aspect important de l'imagerie biomé-
dicale. Spécifiquement, l'objectif en TOD est d'imager les deux propriétés optiques qui 
sont l'absorption et la diffusion. L'approche généralement utilisée est la reconvolution ou 
l'IC (Graber et al, 2005; Ntziachristos et Chance, 2001; Arridge et al, 2007). Le principe 
est de considérer un modèle a priori pour décrire les mesures. Ce modèle est fonction des 
deux propriétés soit le coefficient d'absorption fia et le coefficient de diffusion réduit iis. 
Il est ensuite convolué à la réponse du système (IRF) pour obtenir un signal représentatif 
des mesures optiques. Finalement, ce nouveau modèle est comparé aux mesures (TPSF) 
pour extraire les paramètres optiques et ainsi caractériser le milieu. Typiquement, l'éva-
luation de ces paramètres est effectuée en minimisant de façon itérative (dans le sens des 
moindres carrés) le résidu entre le modèle et les mesures. L'opération de régression non-
linéaire («fitting») utilise l'algorithme de Levenberg-Marquardt (LM) (Levenberg, 1944; 
Marquardt, 1963). 
L'algorithme LM permet d'obtenir une solution numérique au problème de minimisation 
d'une fonction, généralement non-linéaire et dépendant de plusieurs variables. L'algorithme 
intègre l'algorithme de Gauss-Newton et la méthode de descente de gradient. C'est un 
problème qui se présente souvent en régression linéaire et non-linéaire. Son application 
principale est la régression au travers de la méthode des moindres carrés. La procédure de 
l'algorithme est itérative. On part de valeurs initiales des paramètres par rapport auxquels 
on veut minimiser pour lesquelles on suppose que la fonction à minimiser est «assez proche» 
d'un minimum. L'ensemble de ces valeurs initiales constituera le vecteur de départ. Dans 
certains cas, il n'y a convergence vers le minimum global que si le vecteur de départ n'est 
pas trop éloigné de la solution. C'est pour cela, qu'il est important autant que possible 
d'avoir un bon estimé initial des paramètres de départ. 
2.7.2 Modél isat ion des mesures 
Soit ip(t, \xa, //s) un modèle analytique du champ optique obtenu en résolvant l'équation de 
la diffusion (ED) (p.ex. le modèle de PCW ; une telle solution analytique n'est généralement 
possible que pour des milieux homogènes, mais laissons le problème dans sa généralité 
ici). Dénotons par M.ld l'opérateur qui permet de passer du champ optique à une mesure 
idéale à la surface de l'objet (les mesures peuvent être en contact ou sans contact avec 
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la surface) ; par mesure idéale, on entend ici une mesure qui ne perturbe pas le signal, ce 
qui expérimentalement n'est évidemment pas possible). Ainsi, M.l(i[i>(t,yUa,//J] représente 
un modèle d'une mesure idéale 2. Soit aussi, IRF(t) une mesure de l'IRF du système 
de mesure. Prenons le modèle analytique ip(t,/ia,ns) et une mesure de l'IRF IRF(t). Un 
modèle relativement complet de la mesure réelle d'une TPSF à la surface de l'objet à 
imager (il ne manque qu'un terme de bruit qu'on négligera pour l'instant) est alors donné 
par le modèle d'une mesure idéale convolué à l'IRF, à savoir 
m^(t,fjLa,fj!t) = Mld[ip(t,fia,^'s)}®IRF(t). (2.13) 
2.7.3 Algorithme d'extraction des paramètres 
Définissons par mexp(t) un ensemble de données représentant la mesure expérimentale 
d'une TPSF à la surface. La procédure IC peut alors être décrite comme suit : 
1. Choix de valeurs initiales pour jia et /is ; 
2. Calcul du modèle idéal des mesures M.td[ip(t, fia, /J,'S)] pour les valeurs de \ia et /is ; 
3. Convolution entre le modèle idéal et l'IRF (éq. 2.13), 
4. Calcul de l'erreur quadratique moyenne entre le modèle et les mesures expérimentales 




 = ^2 (m^t, //„, n's) - mexp(t)f ; (2.14) 
t=kl 
5. Comparaison de l'erreur calculée avec une condition d'arrêt (p.ex. %2 < e ; la condi-
tion d'arrêt fixe la précision de la régression), 
6. Si la condition d'arrêt est rencontrée, l'algorithme retourne les valeurs finales de 
Ha et JJLS ; si elle ne l'est pas, les valeurs de jia et ns sont modifiées et l'algorithme 
retourne au point (2). 
La Fig. 2.14 montre un exemple de l'application de la méthode IC sur un signal optique 
mesuré. 
L'IC est fortement utilisé en imagerie par fluorescence TD pour l'extraction du temps 
de vie de la fluorescence (microscopie) (Marjono et al, 2008). Cette méthode présente 
l'avantage d'être relativement simple d'implémentation. La précision sur les valeurs finales 
2P.ex. si on utilise le modèle PCW discuté précédemment, alors A^î£j[^(i, fJ.a, ft's)} = Tpcw(t, Mo> Ms>w)-
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Méthode de la reconvolution 
Temps (ns) 
Figure 2.14: Exemple de mesures par la méthode IC pour prendre en compte l'IRF (utili-
sation du modèle PCW). 
et l'efficacité de cette méthode sont directement liées à la condition d'arrêt de l'algorithme. 
Cependant, elle présente également des inconvénients. Le principal problème est le coût 
en temps de calcul (Fortier et al., 2009). En effet, chaque opération de régression nécessite 
une opération de convolution entre l'IRF et le modèle. Un autre inconvénient de cette 
méthode est le besoin d'utiliser des valeurs de départ pas trop éloignées de la solution 
finale pour assurer autant que possible qu'on convergera vers les bonnes valeurs. L'objectif 
de l'algorithme étant de caractériser un milieu, il est généralement difficile de prédire de 
bonnes valeurs initiales. 
28 
CHAPITRE 3 
MÉTHODOLOGIE : débruitage et déconvolu-
tion 
Deux des objectifs de ce projet consistent, dans un premier temps, à débruiter le signal, 
puis dans un second temps, à déconvoluer le signal, c'est-à-dire limiter les effets de l'IRF. 
Ce chapitre présente l'ensemble de la méthodologie pour réaliser ces deux objectifs. 
3.1 Données de simulation 
Pour caractériser notre méthode de débruitage et de déconvolution, il est tout d'abord 
nécessaire de simuler les mesures de manière la plus réaliste possible. Le modèle PCW est 
convolué avec une IRF typique de notre système, et du bruit de Poisson est ajouté, lequel 
est présent dans nos mesures optiques (Bérubé-Lauzière et Robichaud, 2007a; O'Connor 
et Phillips, 1984). Comme expliqué précédemment, le niveau de bruit dépend du nombre n 
du nombre de photons moyen détectés et est approximativement donné par Vra (Saleh et 
Tech, 1991). L'équation suivante modélisé les mesures dans un milieu homogène (Fig. 3.1) 
V{t) = UPCW(t) © IRF(t) + nPoisson(t), (3.1) 
où V(t) est le signal mesuré, IRF(t) est la réponse du système, nPoisson(t) est le bruit 
de Poisson et Upcw(t) est le modèle de PCW (Patterson, Chance et Wilson) pour la 
transmission de la lumière dans un milieu absorbant/diffusant homogène. En référant aux 
notations précédentes, Upcw — Tpcw(t,Ha,fJ''s,vj) = M.id[tp(t,fia,fJ,'s)]. Cette modélisation 
fournit des données synthétiques permettant de quantifier les performances des approches. 
On considère ici que la durée du puise d'excitation est comprise dans l'IRF. 
Afin d'exposer clairement les différents outils utilisés pour répondre aux objectifs de 
ce projet, une description non exhaustive des ondelettes est tout d'abord présentée. Elle 
permettra de mieux comprendre le fonctionnement de la transformée de Haar-Fisz (Fryz-
lewicz et Nason, 2004; Fisz, 1955) et l'algorithme de débruitage (Mallat, 1989). Ensuite, 
à l'aide des nouvelles connaisances sur les ondeletttes, la tranformée de Haar-Fisz et le 
débruitage des signaux optiques sont expliqués. Enfin, la dernière partie de cette section 
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Mesures temporelles simulées 
4 B 
Temps (ns) 
Figure 3.1: Signal de mesures simulé avec le modèle PCW. 
consiste à décrire l'utilité et le fonctionnement du filtrage optimal de Wiener pour suppri-
mer l'IRF (Press et al, 1999). 
3.2 Ondelettes 
3.2.1 Introduction 
Le traitement .du signal est devenu une composante essentielle de l'activité scientifique et 
technologique contemporaine. Il est utilisé dans les communications (téléphone, télévision), 
en imagerie médicale (échographie, scanner, résonance magnétique,...), tout comme dans 
l'analyse et l'interprétation de séries temporelles complexes : il peut s'agir de fluctuations 
de valeurs boursières, de signaux cardiaques, mais également de variations climatiques et 
l'étude du réchauffement de la planète. Cette liste n'est pas exhaustive (Meyer, 1994). 
Pour mieux cerner le problème du choix d'un algorithme, il peut être utile de classifier 
sommairement les signaux en distinguant les signaux stationnaires, les signaux quasi-
stationnaires et les signaux transitoires. 
Un signal est stationnaire si ses propriétés sont statistiquement invariantes au cours du 
temps. Un signal stationnaire bien connu est le bruit blanc qui, sous sa forme échantillon-
née se présente comme une suite de tirages au sort indépendants. Un signal stationnaire 
peut donc faire apparaître des événements imprévus, mais l'on connaît à l'avance les pro-
babilités de ces apparitions. On parle alors d'imprévus statistiquement prévisibles lorsque 
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l'on considère seulement une série de valeurs. L'outil idéal pour étudier les signaux sta-
tionnantes est la transformée de Fourier. 
L'étude des signaux non-stationnaires (où apparaissent donc des événements transitoires) 
nécessite des techniques différentes de l'analyse de Fourier. Ces techniques spécifiques à 
la non stationnarité incluent les ondelettes de type «temps-fréquence» dont le domaine 
d'application est, plus particulièrement, l'ensemble des signaux quasi-stationnaires et les 
ondelettes «temps-échelle» qui sont adaptées, pour leur part, aux signaux présentant une 
structure fractale. La transformée en ondelettes est un outil qui coupe les données, fonc-
tions ou opérateurs en composantes de différentes fréquences et étudie chaque composante 
avec une résolution correspondante à son échelle. La transformée en ondelettes d'un signal 
dépend de 2 variables : l'échelle (ou fréquences) et le temps; les ondelettes fournissent 
donc un outil pour la localisation temps-fréquence. 
Une ondelette peut être vue comme une fonction de base qui va définir les caractéristiques 
de la représentation. Par exemple, dans le cas de la transformée de Fourier, la transformée 
est obtenue en projetant un signal sur une base orthogonale et normée. En comparaison, 
la transformation en ondelettes est obtenue en projetant un signal sur une base différente. 
Il est souvent plus facile de comprendre les ondelettes en les comparant à la transformée 
de Fourier (Fig.3.2). L'inconvénient de la représentation dans le domaine de Fourier est de 
Transformée Transformée Ai| 
; v V • f 
Ondelettes "' "— ~ / ' \ i ' V ' -A-„-4-
Foiffier 
ci„nAi Constituée de sinnsotdes de différentes fréquences Signai ^ ,.. - . ..„- , - . ., . ... 
Signal "* * Contituee de différentes ecueffes et positions 
(a) (b) 
Figure 3.2: (a) Transformée de Fourier. (b) Transformée en ondelettes. 
faire abstraction complète du temps (il n'est pas supposé intervenir dans la représentation 
puisqu'on intègre sur le temps t). On ne peut donc pas détecter ou faire ressortir un 
«micro» changement au sein d'un spectre en fonction du temps à l'aide de seulement 
une transformation de Fourier ; il faut des ingrédients de plus. Gabor a proposé en 1946 
d'utiliser une fenêtre glissante ga(t — u) où la fonction ga est une gaussienne d'écart-type 
a, à combiner avec la transformation de Fourier (Meyer, 1994). Une transformation de 
Gabor, GX(LO,U) d'un signal x(t) est obtenue en translatant en temps (par la variable u) 





x(t)ga(t - u)e~lwtdt. (3.2) 
•00 
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On peut ainsi examiner différentes portions du signal. La transformée de Gabor est donc 
une transformée de Fourier à fenêtre glissante. Le problème de cette transformée est que 
l'incertitude de l'estimation simultanée du temps et de la fréquence (principe d'Heisen-
berg : AtAu < K) est encore assez forte, i.e la valeur de K n'est pas optimale en étant 
relativement grande. Morlet et son équipe (Goupillaud et al., 1984) ont eu l'idée d'ajouter 
un facteur d'atténuation à la fenêtre temporelle, diminuant ainsi la valeur de la constante 
K et créant une première génération d'ondelettes. 
3.2.2 Transformée en ondelettes continues 





où Cx(a,b) est une transformation du signal x(t). L'analyse en ondelettes produit une 
représentation temps-échelle d'un signal. L'échelle de cette représentation est reliée à la 
compression-dilatation de l'ondelette. Pour décrire cette dilatation-compression, un facteur 
d'échelle est introduit, soit le coefficient a. Ce facteur d'échelle o permet de créer des 
versions dilatées ou compressées de l'ondelette mère ^(t) à partir de laquelle la base 
d'ondelettes ipa,b(t) e s t obtenue (Fig.3.3) 
yjatb(t) = - ^ * (— 
y/a \ a 
(3.4) 
Le temps de la représentation temps-échelle est, quant à lui, relié à la translation de l'onde-
ftt) = liniiO . a = 1 
• 
«s 
• " * 





"JSS£Z, .,.,..i ..; 
n ï 2 i S 4 
*t fti\ = sin(2i) ; a = ; 2 
fit) = Bin{4t) ; a 
V / 
Figure 3.3: Influence de la variation du facteur d'échelle sur une sinusoïde, 
lette. Mathématiquement, la translation d'une fonction f(t) d'un facteur k est représentée 
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par f(t — k). Dans le cas de l'éq. 3.4, cette translation est exprimée par le paramètre b. 




Figure 3.4: Influence de la variation du facteur de translation sur une ondelette. 
sèment, le paramètre b caractérise l'emplacement sur l'axe des temps de la fonction sur 
laquelle on projette le signal à analyser. Le paramètre a caractérise l'échelle des temps. 
Lorsque a > 1, on projette le signal sur une version dilatée de l'ondelette : on cherche à 
analyser des phénomènes à variations lentes (basses fréquences) pendant une durée im-
portante. Réciproquement, lorsque a < 1, on analyse des phénomènes à variations rapides 
(hautes fréquences) sur une courte durée. La Fig. 3.5 présente différents exemples d'on-
delettes couramment utlisées (Daubechies, 1992). Pour une implémentation numérique, il 
est nécessaire de représenter de façon discrète les paramètres a et b. 
3.2.3 Transformée en ondelettes discrètes 
Tout comme pour la transformée de Fourier, une version numérique de la transformée en 
ondelettes a été développée pour réaliser le calcul sur ordinateur. Elle consiste à échan-
tillonner les temps b et à quantifier les scalaires a. L'algorithme de Mallat décrit com-
ment effectuer une transformation en ondelettes discrètes en utilisant l'analyse multiréso-
lution (Mallat, 1989). Cet algorithme est basé sur la définition de filtres H et G, appelés 
filtres miroirs en quadrature (QMF - quadrature mirror filters), et dont les réponses im-
pulsionnelles H et G doivent satisfaire certaines conditions (Sobolev, Besov, etc. (Meyer, 
1994)). H et G constituent respectivement, un filtre passe-bas et un filtre passe-haut ayant 
la même fréquence de coupure (leurs bandes de fréquence sont dites complémentaires). On 
parle alors d'ondelettes dyadiques. Plus précisément, les transformées en ondelettes dya-
diques sont des échantillonnages en échelle des transformées en ondelettes continues dont 
l'échelle suit une suite géométrique de raison (2J) (Fig. 3.7). Les sorties des filtres sont 
sous-échantillonnées par un facteur 2. Le filtre passe-haut fournit les coefficients de la 
transformée en ondelettes ou les détails du signal à une échelle donnée. Le filtre passe-bas 
donne les coefficients de l'approximation du signal à la même échelle. Pour obtenir une 
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Figure 3.5: Exemples d'ondelettes typiques, ip est la base d'ondelettes et #(£) est l'ondelette 
mère, (a) Ondelette de Meyer. (b) et (c) Ondelettes de Battle-Lemarié. (d) Ondelette de 
Haar. (e) et (f) Autres exemples d'ondelettes (Daubechies, 1992). 
générant ainsi un autre détail et une nouvelle approximation à un ordre plus élevé. Les co-
efficients d'approximation sont les composantes à grandes échelles (basses fréquences) du 
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signal. Les coefficients de détails sont les composantes à petites échelles (hautes fréquences) 
du signal. Le signal original est donc filtré par une suite de filtres passe-bas et passe-hauts 
en cascade dont la fréquence de coupure décroît de moitié lorsque l'on passe d'une réso-
lution à la suivante (on va toujours vers des résolutions plus élevées). Cette analyse est 
équivalente à une décomposition par un banc de filtres passe-bande dont les fréquences 
principales et les bandes passantes sont des sous-multiples de la fréquence d'échantillon-
nage. Il convient de souligner qu'avec la transformée en ondelettes, la meilleure résolution 
fréquentielle est obtenue en basse fréquence et inversement, la meilleure résolution tem-
porelle est obtenue en haute fréquence. La Fig. 3.8 présente une analyse selon l'ondelette 
de Haar à l'ordre 5 d'un signal mesuré typique de notre système d'instrumentation. Le 
signal original est représenté par s, les coefficients d'approximation à l'ordre 5 par a et les 
coefficients de détails par d. 













Figure 3.7: Répartition fréquentielle par transformée en ondelettes dyadiques. 
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Décomposition al tevel 5 s = a5 - d5 + d* + d3 + d2 • d1 
Figure 3.8: Décomposition en ondelettes de Haar d'un signal optique mesuré typique. 
3.3 Débruitage des mesures 
La première étape de l'algorithme développé dans ce projet est de débruiter les mesures 
optiques. Les ondelettes sont utilisées à cette fin. Il a été démontré que celles-ci sont par-
ticulièrement intéressantes pour débruiter un signal sans devoir a priori toujours estimer 
le bruit. Un seuillage judicieux des coefficients des ondelettes (les Cx(a,b)) supprime effi-
cacement le bruit lorsque celui-ci est gaussien (Starck et Murtagh, 2001). Dans le cadre 
de ce projet, le bruit en présence est un bruit de Poisson. Pour débruiter efficacement les 
données, la première tâche consiste donc à transformer le bruit pour le rendre gaussien. La 
seconde tâche consiste simplement seuiller les coefficients résultant de la décomposition en 
ondelettes du signal mesuré et ensuite reconstruire le signal suite au seuillage. Pour trans-
former le bruit, l'approche usuelle consiste à utiliser une transformation stabilisatrice de 
la variance. Deux approches sont présentées ici : la transformée d'Anscombe (méthode la 
plus couramment utilisée) et la transformée de Haar-Fisz (méthode choisie dans ce projet 
pour remplir les objectifs). 
3.3.1 Transformée d'Anscombe 
La transformée d'Anscombe est une méthode pour convertir un bruit de Poisson en bruit 
blanc gaussien. Elle est habituellement utilisée pour pré-traiter les données et obtenir un 
bruit à variance constante. L'objectif est, par la suite, de pouvoir appliquer des algorithmes 
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de débruitage pour du bruit blanc gaussien qui sont largement employés et très courants 
dans le domaine du traitement de signaux bruités (par exemple, dans les télécommuni-
cations, dans le traitement de la parole et de la musique) (Anscombe, 1948). L'équation 
pour la transformée d'Anscombe est 
v{t) = 2^ v{t) + \ , (3.5) 
où v(t) est le signal bruité et v(t) est le signal transformé. Elle transforme les données 
dont le bruit a une distribution de poisson en données dont le bruit a une distribution 
approximativement gaussienne de variance égale à 1. Cette transformation n'est valide 
que lorsque la moyenne des données de la distribution de Poisson est plus de 20 (Starck 
et Murtagh, 2001) et que le signal est positif en tout temps. La transformée d'Anscombe 
est très utilisée en imagerie de photons (astronomie, rayons X) où les images suivent 
naturellement une loi de Poisson. 
3.3.2 Transformée de Haar-Fisz 
La transformée de Haar-Fisz (HFT - Haar-Fisz transform) est basée sur les ondelettes. 
Cette méthode s'appuie sur la normalité asymptotique d'une fonction non-linéaire des 
coefficients de détail et d'approximation de la transformée de Haar. Cette transformée sert 
notamment à convertir un bruit de Poisson en bruit blanc gaussien pour rendre possible 
le débruitage, d'où son grand intérêt pour le présent projet. Son principe est de modifier 
les coefficients de détail de la décomposition en ondelettes de Haar du signal bruité. Cette 
modification est appelée transformée de Fisz. La transformée de Haar-Fisz opère de la 
manière suivante : 
1. Décomposition selon les ondelettes de Haar. Les coefficients de détail sont dénotés 
par d et les coefficients d'approximation par a. 
2. Modification des coefficients de détail : 
0 si an = 0, .„ „. (3.6) 
dn/y/o~n autrement. 
Les nouveaux coefficients de détail résultent en une variable aléatoire Y représentant le 
bruit avec une distribution asymptotique gaussienne (Fadali et al., 2004). L'estimation est 
ensuite effectuée en considérant le bruit ainsi transformé comme additif blanc Gaussien. 
Yn = 
37 
3.3.3 Débrui tage par les ondelettes 
Les algorithmes de suppression de bruits fondés sur la transformée en ondelettes se ré-
sument en trois étapes : 
1. Transformation en ondelettes du signal bruité (décomposition), 
2. Application de la technique de débruitage aux coefficients résultants, 
3. Transformation inverse vers le domaine d'origine (reconstruction). 
Les techniques de débruitage sont réparties en deux catégories : linéaire et non linéaire. 
Le débruitage linéaire ne dépend pas de l'ordre des coefficients d'ondelettes du signal 
bruité, mais du paramètre échelle des coefficients de la transformée. Les méthodes de 
débruitage linéaire sont basées sur l'hypothèse que le bruit peut être localisé principalement 
au niveau des coefficients des échelles fines et pas au niveau de ceux des échelles grossières. 
Par conséquent, le débruitage des signaux par transformée en ondelettes supprime tous 
les coefficients des échelles fines, à partir d'une valeur seuil. Le débruitage non linéaire 
est fondé sur le principe que le bruit blanc pourra être présent dans chaque coefficient 
et distribué à travers toutes les échelles. La suppression du bruit par la technique des 
ondelettes est très efficace. Cependant, l'inconvénient majeur est que parfois une trop 
grande suppression du bruit entraîne des distorsions dans le signal significatif (Bahoura et 
Rouat, 2006). La Fig. 3.9 présente le principe de débruitage non-linéaire par les ondelettes. 
Une puissante approche pour la réduction du bruit a été proposé par Donoho (Donoho, 
1995). Elle est basée sur l'application d'un seuillage aux coefficients d'ondelettes. Il a été 
prouvé qu'elle est optimale pour une classe assez large de signaux altérés par un bruit blanc 
gaussien additif. Les auteurs Donoho et Johnstone supposent qu'on cherche à extraire une 
fonction inconnue x% à partir des observations bruitées yt, (Donoho et Johnstone, 1994). 















Figure 3.9: Débruitage par les ondelettes. 
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où rij est un bruit blanc gaussien. Les auteurs ont également proposé un type de fonction 
de seuillage, soit le "soft thresholding" défini par 
T(*) = »an(4)(ft| - A)+ = ( S'3" '*" "*l ~ X] Si 1*1 > X- (3.8) 
I 0 autrement, 
où les T(dk) représentent les nouveaux coefficients et les d^ représentent les coefficients de 
détails résultant de la décomposition en ondelettes. L'estimation du seuil de débruitage A 
fait l'objet de nombreux articles dans la littérature. Dans le cas du bruit blanc gaussien, 
Donoho et Johnstone ont proposé un seuillage universel défini comme suit 
A = ay/2log(N), (3.9) 
avec a = MAD/0.6745 où a est le niveau de bruit estimé. M AD représente la médiane 
absolue, estimée sur la première échelle. La médiane absolue est une mesure de la variabilité 
d'un ensemble de données. Elle est donnée par M AD = mediani(\xi — médianj(X_,-)). Dans 
le cas des signaux optiques mesurés avec notre système de détection, les ondelettes de 
Daubechies ont été choisies pour la décomposition. Elles sont courament employées pour 
le débruitage de signaux ou d'images et présentent généralement d'excellents résultats 
comparativement à d'autres ondelettes. 
3.4 Déconvolution avec f i l tre optimal de Wiener 
Mathématiquement, l'expression de la déconvolution est la même que la convolution à 
la différence près que dans le cas de la déconvolution, le côté gauche de l'équation est 
connu (éq. 3.10). Dans le domaine fréquentiel ou dans l'espace de Fourier, la convolution 
s'exprime comme suit 
Vif) = U(f) x IRF(f), (3.10) 
où V(f), U(f) et IRF(f) sont les transformées de Fourier du signal mesuré v(t), du signal 
d'intérêt u(t) et de l'IRF IRF(t) respectivement. Lors d'un processus de déconvolution, le 
signal mesuré et l'IRF sont connus. L'objectif est de trouver le signal u(t). La déconvolution 
est donc définie dans le domaine fréquentiel par : 
W) = ^ J-y (3.1D 
Cette expression perd son sens lorsque l'IRF contient des valeurs nulles. Cela indique que 
la convolution originale a perdu de l'information à la fréquence où IRF(f) est nulle. La 
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reconstruction du signal à cette fréquence est impossible. De plus, cette méthode présente 
d'autres inconvénients. Elle est généralement assez sensible au bruit dans le système et à 
la précision de la mesure de l'IRF. Pour contrer ces limitations, une solution est d'utiliser 
le filtrage optimal de Wiener. Celui-ci consiste à éliminer l'IRF à partir du signal débruité. 
Pour cela, plusieurs conditions sont nécessaires : il est indispensable d'avoir les transfor-
mées de Fourier de l'IRF, du signal original bruité avec un bruit blanc gaussien v(t) et 
d'une version débruitée, qu'on dénotera s(t) ; ncauss(t) représentera ici le bruit dans le 
système. L'équation du filtrage optimal de Wiener est donnée par 
^ - T W (3'12) 
où 
<£( f)
 = P U ) I (g ^g\ 
\S(f)\2 + \NGauss(f)\2' 
Ici U(f) est la transformée de Fourier du signal reconstruit, lequel est idéalement égal à 
u(t) ; S(f) et Noaussif) sont les transformées de Fourier de s(t) et nGauss(t) respectivement. 
Une note relativement à l'éq. 3.12 : on voit toujours apparaître IRF(f) au dénominateur 
qui peut potentiellement avoir des zéros. Or, comme le signal débruité s(t) contient aussi 
l'IRF, la fonction $ ( / ) , ayant S(f) à son numérateur aura pour effet de canceller les 
zéros de IRF(f). L'avantage d'avoir une version bruitée avec un bruit blanc gaussien est 
de pouvoir approximer le dénominateur du filtre en utilisant les densités spectrales de 
puissance 
W ) | 2 + | J V G a u M ( / ) | 2 « | V ( / ) | 2 . (3.14) 
La Fig.3.10 montre le résultat du débruitage et du filtre optimal de Wiener sur un signal 
réel (l'affichage semi-log permet de faire ressortir les petites variations). 
Le débruitage et la déconvolution des signaux optiques présentent plusieurs avantages. 
Ils ne nécessitent pas d'information a priori sur le signal d'intérêt. Ils peuvent donc être 
utilisés à d'autres fins que la caractérisation de milieux, par exemple la suppression de 
l'IRF et du bruit sur des signaux liés à des milieux hétérogènes pour lesquels aucun modèle 
n'existe (Spinelli et al., 2003). De plus, si la déconvolution est appliquée à l'extraction de 
paramètres, elle a alors l'avantage de limiter le nombre d'opérations de convolution entre 
l'IRF et un modèle et donc de réduire le temps de calcul (comparativement à l'approche 
IC). 
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Figure 3.10: (a) Résultat du débruitage et de la déconvolution appliqués à un signal op-
tique mesuré via le système de détection du laboratoire, (b) Résultat du débruitage et 
de la déconvolution appliqués à un signal optique mesuré via le système de détection du 
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4.4 Contr ibut ion au document 
Cet article contribue au mémoire, car il présente de façon claire et concise le principal tra-
vail de ce projet, la déconvolution de signaux optiques. En plus de décrire la méthodologie, 
il fournit des résultats convaincants sur l'efficacité de la transformée de Haar-Fisz versus 
la transformée d'Anscombe et sur la robustesse du filtrage optimal de Wiener que ce soit 
sur des signaux théoriques ou réels. Enfin, un précédent article sur un travail semblable a 
fait l'objet d'une présentation à European Conférences on Biomédical Optics (ECBO) à 
Munich en Allemagne, me donnant l'occasion de présenter mon projet. Il représente donc 
l'aboutissement de mes deux années de recherche au laboratoire TomOptUs. 
4.5 Résumé français 
Cet article présente une nouvelle méthode pour débruiter et déconvoluer les signaux dans 
le domaine temporel utilisé en imagerie biomédicale optique. Cette méthode s'appuie sur le 
fait qu'un signal mesuré peut être vu comme la convolution entre le signal de propagation 
de la lumière dans le milieu et la réponse impulsionnelle du système de mesure (IRF). En 
plus de cela, du bruit de Poisson est aussi présent et doit donc être considéré. L'objectif de 
cette méthode est de supprimer l'IRF et le bruit des signaux mesurés pour retrouver les 
vrais signaux, représentatif du milieu d'étude. Cette méthode est basée sur les ondelettes, 
pour le débruitage (transformée de Haar-Fisz et seuillage des coefficients d'ondelettes), 
et sur le filtrage de Wiener. Pour valider la méthode, l'algorithme est appliqué sur des 
données simulées. Le modèle analytique de Patterson, Chance et Wilson (PCW model) 
est alors utilisé. Ce modèle a la particularité d'être basé sur l'approximation de la diffu-
sion de l'équation de transfert radiatif. Les résultats montrent l'importance d'utiliser la 
transformée de Haar-Fisz (plus efficace et plus précise que la transformée d'Anscombe), et 
également, une haute qualité des signaux reconstruits lesquels se superposent parfaitement 
sur le modèle PCW. 
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4.6 Article Optics Letters 
Déconvolution using wavelets and Wiener filtering for time-domain signais in 
optical imaging without a priori information 
Geoffroy Bodi and Yves Bérubé-Lauzière 
Laboratory TomOptUS, Department of Electrical and Computer Engineering 
Université de Sherbrooke, 2500 boul. Université, Sherbrooke, Québec, J1K 2R1, Canada 
Corresponding author : Yves.Berube-Lauzierè@USherbrooke.ca 
We présent a new technique for deconvolving time-domain (TD) signais for use in optical imaging. 
A measured signal is the convolution between the light propagation signal in the médium ("true 
signal") and the instrument response function (IRF) plus noise. It is important to remove the IRF 
and noise from measurements to recover the true signal. Our technique uses wavelets to convert 
Poisson noise, pertaining to optical measurements, into Gaussian noise and for denoising, along 
with optimal Wiener filtering which assumes Gaussian noise. As an advantage, it does not require 
a priori information about the signal as in reconvolution approaches. To validate our method, 
we use the TD analytical model of Patterson, Chance and Wilson (PCW model) based on the 
diffusion approximation of the radiative transfer équation to which the effect of the IRF and noise 
are added. Our results show high quality denoised signais, with the IRF's effect being removed ; 
recovered signais match well with the PCW model. We also provide results of our algorithm 
applied to real TD measurements. OCIS codes : 170.6920, 110.0113, 110.7410 
Time-domain (TD) measurements in optical imaging require pre-processing to eliminate 
unavoidable noise ànd measurement artefacts that distort signais. Such measurements are 
generally carried with time-correlated single photon counting (TCSPC) or streak came-
ras for which Poisson noise applies. The instrument response function (IRF) quantifies 
the aforementioned distortion (Schmidt et al., 2000). TD signais represent light intensity 
reemitted as a function of time by a médium excited by ultra-short laser puises. Measu-
ring light is, to a very good approximation, a linear process. Hence, measurements can 
be described as the convolution between the signal of interest (i.e. the "true" signal resul-
ting from propagation) and the IRF. It is essential to eliminate or take into considération 
IRF effects in measurements to obtain information pertaining to the signais only. Two 
approaches are generally considered for this : déconvolution and reconvolution (Fortier 
et al, 2009; Ntziachristos et Chance, 2001). In déconvolution, one directly recovers the 
true signal by "filtering out" the IRF from the measurement. In reconvolution, which is 
inherently part of an itérative fitting process, one assumes an a priori model for describing 
the data. This model is convolved with the IRF at each itération of an itérative process for 
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fitting optical parameters. Reconvolution is highly used in TD diffuse optical tomography 
(DOT) (Arridge et al., 2007), in extracting the optical properties of a médium (Pifferi 
et al, 2007) (for instance, used to fabricate phantoms) and in TD fluorescence imaging for 
extracting the fluorescence lifetime (e.g. microscopy (Marjono et al, 2008) or small ani-
mal imaging (Kumar et al., 2008)). Reconvolution is, however, limited in that it requires 
a model beforehand and it applies only to the extraction of parameters. In some cases, it 
is not required to fit against a model. An example is in exploiting early arriving photons 
to localize fluorescent inclusions where a model is not used nor needed (Wu et al, 1995; 
Pichette et al, 2009). In this Letter, we develop a déconvolution method that does not 
need a priori information about the signal. The focus hère is to pre-process TD data by 
freeing them from noise and the influence of the instrumentation for further processing. 
Our approach is rigorous as noise (Poisson) is handled appropriately to make sure that the 
assumptions required for denoising and déconvolution are satisfied ; this is an improvement 
over other approaches (e.g. (Fortier et al, 2009)). To our knowledge, there do not exist 
similar approaches to ours in the literature. 
Our method proceeds in 3 steps : 1) a Haar-Fisz transform (HFT) for converting Pois-
son noise into Gaussian white noise, 2) denoising using wavelets, and 3) optimal Wiener 
filtering to remove the IRF. To validate our method, we use an analytic model (Pat-
terson et al., 1989) (PCW model) based on the diffusion approximation of the radiative 
transfer équation. It yields an analytic expression for the temporal puise shape transmit-
ted through a slab of homogeneous médium following short puise laser excitation. Such 
an analytical model allows evaluating quantitatwely the performances of déconvolution, 
which is othewise difficult with measured data. To demonstrate the high performance of 
our algorithm, we compare it to the Anscombe transform, another technique to convert 
Poisson into Gaussian noise, and no noise transformation. We also provide results for real 
TD measurements. 
Mathematically, a measured signal v(t) is modeled as 
vit) = uit) ® IRFit) + nPoissmit), (4.1) 
where u{t) is the true signal to be recovered, © is the convolution operator, IRF(t) is 
the instrument response function, and npolssonit) is Poisson noise found in optical measu-
rements (for concreteness, we consider measurements made via TCSPC). The noise level 
dépends on the number n of detected photons. It is given approximately by y/n (Poisson 
statistics), and thus the signal-to-noise ratio (SNR) is n/y/n — y/n. 
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Note that wavelets are used for 2 purposes in the sequel : i) transforming Poisson into 
Gaussian white noise, and ii) denoising. The ls t step of our déconvolution procédure is the 
HFT. It serves the first purpose (Fryzlewicz et Nason, 2004; Fisz, 1955) to make denoising 
and Wiener filtering possible as both assume Gaussian white noise. The HFT allows alte-
ring the détails coefficients in the décomposition of the noisy signal along Haar wavelets. 
To summarize the basics of wavelets décomposition, it is often easier to compare to the 
Fourier transform (FT). The main disadvantage of a Fourier expansion is to provide only 
frequency resolution and no time resolution. This means that, although ail frequencies 
contained in a signal can be determined, we do not know when they are présent. Thus, 
for a signal whose frequency content varies significantly with time, the FT does not allow 
seeing thèse variations as it considers the whole signal. To overcome this, wavelets hâve 
been developed for jointly representing a signal in the time and frequency domains. The 
resuit of a wavelet décomposition is a collection of time-frequency joint représentations of 
the signal : détails coefficients and approximation (or scales) coefficients ; the latter cap-
turing the signal's global behavior. With thèse preliminaries, the HFT opérâtes as follows : 
1. Transformation in Haar wavelets ; détails coefficients are denoted by d and approxi-
mation coefficients by a. 
2. Modification of the détails coefficients : 
yB = { ° ifo" = 0, (4.2) 
I dn/y/ch, otherwise. 
The new détails coefficients resuit in a random variable Y representing the noise whose 
asymptotic distribution is white and Gaussian (Fadali et al., 2004). 
From this, denoising by wavelets is possible and very efficient ; this is the 2nd step of our 
approach. Wavelets are particularly interesting for denoising a signal without having to 
estimate the noise. It has been shown that judiciously thresholding the wavelets coeffi-
cients efficiently removes the noise when it is Gaussian (Mallat, 1989). The disadvantage, 
however, is that tôo strong a thresholding results in distortions. As is done in (Bouhara 
et Rouat, 2006), in our case, Daubechies wavelets of up to order 8 give excellent results. 
The 3 r d step consists in eliminating the IRF from our denoised signal. For this, we use the 
optimal Wiener filter (Press et al, 1999). It requires the FT of the original noisy signal 
vit), its denoised version w(t), and the IRF. The eqs. for Wiener filtering are 
Ûif) = Vif)<$>if)/IRFif), (4.3) 
46 
Hf) = \W(f)\2/(\W(f)\2 + \NGauss(f)\2). (4.4) 
Hère U(f) is the FT of the recovered signal, which should ideally be equal to u(t) ; V(f), 
W(f), IRF(f) and NGauss(f) are the FTs of v(t), w(t), IRF(t), and nGauss(t) (transformed 
noise). Using the power spectral density, we can approximate the denominator as 
\W(f)\2 + \NGauss(f)\2^\V(f)f (4.5) 
which is valid for Gaussian noise. 
To test our approach, we simulate typical signais s(t) by taking u(t) = PCW(t) (the PCW 
model) in Eq. (4.1), IRF(t) as a typical IRF of our TCSPC System (Bérubé-Lauzière et 
Robichaud, 2007a) (Fig. 4.1 (a)), and adding Poisson noise. Thus 
s(t) = PCWit) © IRF(t) + nPm3Son(t). (4.6) 
This compound model provides realistic synthetic data for quantifying our approach's 
performances. Fig. 4.1 (b) graphs PCW(t) for a médium with 50mm thickness, absorption 
coefficient fia of 0.03mm-1, and reduced scattering coefficient fi'a of 1mm -1 . The values of 
fia and fi's are typical of biological tissues (Torricelli et al, 2001). The IRF of our System 
Instrument Response Function (normalized) Simulated TD signal (PCW model) 
- - PCW model only 
PCW with IRF + noise 
time (ns) time (ns) 
Figure 4.1: (a) Typical IRF. (b) PCW model and simulated measurement with the PCW 
model, see Eq. (4.6). 
dépends mainly on the transit time spread in the PMT detectors we use (~200ps FWHM) 
and on the finite temporal width of the excitation laser puises (5ps for our mode-locked 
Ti :Sapphire laser ; but it can be tens of ps for pulsed laser diodes). Simulated signais are 
very useful in assessing the efficiency of our technique by allowing direct comparison of 
deconvolved denoised signais with the PCW model. Additionally, to evaluate our method, 
we compare the HFT with i) no noise transformation at ail, and ii) the Anscombe transform 
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(AT) which is another method to convert Poisson into Gaussian noise. The AT is usually 
resorted to for pre-processing data, resulting in noise of constant standard déviation so as 
to apply denoising algorithms in the extensively studied framework of Gaussian additive 
noise (Anscombe, 1948). 
To quantify the performance of the déconvolution algorithm, the relative residual (RR) 
given by («décora;-«motteO/^ modeZ.moa! x 100% will be used. The RR will also allow comparing 
results across the number of counts. With the HFT, the original and deconvolved signais 
superimpose almost perfectly (Fig 4.2 (a)). We hâve a max. RR of 0.3% compared to 18% 
for the AT and 0.6% with no noise transformation (Fig 4.2 (b)). Table 4.1 compares the 
déconvolution process with the HFT, AT, and no noise transformation for différent photon 
counts (which alters the SNR, see above) and a médium thickness of 50mm ; the column 
with photon counts at max of 1000 in Table 4.1 corresponds to the results in Fig. 4.2 (b). 
Typically in TCSPC, 10000 counts at max are acquired so to hâve a relative noise of 1% 
(1/SNR). Fig. 4.2 (c) and (d) give results for 100 and 10000 counts at max (différent noise 
levels) and (e) and (f) for médium thicknesses of 25 and 15mm (1000 counts at max), 
and thus shorter signais. As signais become shorter, the IRF becomes relatively more 
important, which makes déconvolution more difficult. The RR for the HFT is extremely 
low, and remains lowest, for ail noise levels and médium thicknesses. Fig. 4.2 and Table 4.1 
demonstrate the importance in handling noise appropriately, i.e. converting Poisson into 
Gaussian white noise, and the interest in the HFT for doing so. Fig~ 4.3 gives results for a 
Tableau 4.1: Maximum relative residual for each methodf. 
Photon counts at max 10 100 500 1000 5000 10000 
Haar-Fisz transform (HFT) ÔWo ïWo 0.7% 0.3% 0.14% 0.10% 
Anscombe transform (AT) 14.2% 14.6% 17.2% 18% 20% 21.3% 
No noise transfo. 10.9% 5.6% 1.7% 0-6% 0.33% 0.24% • 
fmedium thickness = 50mm 
typical TD signal measured in our lab using a glass tube (5cm diameter) filled with a 48 :1 
V/V aqueous dilution of Intralipid 20% (Baxter) (no residual shown since a model signal 
is not available for real measurements). As seen, IRF removal also suppresses the delay 
due to the détection System. This is significant as we now hâve the true signal resulting 
solely from light propagation in the médium. For the time shift due atténuation required 
in measuring the IRF (we do this with ND filters), it can be calculated as the différence 
between the time taken for light to travel the filters thickness and that it would take in 
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Figure 4.2: (a) Comparison of recovered signais for the HFT, AT, and no noise transforma-
tion for an idéal signal (PCW) with nb. of counts at max. of 1000 and médium thickness 
of 50mm. (b) Relative residuals for (a), (c)-(d) Same as (a) but for nb. of counts at max. 
of 100 and 10000 respectively. (e)-(f) Same as (a) but for médium thicknesses of the 25 
and 15mm resp. 
Via simulated and real data, we demonstrated that our technique is robust and flexible to 
deconvolve TD signais, with the additional benefit of not requiring a priori information 
49 
about the signais. It provides high quality denoised signais, with the IRF's effect being 
removed ; recovered signais match well with the PCW model. Additonally, using décon-
volution to preprocess signais prior to itérative fitting, say to retrieve médium optical 
properties, will be faster than itérative fitting procédures requiring a costly convolution at 
each itération (reconvolution). This can be important in applications that deal with large 
amounts of data, such as DOT. We considered homogeneous média to show the effective-
ness of our approach. It can also be used in the important context of heterogeneous média 
and perturbation approaches (Spinelli et al., 2003). 
Deconvolved and real data 
time (ns) 
Figure 4.3: Deconvolved and original signais. 
This research was supported by an NSERC Discovery Grant. Y. Bérubé-Lauzière is mem-
ber of the FRSQ-funded Centre de recherche clinique Etienne-Le Bel. 
50 
CHAPITRE 5 
ANALYSE DES SIGNAUX OPTIQUES 
L'objectif de ce chapitre est d'étudier comment la forme de la distribution des temps de 
vol des photons évolue en fonction du milieu et de l'IRF (et aussi la distribution du temps 
de vol des photons de fluorescence lorsqu'on considère cette dernière). La connaissance de 
leur influence sur la forme des signaux est d'un grand intérêt en TOD. Dans le présent 
projet, ces connaissances servent essentiellement dans le développement d'algorithmes de 
caractérisation de milieu et de localisation d'inclusions fluorescentes. Une première étude 
du comportement des signaux lorsque les paramètres fj/s et /j,a varient est tout d'abord 
présentée. Ensuite, un aperçu des effets de l'IRF sur les signaux optiques est donné. Enfin, 
la dernière partie concerne l'influence de la fluorescence (influence présente dans le cas 
d'inclusions fluorescentes dans le milieu). Dans les cas présentés, le modèle PCW est 
utilisé. 
5.1 Étude des changements de / i a et //s 
La forme du signal temporel peut être utile pour déterminer diffusion et absorption. La 
figure 5.1 présente l'influence de la diffusion et de l'absorption sur les signaux optiques. 
L'augmentation de la diffusion augmente la largeur du puise, car plus il y a de diffusion, 
plus les photons vont avoir tendance à faire des méandres dans le milieu, donc à rester 
plus longtemps. L'augmentation de l'absorption tend, quant à elle, à diminuer la largeur 
du puise, car plus un photon reste longtemps dans le milieu, plus il a de chances de finir 
à être absorbé. Donc, dans le cas des temps longs, l'absorption et l'atténuation jouent en 
quelque sorte l'un contre l'autre (Hielscher, 2005). Qualitativement, les premiers photons 
le sont principalement influencés par la diffusion tandis que les derniers photons sont 
majoritairement par l'absorption (Becker, 2005). Il est important de souligner que les 
courbes ne prennent pas en compte l'atténuation de la lumière transmise. En effet, en 
plus de l'influence sur la largeur temporelle des puises, l'augmentation de la diffusion et de 
l'absorption diminue l'intensité mesurable. Ces effets sont principalement dû aux différents 
temps de transit des photons causés par la diffusion dans le milieu. La Fig. 5.2 montre 
l'influence du paramètre d'absorption fj,a et du paramètre de diffusion fj/s sur les courbes 
de PCW. La largeur de la courbe et la position du maximum sont les éléments de la 
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Figure 5.2: (a) Influence de \ia sur les courbes PCW avec //s = 10 cm 1. (b) Influence de 
fj,'s sur les courbes PCW avec fxa = 0.1 cm - 1 . 
5.2 Influence de l'IRF 
Dans les chapitres précédents, l'importance de tenir compte de l'IRF a été démontrée. En 
convoluant une IRF typique avec le modèle PCW, il devient alors possible de visualiser 
son effet sur les signaux optiques. La figure 5.3 (a) compare un modèle PCW (épaisseur de 
milieu = 50 cm, fi'a = 10 cm - 1 et [ia = 0.01 cm - 1 avec le même modèle, mais cette fois-ci 
convolué à une IRF (Fig. 5.3 (b)). L'observation du graphe montre clairement le décalage 
temporel provoqué par l'IRF. De plus, on constate que le signal s'est légèrement élargi dû 
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Figure 5.3: (a) Influence de l'IRF sur le modèle PCW. (b) IRF typique mesurée via le 
système de détection du laboratoire TomOptUS. 
à l'IRF. Cette IRF dépend principalement des latences dans le système et de la largeur 
temporelle des impulsions laser. 
5.3 Influence de la fluorescence 
Dans le cas où on veut étudier la fluorescence, il faut tenir compte de : 1) l'effet du milieu 
(absorption et diffusion) sur la propagation du puise d'excitation, ensuite 2) des carac-
téristiques de la dynamique de conversion du puise de lumière d'excitation en puise de 
lumière de fluorescence (cette dynamique étant essentiellement déterminée par le temps 
de vie de fluorescence de l'agent fluorescent considéré), et finalement 3) de l'effet du mi-
lieu sur la propagation du puise de fluorescence. La présence de fluorescence pour certains 
fluorophores avec de longs temps de vie, donne lieu à des puises de fluorescence avec une 
queue relativement longue. La Fig. 5.4 (a) illustre la forme exponentielle décroissante pour 
un fluorophore avec un TVF r = 2 ns. La Fig. 5.4 (b) montre le modèle de PCW dans 
le cas où il n'y aurait pas de fluorescence (épaisseur de milieu = 50 cm, /j,'s = 10 cm - 1 
et fj,a = 0.01 cm - 1 ) , et un signal de fluorescence (le même qu'en (a)) influencé par sa 
propagation dans un milieu diffusant/absorbant modélisée par le modèle de PCW (on a 
choisi une valeur relativement élevée (2 ns) pour mieux visualiser son effet). 
La connaissance de l'influence des différents paramètres sur les puises lumineux mesurés 
est indispensable pour développer la TOD dans le domaine temporel. Le laboratoire To-
mOptUS étant un des pionniers dans ce domaine, l'étude du comportement d'impulsions 
lumineuses lors de leur propagation dans des milieux diffusants et absorbants est essentiel 
pour les recherches futures. Il est nécessaire de prendre en compte les effets des différents 
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Figure 5.4: (a) Fluorescence avec un temps de vie r = 2 ns. (b) Influence de la fluorescence 
sur le modèle PCW avec TVF = 2 ns. 
paramètres optiques, de la fluorescence et de la réponse du système afin d'obtenir des 
mesures concernant seulement le signal d'intérêt. 
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CHAPITRE 6 
EXTRACTION DES PARAMÈTRES OPTIQUES 
L'objectif est d'extraire les deux paramètres optiques : l'absorption [ia et la diffusion 
fis. Les mesures en domaine temporel ont l'avantage de fournir de l'information sur les 
caractéristiques optiques du milieu en mesures TD (Wang et Wu, 2007). Que l'on utilise 
la déconvolution ou 1TC, un algorithme de régression non-linéaire est indispensable. Le 
principe est de comparer les mesures traitées ou non avec un modèle de propagation de la 
lumière. Le modèle utilisé dans ce projet est le modèle PCW. 
6.1 Extract ion des paramètres [ia et fis 
6.1.1 Considérations préalables 
Plusieurs considérations sont faites ici pour l'application de l'algorithme. L'objectif est 
d'en améliorer la robustesse et la précision, mais également de diminuer le temps de calcul. 
Plusieurs opérations préalables sont effectuées sur les signaux optiques afin de répondre 
aux objectifs. Suite au débruitage, les signaux sont d'abord normalisés pour ne pas tenir 
compte de l'intensité lumineuse, car l'intensité absolue de la source est souvent très difficile 
à déterminer. De plus, pour l'algorithme développé ici, il est indispensable de connaître au 
préalable l'indice de réfraction et l'épaisseur du milieu d'étude qui est supposé être sous 
forme d'une tranche infinie d'une épaisseur donnée. Un bon estimé de l'indice de réfraction 
est habituellement connu de l'utilisateur. Pour ce qui est de l'épaisseur du milieu, on la 
connaît, car des cuvettes ayant la forme d'un prisme rectangulaire sont utilisées pour 
les mesures de caractérisation. Une telle forme de cuvette est une approximation d'une 
tranche infinie (pour être dans le domaine de validité du modèle de Patterson, Chance et 
Wilson). Pour ne pas être trop grossier dans cette approximation, on prend des cuvettes 
dont l'épaisseur est beaucoup plus petite que ses dimensions transverses d'un facteur d'au 
moins 3. La propagation dans de tels milieux est très bien approximée par la propagation 
dans une tranche infinie, comme on peut le montrer avec l'approximation de la diffusion. 
Cela a pour but de limiter le nombre de paramètres du processus de régression et par 
conséquent d'en améliorer la robustesse. Des algorithmes d'initialisation ont également 
été implémentés afin d'obtenir des valeurs initiales de fj,a et fi's relativement proches des 
valeurs réelles du milieu d'étude. Que ce soit pour la méthode IC déjà existante ou la 
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déconvolution, le temps de calcul peut alors être diminué et la convergence de l'algorithme 
de régression est améliorée, et ce, en terme de temps de calcul et de convergence vers le 
bon minimum. Enfin, un fenêtrage est appliqué sur les signaux optiques avant l'exécution. 
6.1.2 Fenêtrage 
Un fenêtrage est appliqué aux signaux pour accélérer la régression linéaire, et en améliorer 
la convergence et la robustesse (Fig. 6.1). Dans le cadre de ce travail, le modèle PCW est 
utilisé. Celui-ci n'étant qu'une approximation de la réalité, il a été prouvé qu'il n'est pas 
toujours valide. En effet, les premiers photons détectés ne suivent pas la propagation de la 
lumière décrite par le modèle PCW (Kienle et Patterson, 1997; Hielscher et al., 1995). Un 
fenêtrage est donc utilisé pour rester dans le domaine de validité du modèle. En général, 
ce problème de validité du modèle concerne les 100 premières picosecondes du signal à 
compter du début de la détection. Dans la plupart des systèmes tomographiques dévelop-
pés, il est très difficile de déterminer à partir de quand la détection des premiers photons 
commence. Pour parer à ce problème, le fenêtrage supprime tous les premiers échantillons 
jusqu'à 10% du maximum du signal. Enfin, pour accélérer un peu plus l'algorithme, les 
dernières données correspondantes à aucune détection de photons (le signal est nul ou 
quasiment nul) sont coupées car inutiles dans notre démarche de caractérisation (elles ne 
contiennent aucune information sur le milieu). 
6.1.3 Algorithme d'initialisation de fia et (j!s 
Déterminer des valeurs initiales de jia et /J,S est primordial dans le sens où le milieu est 
inconnu à l'utilisateur et que l'extraction des paramètres doit idéalement se faire de façon 
systématique et totalement automatisée. On a vu que la forme de la courbe de distribution 
des temps de vol des photons peut être utile pour distinguer diffusion et absorption. La lar-
geur à mi-hauteur (FWHM) des courbes résolues en temps est plus étroite lorsque le milieu 
est plus absorbant. Ceci s'explique par le fait que les photons passant plus de temps dans 
le milieu (i.e les photons diffusés) subissent plus d'événements d'absorption. L'influence 
de la diffusion, quant à elle, semble agir sur l'ensemble de la courbe et principalement 
sur les premiers photons comme le confirme la littérature sur le sujet (Becker, 2005). Un 
algorithme itératif d'initialisation des valeurs des paramètres optiques du milieu est utilisé 
en amont de l'algorithme de régression pour obtenir un premier estimé des valeurs de fia 
et /is du milieu à l'étude. Le principal objectif est de parer l'inconvénient de l'algorithme 
de Levenberg-Marquardt (comme tout algorithme de minimisation) qui converge mieux si 
les paramètres initiaux sont proches de la solution. À cette fin, on utilise : 
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Mesures temporelles simulées 
Temps (ns) 
Figure 6.1: Fenêtrage du signal. 
- des valeurs de départ fj,a et n's du modèle loin des valeurs typiques des tissus biolo-
giques, soit fia = 0.001 cm - 1 et /j,'s = 1 cm - 1 (cela assure que pour un tissu totalement 
inconnu, la régression va s'effectuer), 
- trois points de la courbe réelle débruitée (et déconvoluée dans le cas de l'application 
du filtrage de Wiener au préalable). 
Le principe est de modifier les paramètres optiques du modèle (on s'appuie ici sur le 
modèle de PCW) jusqu'à respecter une conditon d'arrêt (algoritmhe itératif). Les trois 
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Figure 6.2: (a) Points situés à la largeur à mi-hauteur (FWHM) pour initialisation des 
paramètres optiques, (b) Exemple d'application de l'algorithme d'initialisation. 
points choisis pour l'algorithme d'initialisation sont le temps associé au maximum de la 
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courbe, et les deux temps à la largeur à mi-hauteur (pente la plus élevée) (Fig. 6.2 (a)). 
Il est possible de déterminer un couple de valeurs (/ia, jis) en se basant sur les effets des 
paramètres optiques sur la forme de la courbe. En effet, fia varie selon le temps de la largeur 
à mi-hauteur le plus grand (c.à.d. du côté de la courbe correspondant aux photons détectés 
plus tard dans le front descendant) ; jis varie, quant à lui, selon le temps (ou la position) 
du maximum de la courbe et le premier temps associé à la largeur à mi-hauteur dans le 
front montant de la courbe. A chaque itération de l'algorithme, les différences de temps 
(aux trois points) entre le modèle et le signal mesuré fixent l'erreur entre les deux signaux. 
L'algorithme s'arrête lorsque les conditions d'arrêt pour chacune des valeurs des trois 
différences de temps sont respectées. Ces conditions d'arrêt correspondent à des différences 
de temps de l'ordre de 10 ps afin d'obtenir des valeurs relativement précises (p.ex. t\ — t2 
sur la Fig. 6.2 (b)). Cependant, il est tout à fait possible de fixer les conditions d'arrêt à 
une autre valeur. Enfin, l'algorithme retourne les valeurs de départ de fj,a et [îs (valeurs 
qui serviront dans l'algorithme de régression). L'algorithme d'initialisation implanté sous 
Matlab est présenté en annexe. 
6.1.4 Fonction de coût 
Une fois les pré-traitements effectués, il devient possible d'appliquer l'algorithme de régres-
sion non linéaire. Cet algorithme est implémenté en utilisant un «solver» non-linéaire, soit 
la procédure de Levenberg-Marquardt. L'objectif de l'algorithme est de minimiser l'erreur 
quadratique moyenne, qui agit comme fonction de coût, entre le modèle et les mesures 
dans un intervalle de temps spécifié par les indices k\ et &2, soit 
2
 = y^ (vit) - Vit, Va, y',) 
t=kl ^ ° 
où vit) est le signal mesuré, y(£,/ / a , / / j est le modèle. Deux possibilités sont alors envisa-
geables : 
1. Régression utilisant la convolution (IC) 
- yit, iJia, JJLS) est le modèle convolué avec l'IRF, 
- vit) est le signal mesuré sans modification ou simplement débruité ; 
2. Déconvolution 
- yit,na,fj,'s) est le modèle, 
(6.1) 
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- vit) est le signal mesuré déconvolué et débruité. 
a est l'écart type des données, souvent appelé l'erreur de mesures. 
6.2 Comparaison entre déconvolution et reconvolution 
(IC) 
Dans cette section, on évalue la qualité de la régression et l'exactitude des paramètres 
optiques extraits. On sait que le principal désavantage de 1TC est la quantité de calculs 
élevée due aux opérations de convolution. Par conséquent, deux critères sont employés 
pour évaluer la performance de la déconvolution et de 1TC : l'erreur sur les paramètres 
optiques et la charge de calcul. L'erreur sur les propriétés optiques pour \ia et /J,'S est donnée 
par 
à»=\fHheo-Vcal\, (6-2) 
où fitheo correspond aux valeurs réelles de \ia ou JJ!S pour les mesures simulées et /j,cai est la 
valeur de /j,a ou /i's calculée par les approches de déconvolution et IC. Le coût correspond au 
temps total requis pour exécuter l'ensemble des opérations de l'algorithme d'initialisation 
(cf. section concernant la méthodologie) et de l'algorithme de régression. Quatre modèles 
de mesures ont été créés avec différentes valeurs d'absorption et de diffusion. Le milieu 
considéré a un index de réfraction de 1.46 et une épaisseur de 50 mm. Les valeurs des 
paramètres optiques ont été choisies pour correspondre aux valeurs typiques des tissus 
biologiques, à savoir 
- na = {0.3 cm - 1 ; 0.5 cm - 1 ; 0.8 cm - 1 ; 3 cm - 1 } , 
- /i's = {10 cm"1 ; 20 cm"1 ; 40 cm"1 ; 100 cm- 1 }. 
Pour caractériser la robustesse et l'efficacité de chaque méthode(déconvolution et IC), les 
valeurs initiales et finales retournées par l'algorithme par l'une des deux méthodes de 
caractérisation peuvent être comparées avec les valeurs théoriques connues. Le tableau 
6.1 présente l'efficacité des algorithmes d'initialisation et de régression dans le cas de 
données simulées. Chaque ensemble de données simulées est numéroté de 1 à 4. À la vue 
des résultats présentés, on peut observer que l'algorithme d'initialisation est très précis ; 
il donne des valeurs très proches des valeurs qui devraient être obtenues. Les valeurs 
initiales trouvées ont une erreur de 9 % maximum. En effet, la régression appliquée ensuite 
permet simplement d'affiner les résultats. De plus, l'algorithme d'initialisation assure une 
convergence vers la solution et aucune intervention humaine est nécessaire. L'ensemble de 
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Tableau 6.1: Synthèse des résultats - Comparaison entre les méthodes de déconvolution 
et IC pour la caractérisation de milieux. Paramètres d'évaluation : erreur absolue sur les 
paramètres optiques, erreur relative sur les paramètres optiques, temps total requis pour 
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résultats indique que l'erreur sur les paramètres optiques est de l'ordre 7% pour jj,a et ji's 
au maximum et ceci dans le cas de milieux hautement absorbants et diffusants. Les temps 
de calcul présentés dans au tableau 6.1 correspondent à la somme entre le temps pour 
effectuer l'initialisation et le temps requis pour exécuter les opérations de régression. En 
règle générale et quelque soit le milieu, le coût en temps est 1.5 fois plus élevé lorsque 
la procédure IC est employée, ceci étant principalement dû au plus grand nombre de 
convolutions à calculer dans le cas de 1TC. 
6.3 Appl icat ion sur des signaux optiques réels 
Une autre étude comparative est présentée dans cette partie. Les deux approches de ca-
ractérisation ont été testées sur des mesures réelles. La difficulté ici est que les valeurs des 
paramètres optiques du milieu sont inconnues. L'erreur est donc impossible à quantifier. 
Cependant, une comparaison des résultats peut être effectuée. Le tableau 6.2 illustre l'ap-
plication des différents algorithmes. Le milieu d'étude est de 25 mm d'épaisseur et l'indice 
de réfraction est de 1.46. Ce milieu est constitué d'une solution d'intrahpid 20% dilué 
dans de l'eau distillée dans une proportion 48 :1 (V/V). Les Fig. 6.3 (a) et (b) présentent 
chancune sur un même graphe le signal mesuré et le modèle PCW dépendant des valeurs 
des paramètres optiques extraites par chacune des méthodes. Il est important de souligner 
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que le décalage temporel entre les signaux mesurés et déconvolués est principalement dû 
à l'élimination de l'IRF (Fig. 6.3 (a)). La propagation de la lumière à travers le canal de 
détection prend un certain temps, lequel est inclus dans l'IRF. Par conséquent, suppri-
mer l'IRF élimine du même coup ce délai. Ceci est un point important, car maintenant, 
seulement le vrai signal résultant de la propagation de la lumière dans le milieu est repré-
senté. La Fig. 6.4 (a) montre la différence entre le signal mesuré débruité et déconvolué 
et le modèle PCW après régression. La Fig. 6.4 (b) présente, quant à elle, la différence 
entre le signal de mesures débruité et le modèle PCW convolué avec l'IRF après régres-
sion. L'observation de ces graphes permet d'analyser de façon plus détaillée les différences 
de précision entre les deux approches. Les différences sont plus élevées dans le cas de la 
procédure IC. Cependant, les deux méthodes restent relativement proches en termes de 
précision. 
L'utilisation de données simulées et réelles pour qualifier et quantifier les performances de 
chaque méthode démontrent que la déconvolution est plus efficace, robuste et rapide que 
la procédure IC communément utilisée en imagerie optique. Enfin, l'algorithme d'initiali-
sation apporte une puissante amélioration à la régression. En effet, aucune valeur initiale 
n'est demandée rendant la caractérisation de n'importe quel type de tissus possible de 
façon automatisée. 
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Figure 6.3: Application de l'algorithme de régression par la méthode IC et la déconvolution. 
(a) Déconvolution d'un signal mesuré, (b) Algorithme IC sur un signal mesuré. 
















Figure 6.4: Régression sur des données mesurées, (a) Méthode de la déconvolution (résidu 
absolu - soustraction entre le signal modélisé obtenu après régression et le signal débruité 
et déconvolué). (b) Algoritmhe IC - Itérative Convolution (résidu absolu - soustraction 
entre le signal modélisé obtenu après régression et le signal débruité). 
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C H A P I T R E 7 
IMPACT DES VARIATIONS DE \ia ET fifs 
L'objectif de cette section est d'analyser l'impact des variations des paramètres optiques 
d'un milieu diffusant et absorbant sur les temps d'arrivée des premiers photons de fluo-
rescence mesurés avec un système de détection, les vitesses de propagation des puises 
lumineux et sur la précision de l'algorithme de localisation d'inclusions fluorescences ponc-
tuelles utilisés au laboratoire. 
7.1 Modélisation des mesures de fluorescence 
Un modèle de la mesure réelle de la fiuence de fluorescence sera donné de façon semblable 
à ce qui a été décrit à la Sect. 2.7.2, à savoir 
mf4ird, t) = Mld[ipf4] © IRFit). (7.1) 
Les produits de convolution © dépendent seulement du temps ; il n'y a pas de convolu-
tion des variables spatiales, puisque l'inclusion est supposée ponctuelle. L'étude du présent 
chapitre a été faite avec un TVF r = 0.56 ns correspondant à celui du fluorophore indo-
Mesures temporelles simulées 








détectera de référence 





Figure 7.1: (a) Configuration de l'expérience, (b) Signal TD modélisé typique (fonctions 
de Green). 
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cyanine green (ICG) communément utilisé en optique biomédicale. La représentation de 
la configuration du système modélisé est montrée Fig. 7.1 (a). 
Une fois le système modélisé (Fig. 7.1 (b)), il est possible d'extraire un EPAT. Les premiers 
photons sont détectés au début de la pente du signal, et donc l'EPAT correspond au temps 
d'arrivée de ce front montant. En pratique, puisque les signaux de fluorescence varient en 
amplitude, le temps d'arrivée doit être déterminé de façon indépendante de l'amplitude 
du signal. C'est la raison pour laquelle le NCDF a été implémenté. À partir d'un ensemble 
d'EPATs, il devient alors possible de calculer les différences entre eux (un EPAT est choisi 
comme référence - le plus court - et est soustrait des autres pour obtenir une différence 
d'EPATs). 
7.2 Propriétés optiques fia et /ifs 
Des valeurs réalistes des propriétés optiques i/j,a et /j,'a) pour les principaux types de tissus 
trouvés dans des souris (os, coeur, poumon, peau et rein) sont utilisées. Les modèles semi-
empiriques sont présentés dans (Alexandrakis et al, 2005). Ceux-ci sont basés sur le 
travail de Prahl (Cheong et al., 1990). Des valeurs des coefficients fia et /J,'S sont assignées 
à chaque organe comme des fonctions de la longueur d'onde. Une relation empirique est 
employée pour approximer le coefficient de diffusion réduit, soit 
H'ai\) = ax\~b mm"1, (7.2) 
où a et b sont des constantes contrôllant la variation spectrale dans chaque tissu (6 est 
appelée la "puissance de diffusion") (Alexandrakis et al, 2005). La quantité de lumière 
absorbée dans les tissus est considérée comme seulement dépendante des concentrations 
en oxy-hémoglobine (#602), en déoxy-hémoglobine (ifb) et en eau (W). Le coefficient 
spectral d'absorption est approximé comme la somme pondérée coefficients d'absorption 
des trois constituants (/v#602(A), AWn,(A) et fiawW), 
HaiX) = SBixHaHbi\) + (1 - x)^a}Hbo2iX)) + SW/J,awiX), (7.3) 
où x = Hb02/iHb02 + Hb), SB et Sw sont des facteurs heuristiques disponibles dans la 
littérature (Alexandrakis et al., 2005). La Fig. 7.2 montre un nuage de points des couples 
i/j,a,fx's) pour des longueurs d'ondes allant de 700-900 nm. 
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Figure 7.2: Combinaison de propriétés optiques d'organes et de tissus de souris. 
7.3 Différences de temps d'arrivée des premiers pho-
tons (EPATs) 
Pour chaque type de tissu et ses propriétés optiques (/ia, / / J dépendentes de la longueur 
d'onde tel que discuté à la section précédente, un ensemble d'EPATs qui correspondent 
aux temps d'arrivée des premiers photons à un ensemble de détecteurs est calculé via le 
NCFD. Les différences d'EPATs sont ensuite obtenues. La Fig. 7.3 montre les différences 
de temps pour des longueurs d'onde dans l'intervalle 700-900 nm pour chaque détecteur 
de notre système et pour chaque type de tissus ou organes biologiques présentés Fig. 7.2. 
Les différences d'EPATs sont plus élevées lorsque les tissus étudiés ont des valeurs de 
fi's relativement grandes. Plus spécifiquement, une grande diffusion et se traduit par un 
temps d'arrivée des premiers photons plus long, ceci parce que plus il y a de diffusion, plus 
les photons passent en moyenne de temps dans le milieu et plus il y a d'atténuation (en 
présence de diffusion). 
7.4 Vitesse de propagation 
Une méthode a été développée pour évaluer la vitesse de propagation des puises laser. 
Seulement deux détecteurs sont utilisés : le détecteur de référence et le détecteur à la 
position 4 à l'opposé (voir Fig. 7.1 (a) et Fig. 7.4 (a)). Connaissant le rayon du cylindre r 
et la position radiale de l'inclusion ar (0 < a < 1), il est possible de trouver la différence 
des distances correspondante à la différence des temps calculée pour ces détecteurs. Une 
simple division entre la différence des distances et la différence des temps permet d'avoir 
une estimation de la vitesse de propagation dans le milieu. La méthode est décrite au 
tableau 7.1, lequel fait référence à la Fig. 7.4 (a). Une représentation de l'évolution de la 
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Figure 7.3: Différences de temps pour 5 types d'organes et de tissus de souris en fonction 
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Figure 7.4: (a) Principe de mesure des vitesses et des distances, (b) Variation des vitesses 
de propagation des puises diffus en fonction des variations des propriétés optiques pour le 
cas du coeur. 
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Tableau 7.1: Estimation de la vitesse de propagation. 
Variables du système schématique 
r = rayon du cylindre 
Inclusion à la position radiale ( w ) 
Différence d'EPATs jSNCFD) 
Différence de distances (géométrique - la «vraie différence») 
ds — d2 = r + ar — (1 — a)r = 2ar 
Vitesse de propagation estimée 
< v >x= 2ar/5f4CFD- Pour nos résultats, nous choisissons a = 1/2. 
vitesse de propagation en fonction des variations des propriétés optiques (//a, /i's) est donnée 
Fig. 7.4 (b). Les résultats détaillés pour le tissu du coeur sont illustrés à la Fig. 7.5 (a). 
7.5 Caractérisation de l'erreur 
L'objectif est d'évaluer la précision de localisation de l'algorithme quand le milieu présente 
des propriétés optiques différentes alors que l'on impose une vitesse de propagation fixe 
pour détermineur la position de l'inclusion (voir Sect 2.5). Pour cela, une comparaison 
est faite entre une distance géométrique (la «distance réelle») et une distance «mesurée» 
(Fig. 7.4 (a)). Cette distance «mesurée» est égale à la moyenne des vitesses de propagation 
à une longueur d'onde donnée A (la moyenne étant faite sur tous les type de tissus) 
divisée par la différence des temps. Le résultat obtenu donne une estimation de la pire 
erreur possible de l'utilisation d'une valeur fixe de la vitesse de propagation. Cette erreur 
correspond, dans une certaine mesure, à la précision de la localisation. La méthode est 
plus précisément décrite au tableau 7.2. 
7.6 Analyse des différences d'EPATs et des vitesses de 
propagation 
Le tableau 7.3 présente une synthèse des résultats sur l'étude de la stabilité des temps d'ar-
rivée des premiers photons, des vitesses de propagation de puises lumineux et des erreurs 
de localisation. Les résultats sont donnés pour 3 longueurs d'onde et 5 types de tissus 
ou organes et un milieu cylindrique de 5 cm de diamètre. L'algorithme de localisation 
utilise une vitesse moyenne fixe pour convertir des temps en des distances. Par consé-
quent, idéalement, pour avoir un algorithme robuste et précis, les différences d'EPATs et 
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Différences des temps Vitesses de propagation 
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Figure 7.5: (a) Différences de temps (S^CFO) aux longueurs d'onde d'étude pour le cas du 
coeur, (b) Vitesses de propagation aux longueurs d'onde d'étude pour le cas du coeur. 
Tableau 7.2: Méthode de caractérisation de l'erreur de distance. 
Différence de distances (géométrique - «différence réelle») 
d3,2,theo = d3-d2 = 2ar 
Cette distance est connue parce que la position de l'inclusion est 
choisie, p.ex. a — 1/2. 
Différence de distances (mesurée) 
d3 =<v >A .(£3 + offset) 
d2 =< v >x -it2 + offset) 
d3-d2 =< v >x .(i3 ~h) 
d3t2,meas = d3 — d2 =< V >\ .5NCFD 
< v >\ ' moyenne des vitesses de propagation à une longueurs d'onde A donnée, 
sur l'ensemble des tissus. 
erreur = \dZfl,meas - d3t2,theo\ 
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Tableau 7.3: Variations des différences d'EPATs, des vitesses de propagation du puise et 
des différences des erreurs de distance en fonction des variations des propriétés optiques 
du milieu diffusant. 
A = 700 nm 
A = 115 nm 
A = 880 nm 
ôtwcFD max (ns) 
ôtNCFD min (ns) 
Vitesses vs A 
Vitesses moyennes (xlO7 m/s ) 
pour les 3 longueurs d'ondes A 
Erreur en distances pour 
chaque vitesse moyenne (mm) 





































































les vitesses de propagation doivent rester constantes même dans le cas de variations des 
propriétés optiques du milieu. L'objectif est de vérifier si l'algorithme de localisation est 
insensible ou non aux changements des propriétés optiques du milieu (valeurs inconnues) 
pour localiser l'inclusion. Pour des combinaisons de propriétés optiques de tissus (//a,//s), 
les résultats montrent que les différences d'EPATs et les vitesses de propagation varient. Il 
devient également important d'évaluer l'erreur entre les véritables distances géométriques 
id3,2,theo = d3 — d2 dans le tableau 7.2 ou sur la Fig. 7.4), et les distances mesurées par 
l'approche présentée (utilisant une vitesse de propagation constante et les mesures des 
différences d'EPATs, valeur d3t2,meas = d3 — d2 —< v >x -ÔNCFD dans le tableau 7.2). 
C'est cette erreur qui détermine la précision de l'algorithme de localisation. Les résultats 
montrent que les différences d'EPATs, les vitesses de propagation et l'erreur entre distances 
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géométriques et distances mesurées (obtenues par l'approche) varient selon le milieu. Les 
vitesses de propagation sont entre 2.97 x 107 m/s et 5.52 x 107 m/s environ. L'erreur de 
distance varie entre 2.5 mm et 8.6 mm pour une distance géométrique égale à 25 mm, 
ce qui est très significatif. Par conséquent, si les distances mesurées sont trop éloignées 
des distances géométriques, cela est susceptible de fausser les résultats de la localisation. 
Il faut garder ce fait à l'esprit si l'algorithme donne des résultats aberrants. Dans le cas 
pratique, plusieurs détecteurs sont utilisés pour la localisation, de la redondance dans les 
mesures est donc présente. Cette redondance combinée avec une méthode de minimisation 
et moyennage des distances permet d'obtenir un algorithme plus tolérant aux données 
confondantes. Le problème survient quand les différences d'EPATs deviennent trop éloi-
gnées des véritables différences de distances, il faut alors prévoir que l'algorithme ne sera 
probablement pas capable de faire face à un haut degré de confusion dans les données. Pour 
des travaux futurs, il serait intéressant de développer une méthode d'analyse systématique 
utilisant des équations analytiques pour exprimer la vitesse de propagation en fonction 
des paramètres optiques du milieu afin de minimiser l'erreur et d'améliorer la précision 
de la localisation. Enfin, des expériences approfondies en utilisant des échantillons réels, 
dont les valeurs des propriétés optiques serait précisément connues, seraient utiles pour 
s'assurer de la robustesse de cet algorithme. De tels échantillons n'étaient pas disponibles 
au moment des présents travaux. Obtenir des échantillons précisément caractérisés est un 




8.1 Algor i thme d'extract ion des paramètres 
Le développement d'algorithmes d'extraction de paramètres optiques pour caractériser un 
milieu est essentiel à l'étude de signaux temporels en imagerie biomédicale optique. La 
méthode basée sur la déconvolution présentée dans ce document se démarque des autres 
méthodes de caractérisation de milieux par son efficacité et son approche innovante. 
La suppression de l'opération de convolution par l'utilisation d'un prétraitement basé 
sur la transformée de Haar-Fisz, les ondelettes et le filtre optimal de Wiener se présente 
comme une avancée en imagerie biomédicale optique basée sur des mesures dans le domaine 
temporel. Auparavant utilisée en astronomie (Starck et Murtagh, 2001), la transformée de 
Haar-Fisz est un outil qui n'a jamais été employée en imagerie biomédicale optique pour 
débruiter un signal. De plus, à l'heure où la vitesse des algorithmes de traitement de 
signaux est une question de priorité, la déconvolution apporte une rapidité indispensable 
à l'algorithme d'extraction des paramètres optiques, /ia et fj,'s. Enfin, le dernier aspect 
innovant de cette méthode de caractérisation de milieux est l'algorithme d'initialisation. 
Contrairement aux méthodes actuelles basées sur la convolution itérative (Ntziachristos 
et Chance, 2001; Arridge et al, 2007; Fortier et al., 2009), cet algorithme d'initialisation 
assure, à la régression non-linéaire, l'obtention de résultats et cela même si le milieu ou le 
tissu est totalement inconnu, et ce sans intervention de l'utilisateur. 
Cependant, la méthode a également des limites. Tout d'abord, l'utilisation du filtre optimal 
de Wiener peut donner des résultats aberrants lorsque l'IRF présente une largeur à mi-
hauteur proche de celle du signal mesuré. Il devient alors difficile pour l'algorithme de 
différencier le signal de l'IRF. Ensuite, le modèle analytique de Patterson, Chance et 
Wilson (Patterson et al., 1989) utilisé par l'algorithme de régression non-linéaire n'est pas 
toujours optimal. Bien que représentatif de la réalité, celui-ci n'est pas valide dans le cas 
où le milieu ne peut être approximé à une tranche semi-infinie. Dans ce cas, il faudra 
avoir recours à d'autres modèles, p.ex. obtenus par une résolution numérique de l'équation 
du transfert radiatif, ou l'équation de la diffusion. Enfin, il est actuellement difficile de 
s'assurer complètement de la robustesse des algorithmes puisque les propriétés optiques 
des échantillons réels utilisés ne sont pas précisément connues. 
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8.2 Étude sur l ' impact des variations de \ia et fi's 
La localisation d'inclusions fluorescentes à l'intérieur d'un milieu est un des objectifs ma-
jeurs du groupe de recherche TomOptUS. Caractériser la précision des algorithmes de 
localisation développés devient donc primordial. L'aspect innovant du travail présenté ici 
est l'utilisation de valeurs des paramètres optiques typiques des tissus biologiques d'une 
souris pour évaluer la performance de l'algorithme. De plus, à ce jour aucun article de 
la littérature ne présente d'études sur l'influence de la variation des paramètres optiques 
que ce soit sur la forme des signaux optiques ou soit sur les vitesses de propagation de la 
lumière dans le milieu. 
Évidemment, cette étude n'est pas exhaustive. Pour les mêmes raisons que précédemment, 
le manque d'échantillons réels limite les résultats. Ensuite, la méthode d'évaluation de l'al-
gorithme de localisation d'inclusions fluorescentes ne tient pas compte de l'utilisation de 
plus de deux capteurs et, du même coup, de l'information redondante (voir section sur 
l'impact des variations de \xa et n'a) (Pichette et al, 2009). Il devient donc difficile d'éva-
luer de manière précise les performances et les limites de l'algorithme. Enfin, développer 
une méthode d'analyse systématique basée sur des équations analytiques de la vitesse 
de propagation en fonction des paramètres optiques du milieu apporterait de l'informa-
tion supplémentaire sur l'influence des paramètres optiques et permettrait d'améliorer 





Ce mémoire concerne principalement le traitement de signaux optiques. Une description 
non exhaustive du domaine de la tomographie optique diffuse a d'abord été effectuée. Les 
mesures résolues en temps, la fluorescence, la localisation d'inclusions et la détection de la 
lumière sont les aspects abordés. Cette description permet une meilleure compréhension 
du domaine et il en découle différents besoins auxquels répond ce mémoire. Les mesures 
dans le domaine temporel contiennent de l'information sur 2 propriétés optiques d'impor-
tance : la diffusion et l'absorption. Ces deux caractéristiques sont en relation directe avec 
la constitution bio-chimique du tissu. 
Les quatre objectifs de ce projet étaient : 
1. Développer une méthode de débruitage des signaux optiques mesurés. 
2. Développer un algorithme de traitement de signal pour éliminer l'IRF ; 
3. Développer un algorithme de régression («fit») pour extraire les caractéristiques op-
tiques du milieu incluant une initialisation automatique des valeurs des paramètres ; 
4. Etudier l'impact des variations des paramètres optiques sur les temps d'arrivée des 
premiers photons, sur les vitesses de propagation et sur la précision de l'algorithme 
de localisation utilisé par le laboratoire. 
Au niveau du traitement du signal, les objectifs visés ont été atteints. En effet, un premier 
algorithme de débruitage a été implémenté. Celui-ci comprend une transformation pour 
convertir le bruit .présent dans le système (bruit de Poisson) en bruit blanc gaussien et 
l'utilisation d'ondelettes pour le débruitage (ondelettes de Daubechies). Ensuite, une mé-
thode de déconvolution a été réalisée pour éliminer l'IRF. Cette technique utilise le filtre 
optimal de Wiener qui prend en compte le signal bruité et le signal débruité. Enfin, un 
algorithme d'initialisation des propriétés optiques du milieu ainsi qu'un algorithme de ré-
gression non-linéaire extrait les paramètres i/ia et n'a) permettant de caractériser le milieu. 
Afin de qualifier cette méthode, l'approche IC ou reconvolution a également été implé-
mentée. Cette méthode est communément utilisée en imagerie optique. Elle a l'avantage 
d'être relativement simple d'implémentation, mais présente l'inconvénient de demander 
beaucoup de temps de calcul. L'extraction par les méthodes de reconvolution (IC) ou de 
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déconvolution montrent des erreurs sur les valeurs des pramètres optiques (/xa et /J,'S) infé-
rieures à 10%. Cependant le temps d'exécution est 1.5 fois plus lent dans le cas de 1TC. 
La déconvolution peut donc s'avérer très utile si la rapidité est recherchée. 
Le quatrième objectif ne découlant pas des objectifs précédents, mais constituant un point 
très important est l'analyse de la performance de la méthode de localisation d'inclusions 
fluorescentes sur différents types de tissus. Cette étude vise à voir quelles sont les limites 
de la techniques de localisation lorsque le milieu change. Cette technique est basée sur 
l'utilisation d'une vitesse de propagation du puise constante dans le milieu. Les résultats 
montrent que la méthode de localisation développée est relativement efficace dans le cas 
de milieux homogènes. Cependant, dans la plupart des cas, cette vitesse n'est pas connue 
et varie selon le type de tissus. Fixer cette vitesse provoque des erreurs de localisation de 
l'ordre de quelques millimètres pour un milieu de 50 mm d'épaisseur. 
Le groupe TomOptUS étant un pionnier dans le développement et la conception de scan-
ners par tomographie optique diffuse dans le domaine temporel pour petits animaux, de 
nombreuses perspectives de recherche s'offrent à nous dans ce domaine. Dans un premier 
temps, il serait intéressant d'utiliser d'autres modèles de la propagation de la lumière pour 
la caractérisation de milieux. On peut penser, par exemple, au modèle SPN de divers ordres 
(JV = 1,3,5, et 7) (Bérubé-Lauzière et al, 2009; Bouza-Dominguez et Bérubé-Lauzière, 
2010). Il serait, ensuite, intéressant de comparer les différents modèles et déterminer le 
plus performant. Dans un second temps, une amélioration possible de l'algorithme de ré-
gression serait d'ajouter ou de concevoir une base de données permettant d'identifier de 
manière automatique et systématique, pour chaque couple de paramètres optiques obtenus 
ina,li's), un type de tissu biologique. Enfin, en ce qui concerne l'approche pour localiser 
des inclusions fluorescentes, il pourrait être utile de développer une méthode d'analyse 
systématique basée sur des équations analytiques de la vitesse de propagation en fonction 
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A.4 Contr ibut ion au document 
Cet article présente le principal travail de ce projet, la déconvolution de signaux optiques. 
En plus de décrire la méthodologie, il fournit des résultats convaincants sur l'efficacité de 
la transformée de Haar-Fisz et sur la robustesse du filtrage optimal de Wiener que ce soit 
sur des signaux théoriques ou réels. Ce travail a fait l'objet d'une présentation à European 
Conférences on Biomédical Optics (ECBO) à Munich en Allemagne. 
A.5 Résumé français 
Le présent travail sert pour les scanners en tomographie optique diffuse (TOD) sur petit 
animal et sans contact que le laboratoire TomOptUS développe. Une nouvelle méthode 
de déconvolution des signaux TOD dans le domaine temporel est présentée. Les signaux 
temporels représentent l'intensité lumineuse réémise lorsque le milieu est excité par des 
impulsions laser ultra-courtes. Chaque signal est égale à la convolution entre la propagation 
de la lumière dans le milieu et la réponse impulsionnelle du système de détection, que l'on 
appelle fonction de réponse de l'instrument (IRF). De plus, du bruit de Poisson est présent 
et doit donc être considéré. Ces signaux temporels dépendent directement des propriétés 
optiques du milieu et contiennent donc de l'information pouvant être exploitée dans les 
algorithmes de reconstruction. Il est important d'éliminer l'IRF et le bruit des signaux 
mesurés afin de ne garder que le signal d'intérêt, qui a un lien direct avec les propriétés 
du milieu. Cette méthode de déconvolution a l'avantage de ne pas utiliser d'information a 
priori sur le signal. 
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A new déconvolution technique for time-domain signais in 
diffuse optical tomography without a priori information 
Geoffroy Bodi and Yves Bérubé-Lauzière 
Laboratoire TomOptUS, Département de génie électrique et de génie informatique 
Université de Sherbrooke, 2500 boul. Université, Sherbrooke, Québec, J1K 2R1, Canada 
A B S T R A C T 
The présent work will serve in a diffuse optical tomography (DOT) scanner that we are developing for small 
animal non-contact molecular imaging. We présent a new method for deconvoluting time-domain signais for use 
in DOT. Time-domain signais represents reemitted light intensity as a function of time when the médium is 
excited by ultra-short laser puises. Actually, each signal equals the convolution between the light propagation in 
the médium and the impulse response of the détection System, so-called the instrument response function (IRF). 
Moreover, Poisson noise présent in the System has to be considered. Time-domain signais directly dépend on 
the optical properties of a médium and so contain additional information (compared to continuous-wave signais) 
that should be exploited in reconstruction algorithms. As an advantage, our déconvolution method does not use 
a priori information about the signal. It is important to remove the IRF and noise from measured signais in 
ordèr to keep only the true signal, which has a direct link to médium properties. 
Keywords: Diffuse optical tomography, time-domain signais, intrument response function, Poisson noise, dé-
convolution. 
1. I N T R O D U C T I O N 
Time-domain (TD) measurements in diffuse optical tomography (DOT) require a pre-processing stage to elimi-
nate unavoidable noise and measurement artefacts that distort the signal. The IRF is usually used to quantify 
the aforementioned distortion. Light propagation in a scattering/absorbing médium can be assumed to be a 
linear System since the radiative transfer équation (RTE), which is linear, has thus far proved to be an accurate 
model for describing such phenomena. Hence, measurements can be mathematically described as the convolution 
between the signal of interest (i.e. the "true" signal) and the IRF. 
It is essential to reduce the effects of measurements in order to obtain reliable information for retrieving 
the optical properties of the médium. In this case, we are dealing with an inverse problem whose solution 
is déconvolution. Our goal in this work is to develop a déconvolution method that does not need a priori 
information about the signal of interest. The proposed method is based on Haar-Fisz wavelet denoising and a 
Wiener déconvolution (HFWD-WD method). 
- First, for testing our HFWD-WD method, we use the model of Patterson, Chance and Wilson (PCW model) 
which is based on the diffusion approximation of the radiative transfer équation.1 Our reconstructed signal 
matches well with the PCW model in the présence of Poisson noise which is représentative of common optical 
expérimental set-ups. Then, to prove the efficiency of this algorithm, our method is applied to real time-domain 
measurements. Our signal is perfectly denoised and the effect of the IRF is removed. 
Geoffroy.Bodi@USherbrooke.ca 
2. MATERIALS A N D M E T H O D S 
The PCW model has the advantage to yield an analytic expression for the puise shape in the case of a homo-
geneous médium. Fig. 1 (a) présents a graph of the PCW model for a médium with 100 mm thickness, an 
absorption coefficient fia of 0.03 mm-1 and a reduced scattering coefficient /xs of 1 mm - 1 . The values of the 
scattering and absorption coefficients correspond to typical values of biological tissues.2 




























Figure 1. (a) Simulated measurement with the PCW model. (b) Instrument response funtion (IRF). 
2.1. Context 
This model is then convoluted with an IRF recorded on our expérimental diffuse optical tomography set-up using 
time-correlated single photon counting (TCSPC).3 Fig. 1 (b) shows the IRF. Finally, Poisson noise, corresponding 
to the noise présent in our System, is added in order to simulate our measurements as accurately as possible. 
The following équation represents the System 
vit) = u(t)®IRF(t) + b(t), (D 
where v(t) is the simulated measured signal, IRF(t) is the instrument response function, b(t) is Poisson noise 
and u(t) is the signal of interest that we want to recover. The first stage of our déconvolution procédure is the 
Haar-Fisz transform. 
2.2. Haar-Fisz transform 
This transform serves to convert Poisson noise into Gaussian white noise4'5 to make denoising possible (denoising 
generally assumes Gaussian white noise). 
Its purpose is to modify the détails coefficients in the décomposition of the noisy signal along Haar wavelets. 
The Haar-Fisz transform opérâtes in the following way: 
1. Transformation in Haar's wavelets with the use of a non standardized filter [1/2, - 1/2] and [1/2, 1/2]. The 













Figure 2. Denoising by wavelets. 
2. Modification of the détails coefficients: 
Yn = 
0 if s„ = 0, 
dnl'y/Sn elsewhere. 
(2) 
The new détails coefficients resuit in a random variable Y representing the noise whose asymptotic distribution 
is Gaussian.6 
2.3. Denoising 
Now that the noise is white and Gaussian, a denoising by wavelets is possible and very efficient. Wavelets are 
particularly interesting for denoising a signal without having to estimate the noise. To understand the principle, 
it is easier to compare the wavelet décomposition to the Fourier transform. The big disadvantage of a Fourier 
expansion however is that it has only frequency resolution and no time resolution. This means that although we 
might be able to détermine ail the frequencies présent in a signal, we do not know when they are présent. So , 
for example, in a signal in which the frequency content varies significantly with time, the Fourier transform will 
not allow to see thèse frequency variations since it considers the whole signal. 
To overcome this problem, wavelets has been developed to represent a signal in the time and frequency 
domain at the same time. The idea behind thèse time-frequency joint représentations is to eut the signal of 
interest into several parts and then analyze the parts separately. It has been shown that a judicious thresholding 
of the wavelets coefficients efficiently removes the noise when it is Gaussian.7 But, the disadvantage is that a too 
strong thresholding will resuit in distortions. In our case, Daubechies wavelets give excellent results. Denoising 
is presented figure 2. 
2.4. Optimal Wiener fllter 
The last stage consists in eliminating the IRF from our denoised signal. For this purpose, we use the optimal 
Wiener filter.8 It requires the Fourier transform of the original noisy signal v(t), the denoised version s(t) of v(t) 










Hère U(f) is the Fourier transform of the recovered signal, which should ideally be equal to u(t)); V(f), S(f) 
and IRF(f) are the Fourier transforms of v(t), s(t) and IRF(t) respectively. Using the power density, we can 
approximate the denomirator in the following way: 
|5(/)|2 + |S(/)|2 \viî)\2 (5) 
To apply the optimal Wiener filter, it is essential to hâve a Gaussian noise in order to do the approximation 
above. Finally, we can apply the inverse Haar-Fisz transform to obtain the original signal. 
3. DATA P R O C E S S I N G A N D RESULTS 
In this section, we présent results of the HFWD-WD. With regards to the model, we chose a médium of 100 mm 
thickness, absorption coefficient fia of 0.03 mm~1 and reduced scattering coefficient /xs of 1 mm~x. 
To test our approach, we first considered simulated signais. Thèse signais correspond to PCW model convo-
luted with a real IRF. The IRF of our measurement system dépends mainly on the transit time spread in the 
PMT detectors we use (~ 200ps full-width at half maximum - FWHM), and on the non-null temporal width of 
the excitation laser puises ( a small 5 ps for the mode-locked ThSapphire laser we use, but it can be larger for 
pulsed laser diodes). Then, Poisson noise is added to the resuit to represent photon statistics. Use of simulated 
signais is very useful in assessing the efficiency of the déconvolution method. Indeed, with simulated signais, 
it is possible to compare the deconvoluted signal with the PCW model. For denoising, we choose Daubechies 
wavelets of order 8 which give excellent results. For removing the IRF, we use the optimal Wiener filter described 
above. Fig. 3 (a) présents the various stages of the déconvolution. Fig. 3 (b) présents, on the same graph, the 
theoretical signal that should be recovered along with the denoised and deconvoluted signais obtained. Ail signais 
are normalized. 
Then, we show results of the HFWD-WD method on a real time-domain signal typical of measurements 
carried in our laboratory. Our expérimental set-up is presented Fig. 4. We use a glass tube filled with a solution 
of intralipid 20%. Time-domain optical signais are measured using Time-Correlated Single Photon Counting 
(TCSPC). Measured signal and results of the déconvolution are shown in Fig. 5. 
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Figure 3. (a) Steps for denoising a time-domain signal, (b) Comparaison of the denoised and deconvoluted signal with 
the idéal signal. 
4. DISCUSSIONS 
The results of the déconvolution presented in Figs. 3and 5 are very satisfactory. Similar results were obtained 
for a wide variety of média with différent thicknesses and optical properties. In thèse cases where we use the 
Laser beam (y axis) Détection channel 
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Figure 5. (a) Steps for déconvolution of a real time domain signal, (b) Deconvoluted signal and original signal 
PCW model, it is noted that the original and processed signal superimpose almost perfectly with regard to the 
shape of the puise 
The temporal shift between measured signal and the resulting of the deconvoluted signal is mainly due to the 
suppression of the IRF. Light propagation through the détection channel takes a certain time, which is accounted 
for in the IRF. Hence, removal of the IRF also suppresses the delay due to the détection System. It is a very 
important point because now we hâve only the true signal which results solely from the light propagation in the 
médium. 
The small fluctuations in the tail of the recovered signal are aberrations which appear during the déconvolution 
process. They are mainly due to the noise and the IRF which cannot be removed entirely by déconvolution. 
From now on, by isolating the important part of deconvoluted signais, it will be possible to exploit thèse for 
extracting the optical parameters of a médium such as the absorption and the reduced scattering coefficients 
using inversion algorithms. 
5. C O N C L U S I O N 
In this study, a déconvolution technique is presented. It comprises 3 stages. First, the Haar-Fisz transform 
converts a Poisson noise into Gaussian white noise. Second, denoising is carried out using wavelets. Hère we 
used Daubechies wavelets. Finally, the optimal Wiener filter allows to eliminate the instrument response function 
of the System. The HFWD-WD method has the advantage of not requiring a priori information about the signal 
of interest. So déconvolution is very useful for heterogeneous média for which there does not exit an analytic 
expression. 
Getting rid of the effects of the instrument response function is a necessity for retrieving accurate values of the 
optical coefficients of a médium via the time-domain DOT reconstruction algorithms we are currently developing. 
This is so since distortions caused by the instrument response function do not pertain to the médium. 
It should be noted that déconvolution is an added complexity when working with time-domain data compared 
to CW data, where déconvolution is not necessary. 
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B.4 Contr ibut ion au document 
Cet article contribue au mémoire, car il présente une partie de ce mémoire, l'impact des 
variations des propriétés optiques du milieu sur la méthode de localisation utilisée dans 
notre laboratoire. Cet article a fait l'objet d'une présentation à Photonics North à Québec 
au Canada. 
B.5 Résumé français 
Cet article présente une technique dans le domaine temporel pour la localisation en 3D 
d'inclusions fluorescentes discrètes dans un milieu diffusant. Elle exploite les temps d'ar-
rivée des premiers photons (EPATs), qui correspondent aux temps de vol des photons 
arrivant à un détecteur. La technique de localisation utilisée par notre laboratoire néces-
site la connaissance de la vitesse de propagation de lumière diffuse dans le milieu afin 
de convertir les temps de propagation mesurés en distances. Ue méthode expérimentale a 
donc été développée pour mesurer les vitesses de propagation. De plus, il a été montré que 
les différences de temps entre une position de détecteur de référence et d'autres positions 
de détecteurs dans le milieu permettent de trouver la position de l'inclusion. Cette tech-
nique localise l'inclusion dans un milieu de 5 cm de diamètre avec une précision de l'ordre 
du millimétré. Enfin, une analyse de la stabilité des différences d'EPATs et des vitesses 
de propagation par rapport à l'évolution des propriétés optiques du milieu est présentée. 
Etant dans le domaine de l'imagerie sur petit animal, ce travail se concentre sur les proprié-
tés optiques des organes et tissus de la souris. 5 types d'organes et de tissus sont étudiés. 
L'objectif est de déterminer les limites de la méthode de localisation et sa précision lorsque 
les propriétés des milieux varient. Les résultats montrent que les différences d'EPATs et 
les vitesses de propagation obtenues par cette approche varient beaucoup selon le milieu 
d'étude. Il devient donc important d'évaluer l'écart entre les vraies distances (distances 
géométriques) et les distances obtenues en utilisant une vitesse de propagation moyenne 
multipliée par les mesures des différences d'EPATs (distances obtenues par la méthode de 
localisation). Les résultats montrent des erreurs dans le calcul des distances. Cela est donc 
susceptible de fausser les résultats de la localisation. 
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Spatial localization of discrète fluorescent inclusions with 
early photons: An analysis on the stability with respect to 
variations of optical properties 
Geoffroy Bodi and Yves Bérubé-Lauzière 
Laboratoire TomOptUS, Département de génie électrique et de génie informatique 
Université de Sherbrooke, 2500 boul. Université, Sherbrooke, Québec, J1K 2R1, Canada 
ABSTRACT 
We recently developed a time-domain technique for localizing in 3D discrète fluorescent inclusions embedded 
in a scattering médium. It exploits early photon arrivai times (EPATs), that is the time of flight of early 
arriving photons at a détecter determined via numerical constant fraction discrimination. Our localization 
technique requires the knowledge of the speed of propagation of diffuse light puises in the turbid médium to 
convert measured propagation times to distances. We hâve developed an expérimental method for measuring 
the speed of propagation of such puises. We hâve shown that time différences between a référence detector 
position and other positions around the médium allow finding the position of the inclusion. Our technique allows 
localizing inclusions to millimeter précision in a thick 5 cm diameter turbid médium. Herein, we analyze the 
stability of EPAT différences introduced above and propagation speeds with respect to changes in the medium's 
optical properties for optical properties typical of biological tissues. As we target small animal imaging, we 
concentrate on optical properties of mouse organs and tissues.' Our objective is to détermine bounds to be 
expected on the précision that can be achieved when média properties can vary and détermine the limits of 
validity of our localization technique. Our results show that EPAT différences and propagation speeds obtained 
by our approach can vary; thèse values dépend on the médium. We study 5 kinds of mouse organs and tissues. 
Propagations speeds are between 2.97 x 10 7 ms - 1 and 5.52 x 107ms_ 1 . Thus, it becomes important tb evaluate 
the discrepancy between true geometrical distance différences and distances as obtained by our approach using a 
constant propagation speed and the measurement of EPAT différences. It is such discrepancies that ultimately 
détermine the localization accuracy of our algorithm because if distance différences based on EPATs are far from 
true distances, our algorithm although it has a certain tolérance will hâve to consider that . The distance error 
and so the localization accuracy of our algorithm is between 2.5mm and 8.6mm. 
Keywords: optical properties, early photon arrivai times, fluorescence, numerical constant fraction discrimina-
tion, propagation speeds. 
1. I N T R O D U C T I O N 
The présent work will serve in a diffuse optical tomography (DOT) scanner we are developing for small animal 
non-contact molecular imaging. We develop a time-domain (TD) technique for localizing in 3D discrète fluores-
cent inclusions embedded in a bulk turbid médium1 . It exploits early photons arrivai times (EPATs). EPATs 
can be reliably and stably obtained by numerical constant fraction discrimination (NCFD).2 Our localization 
contact author : Yves.Berube-Lauziere@USherbrooke.ca 
technique needs to know the speed of propagation of diffuse light puises in the turbid médium. This is to convert 
measured propagation times to distances, which hère correspond to inclusion depths. From the depths measured 
at several détection positions around the médium, it is then possible to infer the 3D position of the inclusion. 
More exactly, we hâve shown that EPAT différences or time différences between a référence detector position 
and other positions around the médium allow finding the position of the inclusion, the référence position being 
that for which the shortest EPAT is obtained3 . Thus far, our experiments hâve been carried in a homogeneous 
turbid médium of fixed optical properties, and thus of fixed constant propagation speed. 
The question arises as to what happens if the optical properties of the bulk médium take on values différent 
than those considered thus far, and further if thèse properties are not homogeneous. Obviously, then the speed 
of propagation of diffuse puises will be altered, but to what extent? 
2. OBJECTIVE 
In the présent work, we investigate the stability of EPAT différences introduced above and propagation speeds 
with respect to changes in the bulk medium's optical properties (absorption \ia and scattering /j,s) for optical 
property values typical of biological tissues. Since our research targets small animal imaging, we concentrate 
on optical properties of mouse organs and tissues. Our objective is to détermine bounds to be expected on 
the précision that can be achieved when optical properties can vary and détermine the limits of validity of our 
localization technique. To achieve this, we resort to a theoretical analysis based on Green's functions of the 
time-dependent diffusion approximation (DA) of radiative transfer theory. 
3. MATERIALS A N D METHODS 
Model for diffuse fluorescent light excitation, propagation and measurement. For a given point-like 
inclusion, the process of excitation, fluorescence émission and measurement of the fluoresced light proceeds as 
follows (Fig. 1): 
- A short laser puise is injected into the médium at position rs and propagates as a diffuse spherical-like wave 
undergoing absorption and scattering until it reaches the inclusion at rm . 
- The laser puise at wavelength Às then excites molécules inside the inclusion which emits a fluorescence light 
decay puise at a longer wavelength Xf. 
- The fluorescence puise propagates in the médium undergoing absorption and diffusion until it reaches a point 
Td on the boundary where it is detected. 
Mathematically, the fluorescent fiuence 4>f,<i resulting from the process just described and detected at the bound-
ary of the turbid médium can be modeled by the following linear convolution opération 
<A/,d(rd, t) = Gxs (fd - % , t) © F(r^,t) © GXs (rm - rs, t) © IRF(t), (1) 
where G\s and G\{ are respectively the Green's functions for the propagation of light at the excitation and 
fluorescent wavelength . Since Xf and As are generally nearby one another in fluorescence measurements, the 
médium properties are very similar at those wavelengths and will be assumed the same for simplicity. IRF(t) 
is the instrument response function (IRF) of our measurement System; it dépends mainly on latencies in the 
System and on the non-null temporal width of the excitation laser puises (5 ps in our case). The IRF alters 
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Figure 1. Schematic of measurements. 
A typical IRF measured with our fluorescence diffuse optical tomography set-up1 is iilustrated in Fig. 2 (b). 
The convolution product © are with respect to time; there is no convolution over the space variables, since the 
inclusion is assumed point-like. F ( r ^ , t) represents the fluorescence decay, which for simplicity is assumed single 
exponential 
F ( r - , t ) = C( r^ )e -* / T ) (2) 
r being the fluorescence lifetime and C(im) representing the "strength" of the fluorescent inclusion including 
factors as the concentration of the fluorophore used and its quantum efficiency. An example of the exponential 
fluorescence is given Fig. 2 (a). We chose a fluorophore with lifetime T = 0.56ns corresponding to indocyanine 
green (ICG) commonly used in biomédical optics investigations. The Green's functions in Eq. 1 are assumed to 
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Figure 2. (a) Fluorescence with lifetime r = 0.56 ns corresponding to indocyanine green (ICG). (b) IRF of our System. 
be those of an infinité médium given by4 
G(r-r',t-t') = (4nDc(t - t'))~3/2 exp 
n'112 
AirDc{t - t') - - uac(t - t') , (3) 
and satisfying the time-dependent DA équation \ a ^ ' t ) - V • (D\7(p(r,t)) + ua<f>(r,t) = Q(r,t). Thè Green's 
function is the solution of the DA for a point source representing an impulse at time t' located at ? given by 
Q(r, t) = <5(r — r', t — t'). We generally work in finite média (cylindrical phantom, mouse), but the level of détail 
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Figure 3. (a) Typical modeled TD signal, (b) Numerical constant Fraction discrimination (NCFD). 
in the propagation model used for the présent study should not alter the gênerai conclusions. Hence, we hâve 
kept the model as simple as possible by considering infinité média Green's functions. 
Finding EPATs with NCFD, and EPAT différences. Now that we hâve modeled our measured signais 
(Fig. 3 (a) shows an example), we extract an EPAT from each of them. Early photons are those detected in the 
front edge of a signal, and so the EPAT corresponds to the arrivai time of this edge. In practice, since measured 
fluorescence signais vary widely in amplitude, the edge's arrivai time must be determined in a way that is 
independent of the signal's amplitude. This is the reason we resort to NCFD2 (a fixed threshold would introduce 
amplitude jitter and lead to inaccurate timing of the edge, Fig. 3 (b)). Constant fraction discrimination is a 
well-known technique in ultra-fast electronics5 . Given a set of EPATs, it is then possible to calculate différences 
between them, one of which is chosen as the référence and subtracted from ail others (as référence, we generally 
sélect the smallest EPAT value). 
Optical parameters. As mentioned, we wish to study the effects of optical properties variations on EPAT 
différences and diffuse puise propagation speeds. To obtain realistic values of optical properties (/za and u's) 
for the main tissue types found in mice (bone, heart wall, lung, skin, and kidney), we used the semi-empirical 
models presented in Réf. 6 which are based on work by Prahl7 . In thesse models, the absorption and transport 
scattering coefficients are assigned to each organ as a function of photon wavelength. For scattering, we hâve : 
ti's(X) = a x X 6mm 1 , (4) 
where a and b are constants controUing the spectral variation in each tissue. The amount of light absorption 
taking place in ail tissues is assumed to dépend only on the résident oxy-haemoglobin (Hb02), deoxy-haemoglobin 
(Hb) and water (W) concentrations. The spectral absorption coefficient can then be ap'proximated as a weighted 
sum of the three constituent absorption coefficients (naHbOïiX), jiaHb{X) and p,aW(X)), 
Ma(A) = SBixlIaHbiX) + (1 - x)flaHb02i^)) + SwHaWiX). (5) 
Fig. 4 shows a scatter plot of (/j,a,(is) pairs for the wavelength range 700-900 nm over which we work. Note that 
not ail pairs are realized for real tissues. 
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Figure 4. Combinations of optical properties of mouse organs and tissues. 
4. DATA PROCESSING A N D RESULTS 
EPAT différences. For each tissue type and its optical properties (/ia, n's) (that dépend on wavelength), 
we computed for each wavelength a set of EPATs that is the time of flight of early arriving photons at a 
detector determined via numerical constant fraction discrimination (NCFD). Then, we can obtain time différences 
corresponding to the the différences between EPATs, one of which is chosen as the référence and subtracted from 
ail others (as is done in our experiments). Fig. 5 shows time différences for the wavelength range 700-900nm for 
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Figure 5. Time différences for 5 kinds of mouse organs and tissues with respect to variations in wavelengths and detector 
position 
Propagation speed. We hâve developed a method for evaluating the speed of propagation of such puises. We 
use only 2 detectors, the référencée detector and the opposite detector at the position 4 (see Fig. 1). Knowing 
the radius of the cylinder r and the radial position of the inclusion ar (a €[0,1]), we can find the distance 
différence corresponding to the time différence computed for this detector. Finally, a simple division between 
the distance and the time différence allows having an estimation of the propagation speed. Fig. 6 (a) présents 
the configuration used to evaluate the speed of propagation. In summary, the method is as follows : 
• Variables associated with Fig. 6 (a) 
r = radius of cylinder 
Radial position of inclusion (ar) 
EPAT différence (SNCFD) d\ : distance from laser injection point into médium and inclusion c^ : distance 
from inclusion to référence detector d$ : distance from inclusion to detector 4 
• Distance différence (geometrical - this is the « true différence ») 
ds — d2 = r + ar — (1 — a)r = 2ar 
• Estimation of propagation Speed 
< v > A = 2ar/ÔNCFD• For our results, we choose a = 1/2. 
(a) (b) 
Figure 6. (a) Principle of speed and distance measurements. (b) Variations of diffuse puise propagation speeds with 
respect to variations in optical properties of the heart wall tissue. 
An example of the propagation speed with respect with respect to variations in optical properties ((fxa, fi's)) 
is given Fig. 6 (b). Detailed results for Heart wall tissue are illustrated Fig. 7 (a) and Fig. 7 (b). 
Error characterization. We wish to evaluate the localization accuracy when we hâve a médium with dif-
férent optical properties. Hence, we compare a geometrical distance différence (the « true différence ») with a 
measured distance différence (Fig. 6 (a)). This distance différence equals the average propagation speed at a 
given wavelength A (over ail tissue types) divided by the time différence. We obtain an error with the absolute 
value of the différence between the distance différences. It gives an estimate of the worse error made by using 
the average propagation speed. This is the localization auccuracy. The method is summarized by the following : 
Range for ttma différence nverlha wavelength range , in7 Range for propagation speed ovar the wavelength range 
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(a) (b) 
Figure 7. (a) Range for time différences (ÔNCFD) and propagation speed over the wavelength range for Heart wall tissue. 
(b) Range for propagation speed over the wavelength range for Heart wall tissue. 
• Distance différence (geometrical - this is the « true différence ») 
d3,2,theo = d3 - d2 = 2ar 
This distance différence is known because we sélect the position at which we place the inclusion, e.g. 
a = 1/2. 
• Distance différence (measured) 
d3 =< v >x .(<3 + offset) 
d2 =< v >x .(i2 + offset) 
d3 -d2=<v >x .(i3 ~h) 
d3,2,meas = d3 — d2 = < V >\ .ÔNCFD 
< v >x : average propagation speed at a given wavelength A, over ail tissue types 
• Error = \d3t2imeas ~ d3Xtheo\ 
Overall Results. Table 1 summarizes the results. We présent results for 3 wavelengths and 5 tissues tissues 
and organs. 
5. D I S C U S S I O N 
Since our localization algorithm uses a fixed average speed to convert EPAT différences to distance différences, 
ideally we would like EPAT différences and diffuse puise propagation speeds to remain constant as much as 
possible with respect to changes in optical properties. Then, the algorithm would be insensitive to the values 
of the a priori unknown optical properties of the bulk médium for localizing inclusions. For the combinations 
of tissue optical properties (ua,u's), it is seen that both EPAT différences and propagation speeds vary. For 
our algorithm, we want to evaluate the discrepancy between true geometrical distance différences (the différence 
between the distance from the référence détection point on the boundary to the inclusion and the distance 
between another boundary détection point to the inclusion), and distances as obtained by our approach using a 
constant propagation speed and the measurement of EPAT différences. It is such discrepancies that ultimately 
détermine the localization accuracy of our algorithm. The results show that distance errors are significant. 
Errors are between 2.5mm and 8.6mm for a geometrical distance of 25mm. The use of an average propagation 
Table 1. Variations of EPAT différences, diffuse puise propagation speeds and the error distance différence with respect 
to variations m optical properties of the bulk diffusing. 
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speed to find the fluorescence inclusion in heterogeneous média wiil induce errors on the localization obtained 
with our algorithm. Nevertheless, because our algorithm uses EPAT data form around the médium that share 
some redundancy, along with minimization and averaging, it can be expected to be tolérant to errors. But, if 
EPAT-based distance différences are too far from true distance différences, one can foresee that the algorithm 
will not be able to cope with a high degree of confusion in the data. 
6 . C O N C L U S I O N 
We developed a method to investigate the stability of EPAT différences and propagation speeds for optical 
properties of mouse organs and tissues. We gave an estimate of the worse distance error made by using the 
average propagation speed that détermines the localization accuracy of our algorithm for heterogeneous média. 
We study 5 kind of mouse organs or tissues. The distance différences based on EPATs were found to be far 
from true distances for certain tissue types. For the future work, it will be interesting to develop a theoretical 
analysis of the propagation speed depending on the optical properties. Also of interest will be to apply an 
algorithm optimisation and averaging using several detectors to compute the measured distance différence and 
so to minimize the error and to improve the localization accuracy. Finally, futher experiments using a real 
phantom will be useful to verify of the efficiency of our algorithm 
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ANNEXE C 
Algorithme d'initialisation sous Matlab 
Tableau C l : Algorithme d'initialisation de [ia et jis. 
k Initialisation des valeurs 
mu_a = 0.01/le-2; 
mu_s_prime = 0.5/le-2; 
% Déclaration des variables 
N = length(HeasurementSignal); 
t = timeVector(HeasurementSignal,N)*10A-9; 
indexHAX = find(HeasurementSignal == max(HeasurementSignal)); 
index2FWHH = find(HeasurementSignal >= max(HeasurementSignal)./2,1, ' last') ; 
indexlFWHH " find(HeasurementSignal >= max(HeasurementSignal)./2,1,'first ') ; 
t_max = t(indexHAX); 
t_indexIFUHH = t(indexlFWHH); 
t_index2FWHH = t(index2FUHH); 
H Déclaration des conditions d'arrêt 
errorHax = le-8; 
errorlFWHH = le-8; 
error2F¥HH = le-8; 
% Algorithme de régression 
while (errorlFWHH >= le-11) H Condition d'arrêt, 
while (errorHax >= le-11) k Condition d'arrêt. 
mu_s_prime = mu_s_prime + 0.01/le-2; k Incrémentation du coefficient de diffusion. 
modelPCW = model (mu_a, mu_s_prime, vs, n) ; 
scaled_modelPCW = normalisation(modelPCW); 
indexmodelPCWMax = find(scaled_modelPCW == max(scaled_modelPCW)); 
t_modelPCWHax = t(indexmodelPCWHax); k Temps associé au maximum de la courbe. 
errorHax •= abs (t_max-t_modelPCWHax) ; k Fonction de coût. 
modelPCWIFWHH = find(scaled_modelPCW >= max(scaled_modelPCW)./2,1,'first'); 
t_modelPCWlFWHH = t(modelPCWIFWHH); k Temps associé à la largeur à mi-hauteur. 
errorlFWHH - abs(t_indexlFWHH-t_modelPCWlFWHH); k Fonction de coût, 
end 
while (error2FWHH >= 5e-ll) k Condition d'arrêt. 
mu_a = mu_a + 0.001/le-2; % Incrémentation du coefficient d'absorption. 
modelPCW = model(mu_a, mu_s_prime, w, n); 
scaled_modelPCW = normalisation(modelPCW); 
modelPCW2FWHH = find(scaled_modelPCW >= max(scaled_modelPCW)./2,1,'last'); 
t_modelPCW2FWHH = t(mode1PCW2FWHM); k Temps associé à la largeur à mi-hauteur. 
error2FWHH = abs(t_index2FWHH-t_modelPCW2FWHH); k Fonction de coût.| 
end 
errorHax = le-8; k Mise à jour de l'erreur. 
error2FWHH = le-8; % Mise à jour de l'erreur, 
end 
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A N N E X E D 
Logiciel de caractérisation de milieux homo-
gènes 
Ce manuel a pour but de décrire le logiciel développé dans le cadre des présents travaux 
pour extraire l'information sur les caractéristiques optiques du milieu. Le logiciel a 2 
objectifs principaux : 
- Identifier les coefficients d'absorption et de diffusion des milieux d'étude. L'intérêt 
principal est de caractériser le milieu d'étude (types de tissus, intralipid,...). 
- Obtenir des signaux optiques mesurés représentant le milieu optique (sans artefacts 
et sans bruit) exploitables dans des algorithmes de reconstruction tomographique. 
Une première partie sera consacrée à la présentation du logiciel, de son interface et de ses 
fonctionnalités. Une seconde partie présentera la reconvolution et la déconvolution. Une 
dernière partie concernera l'algorithme de régression non linéaire permettant l'identifica-
tion. 
D.0.1 Interface utilisateur 
L'interface graphique principale contient 4 sections (Fig. D.l) : 
- Optical Properties 
- Load Signais 
- Figures 
- Signal Processing 
Optical properties 
Cette section permet à l'utilisateur de sélectionner les paramètres de configuration. 
Thickness of the médium w : Diamètre ou épaisseur du contenant du phantom ou du milieu 
d'étude. L'unité utilisée est le mm. 
Refractive index n : Valeur exacte ou approchée de l'indice de réfraction du milieu. 
Fluorescence : Prise en compte la présence de fluorescence dans le milieu. Elle corres-
pond à une exponentielle décroissante dans la constante de temps est le temps de vie du 
fluorosphore. 
Fluorosphore Lifetime : Temps de vie du fluorosphore. Dans la plupart des cas, le fluo-
rosphore utilisé est de ITCG avec un temps de vie de 0.56 ns (valeur par défaut dans le 
logiciel). 
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Figure D.l: Interface principale. 
Propagation Model Used : Choix du modèle de propagation de la lumière dans un milieu 
pour l'identification de paramètres. L'algorithme de régression non linéaire sera appliqué 
entre les signaux de mesures optiques et ce modèle. On distingue plusieurs modèles, un 
modèle analytique, le modèle de Patterson, Chance et Wilson qui a l'avantage de four-
nir une expression analytique de la forme du puise dans le cas d'un milieu homogène; 
et les modèles SP1, SP3, SP5, SP7 qui découlent de la résolution d'équations approxi-
mant l'équation du transport radiatif (ETR). Cependant, ces derniers ne sont pas encore 




Signal résolu en temps mesuré venant d'un détecteur du montage ,ex-
Measured IRF : Réponse du système (IRF pour "Instrument Response Function") du 
montage expérimental mesuré avec le détecteur employé pour obtenir le signal optique 
résolu en temps. Cela correspond principalement aux artefacts dus aux délais dans le 
système d'instrumentation et dans l'électronique de comptage de photons. 
Les données doivent être présentées sur une colonne en format .txt et sauvegardées dans le 
répertoire courant. Une fenêtre de navigation est disponible pour sélectionner les signaux 
mesurés (Fig. A.2). Les signaux sélectionnés sont rendus visibles dans l'encadré Figures. 
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Figure D.2: Fenêtre de navigation pour le choix des données. 
Signal Processing 
Mathématiquement, les mesures optiques peuvent être décrites comme la convolution 
entre le signal d'intérêt et la fonction de réponse du système de mesures optiques (IRF). 
Le système d'instrumentation utilisé présente une réponse sur les mesures optiques. Par 
conséquent, il est indispensable d'éliminer son influence pour permettre l'extraction de 
caractéristiques (ou signatures) de ces signaux. Ces caractéristiques dépendent des para-
mètres optiques du milieu diffusant. On distingue, plus particulièrement, deux propriétés 
physiques, l'absorption /j,a et la diffusion fi'a. L'objectif principal est donc d'extraire ces ca-
ractéristiques des courbes temporelles afin de les rendre exploitables dans des algorithmes 
de reconstruction tomographique. 
Une première approche consiste à utiliser la déconvolution. La méthode est basée sur la 
transformée de Haar-Fisz, le débruitage par les ondelettes et le filtrage optimal de Wiener. 
La transformée de Haar-Fisz a l'avantage de pouvoir convertir un bruit de Poisson en 
bruit blanc gaussien. Les ondelettes sont très efficaces pour débruiter un signal lorsque 
le bruit est gaussien. Enfin, le filtre optimal de Wiener permet de déconvoluer l'IRF des 
signaux optiques. La déconvolution se propose de prendre en charge la restauration des 
informations perdues lors de la mesure. La déconvolution est le raisonnement inverse de la 
convolution. Elle consiste à défaire le lissage dans une donnée qui a été faite sous l'influence 
de l'IRF. Une seconde approche consiste à appliquer la reconvolution. Le principe est 
convoluer un modèle analytique avec l'IRF du système d'instrumentation afin d'obtenir 
un modèle représentatif des mesures optiques. 
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Enfin, pour extraire les caractéristiques des courbes temporelles, un algorithme de ré-
gression non linéaire basé sur l'erreur quadratique moyenne est appliqué à chacune des 
méthodes. 
L'interface permet à l'utilisateur de choisir l'une ou l'autre des méthodes (boutons pous-
soirs). 
D.0.2 Déconvolution 





Pour déconvoluer le signal, il est indispensable de le débruiter au préalable. Dans le cas 
présent, le débruitage consiste ici à appliquer la transformée de Haar-Fisz et ensuite d'uti-
liser les ondelettes pour éliminer le bruit. L'ondelette de Daubechies d'ordre 8 ou 4 est 
utilisée sur les mesures optiques. Le signal débruité est rendu visible dans l'encadré blanc 
à droite. 
Wiener Filtering 
Cette section permet l'utilisation de l'algorithme de déconvolution à proprement parlé. 
Un bouton "Go" lance le programme et affiche dans l'encadré blanc de droite le signal 
déconvolué. Un bouton de sélection permet d'afficher le signal original débruité et ainsi 
visualiser l'influence de l'IRF. Enfin, le Bouton "Save" donne la possibilité à l'utilisateur de 
sauvegarder le signal déconvolué pour d'autres application que la caractérisation du milieu 
(ex : algorithme de reconstruction tomographique). Par défaut, le signal est sauvegardé en 
format .txt et nommé "DeconvSig". Fig. 3.2 : Menu de sauvegarde du signal déconvolué. 
Fit 
L'appui du bouton "Go" ouvre une autre fenêtre pour effectuer la régression non-linéaire 
et caractériser le milieu avec le signal déconvolué. 
D.0.3 Fitt ing 
Cette fenêtre s'ouvre sur le choix de la méthode reconvolution ou dans le menu déconvo-
lution après traitement du signal. Le menu Fitting présente 2 sections (Fig. 4.1) : 
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Figure D.3: Menu déconvolution. 
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Figure D.4: Menu de sauvegarde du signal déconvolué. 
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Figure D.5: Menu Fitting. 
Initial Values 
Pour avoir un algorithme de régression robuste, il est souvent très utile de déterminer des 
valeurs initiales relativement proches des valeurs finales. Dans le cas présent, les paramètres 
recherchés sont les propriétés optiques du milieu, l'absorption /J,a et la diffusion n's. Les 
valeurs initiales sont déterminées par une procédure d'approximation et d'identification 
avec le modèle PCW. La section "Initial Values" affiche les valeurs initiales trouvées et le 
modèle de courbe utilisé par la suite pour la régression non linéaire. La grandeur utilisée 
est le cm-1. 
Fit 
L'appui du bouton "Go" permet l'exécution de l'algorithme de régression non-linéaire. 
Pour extraire le coefficient d'absorption et de diffusion, une comparaison entre le modèle 
et les mesures est effectuée jusqu'à minimiser l'erreur quadratique moyenne (fonction de 
coût) entre les deux signaux. La formule de l'erreur quadratique moyenne est donnée en 
annexes. 
D.0.4 Améliorations possibles 
Ce logiciel étant à ses premières versions, plusieurs améliorations sont possibles. Tout 
d'abord, il serait utile de développer des solvers pour rendre fonctionnel SP1, SP3, SP5, 
SP7. Il serait, ensuite, intéressant de comparer les différents modèles et déterminer le plus 
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performant. Une autre amélioration possible serait d'ajouter ou de concevoir à l'aide de ce 
logiciel une base de données permettant d'assigner à chaque couple de paramètres obtenus 
un type de tissus. 
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