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obtained as special cases of the matrix-variate distribution introduced in the paper. As
applications, the paper discusses testing for outliers, omitted variables, and general linear
hypothesis in terms of Studentized linear combinations of residuals.
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1. Introduction
Various transformations of residuals play a key role in regression diagnostics. Therefore, knowing the distributional
properties of the underlying residuals constitutes the building block for efficient statistical inferences about the quality of the
model. In outlier analysis so called Studentized residuals are considered useful (e.g., [4]). For that reason there is a continuous
interest to study the statistical properties of various types of Studentized residuals; examples are among others [1,3,5–8,26].
The advances in the theory of elliptical distributions have materially facilitated the theoretical analysis of the distributional
properties. One key result is that test statistics derived under the normal assumption are under fairly general conditions
valid as such also in a wider class of elliptical distributions.
In the literature dealing with distributional properties of Studentized ordinary least squares (OLS) residuals, Díaz-García
and Gutiérrez-Jáimez [9], Ellenberg [14], and Stefansky [30] derived the joint distribution of an arbitrary non-redundant
subset of Studentized residuals of multiple regression. Beckman and Trussel [3] derived the distribution for a t-statistic of
an arbitrary single (scalar) Studentized residual. Pynnönen [26] derived the distribution of an arbitrary linear transformation
of Studentized residuals from multiple regression. Díaz-García and Gutiérrez-Jáimez [8] derived the distribution of a set of
residuals of a multivariate linear model.
The present paper continues this research and contributes the existing literature by deriving the distribution of
an arbitrary non-singular linear transformation of internally Studentized residuals from multivariate regression with
elliptically distributed errors. The distributions of other cases, involving a single (scalar) Studentized residual and other
versions of internally Studentized residuals as well as the distributions of their linear combinations, can be obtained as
special cases of the general result given in this paper. The paper also shows that testing for omitted variables in wide sense,
including tests for non-linearities, outliers, seasonalities, structural changes, etc., can be approached by utilizing appropriate
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linear combinations of (Studentized) residuals of the initial regression. From computational point of view this may have
some potential, for example, in variable selection, search of sets of influential observations, and detection of outliers.
The rest of the paper is organized as follows. Preliminary concepts are introduced in Section 2. Section 3 derives
distribution representations of linear transformations of Studentized residuals and discusses some interrelated results.
Section 4 demonstrates the connections of the results of this paper to various forms of Studentized residuals discussed
in the literature. Also in this section it is sown that many regression problems ranging from variable selection to various
types of standard regression diagnostics can be dealt with in terms of linear combinations of (Studentized) residuals of the
initial regression. The section ends with an empirical example to illustrate the approach. Finally, Section 5 concludes and
summarizes the main results of the paper.
2. Preliminaries
Weutilize [19, Definition 2.1.1 (with Theorems 2.1.1 and 2.1.3)] for our definition ofmatrix variate elliptical distributions
with the distinction that instead of dealing with ‘‘p × n’’ matrices we use the intuition of ‘‘n × p data matrices’’ (c.f.,
[19, Theorem 2.1.3]) to facilitate the later regression discussions, a convention adopted in many classic text books, for
example Muirhead [24, Ch. 10].
Definition 1. An n× p randommatrix E is said to have matrix variate elliptical distribution, denoted
E ∼ En×p(C,8⊗ 6, ψ) (1)
with parameters C, 6, and8, if the characteristic function, φE(t), of E is of the form
φE(t) = exp

i t ′µ

ψ

t ′Vt

, t ∈ Rnp, (2)
where the prime denotes matrix transposition, µ = vec(C′), V = 8 ⊗ 6 with C an n × p matrix of location parameters,
vec(·) the vector operator stacking the columns of the matrix to a vector, ⊗ the Kronecker product, 8 a symmetric n × n
matrix, 6 a symmetric p× pmatrix, with8 and 6 positive semidefinite, and ψ : [0,∞)→ R.
The following stochastic representation [19, Theorem 2.5.2] is useful
E d= C+ RBUA′, (3)
where d=means that the left hand sidematrix and the right hand sidematrix have the same distribution, AA′ = 6, BB′ = 8,
and R > 0 is a scalar random variable independent of vec(U′) = u which is uniformly distributed on the unit sphere
{x ∈ Rnp|x′x = 1}. The importance of the representation is that the scalar random variable R uniquely determines the
distribution of E in the sense that it determines the ψ-function in (2) (and vice versa).
We assume in this paper that8 = In, the n×n identity matrix, which implies that the row vectors of E are uncorrelated.
Furthermore, we assume that C = 0, the n × p matrix of zeros. Then E ∼ En×p(0, In ⊗ 6, ψ) and E is left spherical
[19, Definition 6.1.1]. That is,
HE d= E, (4)
where H is an arbitrary (nonstochastic) orthogonal n× nmatrix, i.e., H′H = HH′ = In [19, Theorem 6.1.2].
With these preliminaries, consider the multivariate regression
Y = XB+ E, (5)
where Y is an n× pmatrix, X is an n× q non-stochastic matrix of rank r ≤ q < n, B is a q× p regression coefficient matrix,
E ∼ En×p(0, In ⊗ 6, ψ), 6 > 0, (6)
where 6 > 0 means that 6 is symmetric and positive definite.
The focus of the paper is on the distribution of the so called Studentized transformation of the ordinary least squares (OLS)
residuals
Eˆ = QE (7)
of regression (5), where Q is the n× n symmetric idempotent projection matrix
Q = In − X(X′X)−X′ (8)
with (X′X)− a generalized inverse of X′X.
Studentization is a common term used to describe division of a scale parameter dependent statistic, say U , by a scale
estimate S such that the distribution of the resulting ratio U/S is free from the nuisance scale parameters (see e.g. [23]).
Typically U and S are derived from the same data, in which case the ratio U/S is called internally Studentized if U and S are
dependent and externally Studentized if they are independent (see, [7, p. 18]).
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Lemma 2 below shows that a multivariate version of internally Studentized residuals, the distribution of which is
independent of the scale parameter 6 in model (5) and (6), can be defined as
Eˆ(Eˆ′Eˆ)−1/2 (9)
with (Eˆ′Eˆ)−1/2(Eˆ′Eˆ)−1/2′ = (Eˆ′Eˆ)−1, such that (Eˆ′Eˆ)−1/2 is termed as a ‘square root’ of (Eˆ′Eˆ)−1 and is not necessarily
symmetric. However, if not explicitly stated otherwise in what follows, we refer with the notation A1/2 to the symmetric
positive definite square root of A > 0.
Remark 1. As is well known (see e.g. Dickey [12, p. 512]), if A > 0 : m×m then the only symmetric square root of A = FΛF′
is S = FΛ1/2F′ with F′F = Im and Λ the diagonal matrix of eigenvalues of A. Any non-symmetric square root A1/2 of A such
that A1/2A1/2′ = A is of the form
A1/2 = SO, OO′ = Im. (10)
However, as pointed out by Olkin and Rubin [25] one should exercise some care with different definitions of square roots,
because distributions and even independence of related statistics can be different depending upon which definition of the
square root is adopted (see, [25, p. 262]).
3. Main results
Definition 2. We call
RM = MEˆ(Eˆ′Eˆ)−1/2 (11)
a linear transformation of internally Studentized OLS residuals Eˆ, whereM is anm× n non-stochastic matrix and Eˆ = QE is
defined in (7). Furthermore, we call the transformation non-singular if the matrixMQM′ is positive definite, in which case
m ≤ n− r = rank(Q).
The primary goal of this paper is to derive the distribution of RM from which the distributions of various versions of
Studentized residuals discussed in the literature can be derived as special cases.
Remark 2. In Eˆ, n− r rows are non-redundant, or functionally independent, in the sense that they cannot be derived from
the others. In RM , defined in (11) generally all these non-redundant rows are needed. The distribution of EˆIm(Eˆ′Eˆ)−1/2, where
EˆIm is anm× p sub-matrix including rows indicated by Im = {i1, . . . , im} ⊂ {1, . . . , n}withm < n− r − p+ 1, is shown to
be of symmetric Pearson type II by Díaz-García and Gutiérrez-Jáimez [8]. Form = n− r , i.e., for a full set of non-redundant
rows in EˆIm , the distribution proves to be uniform on a particular sphere (Theorem 2 below). Thus, because of the need of
all these n− r functionally independent rows of Eˆ in RM the distribution cannot unfortunately be derived simply as a linear
transformation of variables with known results given in [8].
Although we are dealing with elliptical distributions, the following lemma shows that we can utilize the normality
assumption in the underlying derivations.
Lemma 1. Assume in (5), E ∼ En×p(0, In ⊗ 6, ψ) with n ≥ p, 6 > 0, and P [rank(E) = p] = 1; then
Eˆ(Eˆ′Eˆ)−1/2 d=QZ(Z′QZ)−1/2, (12)
where Z ∼ Nn×p(0, In ⊗ 6) is a multivariate normal distributed random matrix with independent Np(0,6) distributed row
vectors.
Proof. By (7) and idempotency of Q
Eˆ(Eˆ′Eˆ)−1/2 = QE(E′QE)−1/2. (13)
Then the assertion is a direct consequence of [19, Theorem 5.3.1]. 
A further importance of Lemma 1 is that by the properties of Borel functions (see e.g., [15, p. 37]), all OLS based statistics
related to the multivariate regression in (5) that can be considered as Borel functions of internally Studentized residuals
of the form (9) have distributions that are invariant of the type of the parent elliptical distribution in the family defined
by (6). This implies that the distributional properties of the related statistics that are valid under the normal distribution
Nn×p(0, In ⊗ 6) are valid for the whole family of elliptical distributions of form (6).
Moreover, it can be readily shown that the transformation Eˆ(Eˆ′Eˆ)−1/2 indeed is a Studentization such that its distribution
is independent of the scale matrix 6 > 0 (Lemma 2, below). This implies that without loss of generality we could assume
that 6 = Ip in our subsequent derivations related to the (internally) Studentized residuals.
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The above claim can be verified by utilizing an alternative stochastic representation of Ewith
E d=U1G, (14)
where U1 is an n× p randommatrix that has the uniform distribution on the Stiefel manifold
Sp,n = {U : (n× p) | U′U = Ip}, (15)
and the p × p random matrix G d=(E′E)1/2 and U1 are independent (more detailed exposition can be found among others
in [21,16], [11, Section 4]). It is notable that the uniform distribution (with respect to the Haarmeasure) on Sp,n is the unique
distribution that is both left and right invariant with respect to left and right orthogonal transformations of the random
matrices on Sp,n.
Then, because Q in (7) is idempotent with rank n− r , we can write
Q = HI˜n−rH′, (16)
where H is an n× n orthogonal matrix and
I˜n−r =

In−r 0(n−r)×r
0r×(n−r) 0r×r

. (17)
Thus, by the left-sphericality of E and Lemma 1, (12) becomes
Eˆ(Eˆ′Eˆ)−1/2 d=H1Z˜(Z˜′Z˜)−1/2 d=H1U˜1, (18)
whereH1 contains the n− r first columns of the orthogonal matrixH in (16), Z˜ ∼ N(n−r)×p(0, In−r ⊗6), and U˜1 is uniformly
distributed on Sp,n−r . As a result, because the distribution of H1U˜1 is independent of 6, we can assume without loss of
generality that6 = Ip, such that Z˜ ∼ N(n−r)×p(0, In−r ⊗ Ip). We summarize these important results in the following lemma.
Lemma 2. Under the assumptions of Lemma 1, where Eˆ = QE with E ∼ En×p(0, In ⊗ 6, ψ), 6 > 0,
Eˆ(Eˆ′Eˆ)−1/2 d=H1Z˜(Z˜′Z˜)−1/2, (19)
in whichH1 is an n× (n− r)matrix containing the first n− r columns of the orthogonal matrixH in (16) such that H′1H1 = In−r
and H1H′1 = Q, and
Z˜ ∼ N(n−r)×p(0, In−r ⊗ Ip). (20)
Thus, as noted above, when dealing with the distributional properties related to internally Studentized residuals,
Eˆ(Eˆ′Eˆ)−1/2, we could assume without loss of generality that 6 = Ip. In spite of this useful property, we maintain the
assumption that ‘only’ 6 > 0 in what follows. This choice aims to support transparency of the derivations, in particular,
when discussing the applications in Section 4.
The following lemma is essentially the same as in Dickey [12, Theorem 5.1].
Lemma 3. Let S = (S1 + U′8−1U) be a p× p random matrix in which the p× p random matrix S1 ∼ Wp(ν,6) is independent
of the m× p random matrix U ∼ Nm×p(0,8⊗ 6) with8 : m×m, 6 : p× p,8 > 0, 6 > 0. Then
R = US−1/2 = U(S1 + U′8−1U)−1/2, (21)
follows the symmetric Pearson type II (also called the inverted matrix variate t-distribution, see [18]), denoted as R ∼
PIIm×p(ν, 0,8⊗ Ip) (c.f. e.g. [8] for a definition of Pearson type II distribution) with density
c(ν,m, p) |8|−p/2 Ip − R′8−1R(ν−p−1)/2 , (22)
for ν > p− 1, Ip − R′8−1R > 0 (positive definite), where
c(ν,m, p) = Γp[(ν +m)/2]
πmp/2Γp(ν/2)
(23)
with
Γp(a) = πp(p−1)/4
p
i=1
Γ [a− (i− 1)/2] (24)
the multivariate Gamma function in which Γ (·) is the usual Gamma function and a > (p− 1)/2.
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Proof. Utilizing e.g. [15, Theorem 1.6.1(4)], the Jacobian of the transformation (U, S1)→ (R, S) becomes J(U, S1 → R, S) =
J(U→ R)J(S1 → S) = |S|m/2, such that the joint distribution of R and S is by independence of U and S1 proportional to
|8|−p/2|I− R′8−1R|(ν−p−1)/2|6|−(n+ν)/2etr

−1
2
S6−1

|S|(ν−p−1)/2, (25)
where etr(·) is the exponent function of the trace of thematrix. Integrating over S > 0, yields the density in (22), completing
the proof of the lemma. 
Remark 3. The above lemma holds with any square root of S.
Lemma 4. Let
Zˆ = QZ (26)
where Q is an n × n symmetric idempotent matrix of rank n − r and Z ∼ Nn×p(0, In ⊗ 6), 6 ≥ 0, and let M be a k × n
non-stochastic matrix of rank m < n− r. Then
VM = Zˆ′Zˆ− Zˆ′M′(MQM′)−MZˆ (27)
and
WM = Zˆ′M′(MQM′)−MZˆ (28)
are independent Wishart distributed matrices such that VM ∼ Wp(n− r −m,6) andWM ∼ Wp(m,6).
Proof. The rank of the symmetric idempotentmatrixQ in Zˆ = QZ is rank(Q) = trQ = n−r . Thus, VM in (27) can bewritten
as
VM = Z′

Q− QM′(MQM′)−MQ Z. (29)
Then because Z ∼ Nn×p(0, In ⊗ 6), VM isWp(n− r − m,6) distributed if and only if the matrix, Q− QM′(MQM′)−MQ, in
the quadratic form (29) is idempotent of rank n− r −m (see, Rao [27, Section 8b.2 (ii)]). Direct multiplication of the matrix
by itself shows that it is idempotent. The rank is
tr

Q− QM′(MQM′)−MQ = trQ− tr QM′(MQM′)−MQ
= n− r − tr (MQM′)−MQM′
= n− r −m,
in which tr

(MQM′)−MQM′
 = m follows from the fact that the matrix (MQM)−MQM′ is idempotent of rank m. This
completes the proof of VM ∼ W (n− r −m,6).
In the samemanner, writingWM = Z′QM′(MQM′)−MQZ, we find immediately that QM′(MQM′)−MQ is idempotent and
tr

QM′(MQM′)−MQ
 = tr (MQM′)−(MQM′) = m, which together with Z ∼ Nn×p(0, I⊗6) imply thatWM ∼ Wp(m,6).
A sufficient condition for the independence is that Q − QM′(MQM′)−MQ and QM′(MQM′)−MQ are orthogonal (see,
[27, p. 537]), which indeed is the case, because it is straightforward to show that
Q− QM′(MQM′)−MQQM′(MQM′)−MQ = 0, (30)
completing the proof of the lemma. 
Lemma 5. Under the assumptions of Lemma 4, VM andMZˆ are independent.
Proof. By the normality of Z,MZˆ = MQZ is normal. Also VM is the quadratic form of the normal randommatrix
NM =

Q− QM′(MQM′)−MQ Z, (31)
in which

Q− QM′(MQM′)−MQ is symmetric and idempotent.
These imply that a sufficient condition for the independence of MZˆ and VM is that NM and MQZ are uncorrelated. This
is the case if the product of the defining matrices MQ and Q − QM′(MQM′)−MQ is zero. Let A = QM′; then because Q is
symmetric idempotent the product becomes
A′ − A′A(A′A)−A′, (32)
which is zero by Rao [27, property (vi) (a), p. 26], and hence implies the zero correlation of NM andMQZ. Thus,MZˆ and VM
are independent, completing the proof of the lemma. 
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With these results we can derive the main results of this paper.
Theorem 1. Under the assumptions of the linear regression model in (5), the density of the joint distribution of the m×p random
matrix of non-singular internally Studentized linear transform of residuals defined in Eq. (11), is
fRM (R) = c(ν,m, p)
MQM′−p/2 Ip − R′ MQM′−1 R(ν−p−1)/2 , (33)
for Ip − R′

MQM′
−1 R > 0 and zero otherwise, where ν = n − r − m > p − 1 and c(ν,m, p) is defined in (23). That is,
RM ∼ PIIm×p(n− r −m, 0, (MQM′)⊗ Ip).
Proof. By the non-singularity assumption of the transformation RM in (11),MQM′ > 0. Let
UM = MZˆ
and
S = Zˆ′Zˆ = VM + U′M(MQM′)−1UM
with VM defined in Eq. (27). Then taking into account that Zˆ = QZ and Zˆ′Zˆ = Z′QZ with Z ∼ Nn×p(0, In ⊗ 6), by Lemma 1
the Studentized linear transformation (11) satisfies
RM
d=UMS−1/2 = UM(VM + U′M(MQM′)−1UM)−1/2. (34)
By normality, UM ∼ Nm×p(0,MQM′⊗6); by Lemma 4, VM ∼ Wp(n− r −m,6); by Lemma 5, UM and VM are independent.
Thus, density (33) follows from Lemma 3, completing the proof. 
Theorem 1 gives the distribution for RM with n − r − m > p − 1, or m < n − r − p + 1. For 0 < n − r − m ≤ p − 1
density (33) does not exist. However, Lemmas 4 and 5 and representation (34) still hold with singular Wishart distribution
of VM ∼ Wp(n − r − m,6). Thus, because the key properties and the representation RM hold, we can call its distribution
still of (singular) Pearson type II.
The borderline case withm = n− r , or, n−m− r = 0, is different. This is the case with the maximum number of rows
inM such thatMQM′ can be positive definite, a special case of which is a matrix that picks up the maximum number, n− r ,
of non-redundant rows from Eˆ. Then VM ≡ 0 in representation (34) and Lemma 4 (and 5) do not apply.
However, by the representation in (18) we have
MEˆ(Eˆ′Eˆ)−1/2 d= M˜U˜0, (35)
where U˜0 is uniformly distributed on the Stiefel manifold Sp,n−r and M˜ = MH1 with H1 defined in (18). Now M˜ is
an (n − r) × (n − r) matrix with rank n − r , being invertible. Noting that M˜M˜′ = MH1H′1M′ = MQM′, we find
that RM is one to one transformation of uniform Stiefel manifold matrices and are thus uniformly distributed on the set
{R : (n− r)×p | R′(MQM′)−1R = Ip} (with respect to the inducedmeasuremapped by the one to one linear transformation
M˜ from the Haar measure; c.f. James [21, p. 49]). Thus we get the following result.
Theorem 2. Under the assumptions of Theorem 1, if m = n− r,MEˆ(Eˆ′Eˆ)−1 is uniformly distributed on the set {R : (n− r)×p |
R′(MQM′)−1R = Ip}.
As a side result of Theorem 1, because for an E ∼ En×p(0, In⊗6, ψ), E(E′E)−1/2 d=U0, where U0 is uniformly distributed
on the Stiefel manifold Sp,n, we have the following corollary.
Corollary 1. If U0 is uniformly distributed on the Stiefel manifold Sp,n the joint distribution of the m × p random matrix
UM = MU0 is
fUM (U) =
Γp [n/2]
MM′−p/2
πmp/2Γp [(n−m)/2]
Ip − U′ MM′−1 U(n−m−p−1)/2 (36)
for Ip − U′

MM′
−1 U > 0 and n−m > p− 1, whereM is an m× n matrix of rank m < n.
Particular special cases are the joint distributions ofm×p sub-matrices (marginals) ofUwithm < n−p−1. For example,
selection ofM = (Im : 0n−m) and denoting Um = (Im : 0n−m)U0 yields
fUm(U) =
Γp [n/2]
πmp/2Γp [(n−m)/2]
Ip − U′U 12 (n−m−p−1) , Ip − U′U > 0, (37)
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which is a generalization of the m component marginal distribution of a random n-vector u distributed uniformly on the
sphere of the unit ball in Rn, dealt with for example in [13, p. 392].
Another particular case is the density of an individual observation, i.e., a row ui in U0 (considered as a column vector),
fui(u) =
Γ (n/2)
πp/2Γ [(n− p)/2]

1− u′u 12 (n−p)−1 , (38)
for u′u < 1 and zero otherwise, where we have utilized the identities |Ip − uu′| = 1 − u′u and Γp(n/2)/Γp[(n − 1)/2] =
Γ (n/2)/Γ [(n− p)/2].
Finally, we note that a natural definition for externally Studentized residuals of a linear transformation of type (11) is
obtained by utilizing Lemma 5, and define
TM = MEˆS−1/2M , (39)
where
SM = Eˆ′

In −M′(MQM′)−1M

Eˆ, (40)
in which we have assumed thatMQM′ is non-singular.
However, it turns out that the distribution of TM depends on the square root definition S
1/2
M , Olkin and Rubin
[25, Theorems 4.1 and 4.2]. For example, let L be the unique lower triangular matrix with positive diagonal elements
such that SM = LL′. Then utilizing the normality and following the proof of [25, Theorem 4.2] (see also Gupta and Nagar
[18, Theorem 4.5.1]) it is straightforward to show that the density of TM,L = MEˆL′−1 is proportional to
|8|−p/2|Ip + T′8−1T|−(n−r−p−1)/2
p
i=1
Ip + T′8−1T[i]−1 , (41)
for T ∈ Rmp and n − r − m ≥ p, where 8 = MQM′ > 0 and A[k] = (aij) with i, j = 1, . . . , k is the left-upper k × kmatrix
of A.
In the case of the symmetric square root, the distribution turns out to be complicated if6 differs from the identitymatrix;
see discussion in Olkin and Rubin [25].
4. Applications
4.1. Joint distribution of classes of Studentized residuals
It may be noted that major classes of residuals defined in the literature can be obtained as special cases of (11). The
scaled residuals Eˆ(Eˆ′Eˆ)−1/2 defined in (9) are usually called normalized residuals. Caroni [5] and Díaz-García and Gutiérrez-
Jáimez [8] suggest other multivariate versions of internally and externally Studentized residuals, which can be considered
as matrix generalizations of those discussed, e.g. in Chatterjee and Hadi [6] and Llyones [22]:
Internally Studentized residuals:
D−1/2Eˆ6ˆ
−1/2
(42)
whereD−1/2 = diag

q−1/211 , . . . , q
−1/2
nn

with qii the ith diagonal element ofQ and 6ˆ = Eˆ′Eˆ/(n− r), the OLSmean square
error matrix.
Internally Standardized residuals:
Eˆ6ˆ
−1/2
, (43)
Abrahamse–Koerts residuals (normalized):
A′Eˆ(Eˆ′Eˆ)−1/2, (44)
where A is an n× nmatrix defined in [1], satisfying Eˆ′AA′Eˆ = Eˆ′Eˆ.
Consider an arbitrary subset Jm = {i1, i2, . . . , im} ⊂ {1, . . . , n},m ≤ n of the above classes of residuals. It is easily seen that
each of these can be represented in terms of the linear transformation defined in Eq. (11). For the purpose, define MJm as
an m × n matrix in which each row j = 1, . . . ,m is a 1 × n vector with element ij = 1 and zeros elsewhere, ij ∈ Jm. Then
consider a set, Jm, of internally Studentized residuals, dealt with by Díaz-García and Gutiérrez-Jáimez [8],
RJm = D−1/2Jm EˆJm6ˆ
−1/2
, (45)
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where the subscript Jm refers the matrix containing the rows or elements with indexes in Jm. This set of residual is obtained
from RM simply by defining in (11),M = (n− r)1/2MJmD−1/2. Similarly, a set of internally standardized residuals defined in
(43) is obtained by definingM = MJm , and a set of Abrahamse–Koerts residuals defined in Eq. (44) is obtained by defining
M = (n− p)−1/2MJmA′. Finally, consider a set of Studentized residuals of the form (see, [8])
Q−1/2Jm EˆJm6ˆ
−1/2
(46)
where QJm = MJmQM′Jm is the m × m sub-matrix of Q containing rows and columns indicated by Jm with Jm selected such
that the rank of the resulting sub matrix QJm equalsm. Again this is obtained from the general definition of (11) by defining
M = (n− r)1/2QJmMJm = (n− r)1/2MJmQM′JmMJm .
Remark 4. It should be noted that all the others but Abrahamse–Koerts in (44) (c.f., Remark 2) can be derived directly also
from Díaz-García and Gutiérrez-Jáimez [8].
4.2. Statistical inference
This section demonstrates that by defining theM-matrix in (11) in different ways, many testing problems in regression
analysis, including outlier detection, omitted variables, certain classes of non-linearities, seasonalities, etc., can be worked
out in terms of linear combinations of Studentized residuals of the initial regression. This signifies that in each of these
problems the question is in fact about regression diagnostics and could be termed as regression ‘‘M-diagnostics’’, in which
the specification of theMmatrix defines the particular problem.
Consider first the case ofm = 1 such thatM in (11) becomes a row vector. Then Theorem 1 implies that if we consider an
arbitrary (non-singular) linear combination of the rowsof Eˆ(Eˆ′Eˆ)−1/2, considered as a p×1 columnvector rm = (Eˆ′Eˆ)−1/2Eˆ′m,
wherem is an n× 1 vector of real numbers such that
qm = m′Qm > 0, (47)
the density of rm is
frm(r) =
Γ [(n− r)/2]
πp/2Γ [(n− r − p)/2]qp/2m

1− r
′r
qm
 1
2 (n−r−p)−1
, (48)
for r ′r/qm ≤ 1, wherewe have used the identities |Ip−rr ′| = 1−r ′r andΓp[n/2]/Γp[(n−1)/2] = Γ [n/2]/Γ [(n−p)/2]. A
particular case of this is the marginal distribution of the internally Studentized p×1 residual vector ri of the ith observation
(row), which is obtained by setting inm the ith element equal to one and others to zero. Then
fri(r) =
Γ [(n− r)/2]
πp/2Γ [(n− r − p)/2]qp/2ii

1− r
′r
qii
 1
2 (n−r−p)−1
, (49)
for r ′r/qii ≤ 1, where qii is the ith diagonal element of Q.
Corresponding distributions of arbitrary linear transformations, linear combinations, and individual residuals of
univariate linear regression are obtained from (33), (48) and (49), respectively, by setting p = 1. These are dealt with in
more detail in [26]. Díaz-García andGutiérrez-Jáimez [9] and Ellenberg [14] dealwith distributions of individual Studentized
residuals and their joint distributions.
4.2.1. Omitted variables
The product Eˆ′m indicates the cross-product between the OLS residual Eˆ and m. An appropriate statistic for testing
whether the observed cross-product may be considered statistically as zero can be based on the externally Studentized
residuals tm = S−1/2m Eˆ′mwith
Sm = Eˆ′(In −m(m′Qm)−1m′)Eˆ (50)
and (S1/2m )2 = Sm. Then
t2m = t ′mtm = m′EˆS−1m Eˆ′m. (51)
By utilizing Lemma 1, it is straightforward to show that
t2m = t ′mtm d= z ′mV−1m zm, (52)
where zm = Zˆ′m with Zˆ a normal random matrix defined in (26) and Vm is a Wishart matrix defined in (27) with the
1× n vectorm′ in place ofM. By Lemma 5, Vm andm′Zˆ are independent, which implies that z ′mV−1m zm is a Hotelling T 2 type
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statistic. By Lemma 4 the degrees of freedom in Vm is n − r − 1 and zm is a p-vector. Thus, noting that zm/√qm ∼ N(0,6)
with qm = m′Qm, the properties of the Hotelling’s T 2-statistic (see, e.g. [24, Theorem 3.2.13]) imply that
Fm =

n− r − p
p

t2m
qm
=

n− r − p
p

m′EˆS−1m Eˆ′m
qm
d=

n− r − p
p

z ′mV−1m zm
qm
∼ F(p,n−r−p) (53)
when E[Eˆ′m] = 0. It may be noted that if E

Eˆ′m/
√
qm

= µm then Fm ∼ F(p,n−r−p)(δ), the non-central F-distribution with
non-centrality parameter δ = µ′m6−1µm.
The F-statistic in (53) can be presented equivalently in terms of the internally Studentized residuals. By defining
rm = (Eˆ′Eˆ)−1/2Eˆ′m and writing
Sm = (Eˆ′Eˆ)1/2(Ip − rmr ′m/qm)(Eˆ′Eˆ)1/2, (54)
where qm = m′Qm, and noting that (Ip − rmr ′m/qm)−1 = Ip + q−1m rmr ′m/(1− r ′mrm/qm), we obtain
t2m =
r2m
1− r2m/qm
, (55)
in which
r2m = r ′mrm = m′Eˆ(Eˆ′Eˆ)−1Eˆ′m. (56)
Thus, in terms of the internally Studentized residual the F-statistic in (53) becomes
Fm =

n− r − p
p

r2m/qm
1− r2m/qm
. (57)
Utilizing the relationship between the F-distribution and the Beta-distribution, it follows that r2m/qm has the Beta
distribution with p/2 and (n− r − p)/2 degrees of freedom.
One particular application of the Fm statistic is in testing for omitted variables. Indeed, if m is an omitted variable from
regression (5), the F-statistic in (53) is the F-test for testing the omission, i.e., the null hypothesis
H0 : γ = 0, (58)
where γ = (γ1, . . . , γp) is a 1× p vector of regression coefficients in the enhanced regression
Y = XB+mγ + E. (59)
In particular, these results show explicitly the fact that the null distribution of Fm statistic in (53), or equivalently (57),
is independent of the normality once the distribution of the errors, E, belongs to the family of left-spherical elliptical
distributions.
A further special case is obtained by setting in m the ith component to one and others zero to pick up the ith residual
(row) vector from Eˆ. This results in an F-statistic that can be used for outlier checking (see, [5]),
Fi =

n− r − p
p

t2i
qii
=

n− r − p
p

r2i /qii
1− r2i /qii
∼ F(p,n−r−p), (60)
where
t2i = eˆ′iS−1i eˆi (61)
and
r2i = eˆi′(Eˆ′Eˆ)−1eˆi (62)
with eˆi a p× 1 vector containing the ith row of Eˆ, and Si = Eˆ′Eˆ− eˆieˆ′i/qii = Eˆ′(i)Eˆ(i), in which Eˆ(i) is the (n− 1)× p residual
matrix from the regression (5) without the ith observation, and qii is the ith diagonal element of the projection matrix Q
defined in Eq. (8) (including all observations).
Finally, it may be of interest to note that denoting by eˆ(j), j = 1, . . . , p, the n-vector of the jth column of Eˆ and by sm,j the
jth diagonal element of Sm defined in (50), or
sm,j = eˆ′(j)(In −m(m′Qm)−1m′)eˆ(j), (63)
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the significance of the omitted variablem for the jth dependent variable can be tested by
Fm,j = (n− r − 1)
t2m,j
qm
, (64)
where
t2m,j =
(m′eˆ(j))2
sm,j
= r
2
m,j
1− r2m,j/qm
(65)
with
r2m,j =
(m′eˆ(j))2
eˆ′(j)eˆ(j)
. (66)
Because eˆ(j) = Qe(j), where e(j) is the jth column vector of the error matrix E in (5) and thus is also elliptical, e(j)/
∥e(j)∥ d= z/∥z∥, where z ∼ N(0, In) and ∥x∥ =
√
x′x. This implies that t2m,j
d=(m′Qz)2/vm,j, where (m′Qz)2 and vm,j =
z ′(Q − Qm(m′Qm)−1m′Q)z are independent χ2-distributed random variables with 1 and n − r − 1 degrees of freedom,
respectively (see, [26, Lemma 4]). Thus, the null distribution of Fm,j is the F-distribution with 1 and n − r − 1 degrees of
freedom. Equivalently,
tγˆj = tm,j

(n− r − 1)/qm (67)
with tm,j = m′eˆ(j)/√sm,j is the t-statistic with n− r−1 degrees of freedom of the OLS regression coefficient γˆj, j = 1, . . . , p.
Similarly, F or t-statistics for outlier diagnostics of the jth component of the ith row of Eˆ can be obtained by utilizing (64)
and (67), respectively.
4.2.2. General linear hypothesis
ConsideringM′ in (11) the n×m datamatrix of omitted variables from the regression, the single variable case generalizes
to testing of a general case of omittingm variables making up the columns ofM′. Thus, formally considering the regression
Y = XB+M′Γ + E, (68)
where Γ is anm× p regression coefficient matrix, the null hypothesis of testing for the omission ofM′ is
H0 : Γ = 0. (69)
Assuming MQM′ > 0 and noting that relation (12) holds also for any Borel function applied to the matrices, it is straight-
forward to show that (see Eq. (74) below)
λ = |SM ||Eˆ′Eˆ|
d= |VM ||VM +WM | , (70)
which is a commonly used test statistic of hypothesis (69), where SM is defined in Eq. (40), VM in Eq. (27), and WM in
Eq. (28). By Lemma 4, VM ∼ Wp(n− r−m,6) andWM ∼ Wp(m,6) are independent under the null hypothesis (69), which
implies that λ has the Wilks’ distribution, denoted asΛp,n−r−m,m, of which the Bartlett’s chi-square approximation is
−

n− r − 1
2
(p−m+ 1)

log λ ∼ χ2pm. (71)
Muirhead [24, Chapter 10] provides a comprehensive discussion of the null and non-null distributional properties, including
moments and asymptotics, of statistics similar to the right hand side of (70).
The contribution of M on the jth (j = 1, . . . , p) dependent variables can be tested in terms of the usual simultaneous
F-test. The multivariate version analogue to (63) is the jth diagonal element of (40), or
sM,j = eˆ′(j)(In −M′(MQM′)−1M)eˆ(j), (72)
such that the F-statistic for testing the null hypothesis H0 : γ j = 0 is
FM,j = (n− r −m)m
eˆ′(j)M
′(MQM′)−1Meˆ(j)
sM,j
, (73)
which in similar arguments as in the end of Section 4.2.1 can be shown to follow F(m,n−r−m) under the null hypothesis
(c.f., [26, Section 3.2]).
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Returning back to the λ-statistics in (70) it is immediate from Eq. (70) that λ can be alternatively written as
λ = |Ip − R′M(MQM′)−1RM |, (74)
where RM = MEˆ(Eˆ′Eˆ)−1/2 is the (non-singular) linear transformation of the internally Studentized OLS residuals as defined
in Eq. (11). Thus, formula (74) explicitly shows that λ is indeed a Borel function of internally Studentized residuals and the
distributional equivalence in Eq. (70) is warranted by Lemma 1. More importantly, as indicated among others by Srivastava
and Khatri [29, Section 6.3.5], reflecting (74) with the density of RM in (33), the moments of the null distribution of λ can be
readily derived from (33) such that
E

λh
 = c(ν,m, p)
c(ν + 2h,m, p) =
Γp[(ν +m)/2]Γp(ν/2+ h)
Γp(ν/2)Γp[(ν +m)/2+ h] (75)
with ν = n− r −m > p− 1, c(·, ·, ·) defined in (23), and Γp(·), the generalized gamma function defined in (24).
A special application of the testing approach discussed so far is a test for joint discordance of a set of residuals associated
tom observations (m rows in Eˆ). This can be carried out by defining a set of dummy vectorsMJm and settingM = MJm , where
the m × n matrix MJm is as defined in Section 4.1 with row j = 1, . . . ,m a 1 × n dummy vector with element ij = 1 and
others zero, ij ∈ Jm = {i1, . . . , im} ⊂ {1, . . . , n}. Thus, MJm Eˆ picks up the selected m rows from Eˆ indicated by the index
set Jm and λ in (70) (or (74)) with M = MJm gives a test statistic for testing simultaneously the selected m rows in outlier
diagnostics.
Finally, we note that the general linear hypothesis
H0 : HB = R0, (76)
whereH is anm×q,m ≤ q fixedmatrix and R0 is anm×p fixedmatrix, can always be transformed into an omitted variable
problem. Thus, a useful test statistic is of the form of the Wilks’ lambda, given in Eq. (70). For a more detailed exposition of
testing general linear hypotheses with elliptical distributed errors in multivariate regression, see Anderson and Fang [2].
Hypothesis (76) can be still generalized to
H0 : HBK = R0, (77)
where H, K, and R0 are known matrices of orderm× q, p× r , andm× r , respectively,m ≤ q and r ≤ p. Test of hypothesis
(77) reduces to the testing problem (76) of the transformed regression (see e.g. Seber [28, Chapter 9])
Y∗ = XB∗ + E∗ (78)
with Y∗ = YK, B∗ = BK, and E∗ = EK, such that E∗ ∼ En×r(0, In ⊗ K′6K, ψ).
Díaz-García and Gutiérrez-Jáimez [10] deal with the influence of outliers on transformations of the form HBˆK, where
Bˆ is the OLS estimator of the regression coefficients. They measure the influence in terms of generalized Cook’s distances
and derive exact distributions for the distancemeasures. ConsideringM′ again as omitted variables many of these measures
could be in principle generalized to measures of sensitivity of omission of variables on the estimators of the existing model.
Dealing with influential observations is then a special application, where the omitted variables are appropriate dummy
variables. However, we do not pursue this discussion further here but leave it as a potentially interesting future research
problem.
In all, the end results again is that the distribution theory of the test statistics related to the general linear hypothesis
(76) or the generalized hypothesis (77) of the regression parameters is independent of normality as long as the distribution
of the errors belongs to the family of left-spherical elliptical distribution of form (6).
Finally, in terms of regression diagnostics the above results point out that various regression tests can be considered as
extended residual diagnostics, where the particular problem is defined in terms of the M-matrix. These include omitted
variables, non-linearities, outliers, seasonal patterns, etc. Of these an analysis of seasonal patterns is demonstrated in the
empirical example below.
4.3. Empirical example
The day-of-the-week effect on stock markets refers to the observation that stock returns are systematically higher or
lower than the average on certain trading days of the week. French [17] was among the first to report that stock returns are
higher than average on the last trading day of the week and lower than average on the first. Since then numerous studies
have investigated weekday patterns of stock returns. For a coverage of recent research on the subject, the interested reader
is referred to e.g., Högholm et al. [20].
In order to illustrate the usage of the regression tests discussed in Sections 4.2.1 and 4.2.2 we test the day-of-the-week
effect jointly on German and French stockmarkets. For the purpose we use daily returns on DAX (Germany, Deutsche Börse)
and CAC40 (France, Paris) index returns covering trading days for the time span from Tuesday November 27, 1990 to Friday
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Table 1
Day of the week effects on French and German stock returns.
Markets jointly France Germany
Joint-test p-val F-val p-Fval F-val p-Fval
Panel A: Nov 27, 1990 – Nov 4, 2011 (n = 5249)
Mon 4.7 0.009 0.6 0.452 1.2 0.274
Tue 0.3 0.713 0.7 0.418 0.3 0.563
Wed 0.7 0.501 0.0 0.960 0.5 0.475
Thu 0.7 0.483 0.0 0.875 0.3 0.577
Fri 0.1 0.898 0.0 0.860 0.2 0.696
Mon–Fri 10.6 0.226 0.3 0.906 0.5 0.735
Panel B: before euro, Nov 27, 1990 – Dec 30, 1998 (n = 1985)
Mon 6.3 0.002 2.0 0.155 2.3 0.130
Tue 1.8 0.170 3.2 0.073 0.6 0.453
Wed 0.7 0.502 1.4 0.242 0.5 0.488
Thu 2.1 0.120 1.6 0.209 4.2 0.040
Fri 0.5 0.622 0.1 0.736 0.8 0.362
Mon–Fri 18.3 0.019 1.7 0.156 1.7 0.150
Panel C: after euro, Jan 4, 1999 – Nov 4, 2011 (n = 3264)
Mon 0.4 0.691 0.0 0.988 0.2 0.687
Tue 0.3 0.743 0.0 0.876 0.1 0.819
Wed 0.9 0.396 0.6 0.441 1.5 0.224
Thu 0.6 0.526 0.9 0.344 0.3 0.599
Fri 0.0 0.990 0.0 0.998 0.0 0.946
Mon–Fri 3.6 0.892 0.3 0.877 0.4 0.813
In the second column (Joint-test) the test statistic for single week days is the Fm-statistic in (53), or equivalently (57), and for multiple days (Mon–Fri) the
test statistic is the Bartlett χ2 approximation in (71). For the individual markets the test statistic in columns 4 and 6 is for the single days is the Fm,j-statistic
given in (64) and for the multiple days (Mon–Fri) the FM,j-statistic given in (73). In the multiple days tests one weekday dummy (it does not matter which
one) is left out to avoid singularity inM′QM (see Definition 2).
November 4, 2011. Only days when both markets have been open are included. The daily returns are calculated as logarith-
mic differences (continuously compounded returns) of daily index values downloaded from http://finance.yahoo.com.
In testing for the day-of-the-week effect we generate five dummy variables, one for each weekday and use four of them
to define the matrix M of omitted variables in regression (68). The X-matrix is simply the n-vector of ones, which implies
that the residuals Eˆ are deviations from the sample means.
Table 1 reports the test results for the total sample period (Panel A) and two sub-periods. The first sub-period is the time
before the launch of euro (Panel B) and the second the time after it (Panel C). The single weekday lines in each panel report
values of the Fm-statistic (53) for the impact of a particular day on the joint markets (the second column) and Fm,j-values
(64) for the impact of the day on eachmarket separately (columns 4–7). The last line (Mon–Fri) in each panel reports the test
results for the null hypothesis of equal daily expected returns. The second column reports the Bartlett chi-square statistic
(71) for the equality in the joint distribution and columns 4–7 the FM,j-statistics (73) for the equality in the marginals.
Although the main motivation of the empirical analysis is to demonstrate the procedures discussed in Sections 4.2.1 and
4.2.2, the results also reveal two interesting general features of the day-of-the-week effect on these markets. First, in the
total sample (Panel A) the joint market tests in the second column of the panel show that the Fm-test of Eq. (53) has the
highest value equal to 4.7 for the Monday-effect. With degrees of freedom df1 = 2 and df2 = 5246 the p-value is 0.009 and
hence the effect is statistically (borderline) significant at the 1% level. The other weekdays are not even closely statistically
significant. It is interesting to note that no Monday or any other single day effect can be inferred in the individual markets
(columns 4–7 of the weekday lines in Panel A). Thus, the Monday-effect seems to be visible only in the joint distribution
of the returns of these two stock markets. This clearly shows the additional insight that can be gained by the analysis of
joint behavior rather than each market separately. It is notable that the joint test in the Mon–Fri line in Panel A of the table
indicates no significance. This suggests that the potential Monday-effect is at most moderate and becomes hidden by noise
after introduction of additional days into the analysis.
Second, Panels B and C of the table indicate that dividing the sample into two sub-periods at the time point of the launch
of the common currency euro on January 1, 1999, the Monday-effect strengthens statistically in the pre-euro period and
disappears completely in the post-euro period. Unlike in the whole sample, also the joint test is statistically significant at
the 5% level in the pre-euro period (Bartlett chi-square 18.3, with df = 8 and p-value 0.019). Again, however, the effect or
any other day’s effects do not show up in the individual markets. Thus, the overall conclusion is that there is clear evidence
for a day-of-the-week effect (more specifically, Monday-effect) in the joint behavior of French and German markets before
the launch of euro. However, the effect has disappeared after the introduction of the common currency. Furthermore, when
the phenomenon existed (before the launch of euro), it seemed to have affected on the joint return distribution in a manner
that was not visible in the marginal distributions.
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5. Conclusions
This paper derived the joint distribution of a general linear transformation of internally Studentized residuals from a
general linear regressionwith left-spherical elliptical distributed errors. Other types of residuals commonly used in practical
applications can be easily obtained as special cases by defining the linear transformation appropriately. The distributions of
arbitrary subsets as well as marginal distributions of residuals related to a single observation are obtained again as special
cases. The paper also discussed some applications in which the results can be readily applied as well as interpretations of
the effects of omitted variables in regression in terms of linear combinations of Studentized residuals of the initial model.
Finally, the various tests based on linear combinations of the residuals are demonstrated empirically in terms of seasonal
effects in the joint distribution of stock returns on twomarkets. In addition to the empirical results the analysis also indicates
some potentially interesting further insights to regression residual analysis.
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