Abstract -A simple proof of Ogawa's result on concrete construction of pseudorandom functions is presented. A construction of pseudorandom functions with Symmetrie stable asymptotic distribution is also given.
Introduction
A function on R is said to be pseudorandom if the limit of ^ / 0 T f(t)f(t + s) dt äs T -> oo exists for all s, does not vanish at s = 0 and tends t o 0 äs 5 -^ oo. This notion was introduced by J. Bass [1] in the non-probabilistic theory of turbulence. If we consider R äs a probability space with a flat probäbility measure on [ , ), which does not really exist, this notion can be regarded äs an asymptotic independence between / and shifted function /(· +a).
The asymptotic distribution function F(a) of / is defined by the limit of £|{s g [0, T] : f(t) < a}\ äs T -> oo if the limit exists for all x. Here, | · | denotes the Lebesgue measure. If we regard / äs a random variable on a real line with the flat measure on [0, oo) again, F can be regarded äs the distribution function of /.
Since it is introduced for the purpose of numerical analysis, it is significant to give a concrete and efficient way to generate pseudorandom functions with gaussian asymptotic distribution function. First P. Hien [3] , and later S. Ogawa [4] succeeded in constructing it in the following way. Then Q\(t, z) is a pseudorandom function with gaussian asymptotic distribution function, if z is completely uniformly distributed (Hien [3] ), or if z is a uniformly distributed sequence generated by an ergodic transform on [0,1] (Ogawa [4] ).
In this note we first give a simple proof of Ogawa's result. Next, we modify the Hien's method and give pseudorandom functions with Symmetrie stable asymptotic distribution. These functions are not pseudorandom in the sense of Bass, but have property that the function is nearly independent of the shifted function, that is the rough Interpretation of the notion of pseudorandomness.
To state results easily, let us here modify the definition of asymptotic distribution. We say that a probability measure μ on R n is an asymptotic distribution of R n -valued function (/i, . . . , / n ) on R if the distribution of (/i,·· -j/η) on the probability space ([0,T],di/T) converges to μ s T -> oo, i.e., fei/o^^ (0eC b (R*)), (2) where Cb(R n ) denotes the set of bounded continuous functions on R n . We say that a probability measure μ on R n is an asymptotic distribution of the System {/ π }πΕΠ of functions on R, if the asymptotic distribution of any finite subset of the System equals to the marginal distribution of μ.
Let us now state a version of Ogawa's theorem. Suppose that G is an ergodic transform on Lebesgue probability space ([0, l], ,do;), which is continuous a.e., and h is an a.e. continuous function on ..are asymptotically nearly independent. Thus we can generate nearly independent sequence of pseudorandom functions from one source z xo .
By the above theorem we see that the asymptotic distribution function F(a) of Qf (i, z x ) exists except for at most countable a, and it converges to the gaussian distribution function. Original Ogawa's theorem implicitly states the existence of F(a) for all a, but there is an counterexample for that. We give such example in section 3.
Original theorem does not assume that G is continuous a.e., but we could not complete the proof without this condition. If we use the ergodic theorem directly instead of appealing to the property of uniformly distributed sequence, then we can prove the existence of F(a) for all α without assuming the a.e. continuity of G. It is easily verified by putting / = l (-oo t o ] i n the proof below. But the Statement must be changed to 'for almost all x, the asymptotic distribution function exists and converges to gaussian distribution function', which is weaker than the above version in view of the condition for x. Now let us state the second theorem which extends the result by Hien. Let X(t) be a Symmetrie stable Levy process. Let us assume that the function h is a. If the Supports of iTs are disjoint, then the limit distribution becomes independent, and hence, the sequence of functions are asymptotically nearly independent. In this case, by the lack of square integrability of h the functions are not pseudorandom, but in the above sense, it is nearly independent of the shifted function, and hence considered to be roughly 'pseudorandom*.
Proofs
Proof of Theorem 1: First we prove the 1-dimensional convergence. Assume that the support of K is contained in (-Mo,Lo)· Take / G arbitrarily and set a t = LQ + t/X. Since we have
and since {h(xi)} is an i.i.d. on (/«"cix) with a law belonging to the domain of attraction of the law of X(l), by the functional limit theorem, we have the following convergence in law in D space:
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By noting that X is stochastically continuous, we can conclude the proof in the same way s that of Theorem 1. D
Construction of a counterexample
Suppose that {xk} is uniformly distributed over [0, 1] . First, we prove that we can take a sequence 0 = 7V 0 = M 0 < NI < MI < 7V 2 (6) is greater than that of (7), we see that the second inequality of (6) holds. By this we see that such sequences can be constructed inductively. Let us put H = U£L 0 Λι· Because of J; C J i+ i and J; Π (Hi\H^i) = 0, we have J; n (H \ i/i_i) = 0. Thus we see that the first inequality of (6) implies that of (8) 
