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CONORMAL PROBLEM OF HIGHER-ORDER PARABOLIC
SYSTEMS
HONGJIE DONG AND HONG ZHANG
Abstract. The paper is a comprehensive study of the Lp and the
Schauder estimates for higher-order divergence type parabolic systems
with discontinuous coefficients in the half space and cylindrical domains
with conormal derivative boundary condition. For the Lp estimates, we
assume that the leading coefficients are only bounded measurable in the
t variable and VMO with respect to x. We also prove the Schauder es-
timates in two situations: the coefficients are Ho¨lder continuous only in
the x variable; the coefficients are Ho¨lder continuous in both variables.
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1. Introduction
This paper is devoted to the study of the Lp and Schauder estimates
for higher-order divergence type parabolic systems with conormal derivative
boundary condition.
Many authors have studied the Lp estimates for parabolic systems with
discontinuous coefficients. It is of particular interest not only because of its
various important applications in nonlinear equations, but also due to its
subtle link with the theory of stochastic processes. A good reference is [24].
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2 H. DONG AND H. ZHANG
In many references including, for example, [1], the Lp estimates for sys-
tems with constant or continuous coefficients are obtained by relying on
the exact representation of solutions and the Caldero´n–Zygmund theorem.
Another approach for such Lp estimates is that of Campanato–Stampachia
using Stampachia’s interpolation theorem (see [14]). In this paper, we ex-
pand the Lp theory of higher-order parabolic systems to include a class of
discontinuous coefficients.
For systems in the whole space and in the half space with the Dirichlet
boundary condition, the first author and Kim [9] obtained the Lp estimates
with coefficients VMO in the spatial variable x (also denoted by VMOx),
under the Legendre–Hadamard ellipticity condition:∑
|α|=|β|=m
Aαβij ξiξj η
αηβ ≥ δ|ξ|2|η|2m, (1.1)
where m is a positive integer, Aαβ are n×n matrices, ξ ∈ Rn, η ∈ Rd, δ > 0
is a constant, α = (α1, · · · , αd) and η
α = ηα11 η
α2
2 · · · η
αd
d . The current paper
can be viewed as a continuation of [9]. To present our results, we let
Lu =
∑
|α|≤m,|β|≤m
Dα(AαβDβu),
where Dα = Dα11 · · ·D
αd
d . The functions used throughout this paper
u = (u1, · · · , un)tr, fα = (f
1
α, · · · , f
n
α )
tr
are real vector-valued functions. For the Lp estimates, the parabolic systems
we consider are of the form
ut + (−1)
mLu+ λu =
∑
|α|≤m
Dαfα in (−∞, T )× Ω (1.2)
with the conormal derivative boundary condition, where λ ≥ 0,Ω ⊂ Rd and
Ω is either the half space or a Cm−1,1 domain. That is,∫
(−∞,T )×Ω
(−uφt +
∑
|α|≤m,|β|≤m
(AαβDβuDαφ) + λuφ) dx dt
=
∑
|α|≤m
(−1)|α|
∫
(−∞,T )×Ω
fαD
αφdx dt
for any φ ∈ C∞0 ((−∞, T )× Ω).
We prove that if the coefficients Aαβ(t, x) are VMO in the spatial variable
x and satisfy the strong ellipticity condition (for a precise definition see
(2.5)), then the solution u of (1.2) with the conormal derivative boundary
condition satisfies the following estimate
m∑
k=0
λ1−
k
2m ‖Dku‖Lp((−∞,T )×Ω) ≤ N
∑
|α|≤m
λ
|α|
2m ‖fα‖Lp((−∞,T )×Ω),
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where N is a constant independent of u and λ is sufficiently large. We note
that in the second-order case such result has been proved in [7] by using the
result in the whole space and the technique of odd/even extensions. How-
ever, such technique does not work for higher-order equations or systems.
Our proof is in the spirit of an approach introduced by Krylov [25, 26]
to deal with the second-order elliptic and parabolic equations with VMOx
coefficients in the whole space, which is well explained in his book [27]. Gen-
erally speaking, this approach consists of two steps. First, we establish mean
oscillation estimates for systems with simple coefficients, i.e., the coefficients
depending only on t. Second, we use a perturbation argument which is well
suited to the mean oscillation estimates together with the Fefferman–Stein
theorem on sharp functions and the Hardy–Littlewood theorem on maximal
functions to obtain the desired Lp estimates.
In our case, we need to distinguish Dmd u from the other mth derivatives
of u. Here are the new ingredients of our proof. we begin by considering
special systems with simple coefficients as follows. Let u be a solution of
ut + (−1)
m
d−1∑
j=1
D2mj u+ (−1)
mDαˆ(Aαˆαˆ(t)Dαˆu) = 0 in {xd > 0} (1.3)
with the conormal derivative boundary condition on {xd = 0}, where αˆ =
(0, . . . , 0,m). One can show that the conormal boundary condition corre-
sponding to the special system is given by
Dmd u = · · · = D
2m−1
d u = 0 on {xd = 0}.
This allows us to use some estimates for non-divergence type systems with
the Dirichlet boundary condition obtained in [9]. More precisely, we differ-
entiate (1.3) m times with respect to xd, and observe that D
m
d u satisfies
the Dirichlet boundary condition on {xd = 0}. We then apply a result in
[9] to obtain a Ho¨lder estimate and consequently a mean oscillation esti-
mate of Dmd u. The latter together with the Fefferman–Stein theorem and
the Hardy–Littlewood theorem yields the Lp estimate of D
m
d u in the half
space for the special systems. For general systems in the half space with
simple coefficients, we implement a scaling argument to control the Lp norm
of Dmd u by the Lp norms of fα and Dx′D
m−1u, which in view of the Sobolev
embedding theorem implies a Ho¨lder estimate of Dm−1u. Now using the fact
that we can always differentiate the system with respect to x′, we are able
to prove a local Ho¨lder estimate of Dx′D
m−1u for homogeneous systems.
A mean oscillation estimate of Dx′D
m−1u then follows from the Ho¨lder es-
timate naturally for inhomogeneous systems with simple coefficients. For
general coefficients, we use the argument of freezing the coefficients to ob-
tain a mean oscillation estimate for Dx′D
m−1u and a scaling argument to
bound the Lp norm of D
m
d u by fα and Dx′D
m−1u just as in the case of the
simple coefficients. Combining the estimates of Dx′D
m−1u and Dmd u, we
prove the Lp estimates.
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In [5, 6], Chiarenza, Frasca, and Longo initiated the study of the W 2p
estimates for second-order elliptic equations with VMO leading coefficients.
Their proof is based on certain estimates of the Caldero´n–Zygmund theorem
and the Coifman–Rochberg–Weiss commutator theorem. Recently, the first
author and Kim [10] considered the conormal problem for higher-order el-
liptic systems with coefficients merely measurable in one direction and have
small mean oscillation in orthogonal directions on each small ball. Regard-
ing other developments in this direction, we refer the reader to Bramanti and
Cerutti [2], Bramanti, Cerutti, and Manfredini [3], Di Fazio [12], Maugeri,
Palagachev, and Softova [29], Palagachev and Softova [30], Krylov [27], and
the references therein.
The second objective of this paper is to obtain the Schauder estimates for
solutions to the following system:
ut + (−1)
mLu =
∑
|α|≤m
Dαfα in (0, T ) × Ω (1.4)
with the conormal derivative boundary condition on (0, T )×∂Ω and the zero
initial condition on {0}×Ω, where ∂Ω ∈ Cm,a, for some a ∈ (0, 1). There is a
vast literature on the Schauder estimates for parabolic and elliptic equations;
see, for instant, [13, 20, 23]. The classical approaches are based on analyzing
the fundamental solutions of the equations with a perturbation argument.
On the other hand, when dealing with systems, it has become customary
to use Campanato’s technique which was first introduced in [4], and is well
explained in [14]. However, most of these results are obtained under the
assumption that the coefficients are sufficiently regular in both t and x.
In this paper, for systems in the half space we estimate all the mth or-
der spatial derivatives with the exception of Dmd u, when the coefficients are
only measurable in the t variable. This type of coefficient has been stud-
ied by several authors mostly for second-order equations; see, for instance,
[15, 18, 22, 28]. Lieberman [18] studied the interior and boundary Schauder
estimates for second-order parabolic equations with the same class of coeffi-
cients. In the proof, he used Campanato type approach and the maximum
principle, the latter of which no longer works for systems or higher-order
equations. Here we implement the Lp estimates obtained in the first part,
with a bootstrap argument to obtain a local Ho¨lder regularity for systems
with simple coefficients, which yields the following mean oscillation estimate:∫
Q+r (X0)
|Dx′D
m−1u− (Dx′D
m−1u)Q+r (X0)|
2 dx dt
≤ N(
r
R
)2γ+2m+d
∫
Q+R(X0)
|Dx′D
m−1u− (Dx′D
m−1u)Q+R(X0)
|2 dx dt,
where γ ∈ (0, 1), 0 < r < R <∞, X0 ∈ Q
+
R, and u is the solution of
ut + (−1)
mL0u := ut + (−1)
m
∑
|α|=|β|=m
Dα(Aαβ(t)Dβu) = 0 in Q+2R
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with the conormal derivative boundary condition on {xd = 0} ∩ Q2R. We
then prove that if the coefficients Aαβ and fα in (1.4) are Ho¨lder continuous
in the spatial variables x, then Dx′D
m−1u is Ho¨lder continuous in both t
and x.
In contrast to the Dirichlet boundary condition case in [11], to estimate
Dmd u, more regularity assumptions on the coefficients and data are necessary.
In fact, this is not surprising by considering the second-order equation
ut −D11u−D2(a(t)D2u) = D2f(t) in (0, T ) × R
2
+
with the conormal derivative boundary condition. The corresponding bound-
ary condition is given by
D2u = −f(t)/a(t) on {x2 = 0},
which implies that D2u is not necessarily continuous. In this paper, we
also consider the case when the coefficients are Ho¨lder continuous in both
t and x. We show that under this stronger assumption all the mth order
derivatives of u are Ho¨lder continuous in both t and x. For the proof, it is
sufficient to estimate Dmd u. To this end, we consider a system with special
coefficients as in the Lp case, and then use a scaling argument to bound the
Ho¨lder semi-norm of Dmd u by fα and Dx′D
m−1u. Combining the estimate of
Dx′D
m−1u, which we obtained in the previous case, we are able to estimate
Dmu.
For linear systems, our Schauder estimate extends the results in Lieber-
man [17], in which the author considered second-order quasilinear para-
bolic equations with the conormal boundary condition. Schauder estimates
for higher-order non-divergence type parabolic systems in the whole space,
with the coefficients measurable in t and Ho¨lder continuous in x, was con-
sidered recently in Boccia [31]. With the same class of coefficients, in [11]
the authors obtained Schauder estimates for both divergence type and non-
divergence type higher-order parabolic systems in the half space with the
Dirichlet boundary condition. For more results about the conormal deriva-
tive problems, we refer the reader to Lieberman [16, 19] and his new book
[21].
The paper is organized as follows. In the next section, we introduce some
notation and state our main results. The remaining part of the article can
be divided into two parts. In the first part, we treat the Lp estimates. Sec-
tion 3 provides some necessary preparations and Section 4 deals with the
Lp estimates of D
m
d u for systems with special coefficients. Section 5 and
Section 6 are devoted to the proof of our main result of the Lp estimates.
The second part is about the Schauder estimates. In Section 7, we establish
necessary lemmas and prove the Schauder estimates near a flat boundary
with coefficients Ho¨lder continuous only with respect to x. Finally in Sec-
tion 8, we prove the Schauder estimates when the coefficients are Ho¨lder
continuous in both t and x.
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2. Main results
We first introduce some notation used throughout the paper. A point
in Rd is denoted by x = (x1, · · · , xd). We also denote x = (x
′, xd), where
x′ ∈ Rd−1. A point in
R
d+1 = R× Rd = {(t, x) : t ∈ R, x ∈ Rd}
is denoted by X = (t, x). For T ∈ (−∞,∞], set
OT = (−∞, T )× R
d, O+T = (−∞, T )× R
d
+,
where Rd+ := {x = (x1, · · · , xd) ∈ R
d : xd > 0}. In particular, when T =∞,
we use O+∞ = R
d+1
+ := R× R
d
+. Denote
Br(x0) = {y ∈ R
d : |x0 − y| < r}, Qr(t0, x0) = (t0 − r
2m, t0)×Br(x0),
B+r (x0) = Br(x0) ∩ {xd > 0}, Q
+
r (t0, x0) = Qr(t0, x0) ∩ O
+
∞.
We use the abbreviation, for instance, Qr to denote the parabolic cylinder
centered at (0, 0). The parabolic boundary of Qr(t0, x0) is defined to be
∂pQr(t0, x0) = [t0, t0 − r
2m)× ∂Br(x0) ∪ {t = t0 − r
2m} ×Br(x0).
The parabolic boundary of Q+r (t0, x0) is
∂pQ
+
r (t0, x0) = (∂pQr(t0, x0) ∩O
+
∞) ∪ (Qr(t0, x0) ∩ {xd = 0}).
We denote
〈f, g〉Ω =
∫
Ω
f trg =
n∑
j=1
∫
Ω
f jgj .
For a function f on D ⊂ Rd+1, we set
[f ]a,b,D ≡ sup
{
|f(t, x)− f(s, y)|
|t− s|a + |x− y|b
: (t, x), (s, y) ∈ D, (t, x) 6= (s, y)
}
,
where a, b ∈ (0, 1]. The Ho¨lder semi-norm with respect to t is denoted by
〈f〉a,D ≡ sup
{
|f(t, x)− f(s, x)|
|t− s|a
: (t, x), (s, x) ∈ D, t 6= s
}
,
where a ∈ (0, 1]. We also define the Ho¨lder semi-norm with respect to x
[f ]∗a,D ≡ sup
{
|f(t, x)− f(t, y)|
|x− y|a
: (t, x), (t, y) ∈ D, x 6= y
}
,
and denote
‖f‖∗a,D = ‖f‖L∞(D) + [f ]
∗
a,D,
where a ∈ (0, 1]. The space corresponding to ‖ · ‖∗a is denoted by C
a∗(D).
When 0 < a ≤ 1, let
‖f‖ a
2m
,a,D = ‖f‖L∞(D) + [f ] a2m ,a,D.
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The space corresponding to ‖ · ‖ a
2m
,a,D is denoted by C
a
2m
,a(D). For 1 < a <
2m not an integer, we define
‖f‖ a
2m
,a,D = ‖f‖L∞(D) +
∑
|α|<a
[Dαf ]a−|α|
2m
,{a},D
,
where {a} = a− [a].
We denote the average of f in D to be
(f)D =
1
|D|
∫
D
f(t, x) dx dt = –
∫
D
f(t, x) dx dt.
Sometimes we take average only with respect to x. For instance,
(f)BR(x0)(t) = –
∫
BR(x0)
f(t, x) dx.
Throughout this paper, we assume that all the coefficients are measurable
and bounded:
|Aαβ | ≤ K.
In addition, we impose the strong ellipticity condition with a constant δ > 0
on the leading coefficients, i.e.,∑
|α|=|β|=m
Aαβξαξβ ≥ δ
∑
|α|=m
|ξα|
2, (2.5)
where ξα ∈ R
n. We note that the strong ellipticity condition, which is mainly
used in proving Theorem 3.1, is stronger than the Legender–Hadamard el-
lipticity condition (1.1). Here we call Aαβ the leading coefficients if |α| =
|β| = m. All the other coefficients are called lower-order coefficients. In
order to state and prove our results in Sobolev spaces, in addition to the
well-known Lp and W
k
p spaces, we introduce the following function spaces.
If Ω = Rd, let
Hmp ((S, T ) × R
d) = (1−∆)
m
2 W 1,2mp ((S, T )× R
d)
equipped with the norm
‖u‖Hmp ((S,T )×Rd) = ‖(1−∆)
−m
2 u‖W 1,2mp ((S,T )×Rd).
Here
W 1,2mp ((S, T )× R
d) = {u : ut,D
αu ∈ Lp((S, T )× R
d), 0 ≤ |α| ≤ 2m}
equipped with its natural norm. Notice that if we set
H
−m
p ((S, T )× R
d) = (1 −∆)
m
2 Lp((S, T )× R
d),
‖f‖
H
−m
p ((S,T )×Rd)
= ‖(1 −∆)−
m
2 f‖Lp((S,T )×Rd),
then
‖u‖Hmp ((S,T )×Rd)
∼= ‖ut‖H−mp ((S,T )×Rd) +
∑
|α|≤m
‖Dαu‖Lp((S,T )×Rd).
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For a general domain Ω ⊂ Rd, we set
H
−m
p ((S, T ) × Ω) =
{
f : f =
∑
|α|≤m
Dαfα, fα ∈ Lp((S, T )× Ω)
}
,
‖f‖
H
−m
p ((S,T )×Ω)
= inf
{ ∑
|α|≤m
‖fα‖Lp((S,T )×Ω) : f =
∑
|α|≤m
Dαfα
}
,
and
Hmp ((S, T ) ×Ω)
= {u : ut ∈ H
−m
p ((S, T ) × Ω),D
αu ∈ Lp((S, T )× Ω), 0 ≤ |α| ≤ m},
‖u‖Hmp ((S,T )×Ω) = ‖ut‖H−mp ((S,T )×Ω) +
∑
|α|≤m
‖Dαu‖Lp((S,T )×Ω).
Let Q = {Qr(t, x) ∩O
+
∞ : (t, x) ∈ O
+
∞, r ∈ (0,∞)}. For a function g defined
on O+∞, we denote its (parabolic) maximal and sharp functions, respectively,
by
Mg(t, x) = sup
Q∈Q:(t,x)∈Q
–
∫
Q
|g(s, y)| dy ds,
g#(t, x) = sup
Q∈Q:(t,x)∈Q
–
∫
Q
|g(s, y) − (g)Q| dy ds.
Then
‖g‖Lp ≤ N‖g
#‖Lp , ‖Mg‖Lp ≤ N‖g‖Lp ,
if g ∈ Lp, where 1 < p < ∞ and N = N(d, p). As is well known, the first
inequality above is due to the Fefferman–Stein theorem on sharp functions
and the second one is the Hardy–Littlewood maximal function theorem.
Now we state our regularity assumption on the leading coefficients for the
Lp estimates. Let
oscx(A
αβ , Q+r (t, x)) = –
∫ t
t−r2m
–
∫
B+r (x)
|Aαβ(s, y)− –
∫
B+r (x)
Aαβ(s, z) dz| dy ds,
which is the mean oscillation in the spatial variables. Then we set
A#R = sup
(t,x)∈O+∞
sup
r≤R
sup
|α|=|β|=m
oscx(A
αβ , Q+r (t, x)).
We impose on the leading coefficients a small mean oscillation condition
with a parameter ρ > 0, which is specified later.
Assumption 2.1. (ρ). There is a constant R0 ∈ (0, 1] such that A
#
R0
≤ ρ.
We are now ready to present our main results. The first one is the Lp
estimates.
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Theorem 2.2. Let p ∈ (1,∞), ∂Ω ∈ Cm−1,1, T ∈ (−∞,∞], and fα ∈
Lp((−∞, T ) × Ω) for |α| ≤ m. The operator L satisfies (2.5). Then there
exist constants ρ = ρ(d, n,m, δ, p,K), and λ0 = λ0(d, n,m, δ, p,K,R0) such
that, under Assumption 2.1 (ρ), for any u ∈ Hmp ((−∞, T )× Ω) satisfying
ut + (−1)
mLu+ λu =
∑
|α|≤m
Dαfα in (−∞, T )× Ω (2.6)
with the conormal derivative boundary condition on (−∞, T )×∂Ω, we have
m∑
k=0
λ1−
k
2m ‖Dku‖Lp((−∞,T )×Ω) ≤ N
∑
|α|≤m
λ
|α|
2m ‖fα‖Lp((−∞,T )×Ω), (2.7)
provided that λ ≥ λ0, where N depends only on d, n,m, δ, p,K, and Ω.
Moreover, if λ > λ0, there exists a unique solution u ∈ H
m
p ((−∞, T )×Ω)
of (2.6), which satisfies (2.7).
The following result is regarding the Schauder estimates near a flat bound-
ary with coefficients only measurable in the t variable.
Theorem 2.3. Assume that a ∈ (0, 1), u ∈ C∞loc(O
+
∞) satisfying
ut + (−1)
mLu =
∑
|α|≤m
Dαfα in Q
+
4R
with the conormal derivative boundary condition on {xd = 0} ∩ Q4R, fα ∈
Ca∗ if |α| = m, fα ∈ L∞ if |α| < m, and A
αβ ∈ Ca∗. The opera-
tor L satisfies (2.5). Then for any R ≤ 1, there exists a constant N =
N(d, n,m, δ,K, a,‖Aαβ‖∗a, R) such that
[Dx′D
m−1u] a
2m
,a,Q+R
≤ N(
∑
|α|≤m
‖Dαu‖L∞(Q+4R)
+
∑
|α|=m
[fα]
∗
a,Q+4R
+
∑
|α|<m
‖fα‖L∞(Q+4R)
).
Our last result is regarding the Schauder estimates in cylindrical domains
with more regularity assumptions on the coefficients.
Theorem 2.4. Assume that a ∈ (0, 1), ∂Ω ∈ Cm,a, T ∈ (0,∞), fα ∈ C
a
2m
,a
if |α| = m and fα ∈ L∞ if |α| < m. The operator L satisfies (2.5), and
Aαβ ∈ C
a
2m
,a. Then the equation
ut + (−1)
mLu =
∑
|α|≤m
Dαfα in (0, T ) × Ω
with the conormal derivative boundary condition on (0, T )×∂Ω and the zero
initial condition on {0}×Ω has a unique solution u ∈ C
a+m
2m
,a+m((0, T )×Ω).
Moreover, there exists a constant N = N(d, n,m, δ,K, ‖Aαβ‖ a
2m
,a,Ω, T, a)
such that,
‖u‖a+m
2m
,a+m,(0,T )×Ω ≤ N
(
‖u‖L2((0,T )×Ω) +G
)
, (2.8)
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where
G =
∑
|α|=m
[fα] a
2m
,a,(0,T )×Ω +
∑
|α|≤m
‖fα‖L∞((0,T )×Ω).
3. Some auxiliary estimates
In this section we consider operators without lower-order terms. Denote
L0u =
∑
|α|=|β|=m
Dα(AαβDβu),
where Aαβ = Aαβ(t). Let C∞0 (O
+
T ) be the collection of infinitely differen-
tiable functions defined on O+T vanishing for large |(t, x)|.
The following L2 estimate for parabolic operators in the divergence form
with measurable coefficients is classical.
Theorem 3.1. There exists a constant N = N(d,m, n, δ) such that for any
λ ≥ 0, ∑
|α|≤m
λ1−
|α|
2m ‖Dαu‖L2(O+T )
≤ N
∑
|α|≤m
λ
|α|
2m ‖fα‖L2(O+T )
, (3.9)
provided that u ∈ Hm2 (O
+
T ) satisfies
ut + (−1)
mL0u+ λu =
∑
|α|≤m
Dαfα (3.10)
in O+T with the conormal derivative boundary condition on {xd = 0}, and
fα ∈ L2(O
+
T ), |α| ≤ m. Furthermore, for any λ > 0 and fα ∈ L2(O
+
T ), there
exists a unique solution u ∈ Hm2 (O
+
T ) to the system (3.10) with the conormal
derivative boundary condition on {xd = 0}.
Proof. We assume λ > 0. If λ = 0 the inequality (3.9) holds trivially or we
obtain∑
|α|=m
‖Dαu‖L2(O+T )
≤ N
∑
|α|=m
‖fα‖L2(O+T )
if fα = 0 for |α| < m
using the inequality (3.9) for λ > 0 and letting λց 0.
If we have proved the inequality (3.9), then due to the fact that
ut = −(−1)
m
∑
|α|=|β|=m
Dα(AαβDβu)− λu+
∑
|α|≤m
Dαfα,
we obtain
‖u‖Hm2 (O
+
T )
≤ N
∑
|α|≤m
‖fα‖L2(O+T )
,
where N = N(d, n,m, δ, λ). Then using this estimate, the method of conti-
nuity, and the unique solvability of system with coefficients Aαβ = δαβIn×n
we prove the second assertion of the theorem. Hence, it is clear that we only
need to prove the inequality (3.9). Moreover, by a density argument it is
obvious that we can assume that u ∈ C∞0 (O
+
T ).
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By the weak formulation of the conormal derivative boundary condition,
we have
〈u, ut〉O+T
+
∑
|α|=|β|=m
〈Dαu,AαβDβu〉O+T
+ λ〈u, u〉O+T
=
∑
|α|≤m
(−1)|α|〈Dαu, fα〉O+T
.
From the strong ellipticity condition, we get
δ
∫
O+T
|Dmu|2 dx dt ≤
∑
|α|=|β|=m
〈Dαu,AαβDβu〉O+T
.
Moreover,
2〈u, ut〉O+T
=
∫
O+T
∂
∂t
|u|2(t, x) dx dt =
∫
R
d
+
|u|2(T, x) dx ≥ 0.
Hence for any ε > 0, by Young’s inequality,
δ
∫
O+T
|Dmu|2 dx dt+ λ
∫
O+T
|u|2 dx dt ≤
∑
|α|≤m
(−1)|α|
∫
O+T
Dαufα dx dt
≤ ε
∑
|α|≤m
λ
m−|α|
m
∫
O+T
|Dαu|2 dx dt+Nε−1
∑
|α|≤m
λ−
m−|α|
m
∫
O+T
|fα|
2 dx dt.
To finish the proof, it suffices to use interpolation inequalities and choose ε
sufficiently small depending on δ, d, m, and n. 
By Theorem 3.1 and adapting the proofs of Lemmas 3.2 and 7.2 in [8] to
the conormal case, we have the following local L2 estimates.
Lemma 3.2. Let 0 < r < R <∞. Assume that u ∈ C∞loc(R
d+1
+ ) satisfies
ut + (−1)
mL0u = 0 in Q
+
R (3.11)
with the conormal derivative boundary condition on {xd = 0} ∩ QR. Then
there exists a constant N = N(d,m, n, δ) such that for j = 1, . . . ,m,
‖Dju‖L2(Q+r ) ≤ N(R − r)
−j‖u‖L2(Q+R)
.
Corollary 3.3. Let 0 < r < R < ∞ and assume that u ∈ C∞loc(R
d+1
+ )
satisfies (3.11) with the conormal derivative boundary condition on {xd =
0} ∩QR. Then for any multi-index θ satisfying θd ≤ m, we have
‖Dθu‖L2(Q+r ) ≤ N‖u‖L2(Q+R)
,
where N = N(d,m, n, δ,R, r, θ).
Proof. Obviously, Dkx′u, k = 1, 2, . . . satisfies the same equation and bound-
ary condition as u. After applying Lemma 3.2 repeatedly, we immediately
see that
‖DjDkx′u‖L2(Q+r ) ≤ N‖u‖L2(Q+R)
, j = 1, 2, . . . ,m.
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The corollary is proved. 
Lemma 3.4. Let R ∈ (0,∞). Assume that u ∈ C∞loc(O
+
∞) satisfies
ut + (−1)
mL0u =
∑
|α|≤m
Dαfα in Q
+
2R
with the conormal derivative boundary condition on {xd = 0} ∩ Q2R. Let
P (x) be a vector-valued polynomial of order m− 1 and satisfy
(DαP (x))Q+R
= (Dαu)Q+R
for |α| < m. Let v = u−P (x). Then there exists a constant N = N(d, n,m)
such that
‖Dαv‖L2(Q+R)
≤ NRm−|α|‖Dmu‖L2(Q+R)
+N
∑
|β|≤m
R3m+d/2−|α|−|β|‖fβ‖L∞(Q+R)
,
where |α| < m. If fα = 0 for any α, then the following inequality holds
‖Dαv‖L2(Q+R)
≤ NR|β|−|α|‖Dβv‖L2(Q+R)
,
where |α| < |β| ≤ m.
Proof. By using a scaling argument, we only need to consider the case when
R = 1. Choose ξ(y) ∈ C∞0 (B
+
1 ) with unit integral. Then set
gα(t) =
∫
B+1
Dαv(t, y)ξ(y) dy, cα =
∫ 0
−1
gα(t) dt
for |α| < m. By Ho¨lder’s inequality and the Poincare´ inequality, the follow-
ing estimate holds∫
B+1
|Dαv(t, x) − gα(t)|
2 dx =
∫
B+1
|
∫
B+1
(Dαv(t, x) −Dαv(t, y))ξ(y) dy|2dx
≤ N
∫
B+1
∫
B+1
|Dαv(t, x)−Dαv(t, y)|2 dy dx ≤ N
∫
B+1
|D|α|+1v(t, y)|2 dy.
Because (Dαv)Q+1
= 0, by the triangle inequality and the Poincare´ inequality
‖Dαv‖L2(Q+1 )
≤ ‖Dαv − cα‖L2(Q+1 )
≤ ‖Dαv − gα(t)‖L2(Q+1 )
+ ‖gα(t)− cα‖L2(Q+1 )
≤ N‖D|α|+1v‖L2(Q+1 )
+N‖∂tgα‖L2(−1,0). (3.12)
Since v satisfies the same equations as u, by the definition of gα,
∂tgα(t) =
∫
B+1
ξ(y)Dα∂tv(t, y) dy
=
∫
B+1
(−1)m+1ξ(y)DαL0v(t, y) dy +
∑
|β|≤m
∫
B+1
ξ(y)DαDβfβdy.
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For the first term of the right-hand side of the equality above, we leave |α|+ 1
derivatives on v and move all the others to ξ. For the second term, we move
all the derivatives to ξ. Therefore, by the Cauchy–Schwarz inequality,
|∂tgα(t)| ≤ N
∫
B+1
|D|α|+1v| dy +N
∑
|α|≤m
‖fα‖L∞(Q+1 )
≤ N‖D|α|+1v(t, ·)‖L2(B+1 )
+N
∑
|α|≤m
‖fα‖L∞(Q+1 )
. (3.13)
Combining (3.13) and (3.12), we prove the desired estimate for R = 1 by
induction. 
4. Lp estimate of D
m
d u for systems with special coefficients
In this section we consider the following special system:
L˜0 = D
αˆ(Aαˆαˆ(t)Dαˆ) +Dmd−1In×n,
where
αˆ = (0, · · · , 0,m), Dmd−1 =
d−1∑
j=1
D2mj .
Lemma 4.1. There exists a constant N = N(d,m, n, δ) such that for any
λ ≥ 0, ∑
|α|≤m
λ1−
|α|
2m ‖Dαu‖L2(O+T )
≤ N
∑
|α|≤m
λ
|α|
2m ‖fα‖L2(O+T )
provided that u ∈ Hm2 (O
+
T ) satisfies
ut + (−1)
mL˜0u+ λu =
∑
|α|≤m
Dαfα
in O+T with the conormal derivative boundary condition on {xd = 0}, and
fα ∈ L2(O
+
T ), |α| ≤ m. Furthermore, for any λ > 0 and fα ∈ L2(O
+
T ),
|α| ≤ m, there exists a unique solution u ∈ Hm2 (O
+
T ) to the system (3.10)
with the conormal derivative boundary condition on {xd = 0}.
Proof. We follow the proof of Theorem 3.9 and only need to show an a priori
estimate. By the weak formulation of the conormal derivative boundary
condition,
〈u, ut〉O+T
+
d−1∑
j=1
〈Dmj u,D
m
j u〉O+T
+ 〈Dmd u,A
αˆαˆDmd u〉+ λ〈u, u〉O+T
=
∑
|α|≤m
(−1)|α|〈Dαu, fα〉O+T
.
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It is obvious that Aαˆαˆ ≥ δIn×n. Hence
d−1∑
j=1
〈Dmj u,D
m
j u〉O+T
+ 〈Dmd u,A
αˆαˆDmd u〉 ≥ δ
d∑
j=1
‖Dmj u‖
2
L2(O
+
T )
.
From Proposition 1 of [9], we know that
‖Dmu‖L2(O+T )
≤ N
d∑
j=1
‖Dmj u‖L2(O+T )
.
Therefore,
d−1∑
j=1
〈Dmj u,D
m
j u〉O+T
+ 〈Dmd u,A
αˆαˆDmd u〉 ≥
δ
N
‖Dmu‖2
L2(O
+
T )
.
The rest of the proof just follows the proof of Theorem 3.1, and thus is
omitted. 
Remark 4.2. From the proof of Lemma 4.1, we see that Theorem 3.1 still
holds when the strong ellipticity is replaced by a weak condition:
δ
d∑
j=1
〈Dmj u,D
m
j u〉O+T
≤
∑
|α|=|β|=m
〈Dαu,AαβDβu〉O+T
. (4.14)
for any u ∈ C∞0 (O
+
T ).
We have the following observation.
Lemma 4.3. Assume u ∈ C∞loc(O
+
∞) and satisfies
ut + (−1)
mL˜0u = 0 (4.15)
in Q+4 with the conormal derivative boundary condition on {xd = 0} ∩ Q4.
Then the boundary condition is given by
Dmd u = · · · = D
2m−1
d u = 0 on {xd = 0} ∩Q4.
Proof. Following the definition, the weak formulation of the system is
−
∫
Q+4
uφt dx dt+
d−1∑
j=1
∫
Q+4
Dmj uD
m
j φdx dt +
∫
Q+4
Aαˆαˆ(t)Dmd uD
m
d φdx dt = 0,
where φ ∈ C∞0 (Q
+
4 ). Since only the boundary condition on {xd = 0} is
considered, we integrate by parts and boundary terms appear in the last
term of the equation above. Let us denote Σ := {xd = 0} ∩ Q4. We
integrate by parts repeatedly and the boundary term is∫
Σ
m∑
j=1
(−1)j+1AαˆαˆDm+j−1d uD
m−j
d φdx
′ dt = 0.
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Since φ is an arbitrary smooth function and Aαˆαˆ is positive definite, we find
that
AαˆαˆDm+j−1d u = 0 on Σ for j = 1, 2, . . . ,m,
i.e.,
Dmd u = . . . = D
2m−1
d u = 0 on Σ.
The lemma is proved. 
We state a conclusion in Remark 6 of [9] and notice that the operator L˜0
satisfies the Legendre–Hadamard condition (1.1).
Lemma 4.4. Assume that u ∈ C∞loc(R
d+1
+ ) and satisfies
ut + (−1)
mL˜0u = 0 in Q
+
2R,
u = · · · = Dm−1d u = 0 on Q2R ∩ {xd = 0}.
Then for any 0 < r < R <∞, there exists a constant N depending on d, n,
m, K, δ, r, R, and a such that
‖u‖ a
2m
,a,Q+r
≤ N‖u‖L2(Q+R)
,
where 0 < a < 2m.
Next we prove the following lemma.
Lemma 4.5. Let λ ≥ 0. Assume that u ∈ C∞loc(O
+
∞) satisfies
ut + (−1)
mL˜0u+ λu = 0 (4.16)
in Q+2 with the conormal derivative boundary condition on {xd = 0} ∩ Q2.
Then there exists N = N(d,m, n, δ,K) such that
[Dmd u] 1
2m
,1,Q+1
≤ N‖Dmd u‖L2(Q+2 )
.
Proof. For the case λ = 0, as noted in Lemma 4.3, the conormal boundary
condition for (4.15) is given by
Dmd u = · · · = D
2m−1
d u = 0 on {xd = 0}.
We differentiate (4.15) m times with respect to xd and let v = D
m
d u. Then
we arrive at
vt + (−1)
mL˜0v = 0 in Q
+
2 ,
v = Ddv = · · · = D
m−1
d v = 0 on {xd = 0} ∩Q2.
By Lemma 4.4 with a = 1,
[v] 1
2m
,1,Q+1
≤ N‖v‖L2(Q+2 )
Since v = Dmd u, we prove the case when λ = 0. For the case when λ > 0, we
apply an idea of S. Agmon, the details of which can be found in Corollary
5.5. 
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Lemma 4.6. Let r ∈ (0,∞), κ ∈ [32,∞), λ > 0, and X0 = (t0, x0) ∈ O
+
∞.
Assume that u ∈ C∞loc(R
d+1
+ ) satisfies (4.16) in Q
+
κr(X0) with the conormal
derivative boundary condition on {xd = 0} ∩Qκr(X0). Then we have
(|Dmd u− (D
m
d u)Q+r (X0)|)Q+r (X0) ≤ Nκ
−1(|Dmd u|
2)
1
2
Q+κr(X0)
, (4.17)
where N = N(d, n,m, δ,K).
Proof. By scaling, it suffices to prove the inequality for r = 8/κ. We consider
the following two cases.
Case 1: the last coordinate of x0 ∈ [0, 1). In this case, by denoting
Y0 = (t0, x
′
0, 0), we have
Qr(X0) ⊂ Q2(Y0) ⊂ Q4(Y0) ⊂ Qκr(X0).
After applying Lemma 4.5 to u with a translation of the coordinates, we
obtain
(|Dmd u− (D
m
d u)Q+r (X0)|)Q+r (X0) ≤ Nr[D
m
d u] 1
2m
,1,Q+2 (Y0)
≤ Nκ−1(|Dmd u|
2)
1
2
Q+4 (Y0)
≤ Nκ−1(|Dmd u|
2)
1
2
Q+κr(X0)
.
Case 2: the last coordinate of x0 ≥ 1. This case is indeed an interior case.
From Lemmas 2 and 3 in [9], we can show
[v] 1
2m
,1,Q1
≤ N‖v‖L2(Q4),
where v smooth is a solution of
vt + (−1)
mL˜0v + λv = 0 in Q4.
Taking v = Dmd u, we get
(|Dmd u− (D
m
d u)Qr(X0)|)Qr(X0) ≤ Nr[D
m
d u] 1
2m
,1,Q1/4(X0)
≤ Nr‖Dmd u‖L2(Q1(X0)) ≤ Nκ
−1(|Dmd u|
2)
1
2
Q+κr(X0)
.
Hence we prove the lemma. 
Now we are ready to establish a mean oscillation estimate of Dmd u for
systems with special coefficients in the half space.
Theorem 4.7. Let r ∈ (0,∞), κ ∈ [64,∞), λ > 0, X0 = (t0, x0) ∈ R
d+1
+ ,
and fα ∈ L2,loc(R
d+1
+ ), where |α| ≤ m. Assume that u ∈ C
∞
loc(R
d+1
+ ) satisfies
ut + (−1)
mL˜0u+ λu =
∑
|α|≤m
Dαfα
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in Q+κr(X0) with the conormal derivative boundary condition on {xd = 0} ∩
Qκr(X0). Then we have
(|Dmd u− (D
m
d u)Q+r (X0)|)Q+r (X0)
≤ Nκ−1(|Dmd u|
2)
1
2
Q+κr(X0)
+Nκm+
d
2
∑
|α|≤m
λ
|α|
2m
− 1
2 (|fα|
2)
1
2
Q+κr(X0)
, (4.18)
where N = N(d,m, n, δ,K).
Proof. Choose two smooth functions ζ and ζ1 defined on R
d+1 such that
ζ = 1 on Qκr/2(X0),
ζ = 0 outside (t0 − (κr)
2m, t0 + (κr)
2m)×Bκr(x0),
and
ζ1 = 1 on Qκr(X0),
ζ1 = 0 outside (t0 − (2κr)
2m, t0 + (2κr)
2m)×B2κr(x0).
Since we only concern the values of u and fα in Q
+
κr(X0), let us consider
u˜ = ζ1u. By a simple calculation, we can show that u˜ satisfies the following
equation in O+∞
u˜t + (−1)
mL˜0u˜+ λu˜ =
∑
|α|≤m
DαFα
with the conormal derivative boundary condition on {xd = 0}, where Fα is
the linear combination of terms like
uζ1t, D
kζ1fα, A
αβDmuDkζ1, A
αβDm−kuDkζ1, k ≥ 1.
Since fα ∈ L2,loc(O
+
∞), u is smooth, and ζ has compact support, each term
above is in L2, which implies that Fα ∈ L2(O
+
∞). Because fα = Fα in
Q+κr(X0), without loss of generality we can assume fα ∈ L2(O
+
∞).
By Lemma 4.1, for any λ > 0, there exists a unique solution w ∈ Hm2 (O
+
∞)
to the equation
wt + (−1)
mL˜0w + λw =
∑
|α|≤m
Dα(ζfα)
in O+∞ with the conormal derivative boundary condition on {xd = 0}. By
a mollification argument, we may assume that w is smooth. In fact, let fαǫ
be smooth functions which converge to fα in L2 and A
ααˆ
ǫ be the mollifica-
tion of Aααˆ with respect to the t variable, which converges to Aαˆαˆ almost
everywhere. We denote the operator to be L˜0ǫ and consider the following
equation
(uǫ)t + (−1)
mL˜0ǫuǫ + λuǫ =
∑
|α|≤m
Dαfαǫ in O
+
∞
with the conormal derivative boundary condition on {xd = 0}. By Lemma
4.1, uǫ converges to u in H
m
2 (O
+
∞). If (4.18) holds for uǫ, we can pass to
18 H. DONG AND H. ZHANG
the limit. Hence we may assume fα and A
αˆαˆ are smooth functions, which
implies that w is smooth. Let v := u−w. Then the function v is smooth as
well and satisfies
vt + (−1)
mL˜0v + λv = 0 in Q
+
κr/2(X0)
with the conormal derivative boundary condition on {xd = 0} ∩Qκr/2(X0).
By applying Lemma 4.6 (note that κ/2 ≥ 32) to v, we have
(|Dmd v − (D
m
d v)Q+r (X0)|)Q+r (X0) ≤ Nκ
−1(|Dmd v|
2)
1
2
Q+
κr/2
(X0)
. (4.19)
By Lemma 4.1 with T = t0, we get∑
|α|≤m
λ1−
|α|
2m ‖Dαw‖L2(O+t0 )
≤ N
∑
|α|≤m
λ
|α|
2m ‖ζfα‖L2(O+t0 )
. (4.20)
In particular,
(|Dmw|2)
1
2
Q+r (X0)
≤ Nκm+d/2
∑
|α|≤m
λ
|α|
2m
− 1
2 (|fα|
2)
1
2
Q+κr(X0)
. (4.21)
Let us prove (4.18) now. By the triangle inequality,
(|Dmd u− (D
m
d u)Q+r (X0)|)Q+r (X0) ≤ 2(|D
m
d u− c|)Q+r (X0)
for any constant c. By taking c = (Dmd v)Q+r (X0), we have
(|Dmd u− (D
m
d u)Q+r (X0)|)Q+r (X0) ≤ 2(|D
m
d u− (D
m
d v)Q+r (X0)|)Q+r (X0).
By using the triangle inequality and the Cauchy–Schwarz inequality, the
right-hand side of the inequality above can be bounded by
N(|Dmd v − (D
m
d v)Q+r (X0)|)Q+r (X0) +N(|D
mw|2)
1
2
Q+r (X0)
.
By using (4.19) and (4.21), the quantity above is less than
Nκ−1(|Dmd v|
2)
1
2
Q+
κr/2
(X0)
+Nκm+d/2
∑
|α|≤m
λ
|α|
2m
− 1
2 (|fα|
2)
1
2
Q+κr(X0)
. (4.22)
Finally, from (4.20) we know that
(|Dmd w|
2)
1
2
Q+
κr/2
(X0)
≤ N
∑
|α|≤m
λ
|α|
2m
− 1
2 (|fα|
2)
1
2
Q+κr(X0)
.
Combining the inequality above and the fact that v = u − w, we see that
the first term of (4.22) is less than the right-hand side of (4.18). 
Now we are ready to prove an Lp estimate of D
m
d u for the system with
special coefficients.
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Theorem 4.8. Let p ∈ [2,∞), λ ≥ 0, T ∈ (−∞,∞], and fα ∈ Lp(O
+
T ) for
|α| ≤ m. Then for any u ∈ Hmp (O
+
T ) satisfying
ut + (−1)
mL˜0u+ λu =
∑
|α|≤m
Dαfα in O
+
T
with the conormal derivative boundary condition on {xd = 0}, we have
λ
1
2‖Dmd u‖Lp(O+T )
≤ N
∑
|α|≤m
λ
|α|
2m ‖fα‖Lp(O+T )
,
where N = N(d,m, n, p, δ,K).
Proof. Due to a density argument, it suffices to assume u ∈ C∞0 (O
+
∞). First
we suppose that p ∈ (2,∞) and T = ∞. Under these assumptions, from
Theorem 4.7, we deduce that
(Dmd u)
#(X0)
≤ κ−1(M(Dmd u)
2(X0))
1
2 +Nκm+
d
2
∑
|α|≤m
λ
|α|
2m
− 1
2 (M(fα)
2(X0))
1
2
for any κ ≥ 64 and X0 ∈ O
+
∞. This, together with the Fefferman–Stein
theorem and the Hardy–Littlewood maximal function theorem, yields
‖Dmd u‖Lp(O+∞) ≤ N‖(D
m
d u)
#‖Lp(O+∞)
≤ Nκ−1‖(M(Dmd u)
2)
1
2‖Lp(O+∞) +Nκ
m+ d
2
∑
|α|≤m
λ
|α|
2m
− 1
2‖(M(fα)
2)
1
2‖Lp(O+∞)
≤ Nκ−1‖Dmd u‖Lp(O+∞) +Nκ
m+ d
2
∑
|α|≤m
λ
|α|
2m
− 1
2 ‖fα‖Lp(O+∞).
Now we choose κ sufficiently large such that the first term on the right-
hand side of the inequality above is absorbed in the left-hand side. Then
we obtain the desired estimate. For T ∈ (−∞,∞), a standard argument in
[25] can be applied. The case p = 2 follows from Lemma 4.1. 
5. Mean oscillation estimate for Dx′D
m−1u
In this section, we obtain a mean oscillation estimate for Dx′D
m−1u. The
following lemma shows that ‖Dmd u‖Lp can be bounded by ‖Dx′D
m−1u‖Lp
and ‖fα‖Lp for systems with simple coefficients.
Lemma 5.1. Let T ∈ (−∞,∞] and p ∈ [2,∞). Assume that u ∈ Hmp (O
+
T )
and
ut + (−1)
mL0u+ λu =
∑
|α|≤m
Dαfα
with the conormal derivative boundary condition on {xd = 0}, where λ ≥ 0
and fα ∈ Lp(O
+
∞). Then there exists a constant N , depending only on
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d,m, n, δ,K, and p, such that
λ
1
2 ‖Dmu‖Lp(O+T )
≤ N
∑
|α|≤m
λ
|α|
2m ‖fα‖Lp(O+T )
+Nλ
1
2 ‖Dx′D
m−1u‖Lp(O+T )
.
Especially, if λ = 0 and fα = 0 when |α| < m, then
‖Dmu‖Lp(O+T )
≤ N‖Dx′D
m−1u‖Lp(O+T )
+N
∑
|α|=m
‖fα‖Lp(O+T )
.
Proof. The case λ = 0 follows by letting λց 0 after the estimate with λ > 0
is proved.
We use a scaling argument. Let v(t, x′, xd) = u(µ
−2mt, x′, µ−1xd) with a
sufficiently large constant µ to be chosen later. Then v satisfies in O+
µ2mT
,
vt + (−1)
m
∑
|α|=|β|=m
µαd+βd−2mDα(A˜αβDβv)+µ−2mλv
=
∑
|α|≤m
µαd−2mDαf˜α
with the conormal derivative boundary condition on {xd = 0}, where
A˜αβ(t) = Aαβ(µ−2mt), f˜α(t, x
′, xd) = fα(µ
−2mt, x′, µ−1xd).
We leave the term (−1)mDαˆ(A˜αˆαˆDαˆv) on the left-hand side and move all
the other spatial derivatives to the right-hand side and add (−1)mDmd−1v to
both sides of the system,
vt+(−1)
m
(
Dαˆ(AαˆαˆDαˆv)+Dmd−1v
)
+µ−2mλv =
∑
|α|≤m
Dαfˆα+(−1)
mDmd−1v,
where fˆα = µ
αd−2mf˜α for |α| < m,
fˆα = µ
αd−2mf˜α +
∑
|β|=m
(−1)m+1µαd+βd−2mA˜αβ(t)Dβv
for |α| = m but α 6= αˆ, and
fˆαˆ = µ
−mf˜αˆ +
∑
β 6=αˆ
|β|=m
(−1)m+1µβd−mA˜αˆβ(t)Dβv.
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Then we implement Theorem 4.8 to get
µ−mλ
1
2‖Dmv‖Lp(O+
µ2mT
)
≤ N
∑
|α|≤m
(µ−2mλ)
|α|
2m ‖fˆα‖Lp(O+
µ2mT
) +Nµ
−mλ
1
2 ‖Dx′D
m−1v‖Lp(O+
µ2mT
)
≤ N
∑
|α|≤m
(µ−2mλ)
|α|
2mµαd−2m‖f˜α‖Lp(O+
µ2mT
)
+Nµ−mλ
1
2 (
∑
α6=αˆ
|α|=m
∑
|β|=m
µαd+βd−2m‖Dβv‖Lp(O+
µ2mT
)
+
∑
β 6=αˆ
|β|=m
µβd−m‖Dβv‖Lp(O+
µ2mT
)) +Nµ
−mλ
1
2 ‖Dx′D
m−1v‖Lp(O+
µ2mT
).
Let µ be sufficiently large such that
N
∑
α6=αˆ
|α|=m
∑
|β|=m
µαd+βd−2m +
∑
β 6=αˆ
|β|=m
µβd−m ≤ 1/2.
Then we fix this µ and obtain
µ−mλ
1
2‖Dmv‖Lp(O+
µ2mT
) ≤N
∑
|α|≤m
(µ−2mλ)
|α|
2mµαd−2m‖f˜α‖Lp(O+
µ2mT
)
+Nµ−mλ
1
2 ‖Dx′D
m−1v‖Lp(O+
µ2mT
).
After returning to u and fα, we prove the lemma. 
We localize Lemma 5.1 to get Lemma 5.2 following the proof of Lemma
1 in [9].
Lemma 5.2. Let 0 < r < R < ∞ and p ∈ [2,∞). Assume u ∈ Hmp (Q
+
R)
and
ut + (−1)
mL0u = 0 in Q
+
R
with the conormal derivative boundary condition on {xd = 0} ∩ QR. Then
there exists a constant N = N(d,m, n, δ, r,R, p,K) such that
‖Dmu‖Lp(Q+r ) ≤ N(‖Dx′D
m−1u‖Lp(Q+R)
+ ‖u‖Lp(Q+R)
). (5.23)
Next, we state a parabolic type Sobolev embedding theorem.
Lemma 5.3. Let r ∈ (0,∞) and 1 ≤ q ≤ p <∞. Assume that
1
q
−
1
p
≤
1
d+ 2m
.
Let ζ ∈ C∞0 be such ζ = 1 in Q
+
r . Then for any function u such that
uζ ∈ Hmq (O
+
∞), we have D
m−1u ∈ Lp(Q
+
r ) and
‖Dm−1u‖Lp(Q+r ) ≤ N‖uζ‖Hmq (O
+
∞)
,
where N = N(d, r, p, q).
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In the following lemma, we obtain a Ho¨lder estimate of Dm−1u.
Lemma 5.4. Assume that u ∈ C∞loc(O
+
∞) and satisfies
ut + (−1)
mL0u = 0 in Q
+
2
with the conormal derivative boundary condition on {xd = 0} ∩ Q2. Then
for any γ ∈ (0, 1) there exists a constant N = N(d,m, n, δ, γ,K) such that
‖Dm−1u‖ γ
2m
,γ,Q+1
≤ N‖u‖L2(Q+2 )
.
Proof. Due to Lemma 3.2 and the definition of ‖ · ‖Hmp , we have
‖u‖Hm2 (Q
+
r1
) ≤ N(d, r1)‖u‖L2(Q+2 )
,
where 1 < r1 < 2. From Lemma 5.3, we know that there is a p1 satisfying
1
2 −
1
p1
≤ 1d+2m such that
‖Dm−1u‖Lp1 (Q
+
r′
1
) ≤ N(d, p1)‖u‖Hm2 (Q
+
r1
) ≤ N(d, r1, p1)‖u‖L2(Q+2 )
,
where 1 < r′1 < r1. Since Dx′u satisfies the same system and boundary
condition as u, with slight modification of the argument above and Lemma
3.2 we can show that
‖Dx′D
m−1u‖Lp1 (Q
+
r′1
) ≤ N(d, r1, p1)‖u‖L2(Q+2 )
.
From (5.23), choosing 1 < r2 < r
′
1 so that
‖Dmu‖Lp1 (Q
+
r2
) ≤ N(‖Dx′D
m−1u‖Lp1 (Q
+
r′1
) + ‖u‖Lp1 (Q
+
r′1
)) ≤ N‖u‖L2(Q+2 )
,
which implies
‖u‖Hmp1 (Q
+
r2
) ≤ N‖u‖L2(Q+2 )
.
By induction, we can choose an increasing sequence p1, p2, . . ., such that
1
pi
−
1
pi+1
≤
1
d+ 2m
,
and a sequence of decreasing domains Q+r1 ⊃ Q
+
r2 ⊃ · · · , such that
‖u‖Hmpi (Q
+
r2i
) ≤ N‖u‖L2(Q+2 )
.
It is obvious that for any γ ∈ (0, 1), in finite steps we can always take
pn = (d + 2m)/(1 − γ) and Q
+
r2n ⊃ Q
+
1 . Finally applying the Sobolev
embedding theorem again, we prove the lemma. 
Corollary 5.5. Let λ ≥ 0, γ ∈ (0, 1), and X0 = (t0, x
′
0, 0), where t0 ∈ R
and x′0 ∈ R
d−1. Assume that u ∈ C∞loc(O
+
∞) satisfies
ut + (−1)
mL0u+ λu = 0
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in Q+4 with the conormal derivative boundary condition on {xd = 0} ∩ Q4.
Then there exists a constant N = N(d,m, n, δ, γ,K) such that
[Dx′D
m−1u] γ
2m
,γ,Q+1 (X0)
+λ
1
2 [u] γ
2m
,γ,Q+1 (X0)
≤ N
m∑
k=0
λ
1
2
− k
2m ‖Dku‖L2(Q+4 (X0))
.
(5.24)
Proof. By using a translation in t and x′, we may assume that X0 = (0, 0).
First let λ = 0. The inequality in the corollary becomes
[Dx′D
m−1u] γ
2m
,γ,Q+1
≤ N‖Dmu‖L2(Q+4 )
.
We differentiate the system with respect to x′ and apply Lemma 5.4 to Dx′u
to obtain
[Dx′D
m−1u] γ
2m
,γ,Q+1
≤ N‖Dx′u‖L2(Q+4 )
.
Then we apply the same method as in the proof of Lemma 3.4 by considering
u− P .
In order to handle the case λ > 0, we implement an argument originally
due to S. Agmon. Specifically, let
ζ(y) = cos(λ
1
2m y) + sin(λ
1
2m y).
Note that
(−1)mD2my ζ(y) = λζ(y), ζ(0) = 1, |D
mζ(0)| = λ
1
2 .
Denote (t, z) = (t, y, x) to be a point in Rd+2 and set
uˆ(t, z) = u(t, x)ζ(y), Qˆ+r = (−r
2m, 0) × {z : |z| < r, zd+1 > 0, z ∈ R
d+1}.
Obviously, uˆ satisfies
uˆt + (−1)
mL0uˆ+ (−1)
mD2my uˆ = 0
in Qˆ+4 with the conormal derivative boundary condition on {zd+1 = 0}∩ Qˆ4.
Note that although our new operator above is not strongly elliptic, it satisfies
(4.14). By Remark 4.2, Theorem 3.1 and thus Lemmas 5.1-5.4 still hold.
Upon applying the lemma with λ = 0 to uˆ, we find
[Dz′D
m−1uˆ] γ
2m
,γ,Qˆ+1
≤ N‖Dmuˆ‖L2(Qˆ+4 )
, (5.25)
where z′ = (z1, . . . , zd). Since, for example
λ
1
2 [u] γ
2m
,γ,Q+1
≤ [Dmy uˆ] γ
2m
,γ,Qˆ+1
,
we only need to bound the right-hand side of (5.25) by the right-hand side
of (5.24). This can be done easily, since Dmuˆ is a linear combination of
terms like
λ
1
2
− k
2m cos(λ
1
2m y)Dkxu(t, x), λ
1
2
− k
2m sin(λ
1
2m y)Dkxu(t, x), k = 0, . . . ,m.
The corollary is proved. 
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In the following lemma we obtain a mean oscillation estimate ofDx′D
m−1u
for homogeneous systems.
Lemma 5.6. Let r ∈ (0,∞), κ ∈ [64,∞), γ ∈ (0, 1), and X0 = (t0, x0) ∈
O+∞. Assume that u ∈ C∞loc(O
+
∞) satisfies
ut + (−1)
mL0u+ λu = 0
in Q+κr(X0) with the conormal derivative boundary condition on {xd = 0} ∩
Qκr(X0). Then
(|Dx′D
m−1u− (Dx′D
m−1u)Q+r (X0)|)Q+r (X0) + λ
1
2 (|u− (u)Q+r (X0)|)Q+r (X0)
≤ Nκ−γ
m∑
k=0
λ
1
2
− k
2m (|Dku|2)
1
2
Q+κr(X0)
,
where N = N(d, n,m, δ, γ,K).
Proof. Using Corollary 5.5, the proof is exactly the same as Lemma 4.6 and
thus is omitted. 
In the following proposition, we obtain a mean oscillation estimate of
Dx′D
m−1u for systems with simple coefficients.
Proposition 5.7. Let r ∈ (0,∞), κ ∈ [128,∞), λ > 0, γ ∈ (0, 1), and
X0 = (t0, x0) ∈ O
+
∞. Assume that u ∈ C∞loc(O
+
∞) satisfies
ut + (−1)
mL0u+ λu =
∑
|α|≤m
Dαfα
in Q+κr(X0) with the conormal derivative boundary condition on {xd = 0},
where fα ∈ L2,loc(O
+
∞), |α| ≤ m. Then we have
(|Dx′D
m−1u− (Dx′D
m−1u)Q+r (X0)|)Q+r (X0) + λ
1
2 (|u− (u)Q+r (X0)|)Q+r (X0)
≤ Nκ−γ
m∑
k=0
λ
1
2
− k
2m (|Dku|2)
1
2
Q+κr(X0)
+Nκm+
d
2
∑
|α|≤m
λ
|α|
2m
− 1
2 (|fα|
2)
1
2
Q+κr(X0)
,
where N = N(d,m, n, δ, γ,K).
Proof. Let ζ be the function defined at the beginning of the proof of Theorem
4.7. By Theorem 3.1, there exists a unique solution w ∈ Hm2 (O
+
∞) of
wt + (−1)
mL0w + λw =
∑
|α|≤m
Dα(ζfα)
in O+∞ with the conormal derivative boundary condition on {xd = 0}. More-
over, ∑
|α|≤m
λ1−
|α|
2m ‖Dαw‖L2(O+t0)
≤ N
∑
|α|≤m
λ
|α|
2m ‖ζfα‖L2(O+t0 )
,
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from which, we get
(|Dmw|2)
1
2
Q+r (X0)
+ λ
1
2 (|w|2)
1
2
Q+r (X0)
≤ Nκm+
d
2
∑
|α|≤m
λ
|α|
2m
− 1
2 (|fα|
2)
1
2
Q+κr(X0)
,
m∑
k=0
λ
1
2
− k
2m (|Dkw|2)
1
2
Q+κr(X0)
≤ N
∑
|α|≤m
λ
|α|
2m
− 1
2 (|fα|
2)
1
2
Q+κr(X0)
.
By a mollification argument as in Lemma 4.7, we can assume w is smooth.
Let v = u− w, which is smooth as well and satisfies
vt + (−1)
mL0v + λv =
∑
|α|≤m
Dα((1− ζ)fα)
in O+∞ with the conormal derivative boundary condition on {xd = 0}. Hence
in Q+κr/2(X0)
vt + (−1)
mL0v + λv = 0.
Applying Lemma 5.6 to v,
(|Dx′D
m−1v − (Dx′D
m−1v)Q+r (X0)|)Q+r (X0) + λ
1
2 (|v − (v)Q+r (X0)|)Q+r (X0)
≤ Nκ−γ
m∑
k=0
λ
1
2
− k
2m (|Dkv|2)
1
2
Q+
κr/2
(X0)
.
With all the preparations above and following the proof of Theorem 4.7, by
the triangle inequality and the Cauchy–Schwarz inequality we have
(|Dx′D
m−1u− (Dx′D
m−1u)Q+r (X0)|)Q+r (X0) + λ
1
2 (|u− (u)Q+r (X0)|)Q+r (X0)
≤ N
(
(|Dx′D
m−1v − (Dx′D
m−1v)Q+r (X0)|)Q+r (X0)
+ λ
1
2 (|v − (v)Q+r (X0)|)Q+r (X0) + (|D
mw|2)
1
2
Q+r (X0)
+ λ
1
2 (|w|2)
1
2
Q+r (X0)
)
≤ Nκ−γ
m∑
k=0
λ
1
2
− k
2m (|Dkv|2)
1
2
Q+κr(X0)
+Nκm+
d
2
∑
|α|≤m
λ
|α|
2m
− 1
2 (|fα|
2)
1
2
Q+κr(X0)
≤ Nκ−γ
m∑
k=0
λ
1
2
− k
2m (|Dku|2)
1
2
Q+κr(X0)
+Nκm+
d
2
∑
|α|≤m
λ
|α|
2m
− 1
2 (|fα|
2)
1
2
Q+κr(X0)
.
Therefore, we prove the proposition. 
Next, we consider the case that Aαβ are functions of both x and t and
use the argument of freezing the coefficients to obtain:
Lemma 5.8. Let L be the operator in Theorem 2.2. Suppose the lower-order
coefficients of L are all zero. Let ξ, ν ∈ (1,∞) satisfying 1/ξ + 1/ν = 1,
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γ ∈ (0, 1), and λ,R ∈ (0,∞). Assume u ∈ C∞0 (O
+
∞) vanishing outside
Q+R(X1), where X1 ∈ O
+
∞, and
ut + (−1)
mLu+ λu =
∑
|α|≤m
Dαfα
with the conormal derivative boundary condition on {xd = 0}, where fα ∈
L2,loc(O
+
∞). Then there exists a constant N = N(d,m, n, δ, ξ,K, γ) such that
for any r ∈ (0,∞), κ ≥ 128, and X0 ∈ O
+
∞, we have
(|Dx′D
m−1u− (Dx′D
m−1u)Q+r (X0)|)Q+r (X0) + λ
1
2 (|u− (u)Q+r (X0)|)Q+r (X0)
≤ Nκm+
d
2
( ∑
|α|≤m
λ
|α|
2m
− 1
2 (|fα|
2)
1
2
Q+κr(X0)
+ (A#R )
1
2ν (|Dmu|2ξ)
1
2ξ
Q+κr(X0)
)
+Nκ−γ
m∑
k=0
λ
1
2
− k
2m (|Dku|2)
1
2
Q+κr(X0)
.
Proof. Fix a y ∈ Rd+ and set
Lyu =
∑
|α|=|β|=m
Dα(Aαβ(t, y)Dβu(t, x)).
Then we have
ut + (−1)
mLyu+ λu =
∑
|α|≤m
Dαf˜α,
where
f˜α = fα + (−1)
m
∑
|β|=m
(Aαβ(t, y)−Aαβ(t, x))Dβu when |α| = m,
f˜α = fα otherwise.
It follows from Proposition 5.7 that
(|Dx′D
m−1u− (Dx′D
m−1u)Q+r (X0)|)Q+r (X0) + λ
1
2 (|u− (u)Q+r (X0)|)Q+r (X0)
≤ Nκ−γ
m∑
k=0
λ
1
2
− k
2m (|Dku|2)
1
2
Q+κr(X0)
+Nκm+
d
2
∑
|α|≤m
λ
|α|
2m
− 1
2 (|f˜α|
2)
1
2
Q+κr(X0)
.
(5.26)
Note that ∫
Q+κr(X0)
|f˜α|
2 dx dt ≤ N
∫
Q+κr(X0)
|fα|
2 dxdt+NIy, (5.27)
where, for |α| = m,
Iy =
∫
Q+κr(X0)
|(Aαβ(t, y)−Aαβ(t, x))Dβu|2 dx dt.
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Denote B+ to be B+κr(x0) if κr < R, or to be B
+
R (x1) otherwise; denote Q
+
in the same fashion. Now we take the average of Iy with respect to y in B
+.
Since u vanishes outside Q+R(X1), by Ho¨lder’s inequality we get
–
∫
B+
Iy dy = –
∫
B+
∫
Q+κr(X0)∩Q
+
R(X1)
|(Aαβ(t, y)−Aαβ(t, x))Dβu|2 dx dt dy
≤ –
∫
B+
( ∫
Q+
|Aαβ(t, y)−Aαβ(t, x)|2ν dx dt
) 1
ν dy
·
( ∫
Q+κr(X0)∩Q
+
R(X1)
|Dmu|2ξ dx dt
) 1
ξ ,
where, by the boundedness of Aαβ , Ho¨lder’s inequality as well as the defini-
tion of oscx and A
#
R , the integral over B
+ in the last term above is bounded
by a constant times
–
∫
B+
(
∫
Q+
|Aαβ(t, y)−Aαβ(t, x)|2ν dx dt)
1
ν dy
≤ N( –
∫
B+
∫
Q+
|Aαβ(t, y)−Aαβ(t, x)| dx dt dy)
1
ν
≤ N(|Q+|oscx(A
αβ , Q+))
1
ν ≤ N((κr)2m+dA#R)
1
ν .
This together with (5.26) and (5.27) completes the proof of the lemma. 
6. Proof of Theorem 2.2
Proof of Theorem 2.2. First note that the interior estimates are obtained in
Theorem 1 of [9]. With the standard arguments of partition of the unity
and flattening the boundary, it suffices to consider Ω = Rd+.
We may assume that all the lower-order coefficients are zero. Indeed, if
we got the a priori estimate without lower-order terms, for general systems,
we can move lower-order terms to the right-hand side and apply the inter-
polation inequality. Taking λ large enough, we then obtain the estimate for
general systems.
Case 1: p ∈ (2,∞). First we suppose T = ∞ and u ∈ C∞(O+∞)
and vanishes on O+∞\Q˜
+
R0
(X1) for some X1 ∈ O
+
∞, where Q˜
+
R0
(X1) =
{(µ−2mt, x′, µ−1xd) : (t, x) ∈ Q
+
R0
(X1)} and µ ≥ 1 is a parameter which
will be determined later. Then it follows Q˜+R0(X1) ⊂ Q
+
R0
(X˜1), where
X˜1 = (µ
−2mt1, x
′
1, µ
−1x1d). Choose ξ > 1 such that 2ξ < p and fix γ ∈ (0, 1).
Under these assumptions, from Lemma 5.8 we easily deduce
(Dx′D
m−1u)#(X0) + λ
1
2u#(X0) ≤ Nκ
−γ
m∑
k=0
λ
1
2
− k
2m (M(Dku)2(X0))
1
2
+Nκm+
d
2
( ∑
|α|≤m
λ
|α|
2m
− 1
2 (M(fα)
2(X0))
1
2 + ρ
1
2ν (M(Dmu)2ξ(X0))
1
2ξ
)
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for any κ ≥ 128 and X0 ∈ O
+
∞. This, together with the Fefferman–Stein
theorem and the Hardy–Littlewood maximal function theorem, yields
‖Dx′D
m−1u‖Lp + λ
1
2 ‖u‖Lp ≤ N(‖(Dx′D
m−1u)#‖Lp + λ
1
2‖u#‖Lp)
≤ Nκ−γ
m∑
k=0
λ
1
2
− k
2m ‖(M(Dku)2)
1
2 ‖Lp
+Nκm+
d
2
( ∑
|α|≤m
λ
|α|
2m
− 1
2 ‖(M(fα)
2)
1
2 ‖Lp + ρ
1
2ν ‖(M(Dmu)2ξ)
1
2ξ ‖Lp
)
≤ Nκm+
d
2
∑
|α|≤m
λ
|α|
2m
− 1
2‖fα‖Lp +N(κ
−γ + κm+
d
2 ρ
1
2ν )
m∑
k=0
λ
1
2
− k
2m ‖Dku‖Lp
(6.28)
for any κ ≥ 128, where Lp = Lp(O
+
∞).
Now we use the arguments of freezing the coefficients and scaling to get
the estimate of Dmd u. As in Lemma 5.1, let
v(t, x′, xd) = u(µ
−2mt, x′, µ−1xd),
A˜αβ(t, x′, xd) = A
αβ(µ−2mt, x′, µ−1xd),
f˜α(t, x
′, xd) = fα(µ
−2mt, x′, µ−1xd).
Then v satisfies
vt + (−1)
mDmd (A˜
αˆαˆDmd v) + (−1)
m
∑
|α|=|β|=m
(α,β) 6=(αˆ,αˆ)
µαd+βd−2mDα(A˜αβDβv)
+ λµ−2mv =
∑
|α|≤m
µαd−2mDαfα
in O+∞ with the conormal derivative boundary condition on {xd = 0}. We
fix (t, y) ∈ O+∞ and move all spacial derivatives to the right-hand side of the
equation, then add (−1)m(Dmd−1v+D
m
d (A˜
αˆαˆ(t, y)Dmd v)) to both sides of the
equation so that
vt + (−1)
m(Dmd (A˜
αˆαˆ(t, y)Dmd v) +D
m
d−1v) + λµ
−2mv
= Dαfˆα + (−1)
mDmd
(
(A˜αˆαˆ(t, y)− A˜αˆαˆ(t, x))Dmd v
)
+ (−1)mDmd−1v,
where fˆα = µ
αd−2mf˜α for |α| < m,
fˆα = µ
αd−2mf˜α +
∑
|β|=m
(−1)m+1µαd+βd−2mA˜αβ(t, x)Dβv
for |α| = m but α 6= αˆ, and
fˆαˆ = µ
−mf˜αˆ +
∑
β 6=αˆ
|β|=m
(−1)m+1µβd−mA˜αˆβ(t, x)Dβv.
CONORMAL PROBLEM 29
We follow the proof of Lemma 5.8. From (4.18), we know that
(|Dmd v − (D
m
d v)Q+r (X0)|)Q+r (X0)
≤ Nκ1
−1(|Dmd v|
2)
1
2
Q+κ1r(X0)
+Nκ
m+ d
2
1
( ∑
|α|≤m
λ
|α|
2m
− 1
2 (|fˆα|
2)
1
2
Q+κ1r(X0)
+ (|(A˜αˆαˆ(t, y)− A˜αˆαˆ(t, x))Dmd v|
2)
1
2
Q+κ1r(X0)
+ (|Dmx′v|
2)
1
2
Q+κ1r(X0)
)
,
for any X0 ∈ O
+
∞ and κ1 ≥ 64. It is easy to check that A˜
αβ satisfies the
Assumption 2.1(2µ2m+1ρ) with the same R0 as A
αβ and the support of v is
contained in Q+R0(X1). Therefore, applying the same argument as in Lemma
5.8, we obtain
(|Dmd v − (D
m
d v)Q+r (X0)|)Q+r (X0)
≤ Nκ1
−1(|Dmd v|
2)
1
2
Q+κ1r(X0)
+Nκ
m+ d
2
1
∑
|α|≤m
λ
|α|
2m
− 1
2 (|fˆα|
2)
1
2
Q+κ1r(X0)
+Nκ
m+ d
2
1 (2µ
2m+1ρ)
1
2ν (|Dmd v|
2ξ)
1
2ξ
Q+κ1r(X0)
+Nκ
m+ d
2
1 (|D
m
x′v|
2)
1
2
Q+κ1r(X0)
,
where 1/ξ + 1/ν = 1. By the definition of fˆα, the right-hand side of the
inequality above can be bounded by
Nκ1
−1(|Dmd v|
2)
1
2
Q+κ1r(X0)
+Nκ
m+ d
2
1 (2µ
2m+1ρ)
1
2ν (|Dmd v|
2ξ)
1
2ξ
Q+κ1r(X0)
+Nκ
m+ d
2
1
∑
|α|≤m
λ
|α|
2m
− 1
2µαd−2m(|f˜α|
2)
1
2
Q+κ1r(X0)
+Nκ
m+ d
2
1 µ
−1(|Dmd v|
2)
1
2
Q+κ1r(X0)
+Nκ
m+ d
2
1 (|Dx′D
m−1v|2)
1
2
Q+κ1r(X0)
provided that µ ≥ 1. Therefore, we obtain that, for any X0 ∈ O
+
∞,
(Dmd v)
#(X0)
≤ Nκ1
−1(M(Dmd v)
2(X0))
1
2 +Nκ
m+ d
2
1 (2µ
2m+1ρ)
1
2ν (M(Dmd v)
2ξ(X0))
1
2ξ
+Nκ
m+ d
2
1
∑
|α|≤m
λ
|α|
2m
− 1
2µαd−2m(M(f˜α)
2(X0))
1
2
+Nκ
m+ d
2
1 µ
−1(M(Dmd v)
2(X0))
1
2 +Nκ
m+ d
2
1 (M(Dx′D
m−1v)2(X0))
1
2 .
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We denote Lp = Lp(O
+
∞). By the Fefferman–Stein theorem, the Hardy–
Littlewood maximal function theorem, and choosing ξ > 1, 2ξ < p, we get
‖Dmd v‖Lp ≤ N‖(D
m
d v)
#‖Lp
≤ Nκ1
−1‖(M(Dmd v)
2)
1
2‖Lp +Nκ
m+ d
2
1 (2µ
2m+1ρ)
1
2ν ‖(M(Dmd v)
2ξ)
1
2ξ ‖Lp
+Nκ
m+ d
2
1
∑
|α|≤m
λ
|α|
2m
− 1
2µαd−2m‖(M(f˜α)
2)
1
2‖Lp
+Nκ
m+ d
2
1 µ
−1‖(M(Dmd v)
2)
1
2 ‖Lp +Nκ
m+ d
2
1 ‖(M(Dx′D
m−1v)2(X0))
1
2 ‖Lp
≤ Nκ1
−1‖Dmd v‖Lp +Nκ
m+ d
2
1 (2µ
2m+1ρ)
1
2ν ‖Dmd v‖Lp
+Nκ
m+ d
2
1
∑
|α|≤m
λ
|α|
2m
− 1
2µαd−2m‖f˜α‖Lp +Nκ
m+ d
2
1 µ
−1‖Dmd v‖Lp
+Nκ
m+ d
2
1 ‖Dx′D
m−1v‖Lp .
We first let κ1 be sufficiently large and then µ be sufficiently large. Finally
let ρ be sufficiently small and we obtain
‖Dmd v‖Lp ≤ N
∑
|α|≤m
λ
|α|
2m
− 1
2 ‖f˜α‖Lp +N‖Dx′D
m−1v‖Lp .
After changing back to u and fα, we get
‖Dmd u‖Lp ≤ N
∑
|α|≤m
λ
|α|
2m
− 1
2 ‖fα‖Lp +N‖Dx′D
m−1u‖Lp .
Combining the inequality above with (6.28), we know that
m∑
k=0
λ
1
2
− k
2m ‖Dku‖Lp ≤ N‖D
mu‖Lp +Nλ
1
2‖u‖Lp
≤ N‖Dx′D
m−1u‖Lp +Nλ
1
2‖u‖Lp +N‖D
m
d u‖Lp
≤ Nκm+
d
2
∑
|α|≤m
λ
|α|
2m
− 1
2 ‖fα‖Lp +N(κ
−γ + κm+
d
2 ρ
1
2ν )
m∑
k=0
λ
1
2
− k
2m ‖Dku‖Lp .
We take κ sufficiently large and ρ sufficiently small so that the terms involv-
ing u on the right-hand side are absorbed in the left-hand side. In this way,
we prove the desired estimate.
Due to the argument of partition of the unity, we can remove the as-
sumption that u vanishes on O+∞\Q˜
+
R0
(X1) for some X1 ∈ O
+
∞ by choosing
λ0 large enough. The extension to T ∈ (−∞,∞] is by now standard, see
[25].
Case 2: p ∈ (1, 2). Since the system is in the divergence form, this case
follows from the previous case by using the duality argument.
Case 3: p = 2. This case is classical. 
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7. Schauder estimates for systems on the half space
In this section, we prove the Schauder estimates for (1.4) on the half
space. The following lemmas are useful in our proof. The first one is well
known and the proof can be found in [14].
Lemma 7.1. Let Φ be a nonnegative, nondecreasing function on (0, r0] such
that
Φ(ρ) ≤ A(
ρ
r
)aΦ(r) +Brb
for 0 < ρ < r ≤ r0, where 0 < b < a are fixed constants. Then
Φ(r) ≤ Nrb(r−b0 Φ(r0) +B) ∀ r ∈ (0, r0)
with a constant N = N(A, a, b).
The following version of Campanato’s theorem can be found in [14] and
[32].
Lemma 7.2. (i) Let f ∈ L2(Q2) and a ∈ (0, 1]. Assume that
–
∫
Qr(t0,x0)
|f − (f)Qr(t0,x0)|
2 dx dt ≤ A2r2a, ∀ (t0, x0) ∈ Q1, (7.29)
and any 0 < r ≤ 1. Then we have f ∈ C
a
2m
,a(Q1) and
[f ] a
2m
,a,Q1 ≤ NA,
with N = N(d).
(ii) Let f ∈ L2(Q
+
2 ) and a ∈ (0, 1]. Assume that (7.29) holds for r < x0d.
Moreover
–
∫
Q+r (t1,x1)
|f − (f)Q+r (t1,x1)|
2 dx dt ≤ A2r2a, ∀ (t1, x1) ∈ {xd = 0} ∩Q1,
and any 0 < r ≤ 1. Then we have f ∈ C
a
2m
,a(Q+1 ) and
[f ] a
2m
,a,Q+1
≤ NA,
with N = N(d).
7.1. The estimate of Dx′D
m−1
d u.
7.1.1. Systems with coefficients depending only on t. In this part, we con-
sider
ut + (−1)
mL0u = 0 in Q
+
2R (7.30)
with the conormal derivative boundary condition on {xd = 0} ∩Q2R. First,
we have the following mean oscillation estimate.
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Lemma 7.3. Assume that u ∈ C∞loc(O
+
∞) and satisfies (7.30) with the conor-
mal derivative boundary condition on {xd = 0}. Then for any 0 < r < R <
∞ and γ ∈ (0, 1), there exists a constant N = N(d,m, n, δ,K, γ) such that∫
Q+r (X0)
|Dm−1u− (Dm−1u)Q+r (X0)|
2 dx dt
≤ N(
r
R
)2γ+2m+d
∫
Q+R(X0)
|Dm−1u− (Dm−1u)Q+R(X0)
|2 dx dt (7.31)
where X0 ∈ {xd = 0} ∩QR.
Proof. By scaling and translation of the coordinates, without loss of gener-
ality, we can assume R = 1 and X0 = (0, 0).
From the bootstrap argument in Lemma 5.4 and the Sobolev embedding
theorem, for any p > 0, there exists a N = N(d, p) so that
‖u‖Hmp (Q
+
1 )
≤ N‖u‖L2(Q+2 )
.
By the parabolic Sobolev embedding theorem,
[Dm−1u] γ
2m
,γ,Q+1
≤ N‖u‖L2(Q+2 )
,
where γ ∈ (0, 1). Therefore,∫
Q+r
|Dm−1u− (Dm−1u)Q+r |
2 dx dt ≤ Nr2γ+2m+d‖u‖2
L2(Q
+
1 )
provided r ≤ 1/2. Let v be as in Lemma 3.4 and notice that v satisfies the
same system and boundary condition as u. So the inequality holds for v as
well. Due to Lemma 3.4,∫
Q+r
|Dm−1v − (Dm−1v)Q+r |
2 dx dt ≤ Nr2γ+2m+d‖Dm−1v‖2
L2(Q
+
1 )
.
Clearly the inequality above also holds true for r > 1/2. Hence for any
r < 1, ∫
Q+r
|Dm−1u− (Dm−1u)Q+r |
2 dx dt
≤ Nr2γ+2m+d
∫
Q+1
|Dm−1u− (Dm−1u)Q+1
|2 dx dt,
because
Dm−1u−Dm−1v = Dm−1p = (Dm−1u)Q+1
.
The lemma is proved. 
Lemma 7.4. Assume that u ∈ C∞loc(O
+
∞) satisfies
ut + (−1)
mL0u =
∑
|α|≤m
Dαfα in Q
+
4R (7.32)
with the conormal derivative boundary condition on {xd = 0} ∩ Q4R and
fα ∈ C
a∗ if |α| = m for some a ∈ (0, 1), fα ∈ L∞ if |α| < m. Then for any
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0 < r < R ≤ 1, γ ∈ (0, 1), and X0 ∈ {xd = 0} ∩QR, there exists a constant
N = N(n,m, d, δ, γ,K) such that
∫
Q+r (X0)
|Dx′D
m−1u− (Dx′D
m−1u)Q+r (X0)|
2 dx dt
≤ N(
r
R
)2γ+2m+d
∫
Q+R(X0)
|Dx′D
m−1u− (Dx′D
m−1u)Q+R(X0)
|2 dx dt
+N
∑
|α|=m
[fα]
∗2
a,Q+4R
R2a+2m+d +N
∑
|α|<m
‖fα‖
2
L∞(Q
+
4R)
R2+2m+d.
Proof. Let ζ ∈ C∞0 (R
d+1) and
ζ = 1 in Q2R, ζ = 0 outside (−(4R)
2m, (4R)2m)×B4R.
For T = −(4R)2m, consider the following system,
wt + (−1)
mL0w =
∑
|α|≤m
Dα(ζf˜α)
in (−T, 0)×Rd+ with the conormal derivative boundary condition on {xd = 0}
and the zero initial condition on {−T} ×Rd+, where
f˜α(t, x) = fα(t, x)− fα(t, 0)
if |α| = m, and f˜α = fα otherwise. From Theorem 3.1, the above system
has a unique solution w ∈ Hm2 ((−T, 0) × R
d
+). Indeed, we can consider the
system which w˜ = e−λtw satisfies, where λ > 0. It is easy to see that from
Theorem 3.1 we can solve for w˜, and then obtain w. By the mollification
argument as in Lemma 4.7, we may assume that w is smooth. Let v = u−w,
which satisfies
vt + (−1)
mL0v =
∑
|α|=m
Dαfα(t, 0) in Q
+
2R
with the conormal derivative boundary condition on {xd = 0}. We differ-
entiate above system with respect to x′ and let vˆ = Dx′v. Then vˆ satisfies
all the conditions in Lemma 7.3 so that (7.31) holds for vˆ. Therefore, we
obtain
∫
Q+r (X0)
|Dx′D
m−1v − (Dx′D
m−1v)Q+r (X0)|
2 dx dt
≤ N(
r
R
)2γ+2m+d
∫
Q+R(X0)
|Dx′D
m−1v − (Dx′D
m−1v)Q+R(X0)
|2 dx dt. (7.33)
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From the proof of Theorem 3.1,
δ
∫
Q+4R
|Dmw|2 dx dt
≤ N
∑
|α|=m
∫
Q+4R
|(fα(t, x)− fα(t, 0))D
αw| dx dt +
∑
|α|<m
∫
Q+4R
|fαD
αw| dx dt
≤ ε‖Dmw‖2
L2(Q
+
4R)
+N(ε)
∑
|α|=m
‖fα(t, x)− fα(t, 0)‖
2
L2(Q
+
4R)
+
∑
|α|<m
∫
Q+4R
|fαD
αw| dx dt. (7.34)
We take ε sufficiently small so that the first term on the right-hand side is
absorbed in the left-hand side. The second term is less than∑
|α|=m
N [fα]
∗2
a,Q+4R
R2a+d+2m.
The last term can be estimated in the following way. We choose a vector-
valued polynomial as in Lemma 3.4 with respect to w. Let h = w − P (x).
Because P (x) is of degree m− 1, h satisfies the same system and boundary
condition as w. Moreover Dmh=Dmw. Therefore, (7.34) holds with h in
place of w in the last term of the right-hand side. By Lemma 3.4 with 4R
in place of R and the Cauchy–Schwarz inequality,∫
Q+4R
|fαD
αh| dx dt ≤ N‖fα‖L∞(Q+4R)
|Q+4R|
1
2 ‖Dαh‖L2(Q+4R)
≤ N‖fα‖L∞(Q+4R)
|Q+4R|
1
2
(
Rm−|α|‖Dmw‖L2(Q+4R)
+
∑
|β|≤m
R3m+d/2−|α|−|β|‖f˜β‖L∞(Q+4R)
)
. (7.35)
Since R < 1 and for |β| = m
‖f˜β‖L∞(Q+4R)
≤ N [fβ]
∗
a,Q+4R
Ra,
by Young’s inequality and the Cauchy–Schwarz inequality, one can bound
the right-hand side of (7.35) by
ε‖Dmw‖2
L2(Q
+
4R)
+N(ε)(
∑
|α|<m
‖fα‖
2
L∞(Q
+
4R)
R2+2m+d +
∑
|α|=m
[fα]
∗2
a,Q+4R
R2a+2m+d). (7.36)
Finally, choosing ε sufficiently small and combining (7.33)-(7.36), by the
triangle inequality we immediately prove the lemma. 
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Thanks to Lemma 7.1, after taking γ > a, the following inequality holds
for any r ∈ (0, R)∫
Q+r (X0)
|Dx′D
m−1u− (Dx′D
m−1u)Q+r (X0)|
2 dx dt
≤ N(
r
R
)2a+2m+d
∫
Q+R(X0)
|Dx′D
m−1u− (Dx′D
m−1u)Q+R(X0)
|2 dx dt
+N
∑
|α|=m
[fα]
∗2
a,Q+4R
r2a+2m+d +N
∑
|α|<m
‖fα‖
2
L∞(Q
+
4R)
r2a+2m+d.
By Lemma 7.2 together with the corresponding interior estimate, we obtain
[Dx′D
m−1u] a
2m
,a,Q+R
≤ N(R−(2a+d+2m)
∫
Q+4R
|Dmu|2 dx dt+ F 2)
1
2 , (7.37)
where F =
∑
|α|<m ‖fα‖L∞(Q+4R)
+
∑
|α|=m[f ]
∗
a,Q+4R
.
7.1.2. Variable coefficients depending on both x and t. In this part, we use
the argument of freezing the coefficients to deal with the case when Aαβ
depend on both x and t. First, let us consider systems which only consists
of highest order terms:
ut + (−1)
mLhu = ut + (−1)
m
∑
|α|=|β|=m
Dα(AαβDβu) =
∑
|α|≤m
Dαfα (7.38)
in Q+4R and follow the steps in the simple coefficient case. Let X0 ∈ Q
+
R and
the equation above can be written as
ut + (−1)
mL0x0u =
∑
|α|≤m
Dαf˜α,
where
L0x0 =
∑
|α|=|β|=m
Dα(Aαβ(t, x0)D
β),
and
f˜α = fα + (−1)
m
∑
|β|=m
(Aαβ(t, x0)−A
αβ(t, x))Dβu
when |α| = m, and f˜α = fα otherwise. Following exactly the same argument
as in Lemma 7.4 with f˜α in place of fα, we can prove the following lemma
corresponding to Lemma 7.4.
Lemma 7.5. Assume that a ∈ (0, 1), u ∈ C∞loc(O
+
∞) satisfies (7.38) with the
conormal derivative boundary condition on {xd = 0}∩Q4R, fα ∈ C
a∗ if |α| =
m, fα ∈ L∞ if |α| < m, and A
αβ ∈ Ca∗. Then for any 0 < r < R ≤ 1, γ ∈
(0, 1) and X0 ∈ Q
+
R, there exists a constant N = N(d, n,m, δ,K, γ, ‖A
αβ‖∗a)
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such that∫
Q+r (X0)
|Dx′D
m−1u− (Dx′D
m−1u)Q+r (X0)|
2 dx dt
≤ N(
r
R
)2γ+2m+d
∫
Q+R(X0)
|Dx′D
m−1u− (Dx′D
m−1u)Q+R(X0)
|2 dx dt
+N(
∑
|α|=m
[fα]
∗2
a,Q+4R(X0)
+ ‖Dmu‖2
L∞(Q
+
4R(X0))
)R2a+2m+d
+N
∑
|α|<m
‖fα‖
2
L∞(Q
+
4R(X0))
R2+2m+d.
By Lemmas 7.1 and 7.2, we derive the following corollary by taking γ > a.
Corollary 7.6. Under the conditions in Lemma 7.5, we have
[Dx′D
m−1u] a
2m
,a,Q+R
≤ N(‖Dmu‖L∞(Q+4R)
+ F ),
where N = N(d,m, n, δ, ‖Aαβ‖∗a,K,R, a) and F is defined in (7.37) .
Proof of Theorem 2.3: Now we are ready to handle the general system
ut + (−1)
mLu =
∑
|α|≤m
Dαfα,
which can be written as
ut + (−1)
mLhu =
∑
|α|≤m
Dαf˜α,
where
f˜α = fα + (−1)
m+1
∑
|β|<m
AαβDβu if |α| = m,
f˜α = fα + (−1)
m+1
∑
|β|≤m
AαβDβu otherwise.
Note that∑
|β|<m
[AαβDβu]∗
a,Q+4R
≤ N
∑
|β|<m
(‖Aαβ‖L∞ [D
βu]∗
a,Q+4R
+[Aαβ]∗a‖D
βu‖L∞(Q+4R)
).
We substitute fα with f˜α in the estimate of Corollary 7.6 to get
[Dx′D
m−1u] a
2m
,a,Q+R
≤ N(‖Dmu‖L∞(Q+4R)
+
∑
|β|<m
‖Dβu‖∗
a,Q+4R
+ F ).
After implementing a standard interpolation inequality, for instant see Sec-
tion 8.8 of [23] and Lemma 5.1 of [14], we prove Theorem 2.3. 
7.2. The estimate of Dmd u. In this subsection, we prove the Schauder
estimate for Dmd u. In this case, in view of the example in the introduction
it is not sufficient that the coefficients are merely measurable in t. We need
the coefficients to be Ho¨lder continuous in t as well.
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7.2.1. Special system with coefficients depending only on t. In this part, we
study the special system which we introduced in Lemma 4.3.
Lemma 7.7. Assume that u ∈ C∞loc(O
+
∞) satisfies
ut + (−1)
mL˜0u =
∑
|α|=m
Dαfα in Q
+
2R
with the conormal derivative boundary condition on {xd = 0} ∩Q2R. More-
over, Aαˆαˆ and fαˆ are constants, and fα = fα(t) for |α| = m,α 6= αˆ. Then
for any 0 < r < R ≤ 1 and X0 ∈ {xd = 0} ∩ QR, there exist a constant
N = N(d, n,m, δ,K) and a constant vector c such that∫
Q+r (X0)
|Dmd u− c|
2 dx dt ≤ N(
r
R
)4m+d
∫
Q+R(X0)
|Dmd u− c|
2 dx dt.
Proof. Following the method in the proof of Lemma 4.3, it is obvious that
the system and boundary condition can be written as
ut + (−1)
mL˜0u = 0 in Q
+
2R,
Dmd u = (−1)
m(Aαˆαˆ)−1fαˆ, D
m+1
d u = · · · = D
2m−1
d u = 0 on {xd = 0} ∩Q2R.
Due to our assumption, Dmd u is constant on the boundary. Hence v :=
Dmd u− (−1)
m(Aαˆαˆ)−1fαˆ satisfies
vt + (−1)
mL˜0v = 0 in Q
+
2R,
v = · · · = Dm−1d v = 0 on {xd = 0} ∩Q2R.
From Lemma 4.6 of [11],∫
Q+r (X0)
|v|2 dx dt ≤ N(
r
R
)4m+d
∫
Q+R(X0)
|v|2 dx dt.
Setting c = (−1)m(Aαˆαˆ)−1fαˆ, we obtain the desired estimate. 
We now use a scaling argument to handle Dmd u for systems with simple
coefficients. Assume that u satisfies (7.32) and as in the proof of Theorem
2.2, we define v, f˜α, and A˜
αβ. Then v satisfies the following system
vt + (−1)
m
∑
|α|=|β|=m
µαd+βd−2mDα(A˜αβ(t)Dβv) =
∑
|α|≤m
µαd−2mDαf˜α
(7.39)
in Tµ(Q
+
4R), with the conormal derivative boundary condition on {xd =
0}∩Tµ(Q4R), where Tµ(t, x
′, xd) = (µ
2mt, x′, µxd). From now on, we consider
the system of v with µ ≥ 1 and it is easy to see that Q+4R ⊂ Tµ(Q
+
4R). Note
that the regularity assumptions on Aαβ and fα are naturally inherited by
A˜αβ and f˜α. For instance, if fαˆ ∈ C
a
2m
,a, then f˜αˆ ∈ C
a
2m
,a.
Lemma 7.8. Assume that a ∈ (0, 1), v ∈ C∞loc(O
+
∞) satisfies (7.39) in
Q+4R with the conormal derivative boundary condition on {xd = 0} ∩ Q4R,
f˜αˆ ∈ C
a
2m
,a and f˜α ∈ C
a∗ if |α| = m but α 6= αˆ, f˜α ∈ L∞ if |α| <
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m. Moreover, A˜αˆβ(t) ∈ C
a
2m (R). Then there exist two constants N1 =
N1(d, n,m, δ,K, 〈A˜
αˆβ〉 a
2m
, R, a) and N2 = N2(d, n,m, δ,K,R, a) such that
[Dmd v] a
2m
,a,Q+R
≤N1‖D
mv‖L∞(Q+4R)
+N2([Dx′D
m−1v] a
2m
,a,Q+4R(X0)
+ µ−1[Dmd v] a
2m
,a,Q+4R
+ G˜),
where
G˜ =
∑
|α|=m
α6=αˆ
[f˜α]
∗
a,Q+4R
+ [f˜αˆ] a
2m
,a,Q+4R
+
∑
|α|≤m
‖f˜α‖L∞(Q+4R)
. (7.40)
Proof. We move all the spatial derivatives to the right-hand side and then
add
(−1)mDmd−1v + (−1)
mDαˆ(A˜αˆαˆ(0)Dαˆv)
to both sides of the system so that
vt + (−1)
m
(
Dαˆ(A˜αˆαˆ(0)Dαˆv) +Dmd−1v
)
=
∑
|α|≤m
Dαfˆα + (−1)
mDmd−1v + (−1)
m+1Dαˆ((A˜αˆαˆ(t)− A˜αˆαˆ(0))Dαˆv),
(7.41)
where fˆα = µ
αd−2mf˜α for |α| < m,
fˆα = µ
αd−2mf˜α + (−1)
m+1
∑
|β|=m
µαd+βd−2mA˜αβ(t)Dβv
for |α| = m but α 6= αˆ, and
fˆαˆ = µ
−mf˜αˆ + (−1)
m+1
∑
β 6=αˆ
|β|=m
µβd−mA˜αˆβ(t)Dβv.
Notice that the left-hand side of (7.41) satisfies the conditions in Lemma
7.7 and similar to L˜0 we denote this operator as Lˆ0. The only difference is
that Aαˆαˆ is constant in Lˆ0.
We use basically the same argument as in Lemma 7.4 with slight modi-
fications. Let w ∈ Hm2 ((−(4R)
2m, 0) × Rd+) be the solution of the following
system
wt + (−1)
mLˆ0w =
∑
|α|≤m
Dα(ζfα) + (−1)
m
d−1∑
j=1
Dmj (ζ(D
m
j v −D
m
j v(t, 0)))
+ (−1)m+1Dαˆ(ζ(A˜αˆαˆ(t)− A˜αˆαˆ(0))Dαˆv) in (−(4R)2m, 0)× Rd+ (7.42)
with the conormal derivative boundary condition on {xd = 0} and the zero
initial condition on {−(4R)2m}×Rd+, where ζ is the same smooth function as
in Lemma 7.4, f αˆ = fˆαˆ(t, x)−fˆαˆ(0, 0), fα = fˆα(t, x)−fˆα(t, 0) if |α| = m and
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α 6= αˆ, and fα = fˆα otherwise. Upon applying the mollification argument
as in Lemma 4.7, we can assume that w is smooth. Then v := u−w, satisfies
vt + (−1)
mLˆ0v =
∑
|α|=m
α6=αˆ
Dαfˆα(t, 0) +D
αˆfˆαˆ(0, 0) + (−1)
m
d−1∑
j=1
D2mj v(t, 0)
(7.43)
in Q+2R with the conormal derivative boundary condition on {xd = 0}∩Q2R.
Due to Lemma 7.7,
∫
Q+r (X0)
|Dmd v− c|
2 dx dt ≤ N(
r
R
)4m+d
∫
Q+R(X0)
|Dmd v− c|
2 dx dt
for some constant vector c. Next we estimate w applying the same idea as
in Lemma 7.4,
δ
∫
Q+4R
|Dmw|2 dx dt
≤
∑
|α|<m
(−1)|α|
∫
Q+4R
ζ(x)µαd−2mf˜αD
αw dxdt
−
∫
Q+4R
ζ(A˜αˆαˆ(t)− A˜αˆαˆ(0))DαˆvDαˆw dxdt
+ (−1)m
∫
Q+4R
ζ(x)(fˆαˆ(t, x)− fˆαˆ(0, 0))D
αˆw dxdt
+N
∑
|α|=m
α6=αˆ
(−1)m
∫
Q+4R
ζ(x)(fˆα(t, x)− fˆα(t, 0))D
αw dxdt
+
d−1∑
j=1
∫
Q+4R
ζ(Dmj v(t, x) −D
m
j v(t, 0))D
m
j w dxdt. (7.44)
The first term on the right-hand side of (7.44) can be dealt with in the same
way as (7.35) in Lemma 7.4. Indeed, we use the same h as in the proof of
Lemma 7.4, i.e., h = w − P (x) where P (x) is the vector-valued polynomial
as in Lemma 3.4. Therefore, the inequality above holds with h in place of
w in the first term on the right-hand side of the inequality above and the
first term can be estimated as follows:
∫
Q+4R
|ζµαd−2mf˜αD
αh| dx dt ≤ Nµαd−2m‖f˜α‖L∞(Q+4R)
|Q+4R|
1
2 ‖Dαh‖L2(Q+4R)
.
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Then we apply Lemma 3.4 to h, which satisfies (7.42), and note that A˜αˆαˆ ∈
C
a
2m (R) to bound the first term by
Nµαd−2m‖f˜α‖L∞(Q+4R)
|Q+4R|
1
2
(
Rm−|α|‖Dmw‖L2(Q+4R)
+
∑
|β|≤m
R3m+d/2−|α|−|β|‖fβ‖L∞(Q+4R)
+R2m+d/2−|α|+a([Dmx′v]
∗
a,Q+4R
+ ‖Dmd v‖L∞(Q+4R)
)
)
.
Recall the definition of fα and notice that
‖fα‖L∞(Q+4R)
≤ [f˜α]
∗
a,Q+4R
+N2[Dx′D
m−1v]∗
a,Q+4R
+N2µ
−1[Dmd v]
∗
a,Q+4R
for |α| = m but α 6= αˆ, and
‖f αˆ‖L∞(Q+4R)
≤ [f˜αˆ] a
2m
,a,Q+4R
+N2〈A˜
αˆβ〉 a
2m
‖Dmv‖L∞(Q+4R)
+N2[Dx′D
m−1v] a
2m
,a,Q+4R
.
We obtain
∑
|α|<m
∫
Q+4R
|ζ(x)µαd−2mf˜αD
αw| dx dt
≤ ε‖Dmw‖2
L2(Q
+
4R)
+N2(ε)
∑
|α|<m
‖f˜α‖
2
L∞(Q
+
4R)
R2+2m+d
+N2(ε)(
∑
|α|=m
α6=αˆ
[f˜α]
∗2
a,Q+4R
+ [f˜αˆ]
2
a
2m
,a,Q+4R
+ [Dx′D
m−1v]2a
2m
,a,Q+4R
+ µ−1[Dmd v]
2
a
2m
,a,Q+4R
)R2a+d+2m +N1‖D
mv‖2
L∞(Q
+
4R)
R2a+d+2m
provided that µ≥ 1.
For the other terms on the right-hand side of (7.44), following the proof
of Lemma 7.4, we apply Young’s inequality so that, for any ε > 0, the
right-hand side of (7.44) is bounded by
ε‖Dmw‖2
L2(Q
+
4R)
+N2(ε)
( ∑
|α|=m
α6=αˆ
[f˜α]
∗2
a,Q+4R
+ [f˜αˆ]
2
a
2m
,a,Q+4R
+ [Dx′D
m−1v]2a
2m
,a,Q+4R
+ µ−1[Dmd v]
2
a
2m
,a,Q+4R
)
R2a+2m+d
+N1‖D
mv‖2
L∞(Q
+
4R)
R2a+2m+d +N2
∑
|α|<m
‖f˜α‖
2
L∞(Q
+
4R)
R2+2m+d. (7.45)
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After choosing ε sufficiently small, by the triangle inequality, (7.43) and
(7.45) we obtain∫
Q+r (X0)
|Dmd v − c|
2 dx dt
≤ N2(
r
R
)4m+d
∫
Q+R(X0)
|Dmd v − c|
2 dx dt+ IR2a+2m+d,
where
I :=N2(
∑
|α|=m
α6=αˆ
[f˜α]
∗2
a,Q+4R
+N1‖D
mv‖2
L∞(Q
+
4R)
+
∑
|α|<m
‖f˜α‖
2
L∞(Q
+
4R)
+ [f˜αˆ]
2
a
2m
,a,Q+4R
+ [Dx′D
m−1v]2a
2m
,a,Q+4R(X0)
+ µ−1[Dmd v]
2
a
2m
,a,Q+4R
).
From Lemma 7.1, we know that∫
Q+r (X0)
|Dmd v − c|
2 dx dt
≤ N2(
r
R
)2a+2m+d
∫
Q+R(X0)
|Dmd v − c|
2 dx dt+ Ir2a+2m+d.
By Lemma 7.2, we get
[Dmd v]
2
a
2m
,a,Q+R
≤ N2(R
−(2a+d+2m)‖Dmv − c‖2
L2(Q
+
4R)
+ I)
≤ N2([Dx′D
m−1v]2a
2m
,a,Q+4R
+ µ−1[Dmd v]
2
a
2m
,a,Q+4R
+ G˜2) +N1‖D
mv‖2
L∞(Q
+
4R)
.
Therefore, we prove the lemma. 
7.2.2. General systems with coefficients depending on both x and t. Similar
to Lemma 7.8, we can estimate the highest normal derivative in the case of
variable coefficients depending on both x and t. As before, we need more
regularity assumptions on A˜αβ and f˜α. Similar to Lemma 7.5 and Corollary
7.6, following the proof of Lemma 7.8, we can prove the lemma below.
Lemma 7.9. Assume that a ∈ (0, 1), v ∈ C∞loc(O
+
∞) satisfies
vt + (−1)
m
∑
|α|=|β|=m
µαd+βd−2mDα(A˜αβDβv) =
∑
|α|≤m
µαd−2mDαf˜α
in Q+4R with the conormal derivative boundary condition on {xd = 0} ∩Q4R
and f˜αˆ ∈ C
a
2m
,a, f˜α ∈ C
a∗ if |α| = m and α 6= αˆ, f˜α ∈ L∞ if |α| < m,
A˜αˆβ ∈ C
a
2m
,a, and A˜αβ ∈ Ca∗ for the other |α| = m. Then there ex-
ist two constants N1 = N1(d, n,m, δ,K, ‖A˜
αˆβ‖ a
2m
,a, ‖A˜
αβ‖∗a, R, a) and N2 =
N2(d, n,m, δ,K,R, a) such that
[Dmd v] a
2m
,a,Q+R
≤ N1‖D
mv‖L∞(Q+4R)
+N2([Dx′D
m−1v] a
2m
,a,Q+4R
+ µ−1[Dmd v] a
2m
,a,Q+4R
+ G˜),
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where G˜ is defined in (7.40).
Furthermore, from Lemma 7.9 we follow the proof of the Theorem 2.3
moving the lower-order terms to the right-hand side regarded as part of f˜α
and noticing that∑
|β|<m
[A˜αβDβv] a
2m
,a,Q+4R
≤ N
∑
|β|<m
(‖A˜αβ‖L∞ [D
βv] a
2m
,a,Q+4R
+ [A˜αβ ] a
2m
,a‖D
βv‖L∞(Q+4R)
)
to get the following lemma.
Lemma 7.10. Assume that a ∈ (0, 1), v ∈ C∞loc(O
+
∞) satisfies
vt + (−1)
m
∑
|α|≤m,|β|≤m
µαd+βd−2mDα(A˜αβDβv) =
∑
|α|≤m
µαd−2mDαf˜α
in Q+4R with the conormal derivative boundary condition on {xd = 0} ∩Q4R
and f˜αˆ ∈ C
a
2m
,a, f˜α ∈ C
a∗ if |α| = m and α 6= αˆ, f˜α ∈ L∞ if |α| < m,
A˜αˆβ ∈ C
a
2m
,a, and A˜αβ ∈ Ca∗ for the other |α| = m. Then there ex-
ist two constants N1 = N1(d, n,m, δ,K, ‖A˜
αˆβ‖ a
2m
,a, ‖A˜
αβ‖∗a, R, a) and N2 =
N2(d, n,m, δ,K,R, a) such that
[Dmd v] a
2m
,a,Q+R
≤ N1
∑
|β|≤m
‖Dβv‖L∞(Q+4R)
+N2([Dx′D
m−1v] a
2m
,a,Q+4R
+ µ−1[Dmd v] a
2m
,a,Q+4R
+
∑
|β|<m
[Dβv] a
2m
,a,Q+4R
+ G˜),
where G˜ is defined in (7.40).
Remark 7.11. Note that we can estimate Dx′D
m−1v as well. In fact, all
the proofs hold with v in place of u. The only difference is that the constant
N in Theorem 2.3 may depend on µ.
8. Proof of Theorem 2.4
The following interior Schauder estimates of divergence type higher-order
parabolic systems have been established in [11].
Proposition 8.1. Assume that R ∈ (0, 1] and u ∈ C∞loc(R
d+1) satisfies
ut + (−1)
mLu =
∑
|α|≤m
Dαfα in Q2R.
Suppose that Aαβ ∈ Ca∗, fα ∈ C
a∗ if |α| = m where a ∈ (0, 1), and fα ∈ L∞
if |α| < m. Then there exists a constant N(d, n,m, λ,K, ‖Aαβ‖∗a, R, a) such
that
〈u〉 1
2
+ a
2m
,QR
+ [Dmu] a
2m
,a,QR ≤ N(
∑
|β|≤m
‖Dβu‖L∞(Q2R) + F ),
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where
F =
∑
|α|=m
[fα]
∗
a,Q2R
+
∑
|α|<m
‖fα‖L∞(Q2R).
We have the following global estimate in (0, T )× Rd+.
Proposition 8.2. Let a ∈ (0, 1), u ∈ C∞loc(R
d+1
+ ) satisfy
ut + (−1)
mLu =
∑
|α|≤m
Dαfα in (0, T )× R
d
+
with the conormal derivative boundary condition on (0, T ) × {x : xd = 0},
and fαˆ ∈ C
a
2m
,a, fα ∈ C
a∗ if |α| = m and α 6= αˆ, fα ∈ L∞ if |α| < m,
Aαˆβ ∈ C
a
2m
,a, and Aαβ ∈ Ca∗ for the other α. Then there exists a constant
N = N(d, n,m, δ,K, ‖Aαˆβ‖ a
2m
,a, ‖A
αβ‖∗a, a) such that
[Dmu] a
2m
,a,(0,T )×Rd+
≤ N(‖Dmu‖L∞((0,T )×Rd+)
+
∑
|β|<m
‖Dβu‖ a
2m
,a,(0,T )×Rd+
+G).
Proof. We use a scaling argument and consider the equation of v in the
corresponding domain Tµ((0, T )×R
d
+). If we can prove the inequality above
for v, then after changing back to u, we prove the lemma. Applying the
argument of partition of the unity, translation of the coordinates, Lemma
7.10, Remark 7.11 and the interior estimate Proposition 8.1, we know that
[Dmv] a
2m
,a,(0,T1)×Rd+
≤ N1(µ)(‖D
mv‖L∞((0,T1)×Rd+)
+
∑
|β|<m
‖Dβv‖ a
2m
,a,(0,T1)×Rd+
)
+N2(µ
−1[Dmd v] a
2m
,a,(0,T1)×Rd+
+ G˜),
where N1(µ) depends on µ, but N2 does not, and T1 = µ
2mT . Let µ be
sufficiently large such that N2µ
−1[Dmd v] a2m ,a,(0,T )×R
d
+
is absorbed to the left-
hand side. Then we fix this µ and obtain that
[Dmv] a
2m
,a,(0,T1)×Rd+
≤ N(‖Dmv‖L∞((0,T1)×Rd+)
+
∑
|β|<m
‖Dβv‖ a
2m
,a,(0,T1)×Rd+
+ G˜).
Therefore, we prove the proposition. 
Moreover, we can estimate the regularity of u in the t variable. First we
state a lemma which is a particular case of Lemma 3.3 in [11].
Lemma 8.3. There exists a function ξ ∈ C∞0 (B
+
1 ) with unit integral such
that for any 0 < |α| ≤ m, ∫
B+1
ξ(y)yα dy = 0.
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Next, we show the estimate in the t variable by applying the method in
Proposition 4.1 in [11] which corresponds to the interior estimates.
Proposition 8.4. Suppose that u ∈ C∞loc(R
d+1
+ ) and satisfies
ut + (−1)
mLu =
∑
|α|≤m
Dαfα in Q
+
2R
with the conormal derivative boundary condition on {xd = 0}. The coeffi-
cients of L and fα satisfy the same condition as in Theorem 2.4. Then there
exists a constant N = N(d,m, n, δ,K, ‖Aαβ‖∗a, R, a) such that
〈u〉 1
2
+ a
2m
,Q+R
≤ N(‖Dmu‖∗
a,Q+2R
+
∑
|β|<m
‖Dβu‖L∞(Q+2R)
+ F ).
Proof. We estimate |u(t, x0) − u(s, x0)|, where (t, x0), (s, x0) ∈ Q
+
R. Let
ρ = |t− s|
1
2m and η(x) = 1
ρd
ξ(xρ ), where ξ(x) is the function in Lemma 8.3.
We define
u(t, y) = u(t, y)− Tm,x0u(t, y) + u(t, x0),
where Tm,x0u(t, y) is the Taylor expansion of u in y at x0 up to mth order.
Therefore,
|u(t, x0)− u(s, x0)| ≤ |u(t, x0)−
∫
B+ρ (x0)
η(x0 − y)u(t, y) dy|
+ |u(s, x0)−
∫
B+ρ (x0)
η(x0 − y)u(s, y) dy|
+ |
∫
B+ρ (x0)
η(x0 − y)u(s, y) dy −
∫
B+ρ (x0)
η(x0 − y)u(t, y) dy|. (8.46)
The first two terms on the right-hand side can be estimated in a similar
fashion: noting that
∫
B+ρ
η(x) dx = 1,
|u(t, x0)−
∫
B+ρ (x0)
η(x0 − y)u(t, y) dy|
= |
∫
B+ρ (x0)
η(x0 − y)(u(t, x0)− u(t, y)) dy|.
Since
|u(t, y)− u(t, x0)| = |u(t, y)− Tm,x0u(t, y)| ≤ C[D
mu]∗
a,Q+2R
|y − x0|
m+a,
we get
|u(t, x0)−
∫
B+ρ (x0)
η(x0 − y)u(t, y) dy| ≤ C[D
mu]∗
a,Q+2R
ρm+a.
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For the last term of the right-hand side of (8.46), by the definition of η,
|
∫
B+ρ (x0)
η(x0 − y)u(t, y) dy −
∫
B+ρ (x0)
η(x0 − y)u(s, y) dy|
= |
∫
B+ρ (x0)
η(x0 − y)u(t, y) dy −
∫
B+ρ (x0)
η(x0 − y)u(s, y) dy|
= |
∫ t
s
∫
B+ρ (x0)
η(x0 − y)ut(τ, y) dy dτ |.
Because u satisfies the equation,
|
∫ t
s
∫
B+ρ (x0)
η(x0 − y)ut(τ, y) dy dτ |
= |
∫ t
s
∫
B+ρ (x0)
η(x0 − y)(
∑
|α|≤m,|β|≤m
Dα((−1)m+1AαβDβu(τ, y))
+
∑
|α|≤m
Dαfα) dy dτ |. (8.47)
We can substitute fα by fα(t, x)−fα(t, x0) when |α| = m since η has compact
support in B+ρ (x0). Moreover, for |α| = m,
Dα(AαβDβu)
= Dα
(
(Aαβ −Aαβ(t, x0))D
βu
)
+Dα(Aαβ(t, x0)(D
βu−Dβu(t, x0))).
We plug all these into (8.47) and integrate by parts. It follows easily that
|
∫ t
s
∫
B+ρ (x0)
η(x0 − y)ut(τ, y) dy dτ |
≤
∑
|α|=m
|β|≤m
(
[Aαβ ]∗a‖D
βu‖L∞(Q+2R)
+ [Dβu]∗
a,Q+2R
‖Aαβ‖L∞
)
· ρa
∫
Q+ρ (X0)
|Dmη(x0 − y)| dy dτ
+
∑
|α|<m
|β|≤m
‖Aαβ‖L∞‖D
βu‖L∞(Q+2R)
∫
Q+ρ (X0)
|Dαη(x0 − y)| dy dτ
+
∑
|α|<m
‖fα‖L∞(Q+2R)
∫
Q+ρ (X0)
|Dαη(x0 − y)| dy dτ
+
∑
|α|=m
‖Dmη‖L∞ [fα]
∗
a,Q+2R
|Q+ρ |ρ
a,
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which is bounded by
C
∑
|β|=m
‖Dβu‖∗
a,Q+2R
ρm+a + C
∑
|α|=m
[fα]
∗
a,Q+2R
ρm+a
+ C
∑
|α|<m
(‖fα‖L∞(Q+2R)
+ ‖Dαu‖L∞(Q+2R)
)ρm+1.
Here we used ‖Dαη‖L∞ ≤ Cρ
−d−|α| for any |α| ≤ m. Hence,
|u(t, x0)− u(s, x0)| ≤ Cρ
m+a(‖Dmu‖∗
a,Q+2R
+
∑
|β|<m
‖Dβu‖L∞(Q+2R)
+ F ).
The proof is completed. 
Following the idea in proving Theorem 2.1 of [11], due to Proposition
8.2, Proposition 8.4, the standard arguments of partition of the unity and
flattening the boundary, we obtain
〈u〉a+m
2m
,(0,T )×Ω + [D
mu] a
2m
,a,(0,T )×Ω
≤ N(‖Dmu‖L∞((0,T )×Ω) +
∑
|β|<m
‖Dβu‖ a
2m
,a,(0,T )×Ω +G).
By the interpolation inequalities in Ho¨lder spaces, for instance see Section
8.8 of [23],
〈u〉a+m
2m
,(0,T )×Ω + [D
mu] a
2m
,a,(0,T )×Ω ≤ N(‖u‖L∞((0,T )×Ω) +G).
Applying the interpolation inequalities again, we get
‖u‖L∞((0,T )×Ω) ≤ N(ε)‖u‖L2((0,T )×Ω)+ε([D
mu] a
2m
,a,(0,T )×Ω+〈u〉a+m
2m
,(0,T )×Ω).
Upon taking ε sufficiently small, we arrive at
‖u‖a+m
2m
,a+m,(0,T )×Ω ≤ N(‖u‖L2((0,T )×Ω) +G),
which is (2.8). In order to implement the continuity argument to prove the
existence of solutions, we need the right-hand side of (2.8) to be independent
of u and this leads us to consider the following system:
ut + (−1)
mLu+ κu =
∑
|α|≤m
Dαfα in (0, T ) × Ω (8.48)
with the conormal derivative boundary condition on (0, T ) × ∂Ω and the
zero initial condition on {0} × Ω. We choose κ large enough, such that
‖u‖L2((0,T )×Ω) ≤ NG, (8.49)
where N = N(d, n,m, λ,K, ‖Aαβ‖∗a,Ω). To prove (8.49), we rewrite the
system as
ut + (−1)
mLhu+ κu =
∑
|α|≤m
Dαfα + (−1)
m+1(L − Lh)u.
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By the definition of the conormal derivative boundary condition and the
ellipticity of Aαβ ,
δ‖Dmu‖2L2((0,T )×Ω) + κ‖u‖
2
L2((0,T )×Ω)
≤
∑
|α|≤m
∫
(0,T )×Ω
(−1)|α|fαD
αu dx dt
−
∑
|α|=m,|β|<m
∫
(0,T )×Ω
AαβDβuDαu dx dt
+ (−1)m+1+|α|
∑
|α|<m,|β|≤m
∫
(0,T )×Ω
AαβDβuDαu dx dt. (8.50)
We use the Schwarz inequality, Young’s inequality, and the interpolation
inequality to bound the right-hand side by
N(n,m, d, δ,K,Ω, ε)(
∑
|α|≤m
‖fα‖
2
L2((0,T )×Ω)
+ ‖u‖2L2((0,T )×Ω))
+ ε‖Dmu‖2L2((0,T )×Ω).
After taking ε sufficiently small to absorb the term ε‖Dmu‖2L2((0,T )×Ω) to the
left-hand side of (8.50) and choosing κ sufficiently large, we reach (8.49).
Combining (8.49) and (2.8), we get the following lemma.
Lemma 8.5. Assume that L,Ω, and fα satisfy all the conditions in The-
orem 2.4 and u ∈ C∞loc(R
d+1) satisfies (8.48), with the conormal derivative
boundary condition on (0, T )×∂Ω, the zero initial condition on {0}×Ω and
κ large enough, then
‖u‖a+m
2m
,a+m,(0,T )×Ω ≤ NG, (8.51)
where N = N(d,m, n, δ,K, ‖Aαβ‖ a
2m
,a,Ω).
Now we are ready to prove Theorem 2.4.
Proof of Theorem 2.4. We only need to prove the solvability. Since u satis-
fies (8.48) with the conormal derivative boundary condition on (0, T ) × ∂Ω
and the zero initial condition on {0} ×Ω, the function v := e−κtu satisfies
vt + (−1)
mLv + κv = e−κt
∑
|α|≤m
Dαfα
with the corresponding conormal derivative boundary condition and initial
condition. We then reduce the problem to the solvability of v. By Lemma
8.5, (8.51) holds for v. Consider the following equation
vt + (−1)
m(sLv + (1− s)δij∆
mv) + κv = e−κt
∑
|α|≤m
Dαfα
with the same boundary condition and initial condition, where the param-
eter s ∈ [0, 1]. It is known that when s = 0 there is a unique solution in
48 H. DONG AND H. ZHANG
C
a+m
2m
,a+m((0, T ) × Ω). Then by the method of continuity and the a priori
estimate (8.51), we find a solution when s = 1. The theorem is proved. 
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