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Hybrid quantum-classical optimization using near-term quantum technology is an emerging
direction for exploring quantum advantage in high-dimensional systems. However, precise
characterization of all experimental parameters is often impractical and challenging. A vi-
able approach is to use algorithms that rely only on black-box inference rather than analyt-
ical gradients. Here, we combine randomized perturbation gradient estimation with adap-
tive momentum gradient updates to create the AdamSPSA and AdamRSGF algorithms. We
prove the asymptotic convergence of our algorithms in a convex setting, and we benchmark
them against other gradient-based optimization algorithms on non-convex optimal control
tasks. Our results show that these new algorithms accelerate the convergence rate, decrease
the variance of loss trajectories, and efficiently tune up high-fidelity (above 99.9%) Hann-
window single qubit gates from trivial initial conditions with twenty variables.
Closed-loop feedback between quantum and classical systems has applications in the fields
of optimal quantum control, quantum chemistry, and quantum machine learning, because of po-
tential benefits from quantum advantage1–10. Gradient-based algorithms are a common approach
to optimization: they are efficient for high-dimensional problems and theoretically guaranteed to
find the global optimum of convex objective functions. Typically, gradients can be extracted from
an analytical model, but constructing such a model requires precise understanding of the system
of interest. As noisy intermediate-scale quantum (NISQ) systems expand in quantum volume and
progress toward quantum supremacy 5, 11–17, the experimental uncertainties (e.g. unwanted signal
distortion, interactions, on-chip microwave cross talk, and effects from higher energy levels of the
qubits) become increasingly challenging to analytically capture.
When an analytical gradient cannot be derived, gradient-based closed-loop feedback requires
gradient estimation and parameter updates, as shown in Fig 1. These two steps are repeated until
an objective function f(θ) converges or another termination condition is reached. Unfortunately,
using simple finite-difference methods to perform gradient estimation is computationally expen-
sive. In addition, the parameter update rule for simple gradient descent is vulnerable to the effects
of stochastic noise and shallow local minima. These limits on typical gradient-based methods pose
challenges to closed-loop optimization on quantum systems. Therefore, it is crucial to look be-
yond typical gradient-based methods to develop algorithms that are robust to noisy gradients and
shallow local minima and are efficient for high-dimensional optimization.
Specifically, when optimizing an objective function f(θ) via a black-box interface with a
quantum system, only zeroth-order information f(θ) is available through system measurements;
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thus, the gradient ∇θf(θ) cannot be analytically calculated without precise knowledge of the sys-
tem of interest. To perform gradient-based parameter updates, the gradients need to be estimated
with zeroth-order information as in the finite-difference method. When the estimated gradient is
noisy and biased, a robust gradient descent algorithm is critical for updating parameter θ. Opti-
mization routines—such as heavy-ball momentum and adaptive learning rate—have been devel-
oped by the deep learning community to increase convergence rates and lower loss function values
18–27. However, these methods rely on first-order information, which can be efficiently computed
with the backpropagation algorithm in deep learning19. Studies on improving optimization using
only zeroth-order information, specifically for quantum computing purposes, are still lacking but
important.
In this paper, we propose new black-box quantum optimization algorithms that combine
momentum and adaptive learning rate scheduling with random-perturbation-based gradient esti-
mation. We experimentally benchmark these algorithms against other gradient-based algorithms
on quantum optimal control of a single transmon qubit. Compared to standard finite difference and
random-perturbation-based algorithms, our algorithms show significant improvement for twenty-
dimensional optimization, robustness against local minima, and resilience to experimental noise.
We further demonstrate that the gradient-based black-box optimization algorithms can be used to
tune up single qubit gates with high fidelity given noisy and biased gradient estimation.
Results
Stochastic gradient descent. Stochastic gradient-based optimization can be framed as a gener-
alized Robbin-Monro algorithm where optimization parameters θ are updated iteratively by their
gradients 28. The update rule can be written as the following:
θt+1 = θt − atgˆ(θt)
= θt − at
(
g(θt) + bt(θt) + et(θt)
)
,
(1)
where at is the learning rate at training step t. The gradient estimator gˆ(θt) differs from the true
gradient g(θt) by two additional components: the bias of the gradient bt(θt) = E[gˆ(θt)− g(θt)]
and the stochastic noise et(θt) = gˆ(θt) − E[gˆ(θt)]. In the rest of this section, we will first
describe general gradient estimation involving finite-difference methods. Then, we will describe
more efficient versions of these general schemes—randomized perturbation gradient estimation—
which will be used in our new algorithms (AdamSPSA and AdamRSGF). Finally, we will introduce
the update rules for AdamSPSA and AdamRSGF, which incorporate the estimated momentum and
the estimated gradient information into the learning rate at.
General gradient estimation. In black-box optimization, the gradient estimator gˆ(θt) can be
computed with either Kiefer-Wolfowitz (KW) finite-difference algorithms or smooth function approx-
imation29–32. For KW-based algorithms, the ith component of the symmetric finite difference gra-
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dient is the following:
gˆ(θt)
i =
fˆ+(θt + cte
i)− fˆ−(θt − ctei)
2ct
, (2)
where ct is the size of a small perturbation, ei is a one-hot vector with 1 at the ith component, and
fˆ+ = f+ + +t and fˆ− = f− + 
−
t are forward and backward function evaluations with stochastic
noise ±. Here, for a p-dimensional θt, the central difference gradient estimator has stochastic
noise et(θt) = O(1/ct), and it requires 2p function evaluations (on both sides of θt) giving a bias
bt(θt) = O(c
2
t )
33.
In smooth function approximation, a function f is convolved with a non-negative, measur-
able, bounded function ψ(u) that satisfies
∫
ψ(u)du = 1 30–32. In Gaussian smoothing, u is drawn
from a Gaussian distribution. The function approximation f˜u and gradient gˆ are given by:
f˜u(θt) =
(
1
2pi
)p/2 ∫
fˆ(θt + ctu)e
− 1
2
||u||2du,
gˆ(θt) =
(
1
2pi
)p/2 ∫
f˜+(θt + ctu)− f˜−(θt)
ct
ue−
1
2
||u||2du,
(3)
where u is a p-dimensional standard Gaussian random vector and ct is the smoothing parameter 34.
Contrary to KW-based algorithms, smooth function approximation involves single-sided gradient
evaluation, which does not introduce additional bias; however, approximating the function via
Gaussian convolution introducesO(c2t ) bias
35. The stochastic noise of the gradient using Gaussian
smoothing is et(θt) = O(1/ct). Thus, Gaussian smoothing results in the same orders of bias
and stochastic noise as KW-based algorithms, even though it only has a single-sided function
evaluation.
Randomized perturbation gradient estimation. In a high-dimensional domain, the computa-
tional cost of the general gradient estimation methods shown above scales with the dimension of
the optimization parameters θ. Our new algorithms will instead use randomized perturbation gra-
dient estimation methods, which can alleviate linear growth of computational cost while keeping
the bias bt = O(c2t ) and variance et = O(1/ct) of the gradient estimator the same orders of mag-
nitude 35, 36. In particular, we will use simultaneous perturbation stochastic approximation (SPSA)
and randomized stochastic gradient free (RSGF) methods, in which the gradient is estimated by
perturbing the objective function using a random vector (∆ or u). A common choice of perturba-
tion ∆ for SPSA is a Rademacher distribution where each value in ∆ has 0.5 probability of being
+1 or -1. The gradient estimator for SPSA is given by:
gˆ(θt)
i =
fˆ+(θt + ct∆t)− fˆ−(θt − ct∆t)
2ct
1
∆it
. (4)
The gradient estimator for RSGF with Gaussian smoothing can be written as
gˆ(θt)
i =
fˆ+(θt + ctut)− fˆ(θt)
ct
uit, (5)
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where ut is a Gaussian random vector with mean 0 and identity covariance matrix. Both methods
reduce the computational cost for the gradient by a factor of p. The two methods have similar forms
because they both estimate the gradient by randomly perturbing all directions simultaneously, but
they originate from different concepts: SPSA is based on KW finite-difference, whereas RSGF is
based on smooth function approximation.
The noise and variance of the estimated gradients in equations 4 and 5 can be reduced by
taking the mean of N samplings: gˆ(θt)i = 1/N
∑
j gˆ(θt)
i
j . In the experiments presented in
the following sections, SPSA-based gradient estimation involved one sample with two function
evaluations per gradient computation (N = 1), and RSGF-based gradient estimation involved
averaging two samples with one function evaluation per gradient computation (N = 2). Thus,
each algorithm takes the same number of function evaluations in total.
Parameter update. Given an efficient yet noisy and biased gradient estimation method from Eqn
4 or 5, a well-designed gradient descent rule is critical for robust parameter updates. We pro-
pose two new algorithms—AdamSPSA and AdamRSGF—which combine randomized perturba-
tion gradient estimation (Eqn 4, 5) with adaptive momentum estimation, a technique popularized
in the ”Adam” algorithm37. Adam is a first-order gradient descent algorithm in deep learning
which directly uses first-order information, making it suitable for noisy and sparse gradients 37.
The update rule can be written as the following:
θˆit+1 = θˆ
i
t −
at√
vˆit + δ
mˆit,
mˆit =
βtm
i
t∑t
N=0(1− βt−1−N)ΠNi=0βt−i
,
vˆit =
γtv
i
t∑t
N=0(1− γt−1−N)ΠNi=0γt−i
,
mit = βtm
i
t−1 + (1− βt)gˆit,
vit = γtv
i
t−1 + (1− γt)(gˆit)2,
(6)
Contrary to the original Adam algorithm, the gradient gˆt of our new algorithms is evaluated
using either SPSA or RSGF. Because SPSA and RSGF rely on zeroth-order information, they are
noisy and biased. To combat this noise and bias, the update rule in Eqn 6 implements adaptive
momentum estimation from Adam as follows. To update parameters θ, heavy-ball momentum mˆt
is used instead of the gradient gˆt, allowing the algorithm to escape local minima and averaging out
the stochastic noise. In addition, the learning rate at is adjusted based on the exponential moving
average of squared estimated gradient vˆt, thereby boosting the learning rate for the dimension with
sparse gradient. To correct for the bias of exponential moving average,mt and vt are renormalized
by weights βt and γt respectively. Instead of using a constant learning rate at and momentum
coefficient βt (as in the original Adam algorithm37), we require that at, βt, and the perturbation
size ct converge to zero to ensure asymptotic convergence in convex settings. It is important to
note that the original Adam algorithm assumes that the unbiased gradient gˆ is available, whereas
for black-box gradient estimation, the bias and noise of estimated gradients depend on the size of
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the perturbation. Therefore, the new algorithms need additional conditions to ensure convergence
to an optimal value (proof in the supplement), as optimization may result in divergence, i.e. as
ct → 0, the bias bt converges to 0 while the noise et diverges.
Experimental demonstration. Optimal control of a single transmon qubit is well-studied both
theoretically and experimentally 38–41. Our focus here is to use single qubit optimal control as
a test to evaluate the optimization algorithms. While previous experiments have shown single
qubit derivative-removal-by-adiabatic-gate (DRAG) optimization with two variables in a locally
convex setting 1, 2, we benchmark our black-box optimization algorithms in a non-convex setting
without prior knowledge of qubit leakage outside the computational space, signal distortion due
to classical electronics, or a good initial condition for (A,B). Without loss of generality, we test
the new algorithms on tuning a XHann90 gate, which is parameterized as linear combinations of Hann
windows in both the in-phase (I) and quadrature (Q) channels:
IX90 =
N∑
i=1
Ai
(
1− cos (2piit
T
))
,
QX90 =
N∑
i=1
Bi
(
1− cos (2piit
T
))
,
(7)
where the duration of the pulse is T = 20 ns and each channel has 10 free parameters (N = 10).
To benchmark the algorithms, we need to define an optimization loss function for tuning the
XHann90 gate. Simple loss functions using bootstrapping amplitude or Rabi amplitude as the only
constraint will lead to arbitrary Bloch sphere axes. Such loss functions are valid for tuning a high
fidelity X˜Hann90 gate and the corresponding orthogonal Y˜
Hann
90 gate. However, such a X˜
Hann
90 gate is
hard to directly benchmark with the state of the art DRAG gate since its phase is arbitrary. There-
fore, for the purpose of benchmarking, we enforce the orientation of the XHann90 gate by providing
longer 40 ns XRef90 and Y
Ref
90 reference gates (along I and Q channels) as additional constraints on
the phase. These additional constraints increase the difficulty of tuning a XHann90 gate yet are not
necessary for the purpose of tuning high fidelity gates with arbitrary phases.
We design an auxiliary optimization task to benchmark the algorithms, which is later incor-
porated into high-fidelity gate optimization. The qubit is first initialized in |ψ〉X = 1/√2 |0〉 −
i/
√
2 |1〉 by applying a reference XRef90 gate. Then, the XHann90 gate is applied k times resulting in
|ψ〉Xk =
(
XHann90
)k |ψ〉X . The Z projection value is measured after the kth XHann90 gate yielding 〈ZˆXk 〉.
The loss function is defined as the L1 norm between the ideal Z projection values (〈ZX1 〉 = 1,
〈ZX2 〉 = 1/2) and the measured value: Lx =
∑M
k 1/M |〈ZXk 〉 − 〈ZˆXk 〉|. In the following experi-
ments, M is set to 2.
We choose learning rate at = a0/t0.602 and perturbation size ct = c0/t0.101 as proposed
in the original SPSA paper36. These values have been used in a variety of recent experimental
demonstrations3, 42. The coefficients of the exponential moving average of gradient and squared
gradient are set to βt = β0/tλ and a constant, respectively.
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Visualizing optimization trajectories. For the purpose of visualizing the optimization trajecto-
ries, we optimize A1 and B1 and set the coefficients of higher frequency terms (i > 1) to 0. As
shown in Figure 2(a), the landscape is non-convex for two-variable optimization. When the ini-
tial condition is not in the vicinity of the global minimum, simple SPSA and RSGF methods get
trapped in shallow local minima and suffer from fluctuations due to stochasticity of function eval-
uations. By contrast, AdamSPSA and AdamRSGF converge to the vicinity of the global minimum
in twenty evaluations of function perturbations, as shown in Figure 2(b).
Benchmarking different algorithms. Here, we benchmark six algorithms: SPSA, RSGF, finite
difference stochastic approximation (FDSA), AdamSPSA, AdamRSGF and the Adam variant of
FDSA (AdamFDSA). The initial learning rate and perturbation size for all algorithms are the same:
a0 = 0.032, c0 = 0.016, β0 = 0.999, γ0 = 0.999, λ = 0.4. The first key observation is that
the simultaneous perturbation based methods (SPSA, RSGF, AdamSPSA, AdamRSGF) converge
faster than the finite difference methods (FDSA and AdamFDSA), as shown in Figure 3. In high-
dimensional domains, gradient estimation using finite difference is costly because computational
cost scales linearly with dimension. For a domain of dimension twenty, each update requires 40
f± function evaluations. In 480 function evaluations, simple FDSA and AdamFDSA update pa-
rameters (A,B) only twelve times, whereas the other four random perturbation based algorithms
can perform 240 gradient updates, greatly speeding up the convergence given the same learning
rate coefficient a0.
We also see that, given an efficient gradient estimation method, using the Adam variant of
the algorithm can further improve robustness. The loss trajectories for simple SPSA, RSGF, and
FDSA have larger variances due to stochastic noise in the measurements and shallow local min-
ima, as shown in Fig 3. In addition, the losses in the Adam variants converge to a lower value
(more than one standard deviation for both SPSA and RSGF). The performance improvement of
AdamSPSA and AdamRSGF compared to simple SPSA and RSGF requires no additional function
evaluations.
Hann window high fidelity single qubit gate optimization. To verify that AdamSPSA and
AdamRSGF are suitable for optimizing a quantum system with high precision, we use both meth-
ods to perform single-qubit XHann90 gate tune ups and achieve fidelities over 99.9%. The gate opti-
mization contains two stages: A rough tuning stage and a fine tuning stage, shown in Fig. 4(a).
In the rough tuning stage, to enforce the rotation of XHann90 along the x-axis, we introduce
a reference Y loss Ly in addition to the benchmark setup from the previous section. To obtain
Ly, the qubit is initialized in |ψ〉Y = 1/
√
2 |0〉 + 1/√2 |1〉 by applying a reference YRef90 gate.
Additional XHann90 gates are applied k times resulting in |ψ〉Yk =
(
XHann90
)k |ψ〉Y . The Z projec-
tion value is measured after the kth XHann90 gate, yielding 〈ZˆYk 〉. The Y loss function is defined
as Ly =
∑M
k 1/M |〈ZYk 〉 − 〈ZˆYk 〉|, which is the L1 norm of the difference between the ideal Z
projection value 〈ZYk 〉 = 0.5 and the measured value 〈Zˆk〉. The total loss used in optimization is
the average of the reference X and Y loss: L = 1/2(Lx + Ly). As shown in Fig. 4(b) and (d),
AdamSPSA and AdamRSGF are able to find waveforms for the XHann90 gate with loss to close to
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zero.
In the fine tuning stage, we employ Clifford-based randomized benchmarking (RB) to fur-
ther improve the gate fidelity 1, 2. We choose the initial condition for (A,B) in this stage to be
the parameters with the lowest loss value in the previous stage. The Clifford gates are constructed
from {I,XHann90 , XDRAG−90 , XDRAG180 , Y DRAG±90 }, where 20 ns DRAG pulses with 6 ns buffer between two
pulsese are tuned up using the standard calibration43. Here, we set λ = 0.1. For AdamSPSA, we
set α0 = 0.002, c0 = 0.002, and for AdamRSGF, we choose α0 = 0.004 and c0 = 0.004. We
measure the Z-projection |〈Zˆ〉| as a function of the number of applied Clifford gates m, and then
we extract the average Clifford fidelity p by fitting to |〈Zˆ〉| = Apm + B. The loss function is
defined as the average Clifford infidelity LRB = (1− p)× 100. As shown in Fig 4 (c) and (e), both
AdamRSGF and AdamSPSA further improve the gate fidelity via noisy gradient estimation from
LRB. To evaluate the XHann90 gate fidelity, interleaved RB is performed for each set of optimized
(A,B) values. Here, XHann90 is appended to each Clifford gate
44, as shown in Fig4 (a). The re-
sulting XHann90 gate fidelities are both 0.9993 (±5e−5 for AdamSPSA and±10e−5 for AdamRSGF),
while the coherence-limited fidelity is 0.9993.
Discussion
In this paper, we have shown that incorporating momentum and adaptive learning rate schedul-
ing into simultaneous-perturbation-based algorithms significantly improves quantum optimization
results for high-dimensional non-convex problems compared to the finite difference based al-
gorithm and two random-perturbation-based algorithms. We benchmarked our new algorithms,
AdamSPSA and AdamRSGF, using quantum optimal control as a subset of quantum optimiza-
tion. Without using any prior knowledge of signal distortion from classical electronics or weak
anharmonicity of the qubit, our algorithms enabled efficient learning of Hann window pulses that
achieve state-of-the-art gate fidelity. While previous studies have focused on reducing the time
per function evaluation, we have designed and demonstrated optimization algorithms that estimate
gradient efficiently and update parameters robustly. These results open up exciting new opportu-
nities in bridging optimization and quantum optimal, such as fully automatic feedback-based gate
optimization in multi-qubit processors from trivial initial conditions and in optimal control for dif-
ferent types of qubits such as Fluxonium and 0-pi 45–47. Furthermore, our algorithms can be broadly
applied to other quantum optimization problems such as quantum chemistry and quantum machine
learning in NISQ systems as well as black-box optimization problems outside the quantum world
48, 49.
Methods
The transmon qubit was made using bridge-free double-angle evaporation 50, 51. The copla-
nar waveguide cavity for qubit readout and control was fabricated on a 200-nm film of niobium
sputtered on a 500µm thick sapphire substrate using standard optical lithography and dry etching
techniques.
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Qubit control waveforms were generated on a classical computer and sent to the qubit via
input lines (details in the supplement). The initial learning rate and step size a0, c0 were optimized
for the basic versions of the SPSA and RSGF algorithms by performing a random search on loga-
rithmic scale with A = [0.064, 0.032, 0.016, 0.008, 0.004], C = [0.032, 0.016, 0.008, 0.004] before
benchmarking. All other algorithms directly adopted the same a0, c0 without further tuning. The
momentum decay rate λ was optimized by linear scale grid search from 0 with step size 0.1. In
the fine tuning stage, initial leaning rate and step size a0, c0 were optimized by logarithmic search
on (A, C) = [(0.032, 0.032), (0.016, 0.016), (0.008, 0.008), (0.004,0.004), (0.002, 0.002)] while
keeping λ constant.
References
1. Kelly, J. et al. Optimal quantum control using randomized benchmarking.
Physical review letters 112, 240504 (2014).
2. Rol, M. et al. Restless tuneup of high-fidelity qubit gates. Physical Review Applied 7, 041001
(2017).
3. Kandala, A. et al. Hardware-efficient variational quantum eigensolver for small molecules and
quantum magnets. Nature 549, 242 (2017).
4. Zhu, D. et al. Training of quantum circuits on a hybrid quantum computer.
arXiv preprint arXiv:1812.08862 (2018).
5. King, A. D. et al. Observation of topological phenomena in a programmable lattice of 1,800
qubits. Nature 560, 456 (2018).
6. OMalley, P. J. et al. Scalable quantum simulation of molecular energies. Physical Review X
6, 031007 (2016).
7. Otterbach, J. et al. Unsupervised machine learning on a hybrid quantum computer.
arXiv preprint arXiv:1712.05771 (2017).
8. Hu, L. et al. Quantum generative adversarial learning in a superconducting quantum circuit.
Science advances 5, eaav2761 (2019).
9. Kokail, C. et al. Self-verifying variational quantum simulation of the lattice schwinger model.
arXiv preprint arXiv:1810.03421 (2018).
10. Cong, I., Choi, S. & Lukin, M. D. Quantum convolutional neural networks. Nature Physics
(2019). URL https://doi.org/10.1038/s41567-019-0648-8.
11. Preskill, J. Quantum computing and the entanglement frontier.
arXiv preprint arXiv:1203.5813 (2012).
12. Debnath, S. et al. Demonstration of a small programmable quantum computer with atomic
qubits. Nature 536, 63 (2016).
8
13. Boixo, S. et al. Characterizing quantum supremacy in near-term devices. Nature Physics 14,
595 (2018).
14. Preskill, J. Quantum computing in the nisq era and beyond. Quantum 2, 79 (2018).
15. Cross, A. W., Bishop, L. S., Sheldon, S., Nation, P. D. & Gambetta, J. M. Validating quantum
computers using randomized model circuits. arXiv preprint arXiv:1811.12926 (2018).
16. Neill, C. et al. A blueprint for demonstrating quantum supremacy with superconducting qubits.
Science 360, 195–199 (2018).
17. Wright, K. et al. Benchmarking an 11-qubit quantum computer.
arXiv preprint arXiv:1903.08181 (2019).
18. Polyak, B. T. Some methods of speeding up the convergence of iteration methods.
USSR Computational Mathematics and Mathematical Physics 4, 1–17 (1964).
19. Rumelhart, D. E., Hinton, G. E., Williams, R. J. et al. Learning representations by back-
propagating errors. Cognitive modeling 5, 1 (1988).
20. Sutskever, I., Martens, J., Dahl, G. & Hinton, G. On the importance of initialization and
momentum in deep learning. In International conference on machine learning, 1139–1147
(2013).
21. Wilson, A. C., Recht, B. & Jordan, M. I. A lyapunov analysis of momentum methods in
optimization. arXiv preprint arXiv:1611.02635 (2016).
22. Duchi, J., Hazan, E. & Singer, Y. Adaptive subgradient methods for online learning and
stochastic optimization. Journal of Machine Learning Research 12, 2121–2159 (2011).
23. Zeiler, M. D. Adadelta: an adaptive learning rate method. arXiv preprint arXiv:1212.5701
(2012).
24. Tieleman, T. & Hinton, G. Lecture 6.5-rmsprop: Divide the gradient by a running average of
its recent magnitude. COURSERA: Neural networks for machine learning 4, 26–31 (2012).
25. Dauphin, Y., De Vries, H. & Bengio, Y. Equilibrated adaptive learning rates for non-convex
optimization. In Advances in neural information processing systems, 1504–1512 (2015).
26. Dozat, T. Incorporating nesterov momentum into adam (2016).
27. Reddi, S. J., Kale, S. & Kumar, S. On the convergence of adam and beyond.
arXiv preprint arXiv:1904.09237 (2019).
28. Robbins, H. & Monro, S. A stochastic approximation method.
The annals of mathematical statistics 400–407 (1951).
9
29. Kiefer, J., Wolfowitz, J. et al. Stochastic estimation of the maximum of a regression function.
The Annals of Mathematical Statistics 23, 462–466 (1952).
30. Rockafellar, R. Rjb wets variational analysis. A Series of Comprehensives Studies in Mathematics
317 (1998).
31. Yousefian, F., Nedic´, A. & Shanbhag, U. V. On stochastic gradient and subgradient methods
with adaptive steplength sequences. Automatica 48, 56–67 (2012).
32. Duchi, J. C., Bartlett, P. L. & Wainwright, M. J. Randomized smoothing for stochastic opti-
mization. SIAM Journal on Optimization 22, 674–701 (2012).
33. Fornberg, B. Generation of finite difference formulas on arbitrarily spaced grids.
Mathematics of computation 51, 699–706 (1988).
34. Nesterov, Y. & Spokoiny, V. Random gradient-free minimization of convex functions.
Foundations of Computational Mathematics 17, 527–566 (2017).
35. Ghadimi, S. & Lan, G. Stochastic first-and zeroth-order methods for nonconvex stochastic
programming. SIAM Journal on Optimization 23, 2341–2368 (2013).
36. Spall, J. C. et al. Multivariate stochastic approximation using a simultaneous perturbation
gradient approximation. IEEE transactions on automatic control 37, 332–341 (1992).
37. Kingma, D. P. & Ba, J. Adam: A method for stochastic optimization.
arXiv preprint arXiv:1412.6980 (2014).
38. Motzoi, F., Gambetta, J. M., Rebentrost, P. & Wilhelm, F. K. Simple pulses for elimination of
leakage in weakly nonlinear qubits. Physical review letters 103, 110501 (2009).
39. Chow, J. M. et al. Optimized driving of superconducting artificial atoms for improved single-
qubit gates. Physical Review A 82, 040305 (2010).
40. Lucero, E. et al. Reduced phase error through optimized control of a superconducting qubit.
Physical Review A 82, 042339 (2010).
41. Theis, L., Motzoi, F. & Wilhelm, F. Simultaneous gates in frequency-crowded multilevel
systems using fast, robust, analytic control shapes. Physical Review A 93, 012324 (2016).
42. Hou, Z. et al. Experimental realization of self-guided quantum process tomography.
arXiv preprint arXiv:1908.01082 (2019).
43. Sheldon, S. et al. Characterizing errors on qubit operations via iterative randomized bench-
marking. Physical Review A 93, 012301 (2016).
44. Magesan, E. et al. Efficient measurement of quantum gate error by interleaved randomized
benchmarking. Physical review letters 109, 080505 (2012).
10
45. Manucharyan, V. E., Koch, J., Glazman, L. I. & Devoret, M. H. Fluxonium: Single cooper-pair
circuit free of charge offsets. Science 326, 113–116 (2009).
46. Groszkowski, P. et al. Coherence properties of the 0-pi qubit. New Journal of Physics 20,
043053 (2018).
47. Di Paolo, A., Grimsmo, A. L., Groszkowski, P., Koch, J. & Blais, A. Control and coherence
time enhancement of the 0–pi qubit. New Journal of Physics 21, 043002 (2019).
48. Cao, Y. et al. Quantum chemistry in the age of quantum computing. Chemical reviews (2018).
49. Biamonte, J. et al. Quantum machine learning. Nature 549, 195 (2017).
50. Potts, A., Parker, G., Baumberg, J. & de Groot, P. Cmos com-
patible fabrication methods for submicron josephson junction qubits.
IEE Proceedings-Science, Measurement and Technology 148, 225–228 (2001).
51. Koch, J. et al. Charge-insensitive qubit design derived from the cooper pair box.
Physical Review A 76, 042319 (2007).
Acknowledgements
This work was supported by IARPA under contract W911NF-16-1-0114-FE. The authors
would like to acknowledge Christie Chiu, Andra´s Gyenis, Anjali Premkumar, Basil Smitham and
Sara Sussman for valuable comments on the manuscript. Device was fabricated in the Princeton
University Quantum Device Nanofabrication Laboratory and the Princeton Institute for the Science
and Technology of Materials.
Author Contributions
Z.L. designed and fabricated the sample, proposed and proved the algorithms, and performed
the data analysis. Z.L., P.M. performed the measurements. S.G. supervised the optimization al-
gorithms. A.H. supervised the whole process. All authors contributed to the preparation of this
manuscript.
Competing financial interests
The authors declare no competing financial interests.
11
Gradient estimation
Parameter update
Feedback
Finite difference Random perturbation
Steepest descent Adaptive momentum update
Figure 1: Schematic for gradient-based black-box optimization. Hybrid quantum-classical op-
timization contains two stages: gradient estimation, in which the function evaluation runs on a
quantum computer (either with real atoms or artificial atoms), and parameter update, which runs
on a classical computer. Green surfaces are synthesis loss landscapes with a two-dimensional do-
main. The black cross marks are the locations of interest. Blue dots represent function evaluations
for estimating the gradient. The cost of gradient estimation for finite difference is linearly propor-
tional to the dimension of the domain, whereas the cost of random perturbation is independent of
the dimension of the domain. Orange arrows represent the directions of parameter update. Steep-
est descent moves along the direction of the estimated gradient while adaptive momentum update
depends on the history of the previous estimated gradients and regulates the step size based on the
history of squared estimated gradients. The two stages are repeated to lower a loss function until a
termination condition is reached.
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(a) (b)
Figure 2: Optimization loss landscape. (a) Optimization trajectories on a two-dimensional loss
landscape. The loss function Lx is measured by sweeping A1 and B1. For visualization pur-
poses, A1 and B1 are arbitrarily initialized at (0.375, 0.225). Optimization trajectories for SPSA
(blue), RSGF (yellow), AdamSPSA (green), and AdamRSGF (red) are measured independently.
(b) Loss value at each training iteration. The SPSA algorithm (blue) gets trapped in a local min-
imum after six steps. The RSGF algorithm (yellow) makes a large update at step 15 and es-
capes out of the vicinity of the global minimum due to stochastic noise during function evaluation.
Both AdamSPSA (green) and AdamRSGF (red) converge to the vicinity of the global minimum in
twenty steps.
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(a) (b) (c)
Figure 3: Benchmarking six algorithms on optimizing Lx. Loss function Lx as a function of
the number of f±(A,B) evaluations for three different types of gradient estimations: FDSA (a),
SPSA (b), and RSGF (c). Each gradient estimation method is tested with two different update rules:
simple gradient descent and adaptive momentum estimation (Adam variant). Optimization starts
from the same randomly generated initial point (A,B) = (A1, A2, ...A10, B1, B2, ..., B10). Each
experiment contains 480 evaluations and is repeated five times. The mean of the five independent
experiments is plotted as a solid line, and the standard deviation is shown as the shaded area in log
scale.
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Figure 4: XHann90 gate optimization using the AdamSPSA and AdamRSGF algorithms. (a)
Gate optimization is composed of two stages: a rough tuning stage ((b), (d)) and a fine tuning stage
((c), (e)). In the rough tuning stage, the control pulse parameters are initialized to (A,B) = 01×20
and the loss function is defined as L = 1/2(Lx + Ly). Inserts in (b) and (d) show the measured
Z projection values 〈ZˆXk 〉, 〈ZˆYk 〉 and corresponding waveforms in the I and Q channels at different
training iterations (shown with red squares). In the fine tuning stage, the pulse parameters (A,B)
are initialized at the lowest loss value from the first stage (training iteration 88 for AdamSPSA in
(b), training iteration 60 for AdamRSGF in (d)). The loss function for the fine tuning stage is LRB,
which is extracted from randomized benchmarking (RB) experiments. Inserts in (c) and (e) show
the RB and interleaved RB trajectories evaluated at Clifford numbers m = [0, 1, 2, 3, 4, 5, 6, 8, 11,
14, 19, 25, 32, 42, 55, 72, 93, 122, 159, 208, 272, 355, 463, 605, 790, 1032, 1347, 1759, 2297,
3000]. Interleaved RB is measured using the pulse parameters (A,B) at the lowest loss value
found in the fine tuning stage (shown with red squares) to extract gate fidelities of 0.9993± 5E−5
for AdamSPSA and 0.9993± 10E−5 for AdamRSGF.15
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1 Device parameters
The Hamiltonian for a transmon qubit is
H/h¯ = ωa†a− α
2
a†a†aa. (1)
The transmon has frequency ω/2pi = 5.16 GHz and anharmonicity α = 320 MHz. The relaxation
time is T1 = 32µs . The coherence time measured by Ramsey and Echo experiments are T2R =
26µs and T2E = 40µs respectively.
2 Pulse shape distortion
The qubit control waveform is defined on a classical computer and sent into the device via input
lines, shown in Fig 1. Before reaching the device that hosts the quantum chip, the control waveform
Tektronix 
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Figure 1: Schematic of input setup. The control signal is generated by room-temperate electronics
and goes through the input line until it reaches the device at around 20mK. To illustrate the signal
distortion, waveforms are measured at three different locations (1), (2) and (3) at room temperature.
generated on a classical computer is distorted by classical electronics such as waveform generators,
signal generators, line attenuations etc. Here, we use the optimal waveform for the XHann90 gate,
shown in the main text Fig 4 (c), as a demonstration. The window function of the optimal waveform
is sent directly from a computer to an arbitrary waveform generator. As shown in Fig 2 (a),(b) ,
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the waveform is distorted after the first classical electronics: the waveform gets attenuated less
near 200MHz and more around 400MHz. Further down the line, the window function is distorted
after mixing with high frequency signals from a vector signal generator and by other classical
electronics in the fridge, as shown in Fig 2 (c), (d), (e), and (f).
(b)(a)
(c) (d)
(e) (f)
Figure 2: Qubit waveform at different stages. In (a), (c), (e), the black lines represent the optimal
waveform f(t) generated on a computer. The blue lines in (a), (c), (e) are measured waveforms at
location (1), (2), (3) in Fig 1. The blue and black lines in (b), (d), (f) represent the amplitudes of
Fourier components |fˆ(ω)| in plot (a), (c), (e), where the frequency of the blue lines in (d) and (f)
are shifted by ω0/2pi = 5.16GHz.
3 Convergence for AdamSPSA and AdamRSGF
For convex optimization f(θ∗) := inff(θ), Kushner and Clark’s (KC) condition is a necessary
and sufficient condition for limt→∞ θt = θ∗, where the relevant conditions for proving asymptotic
convergence for the Adam version of SPSA and RSGF in convex settings are listed below1, 2:
(A1): {at} is a sequence of positive real number and limt→∞ at = 0 and
∑∞
t=1 at =∞ ,
(A2): limt→∞ bt = 0 ,
(A3): limn→∞( sup
n≤p≤m(n,T )
||∑pt=n atet||) = 0 (KC condition),
2
where at is the learning rate, bt is the biased of the gradient, and et is the stochastic noise of the
gradient as defined in the main text Eqn (1). Note that both bt and et are p dimensional vectors
as the parameter θt. Here, we assume the function gradient, measurement induced noise, and the
function evaluation are bounded by ||git|| ≤ α0, ||±|| ≤ α1 and ||f±|| ≤ α2. The inverse random
perturbation for (Adam)SPSA is bounded by ||1/∆t|| ≤ α3, and for (Adam)RSGF, the expectation
value of random perturbation is bounded by E||ut|| ≤ α3. The bias is bounded by ||bt|| ≤ α4c2t as
the bias is O(c2t )
2, 3.
The KC condition can be satisfied when
∑∞
t=1(at/ct)
2 < ∞ as shown in the original paper on
SPSA 2, where for at = a0/tα and ct = c0/tζ , α− ζ > 0.5.
Momentum SPSA/RSGF When
√
vˆt is set to be a constant, the Adam SPSA/RSGF become
momentum SPSA/RSGF where the learning rate is no longer adaptive based on the history of
squared gradients. Since the bias correction coefficients for the moving averages of gradients
and squared gradients converge to 1 as lim t → ∞, the following proof do not consider the bias
correction for simplicity. The update rule for momentum update without adjusting the bias from
exponential moving average can be written as the following:
θˆt+1 = θˆt − atmt,
mt = βtmt−1 + (1− βt)gˆt.
(2)
Different from the gradient descent θˆt+1 = θˆt − atgˆt, the momentum term βtmt−1 introduces
additional bias and noise,
βtmt−1 = βt(βt−1mt−2 + (1− βt−1)gˆt−1)
= Πt−1i=0βim0 +
t−1∑
N=0
(1− βt−1−N)gˆt−1−NΠNi=0βt−i
=
t−1∑
N=0
(1− βt−1−N)(gt−1−N + bt−1−N + et−1−N)ΠNi=0βt−i.
(3)
As a result, βtmt−1 can be split into two terms, a bias term and a zero mean noise term.
Bias:
t−1∑
N=0
(1− βt−1−N)(gt−1−N + bt−1−N)ΠNi=0βt−i,
Noise:
t−1∑
N=0
(1− βt−1−N)et−1−N(θ)ΠNi=0βt−i.
(4)
3
The additional bias term from Eqn (4) is bounded by:
lim
t→∞
t−1∑
N=0
||(1− βt−1−N)(gt−1−N + bt−1−N)ΠNi=0βt−i||
≤ lim
t→∞
t−1∑
N=0
(||gt−1−N ||+ ||bt−1−N ||)ΠNi=0βt−i
≤ lim
t→∞
(α0p+ α4c
2
t−1−N)
t−1∑
N=0
ΠNi=0βt−i.
(5)
The contribution of the additional noise term from Eqn (4) to limn→∞( sup
n≤p≤m(n,T )
||∑pt=n atet||)
can be rewrite as the following by Doob’s martingale inequality:
lim
t→∞
E||
p∑
t=n
at
t−1∑
N=0
(1− βt−1−N)et−1−NΠNi=0βt−i||
≤ lim
t→∞
p∑
t
at
t−1∑
N=0
(1− βt−1−N)ΠNi=0(βt−i)E||et−1−N ||
≤ lim
t→∞
p∑
t
at
t∑
N=0
ΠNi=0(βt−i)2p(α1 + α0)α3c
−1
t−1
≤ lim
t→∞
p∑
t
at2p(α1 + α2)α3c
−1
t−1
t−1∑
N=0
ΠNi=0(βt−i).
(6)
If βt is defined as an annealing function βt = 1/tλ similar to at and ct, then we define St
St = lim
t→∞
t−1∑
N=0
ΠNi=0βt−i = lim
t→∞
t−1∑
N=0
ΠNi=0
1
(t− i)λ
St+1 = lim
t→∞
t∑
N=0
ΠNi=0
1
(t+ 1− i)λ
(7)
Since St+1(1 + t)λ = 1 + St,
lim
t→∞
t−1∑
N=0
ΠNi=0βt−i = lim
t→∞
1
tλ − 1 . (8)
Therefore, λ > 0 and λ+ α− ζ > 1 are necessary conditions to ensure (A2) and (A3).
On the other hand, a trivial condition to satisfy both (A2) and (A3) is βt = 0 for t > M , where M
is a finite integer. This is equivalent to convert Momentum SPSA and RSGF to the original SPSA
and RSGF after step M , which relaxes the condition for λ from λ+ α− ζ > 1 and λ > 0 to any λ
value for t ≤M , as long as βt = 0 for t > M .
4
Adam SPSA/RSGF We can absorb the adaptive term for the learning rate by defining an effective
learning rate aˆit = at/(
√
vˆit + δ), where aˆt is a p dimensional vector. Additional constrains are
needed for aˆit to satisfy (A1) and (A3).
The adaptive learning rate is bounded by aˆit ≤ at/δ, thus limt→∞ aˆit ≤ limt→∞ at/δ = 0.
The moving average of the squared gradient is
vit = γtv
i
t−1 + (1− γt)(gˆi)2t−1
=
t−1∑
N=1
(1− γt−1−N)(gˆit−1−N)2ΠNi=0γt−i + (1− γt)(gˆi)2t−1.
(9)
Here, we assume γt ∈ (0, 1) is a constant, thus
lim
t→∞
vit = lim
t→∞
(1− γ)
t−1∑
N=1
(gˆit−1−N)
2γN+1 + lim
t→∞
(1− γ)(gˆit−1)2
≤ lim
t→∞
(1− γ)(2(α1 + α2)α3ct−1)2
t−1∑
N=1
γN+1 + lim
t→∞
(1− γ)(2(α1 + α2)α3ct−1)2
= (2(α1 + α2)α3c
−1
t−1)
2.
(10)
For AdamRSGF, ||µt|| is not bounded by α3. Therefore, additional cutoff need to be imposed to
ensure ||µt|| < α3. The additional cutoff is not a general propriety of RSGF method. If we use
smoothing function such as uniform distribution over the surface of l2 ball of radius
√
p, where
||µt|| is bounded, no additional cutoff is necessary 4.
To ensure
∑∞
t=1 aˆ
i
t =∞ with at = a0/tα, ct = c0/tζ :
∞∑
t=1
at/(
√
vit + δ) ≥
∞∑
t=1
at/(2(α1 + α2)α3c
−1
t−1 + δ)
≥
∞∑
t=1
atct−1/(2(α1 + α2)α3 + 1)
>
∞∑
t=1
1
tα+ζ
a0c0/(2(α1 + α2)α3 + 1).
(11)
The p-series diverges when α + ζ ≤ 1
(A3) is satisfied due to
lim
n→∞
( sup
n≤p≤m(n,T )
||
p∑
t=n
aˆite
i
t||)
≤ lim
n→∞
( sup
n≤p≤m(n,T )
||
p∑
t=n
ate
i
t||)/
√
δ.
(12)
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