The traffic flow analysis and the relevant vehicle distribution ("free-moving" or "platooned" vehicles) 
Introduction
The traffic flow composition and the relevant presence of vehicle platoons is particularly interesting in traffic study, and more generally in Highway Engineering, with reference to a plethora of theoretical and practical applications. For instance, as for "traffic operations" [1] [2] [3] [4] , it is well known how the presence of platoons can influence breakdown probability [5, 6] . Moreover, platoon analyses turned out to be important also in the study of car accidents and road safety [7] . Such a very high practical interest accounts for the numerous models developed over the years. By way of an example, it is worth mentioning the research conducted by Baras et al. [8] , which also considers facilities with interrupted flow -and the most recent studies by Ramezani et al. [9] and Jiang et al. [10] . Still today, therefore, the topic has a remarkable scientific and practical interest and deserves in-depth analysis.
At first, this article briefly describes the Pearson type III distribution which represents a time headway probability model (more specifically, a generalized mathematical model). The peculiarity of the Pearson type III distribution is its capacity to generate distribution families depending on the chosen model parameters, which can be suited to a plethora of types of traffic phenomena. In the course of this research, some of the above formulations were used to analyse a vehicle distribution within a traffic flow in steady-state conditions and notably to identify the presence and composition of vehicle platoons. In order to apply this analysis to a great number of observations, a specific algorithm was designed and calibrated according to empirical surveys, suitable to randomly simulate a traffic flow and to "identify" the essential characteristics of any present vehicle platoon. The algorithm was implemented to generate realizations of the random function Q(t) (i.e. a traffic flow on a road cross-section in function of time t) starting from input data. The resulting random functions were properly studied and their main characteristics (i.e. non-random functions: mathematical hope and variance) were determined to confirm the steady state flow hypothesis assumed for the development of this study.
Time headway probability models
By time headway probability model is meant a probability density function f (t), or equivalently a distribution function F(t), which describes the random variable t "time interval between two instants when two consecutive vehicle passages occur in the observed road cross-section". In general, the distribution form can vary considerably in function of the stream flow rate in question.
As a matter of fact, when the flow rate has very low values (minimum interaction between vehicles), we can hypothesize that headways are distributed randomly.
When the flow increases, the interaction between vehicles increases as well and thus their headways are no more distributed randomly. At the extreme, that is when the flow rate is close to full capacity, nearly all vehicles interact one another and nearly all headways assume the same value.
If we consider the two extreme conditions of flow rate variation described above, intuitively we realize that for flow rate close to full capacities time headway distribution can be well represented by the normal distribution. On the contrary, for very low flow rates the statistical distribution which better represents such a situation is the negative exponential distribution [11] .
However, the most frequent case -and consequently of greatest theoretical and practical interest -is represented by the intermediate situation comprised between the two extreme conditions described above where within the observed flow there are vehicles moving freely and other vehicles interacting with one another, thus developing a car-following process. In that case, time headway distribution can be shown by a generalized mathematical model which, as we will see, is valid also for one of the two extreme conditions previously described. In more detail, it is the Pearson type III distribution, whose probability density function is as follows:
where: λ is a parameter function of the mean headway and the successive K and α;
K is a parameter, comprised between 0 and +∞, which influences the distribution form;
α is a parameter, comprised between 0 and +∞, which represents individual drivers' minimum headway (in seconds); Γ (K) is the Gamma function, equivalent to (K − 1)!.
Pearson type III distribution can be considered as a generalized mathematical model, in that it represents a family of distributions which can be determined by assigning appropriate values to coefficients K and α. Table 1 shows the probability laws which can be obtained from the general form of the Pearson type III law. We note that in a case (K = 1 and α = 1) we can also get the negative exponential law (apart from the shifted negative exponential law for K = 1 and α >0), thought as the most appropriate in the extreme condition of a very low flow rate [11] . The family of distributions deriving from the complete form of the Pearson type III law can graphically be plotted on the plane (K, α) as illustrated in Fig. 1 Every point on the plane of Fig. 1 , and therefore each paired value (K, α) defines a single Pearson type III distribution. For the aims of this work, two models belonging to the Pearson type III distribution family, negative exponential and Erlang distribution laws, were chosen for the following reasons:
• simple closed-form expressions of cumulative probability function and its inverse (as detailed below);
• frequent use of models chosen in theoretical and practical applications;
• use of such models that α = 0, in that this parameter does not influence calculations developed in this work (please refer to paragraphs below for further details on the subject).
In detail, Table 2 shows the expressions of probability density function and probability cumulative function for the laws in this study, together with the estimation of K and λ parameters.
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We denote the distribution mean value with t and the standard deviation with s. By way of an example, Fig. 2 and Fig. 3 illustrate the graphs on probability distributions and probability density distributions for the laws in question.
In general, it is worth reminding that, if traffic counts are distributed according to a Poisson probability distribution, the time headway is an exponential variable; and also, if traffic counts are distributed with a generalized Poisson distribution, the time headway will be an Erlang probability function [12] .
These functions were applied in the study of the platoon distribution in a traffic stream, as detailed in the later paragraphs of this article. 3 Platoon formation in a traffic stream Denoting the flow observation period with T , if we divide the period T in "n" equally long intervals, the flow is steady-state if the process mean, represented by the sequence of the random variables "numbers of vehicles driving along the road crosssection considered in the successive time intervals", is constant.
The constant of the mean in the process does not imply that the headway of two successive vehicle passages chosen randomly is equal to the mean headway of the steady state flow in question (or, in other words, it is equal to the reciprocal of the stream flow rate 1/Q (t)). This is easily understood from Fig. 4 , which shows a part of an empirical survey of time headways observed in a steady state traffic flow: on the abscissa axis there is the progressive number of the observed vehicle, on the ordinate axis there is the n-th time headway from the following vehicle, while the horizontal red segment shows the mean headway value seen in the entire observation interval T (meant as the reciprocal of flow rate). In the example of Fig. 4 , concerning 25 vehicles in transit, we observed headways ranging between 0.5 and 7 seconds; the mean headway value t in the entire observation interval T is equal to about 2.1 seconds. This observation directly leads to point out that, as is well-known, in traffic flow there may be vehicles moving with long headways from the preceding and the following vehicles or, alternatively, vehicles which present reduced headways from either the preceding or the following vehicles or both. In light of this, a platoon can be defined [13] as the set of vehicles which all -with the only exception of the last in the file -have a lower time headway than the mean headway t, whose number N is higher than or equal to 2 and passing one behind the other on observational road cross-sections. With reference to the case shown in Fig. 4 , we can note that:
• vehicles (2, 3, 4, 5, 6) form a platoon. In fact, for vehicles 2, 3, 4 and 5 the headway from the successive vehicle is lower than the mean headway (observations are made below the red line) while vehicle 6 represents the last member of the platoon, given that the headway from the successive vehicle 7 turns out to be higher than the mean one;
• similarly, also sets (7, 8) , (11, 12, 13) , (15, 16) , (18, 19) and
Tab. 2. Probability density and cumulative functions for negative exponential and Erlang models
Model Parameter estimation Probability density Probability distribution
(20, 21, 22) form platoons;
• the remaining vehicles do not drive in platoons.
This study analyses some characteristics of platoon distributions within a steady-state traffic flow. In order to analyse quite a sufficient number of data, which can hardly be collected from in situ surveys, an appropriate algorithm was created to randomly generate tests which simulate a steady state-regime flow and provide the generated vehicles with time headways.
The experiments carried out with this algorithm then allowed to study the platoon distribution.
Random test generation algorithm
For the aims of the research we created an algorithm to randomly generate tests which simulate a steady state-regime flow and provide the generated vehicles with time headway values. Such a tool offers the obvious advantage of randomly generating tests with reduced waste of resources (a common programming language was used) compared to measurement campaigns on operational roads.
It can be employed to study some phenomena linked to time headway distribution and, more in general, to traffic processes. The use of the algorithm led to the following conclusions which need, in any case, to be validated by empirical data from in situ surveys. In order to implement the algorithm, these are the input data:
• mean and variance of time headway distribution;
• time headway distribution law (Erlang and negative exponential distributions were applied);
• total length of the observational interval T (assumed as follows: T = 900 sec = 15 min).
The algorithm follows two essential steps:
• generation of a random number, between 0 and 1, which represents the F (t i ) value;
• calculation of i-th vehicle time headway by means of the inverse function of the probability distribution:
The repetition of the procedure just described allows to determine the headways of all the vehicles forming the simulated traffic stream, of a total length T .
Therefore, the algorithm counts vehicle platoons and the vehicle number forming them as well as provide the values of other parameters specified below. The time headway in the model is obtained by the closed-form expressions of the inverse probability distribution functions. To this end, it is necessary to point out that:
• For the negative exponential distribution, the inverse function is as such:
• In order to get the inverse Erlang distribution function, we initially applied Lambert W function, defined by the expression:
which is, in general, valid for any complex number z. In fact, if for simplicity we assume K = 2 with simple algebraic steps applied to the probability distribution function, we obtain the following expression:
Expression Eq. (3) can be solved in a closed form by applying the W function as defined in Eq. (2) . Such an algorithm minimizes calculus operations and the iteration number of computational processes which need to be performed by a computer, thus reducing the cycle execution times. Some tests were performed to verify the goodness and strength of the model. To this end, a sensitivity analysis was performed, carried out by varying input parameter values of the model within the respective variability ranges as usually observed in reality; the results obtained from the algorithm varied in a reasonable range. Moreover, a comparison was made between time headways observed in some measurement campaigns on operational roads [14] [15] [16] and those obtained from the model, in which simulation input data were the flows observed in measurement campaigns as well as other empirical data.
Traffic flow simulations and result analysis
As previously said the model was designed to generate tests for studying the number distribution of platooned vehicles within a traffic flow. We considered a constant flow rate (steady state flow hypothesis) in a 15-min observation period and got time headways for each test. The results of some tests are shown in Fig. 5 . On these graphs the abscissa axis denotes the progressive number of the fictitious vehicle passage while the ordinate axis indicates the time headway value expressed in seconds; every point is then the graphical representation of the test conducted by random generation.
The red horizontal line represents the headway mean value equal to the reciprocal of flow rate. Four scenarios with increasing flow rates (720, 1020, 1320, 1620 veh/h) were analyzed and 10 random tests were generated for each scenario. In order to carry out this simulation we hypothesis that the headway distribution may be expressed by means of a negative exponential and/or an Erlang function. Eighty experiments were generated in all. Then, the number of vehicles driving in platoons as defined in paragraph 3 was analyzed for each test. The results are illustrated in the histogram of Fig. 6 where the columns represent the number of the platooned vehicles in question; the column height represents the absolute number of the observations made. Vehicles do not drive in platoons (first column) in around 50 times, while two-vehicle platoons are observed about 35 times; moreover, the number of the platooned vehicles is equal to 376. As a matter of fact, this is an evidence of a general nature, in the sense that in all the performed tests (including those with a lower flow) the number of free-moving vehicles was always inferior to the number of platooned vehicles. The main characteristics of the distributions obtained in the 80 simulated tests are summed up in the following tables. The characteristics are mean, variance and their ratio.
The tests are grouped in classes on the basis of the mean flow rate; Table 3, Table 4 , Table 5 and Table 6 show the results from both the time headway distributions (negative exponential and Erlang). In all cases the number mean of platoon-forming vehicles is maintained on values ranging between around 2 and 3 but no correlation is visible between the flow rate value and the mean itself. Similarly, the variance ranges between around 2 and 7 except for some isolated tests and the mean/variance ratio is always lower than 1.25. Fig. 7 and Fig. 8 show mean and variance values and their ratio in function of the flow rate Q for time headway negative exponential and Erlang distributions respectively.
In Table 7 some results obtained by the comparison are shown (for the sake of simplicity, only five comparisons are shown). The flow rate mean value is the same between the results obtained from measurement campaigns on operational roads and those obtained from the model; in fact, the flow rate mean values are the input data for the model. It is also possible to see that results obtained from the application of the model are similar to those obtained from measurement campaigns: in particular, platoon number means show a deviation less than 7%; variances show bigger deviations (in almost all cases less than 16%).
However, the comparison of the parameters particularly interesting for the purpose of this study (such as flow mean and variance, platoon number mean and variance) pointed out deviations compatible with the random nature of the processes in question. 
Generation of traffic process realizations
The algorithm can also generate realizations of the random function Q (t) "traffic flow Q on a road cross-section in function of time t". In general, a random function is defined as a function which, after a proof, can take a concrete form; this form is called random variable realization. Unlike ordinary random variables, random functions represent sizes which vary continuously during the proof [17] .
In this case the random function independent variable is as usual represented by the time t. Here, the random variable Q (t) is a continuous function in the sample interval.
A realization cannot strictly be represented in a continuous form, but rather through discrete values with sufficiently close time intervals which can guarantee a very precise image of its variations. It is goes without saying that a random function realization becomes a (discrete) random variable for a set t value. Therefore, the random variable Q (t) realizations were represented by means of the values which are assumed by such a variable in set time instants t, corresponding to instants where a single vehicle passage is simulated.
More in detail, for time instant t = t * the flow Q (t * ) was obtained by means of time headways generated by the algorithm as follows: Q (t * ) is equal to the number n (t * ) of vehicles passing from instant 0 to instant t * , divided by time t * :
seen that
with t i : time headway of i-th vehicle. In other words, t * is the sum of time headways of n vehicles in question. This procedure allowed to obtain the realization families for all the tests carried out by using the calculus algorithm, with regard to the same classes indicated in paragraph 5 (that is to say, with flow rates equal approximately to 720, 1020, 1320, 1620 veh/h).
The graphical representation of some realization families is shown in Fig. 9 and Fig. 10 for time headways consistent with the negative exponential and Erlang distributions respectively. We observed that in all realizations the functions stabilized around the mean flow rate value, previously set as input datum in the calculus algorithm, after a first time interval in which the flow rate Q oscillated between very high values and values close to zero. This can be explained by the fact that in the first part of the observation interval the reduced number of passing vehicles could not be considered as representative of the phenomenon yet. On the other hand, when time t (and therefore, the observed vehicle number) increased, the sample turned out to be more representative and consequently the observed flow rate value tended to the mean value. Finally, we also estimated the mathematical hope (meant as the non random function which is equal to the mathematical hope of the corresponding random function section for each value of the argument t) and the variance (meant as the non random function whose value is equal to the variance of the corresponding random function section for each t) for the realization families.
The values observed for these characteristic functions (mathematical hope and variance), obtained in a discrete form for points with set intervals ∆t confirmed what expected on the basis of the steady state flow hypothesis, or in other words that the mathematical hope is very close to a constant function with a value equal to the mean flow rate and variance is, in all cases, a decreasing monotonous function. The latter observation especially indicates the reduction in the dispersion of random function realizations with regard to the mean when time t (and therefore the number of passing vehicle) increases.
Conclusions
This research provides a further scientific contribution to the platoon size distribution analysis in steady-state flow conditions and on highway facilities with uninterrupted flow, based on the generalized probability law (Pearson type III law) and on its derived laws after properly assigning coefficient values in its formula.
Notably, we examined and applied two derived laws, the negative exponential and Erlang distributions, both used to calculate the time headway between vehicles of a set traffic flow. We then analysed vehicle platoon distribution within a traffic stream.
For the purpose of this study, consistently with the convention followed in numerous scientific studies, by "platoon" we meant the set of vehicles -with the exception of the last in the file -presenting vehicle headways lower than the mean headway t, whose number N is higher than or equal to 2 and transiting one after the other along the observational road cross-section.
In order to analyse quite a sufficient number of data, which can hardly be collected from empirical traffic surveys, we designed an appropriate algorithm to randomly generate tests which simulate a steady state-regime flow and provide the generated vehicle with time headways. We tested such an algorithm to verify its reliability and strength by comparing the out- put with the empirical data observed during some measurement campaigns of time headways on Italian roads into operation. Results obtained from some of the tests carried out are shown.
Then, we used the algorithm to generate an adequate number of tests and to analyse platooned vehicle distribution and number within a traffic stream in a steady state regime.
The results of several tests allow to reach the conclusion that the platoon-forming vehicle number mean assumes a value ranging between 2 and 3 in any case. Moreover, there is no correlation between the flow rate value and the mean itself. Similar observation can be made for variance which is comprised between 2 and 7 except for some tests and for the ratio mean/variance always lower than 1.25.
The algorithm can also generate realizations of the random function Q(t) "traffic flow Q on a road cross-section in function of time t". We calculated the mathematical hope and variance for families of realizations. The values obtained for the characteristic functions (mathematical hope and variance) in a discrete manner (at set time intervals) confirmed what expected on the basis of the flow stationarity hypothesis: the mathematical hope assumes values close to a constant function with a value equal to the mean flow rate and, in any case, the variance is a decreasing monotonous function. With direct reference to variance, when time t increases (and consequently the passing vehicle number), the dispersion of random function realizations is more reduced than the mean.
