Objectives: To many people, home is a sanctuary. With the maturing of smart home technologies, many people with cognitive and physical disabilities can lead independent lives in their own homes for extended periods of time. In this paper, we investigate the design of machine learning algorithms that support this goal. We hypothesize that machine learning algorithms can be designed to automatically learn models of resident behaviour in a smart home, and that the results can be used to perform automated health monitoring and to detect anomalies. Methods: Specifically, our algorithms draw upon the temporal nature of sensor data collected in a smart home to build a model of expected activities and to detect unexpected, and possibly healthcritical, events in the home. Results: We validate our algorithms using synthetic data and real activity data collected from volunteers in an automated smart environment.
Objectives
By 2040, a projected 26% of the US population will be 60+ and at least 45% of the populations of Japan, Spain and Italy will be 60 or older by then [1] . Approximately 13% of these older adults suffer from dementia and related disabilities. Given the costs of nursing home care and the importance individuals place on remaining in their current residence as long as possible, use of technology to enable individuals with cognitive or physical limitations to remain in their homes longer should be more cost effective and promote a better quality of life. As a long-term outcome of this investigation we expect to develop and to offer the community smart environment technologies with data mining and machine learning algorithms that can effectively perform a variety of health monitoring and intervention strategies.
We define a smart environment as one that collects data about the residents and the environment in order to adapt the environment to the residents and meet the goals of safety, security, cost effectiveness, and comfort. In an environment that is equipped with sensors to detect motion, temperature, and other conditions, sensed events can be captured and associated with a time stamp. The history of observed events reflects activities that occur in the environment and can be used to discover frequent recurring activity patterns [2] , to recognize activities of daily living [3] , to identify suspicious states [4] , and to predict resident actions [5] . While researchers argue that space and time play essential roles in everyday lives [6] , this is the first such study which incorporates time interval information into a health monitoring algorithm. These time intervals offer additional information about the relationships between timings of activities that improves the performance of health monitoring tasks such as anomaly detection.
Allen [7] suggested that it is more effective to describe activities using time intervals rather than time points, and defined thirteen relations that comprise a temporal logic. We refine Allen's temporal logic for use in analyzing smart environment data, and apply it to the task of anomaly detection. While other methods treat each event as a separate entity (for example, turning on a lamp and later turning off the same lamp), our interval-based analysis considers these two events as members of the same activity and therefore belonging to the same time interval. Each interval is expressed in terms of start time and end time values. As a result, temporal relationships between such intervals can be identified and used to perform critical anomaly detection. By recognizing that many activities in a smart environment have a distinct beginning and end with an associated time span, we can reason about temporal relationships between activities that regularly occur. For example, a data mining algorithm may note that a smart environment resident often makes popcorn during the same time interval that they are watching a movie. If popcorn has not been cooked by the time the movie is over, this may be considered an anomaly.
The objective of this study is to determine if anomalies can be effectively detected in smart home data using temporal data mining. Specifically, we introduce a temporal representation that can express frequently-occurring relationships between smart environment events. We then use the observed history of events to determine the probability that a particular event should or should not occur on a given day, and report as an anomaly the presence (or absence) of highly-likely events. To validate the approach, we test the algorithm on synthetic data as well as real data collected from a smart environment. We discuss the implications of this work for health monitoring and assistance, and conclude with directions for continued research.
The need for a robust anomaly detection model is as essential as a prediction model for any intelligent smart home to function in a dynamic world. For a smart environment to perform anomaly detection, it should be capable of applying the limited experience of environmental event history to a rapidly changing environment, where event occurrences are related by temporal relations. For example, if we are monitoring the well being of an individual in a smart home and the individual has not opened the refrigerator all day as they normally do, this should be reported to the individual and the caregiver. Similarly, if the resident turned on the bathwater, but has not turned it off before going to bed, the resident or the caregiver should be notified, and the smart home could possibly intervene by turning off the water.
Methods
Temporal Intervals. Allen listed thirteen relations (visualized in Fig. 1 ) comprising a temporal logic: before, after, meets, meet-by, overlaps, overlapped-by, starts, started-by, finishes, finishedby, during, contains, and equals [7] . These temporal relations play a major role in identifying temporal activities which occur in a smart home. Consider, for instance, a case where the inhabitant turns the Television on before sitting on the couch. We notice that these two activities, turning on the TV and sitting on the couch, are frequently related in time according to the "before" temporal relation. Therefore, when the relationship is violated, an anomaly is noted.
Temporal relations Visualization Interval constraints
Anomaly detection is most accurate when it is based on behaviours that are frequent and predictable. As a result, we look for temporal interactions only among the most frequent activities that are observed in resident behaviour. This filtering step also greatly reduces the computational cost of the algorithm. To accomplish this task, we mine the data for frequent sequential patterns using the Apriori algorithm [8] . The input to the algorithm is a file of raw sensor events, each tagged with a date and time, and the result is a list of frequently-occurring sequences of events. Next, we identify temporal relations that occurred between events in these frequent sequences. The final step involves calculating the probability of a given event occurring (or not occurring), which forms the basis for anomaly detection.
The temporal relations that are useful for anomaly detection are the before, contains, overlaps, meets, starts, started-by, finishes, finished-by, and equals relations. Because we want to detect an anomaly as it occurs (and not after the fact), the remaining temporal relations -after, during, overlapped-by, and met-by -are not included in our anomaly detection process.
Let us focus now on how to calculate the probability that event Z will occur (in this case, the start of the event interval). Evidence for this probability is based on the occurrence of other events that have a temporal relationship with Z, and is accumulated over all such related events. First consider the probability of Z occurring given that the start of the temporal interval for event Y has been detected. The formula to calculate the probability of event Z based on the occurrence of event Y and its temporal relationship with Z is given by Equation (1 
The previous discussion showed how to calculate the likelihood of event Z given the occurrence of one other event Y. Now consider the case where we want to combine evidence from multiple events that have a temporal relationship with Z. In our example we have observed the start of event X and the start of event Y, and want to establish the likelihood of event Z occurring. The combined probability is computed as: P(Z|X∪Y) = P(Z∩(X∪Y) ) / P(A∪Y) = P(Z∩X) ∪ P(Z∩Y)/ P(X) + P(Y) -P(X∩Y) = P(Z|X).P(X) + P(Z|Y)P(Z) / P(X) + P(Y) -P(X∩Y)
Using Equation 2 we can calculate the likelihood of event Z occurring based on every event we have observed on a given day to that point in time. We can also calculate the likelihood that an event Z does not occur as P(¬Z) = 1 -P(Z), the inverse of the probability that event Z does occur. Finally, we calculate the anomaly value of event Z using Equation 3.
Anomaly Z = 1 -P(Z) (3) Notice that if the event has a probability approaching 1 and has occurred, this is not considered an anomaly. On the other hand, if the probability of the event we just observed is close to 0, then this is an unusual event and should be considered an anomaly. The point at which these anomalies are considered surprising enough to be reported is based somewhat on the data itself [9] . If the probability of an event is based on the occurrence of other events which themselves rarely occur, then the evidence supporting the occurrence of the event is not as strong. In this case, if the event has a low probability yet does occur, it should be considered less anomalous than if the supporting evidence itself appears with great frequency. Consistent with this theory, we calculate the mean and standard deviation of event frequencies over the set of events in the resident's action history. Events are reported as anomalies (or, conversely, the absence of an event) if it does occur and its anomaly value is greater than the mean + 2 standard deviations, which is a common threshold for identifying outliers in data.
MavHome Smart Home. The algorithms described here are part of the MavHome multidisciplinary project, which has been engaged in the creation of adaptive and versatile home and workplace environments in the past few years [10] . The goal of the MavHome project is to create a smart home that can act as an intelligent agent. The home perceives the state of the environment and its residents using sensors, reasons about the state and possible actions using machine learning algorithms, and act on the state using powerline controllers. In order to design a smart environment, we need to design machine learning algorithms that can identify, predict, and reason about resident behaviours. The objective of our initial MavHome study was to determine if our algorithms could learn an automation policy that would reduce the number of manual interactions the resident performed in a smart environment. Our machine learning algorithms did accurate predict resident activities and substantially reduce the average number of daily manual interactions [10] .
The MavHome algorithms are tested in two physical environments. One is a smart apartment called the MavPad and another is a smart workplace environment, the MavLab. Our experiments are based on two months of real activity data collected in the MavLab working environment. During that time, a student volunteer performed his normal daily work activities in this environment. All interactions with lights, blinds, fans, and electronic devices were performed using X10 controllers, so that all sensor and interaction events could be captured in a text file. The layout of sensors and controllers in the MavLab is shown in Fig. 2 . The data collection system consists of an array of sensors and X10 powerline controllers, connected using an in-house sensor network. As shown in Fig. 2 , MavLab consists of a presentation area, a kitchen, student desks, a lounge, and a faculty room. There are over 100 sensors deployed in the MavLab that include light, temperature, humidity, and reed switches. In addition, we created a synthetic data generator to validate our approach. The data generator allows us to input event sequences corresponding to frequent activities, and specify when the sequences occur. Randomness is incorporated into the time at which the events occur within a sequence using a Gaussian distribution. We developed a model of a user's pattern which consists of a number of different activities involving three rooms in an environment and eight devices. Our synthetic data set contains about 4,000 actions representing two months of activities.
Results
We validate our algorithm by applying it to our real and synthetic datasets. We train the model based on 59 days of data and test the model on one day of activities. We use the training set to form the frequent item sets and identify temporal relations shared between them. The temporal relations formed in these data sets show some interesting patterns and indicate relations that are of interest. Table 1 summarizes characteristics of the datasets we used for the experiments.
Next, we perform frequent itemset mining and identify the most frequent activities in the training dataset. Then we read these temporal relations into our anomaly detection tool which calculates evidence for each possible event and outputs anomalies that are detected in the test set data. After manually inspecting the data, we report the number of true and false anomalies that are reported. Tables 2 and 3 display results from the synthetic and real datasets, respectively. Because anomalies are detected in real time as events are observed, we list anomalies in the order they are detected.
Based on a manual inspection of the data we see that the anomaly detection algorithm performed well on synthetic data -all of the expected anomalies were detected and no false positives were reported. In the real data no anomalies are reported. This is consistent with the nature of the data which does not contain anomalous events, and reflects the fact the anomalies should be, and are in fact, rare. We see that the approach is robust and does not report false anomalies in this case. The graph in Fig. 3 visualizes the anomaly values for frequent events in the synthetic and real datasets. We notice that the spikes visible in the synthetic datasets are clear indication of anomaly, which is consistent with our expectation for the outcome of this experiment. The experimental results on synthetic data provide evidence that our algorithm is capable of identifying anomalous events based on temporal relationship information. The results applied to real data brought insights to the activities that were being performed in the MavLab setting. In both cases these types of surprising behaviours should be reported to the resident and possibly their caregiver. The caregiver could respond according to the health-critical nature of the anomaly and any additional information they may have available.
A future use of anomaly detection is its use for reminder assistance. If the resident queries the algorithm for the next routine activity, the activity or activities with the greatest probability will be provided. Similarly, if an anomaly is detected, the smart environment can first initiate contact with the resident and provide a reminder of the activity that is usually performed at that time. Autominder [11] is an example of an existing reminder system. In contrast to our approach which learns a reminder schedule from observed events, Autominder's reminder schedule is preprogrammed. Autominder uses techniques such as dynamic programming and Bayesian learning to dynamically adjust this schedule in a way that accommodates dynamic changes in a person's daily routines.
Temporal reasoning enhances data mining in smart environments by adding information about expected temporal interactions between resident activities. Based on our study, we conclude that the use of temporal relations provides us with an effective new approach for anomaly detection. We tested our algorithm on relatively small datasets, but will next target larger datasets with real activity data collected over a six month time span. Other future directions of this work also include improving activity prediction using temporal relations in smart home data. One challenge this work introduces is determining which observed events belong to the same activity, and thus the same temporal interval. In this study we grouped events that turned a device on together with those that turned the same device off. However, for a more extensive study we need to determine a general method for grouping events. 
