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次に，パターンが多い場合について考える．図３は解領域が５個のパターンにより決定されている場合を
表す．このように，パターンが３個以上になると，解領域の形状が複雑になり，また，パターン提示の順序と
いう自由度が加わるので，収束あるいは発振状態に至るまでの学習の過程は一般には複雑になる．
しかし，パターンが多い場合でも，そのパターン集合に固有な何らかの角度が式（６）の０に相当し学習収
束性を決定しているのではないかと考え，パターンが与えられると比較的容易に一意に求められ，しかもパ
ターンが２個の場合の０を包含する新しい概念として，“解領域の角度Ｗｉｎ，'を導入した．すなわち，解領
域の角度Ｕｊｍｉｎとは，‘`原点から解領域を見た角度の最小値，'である．さらに，解領域の角度の計算方法を考案
した．
図３:解領域の角度
－１５８－
１次ＧＬＡが収束するための，解領域の角度Ｕ'mｉｎと学習係数入の関係を計算機シミュレーションにより調
べた．図４は，１０個のパターン集合についてのシミュレーション結果を示している．２本の曲線は式（６）で
与えられる理論収束条件の上限と下限である．また，縦方向に並ぶ“。，，と“ｘ，，の列１０個のそれぞれは，ひ
とつのパターン集合に関してのいろいろな入の値における学習収束性を表している．ここで，“。，'は多数回
の試行のすべてで学習が収束したことを表しており，“ｘ”は，学習が収束しない試行が１回以上あったことを
表している．
図４より，多パターンに対して１次ＧＬＡが収束するための妙min-Aの関係と，２パターンに対して１次
GLAが収束するための０－入の関係がきわめてよく一致していることがわかる．すなわち，解領域の角度
Ｗｉｎを導入することによって，多パターンの場合に１次ＧＬＡが収束するための条件が，２パターンの場合の
理論収束条件で近似できろ．このことから，解領域の角度Ｗｉｎが多パターンに対する１次ＧＬＡの収束条件
を決める重要なパラメータであることがわかった．
式（６），（７）より，パターンが２個の場合には，学習係数人を２とすれば８によらずに１次ＧＬＡは収束
する．また図４は，パターンが多い場合でも，学習係数人を２とすることにより１次ＧＬＡが収束すること
を示唆している．これらの事実より，入＝２は１次ＧＬＡにおいて特別な条件であると言える．そこでさらに，
入＝２の場合に１次ＧＬＡがパターン数に関わらずに必ず収束することを，背理法と数学的帰納法を用いて証
明した．この証明は，学習アルゴリズムとしてのＧＬＡの理論的な有効性を示すものである．
ＧＬＡにおいては，片個のパターンを正しく分類する領域，すなわち，解領域までの距離が大きい場合には
結合荷重の更新量が大きくなるので，パーセプトロン学習より高速である．パーセプトロン学習と１次ＧＬＡ
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図４：１次ＧＬＡの収束条件
表１：ＳＬＡが収束する次数kの上限 一
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の学習速度の比較に関する計算機シミュレーションを行い，特に解領域の角度が小さい問題に対しては１次
ＧＬＡが高速であることを明らかにした証
すでに述べたように，ＧＬＡにおいて入＝２の場合は，学習が必ず収束し，また，収束速度も最大となるな
ど特徴的な特性を有し，学習アルゴリズムとして重要である．この場合には，結合荷重の更新をその目標と
なる直交補空間に対して対称なべクトルヘと行うことになるので，第４章ではこの場合を特に区別して対称
学習アルゴリズム（symmetriclearningalgorithm：ＳＬＡ）と呼び，その収束条件および収束速度について解
析した．まず，ＳＬＡの次数片，パターン数Ｐ，パターン次元Ⅳと収束性の関係についての理論検討を行い，
Ｐ＞２Ｎの場合に結合荷重初期値によらずに学習が収束するためには，k＜Ｎでなければならないことを明
らかにした．この条件を検証するために，ＳＬＡの次数ハと学習収束性に関する計算機シミュレーションを行っ
た．学習が収束する次数Ａの上限を表１に示す．
表１で，たとえば，Ｐ＝18,Ｎ＝７において``６，，となっているのは，それぞれが１８個の７次元パターンか
らなる２０組のパターン集合すべてが，１～６吹では収束し，７次以上では収束しなかったことを表している．
また，次数上限として複数の数字が書かれているのは，パターン集合により上限が異なることを意味してい
る．たとえば，Ｐ＝15,Ｎ＝１０において``8,9,Ｐ，，となっているのは，それぞれが１５個の１０次元パターン
からなる２０組のパターン集合の中に，１～８次でのみ収束したパターン集合，１～９次でのみ収束したパター
ン集合，および１～１５次すべてで収束したパターン集合の３種類のパターン集合が存在したことを表してい
る．この計算機シミュレーションにより，Ｐ三２１Ｖの場合に結合荷重初期値によらずに学習が収束するため
には，ｈ＜１Ｖでなければならないことが検証された．
さらに，片と収束速度の関係についての理論検討を行い，次数がある程度小さい場合には次数が大きいほど
収束が速く，また，１６次ＳＬＡと（ｊＶ－Ａ）次ＳＬＡが平均的な収束速度に関して等価であることを示すことに
より，ＳＬＡにおいてはルー１V/２で平均的な収束速度が最大になることを明らかにした．図５は，この条件を
検証するために行った次数ハと収束速度に関する計算機シミュレーションの結果であり，理論検討の結果が
正しいことを示している．ＡＰＡの収束速度が次数と単調な関係にあることと比較すると，この特徴はＳＬＡの
きわめて興味深い特徴であると言える．
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図５：学習収束までの平均更新回数（Ⅳ＝10,Ｐ＝２０）
本研究においては収束までの更新回数により学習速度の評価を行ったが，１回の更新に要する計算量まで考
慮した学習速度の解析や，ＧＬＡやＳＬＡを多層のニューラルネットワークに適用する方法は今後の課題として
残されている．
－１６０－
学位論文審査結果の要旨
平成１０年１月２７曰に第１回学位論文審査委員会，平成１０年２月５日に口頭発表会並びに第２回学位論
文審査委員会を開催し，以下の通り判定した。
ニューラルネットワークの基本回路であるパーセプトロンに対して，結合荷重の学習法は従来から
提案されている。しかし，パターン分類において１回の更新にlパターンを用いること，更新量が誤差
に関わらず一定であることなどのために収束が遅いという問題がある。
本論文では，この問題を解決するためにアフイン射影アルゴリズムを適用した新しい直交射影学習
アルゴリズムを提案している。１回の重み更新をk個のパターン（ベクトル）の直交補空間に向かって
垂直に行い，解領域までの距離と更新後の荷重ベクトルの大きさの比が一定（入）になるように更新
を行う。線形識別ニューロンを用いたパターン分類に対する結合荷重の解はある領域にあるが，この
領域を規定する，，解領域の角度，，を導入し，学習が収束するための更新比入との関係を理論的に求め
ている。特に入＝２の場合にパターン数によらず収束することを証明した。入＝２の場合は，収束性が
保証され，学習速度も速い特徴を有しているため，この場合の収束特'性について更に解析し，パター
ン数（P）≧パターン次元（Ｎ）の場合に学習が収束するためには学習パターン数（k）＜Ｎが必要で
あること，及びk＝Ｎ／2において収束速度が最大になることを証明した。
以上の研究成果はニューラルネットワークの基本回路において新たな視点を開き，理論的な基礎を
固めると同時に，実用的にも有用な方法論を確立しており，本論文は博士論文に値するものと判定す
る。
－１６１－
