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Abstract We consider the ‘two flavour’ Nambu–Jona-
Lasinio model in the presence of a vector and an axial external
chemical potential and study the phase structure of the model
at zero temperature. The Nambu–Jona-Lasinio model is often
used as a toy replica of QCD and it is therefore interesting
to explore the consequences of adding external vector and
axial chemical potentials in this model, mostly motivated by
claims that such external drivers could trigger a phase where
parity could be broken in QCD. We are also motivated by
some lattice analysis that attempt to understand the nature of
the so-called Aoki phase using this simplified model. Analo-
gies and differences with the expected behaviour in QCD are
discussed and the limitations of the model are pointed out.
1 Motivation
In the last years, the possibility that parity breaks in QCD at
high temperatures and/or densities has received a lot of atten-
tion [1–8]. Although parity is well known to be a symmetry
of strong interactions, there are reasons to believe that it may
be broken under extreme conditions. On the one hand, the-
oretical work using effective meson Lagrangians satisfying
the QCD symmetries at low energies suggest that for some
values of the vector chemical potential μ a new phase with
an isotriplet pseudoscalar condensate may arise [7,8]. On the
other hand, thermal fluctuations in a finite volume may lead
to large topological fluctuations that induce a non-trivial axial
quark charge that could be described in a quasi-equilibrium
situation by an axial chemical potential μ5 [1–6,9–13].
Checking these claims in QCD is unfortunately very diffi-
cult. For one thing, finite density numerical simulations in the
lattice present serious difficulties [14–19]. A vector chemi-
cal potential in gauge theories like QCD cannot easily be
a e-mail: xumeu@icc.ub.edu
treated and therefore simpler models hopefully reproducing
the main features of the theory may be useful. Needless to
say, non-equilibrium effects are also notoriously difficult to
study non-perturbatively. However, an axial chemical poten-
tial is tractable on the lattice [20,21] and with other methods
[22,23].
In the present paper we shall consider the Nambu–Jona-
Lasinio model (NJL) [24–30], which shares interesting fea-
tures with QCD such as the appearance of chiral symmetry
breaking. In the NJL modelisation, QCD gluon interactions
among fermions are assumed to be replaced by some effec-
tive four-fermion couplings. Confinement is absent in the
NJL model, but global symmetries can be arranged to be
identical in both theories.
However, NJL is definitely not QCD and the present work
does not attempt to draw definite conclusions on the latter
theory; just to point out possible phases requiring further
analysis.
Previously some authors have studied the effect of a vec-
tor chemical potential μ with three flavours [31] in the NJL
model, but the consequences of including both a vector and
an axial chemical potentials have not been considered so far
to our knowledge. In this work, we will incorporate both
chemical potentials with the purpose of unraveling the land-
scape of different stable phases of the theory. It turns out that
the inclusion of μ5 changes radically the phase structure of
the model and shows that μ is not a key player in ushering a
thermodynamically stable phase where parity is violated in
the NJL model, but μ5 is.
This paper is organised as follows. In Sect. 2 the NJL
Lagrangian with the incorporation of μ and μ5 will be intro-
duced. We describe how an effective potential is extracted
when one introduces some effective light meson states and
integrates out the fermion degrees of freedom. In Sect. 3 we
show the gap equations of the model and the conditions for
their stability. After that, the different stable phases of this
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model are presented and discussed. We show in Sect. 4 that
a phase with an isospin singlet pseudoscalar condensate in
addition to a scalar condensate is possible. It turns out that
the conditions for this phase to be stable and exhibit chiral
symmetry breaking too are such that one gets an inverted
mass spectrum with mπ > mηq and mσ > ma0 , which is
quite different from QCD. In Sect. 4 we also present the
main results of this work with plots of the evolution of the
scalar and pseudoscalar condensates together with the main
features of the phase transition. Finally, Sect. 5 is devoted to
a summary of our conclusions.
2 NJL Lagrangian with µ and µ5
The starting point of this work is the NJL Lagrangian where
we incorporate a vector and an axial chemical potentials μ
and μ5, respectively. For two flavours and N colours, we
have
L = ψ¯(∂ +m − μγ0 − μ5γ0γ5)ψ − G1N [(ψ¯ψ)
2
+(ψ¯ iγ5τψ)2] − G2N [(ψ¯ τψ)
2 + (ψ¯iγ5ψ)2], (1)
with a full U (2)L × U (2)R chiral invariance in the case that
G1 = G2, while if these constants differ, the U (1)A symme-
try breaks and only SU (2)L ×SU (2)R×U (1)V remains. One
may introduce two doublets of bosonic degrees of freedom
{σ, π} and {η, a} by adding the following chiral invariant
term:
	L = Ng
2
1
4G1
(σ 2 + π2) + Ng
2
2
4G2
(η2 + a2). (2)
These would be identified with their namesake QCD states
(actually ηq and a0 for the last two). Euclidean conventions
will be used throughout. We bosonise the model following
the same procedure as in [26].
After shifting each bosonic field with the quark bilinear
operator that carries the corresponding quantum numbers,
the Lagrangian (1) may be rewritten as
L = ψ¯[∂ +m − μγ0 − μ5γ0γ5 + g1(σ + iγ5τ π) + g2(iγ5η
+τ a)]ψ + Ng
2
1
4G1
(σ 2 + π2) + Ng
2
2
4G2
(η2 + a2), (3)
which shows a redundancy related to the coupling constants
g1,2 that appear attached to each doublet and it is eventually
related to their wave function normalisation. Without further
ado we will take g1 = g2 = 1.
Integration of the fermions will produce a bosonic effec-
tive potential (or free energy) and will allow one to study the
different phases of the model. We will work in the mean
field approximation and accordingly neglect fluctuations.
The results will be exact in the large N limit. We have
Veff = N4G1 (σ
2+ π2)+ N
4G2
(η2+a2) − Tr log M(μ,μ5),
(4)
where the trace is understood to be performed in the isospin
and Dirac spaces in addition to a 4-momentum integration of
the operator in the momentum space. Throughout this article
we will assume that μ > 0, namely we consider a baryon (as
opposed to antibaryon) finite density. The invariance under
C P of the action ensures that the free energy (4) only depends
on the modulus of μ.
We also define the fermion operator
M(μ,μ5) = ∂ +(M + τ a) − μγ0 − μ5γ0γ5
+iγ5(τ π + η), (5)
with the introduction of a constituent quark mass M ≡ m+σ .
In Appendix A we show that the dependence on both vec-
tor and axial chemical potentials does not change the reality
of the fermion determinant. However, its sign remains unde-
termined, and in order to ensure a positive determinant, we
shall consider an even number of ‘colours’1 N so that one
can safely assume
det[M(μ,μ5)] =
√
det[M(μ,μ5)]2 (6)
and hence use the calculations in Appendix A. If we just retain
the neutral components of the triplets, this determinant can
be written in the following way:
log det M(μ,μ5) = Tr log M(μ,μ5)
= 1
8
Tr
∑
±
{
log
[
−(ik0 + μ)2 + (|k| ± μ5)2 + M2+
]
+ log
[
−(ik0 + μ)2 + (|k| ± μ5)2 + M2−
] }
, (7)
where
M2± ≡(M ± a)2 + (η ± 
)2 and
Tr(1)=8N T
∑
n
∫ d3k
(2π)3
[
k0 → ωFn =
(2n + 1)π
β
]
. (8)
From now on, when we refer to the neutral pion condensate,
we will write 
. Note that, as explained in Appendix A,
one is able to write the determinant as the trace of an oper-
ator that is the identity in flavour space in spite of the initial
non-trivial flavour structure. This facilitates enormously the
calculations.
1 The choice of an even number of colours, unlike QCD, is simply a
technical restriction to ensure the fermion determinant to be positive
definite.
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In the search for stable configurations in the potential
(4) we will need the derivatives of the fermion determinant,
which are basically given by the function K1 that we define
as
4N K1 = Tr
∑
±
1
(ik0 + μ)2 − [(|k| ± μ5)2 + M2]
, (9)
which is clearly divergent in the UV. In this work, we will
deal with the NJL model using dimensional regularisation
(DR) and a 3-momentum cut-off () both at zero temperature
[32–35]. The function K1 depending on the regulator can be
written as follows:
K DR1 (M, μ, μ5) =
1
2π2
[
(μ − M)
{
μ
√
μ2 − M2
+(2μ25 − M2) log
(
μ + √μ2 − M2
M
)}
−1
2
M2 + 1
2
(M2 − 2μ25)
(
1

− γE + 2 − log M
2
4πμ2R
)]
,
(10)
K 1 (M, μ, μ5) =
1
2π2
[
(μ − M)
{
μ
√
μ2 − M2
+(2μ25 − M2) log
(
μ + √μ2 − M2
M
)}
−1
2
M2 + 1
2
(M2 − 2μ25) log
42
M2
− 2
]
. (11)
The quadratically divergent term in the cut-off regular-
isation can be reabsorbed in the couplings G1,2. After the
redefinition, the two results are identical if we identify
1

− γE + 2 ←→ log 
2
πμ2R
. (12)
However, in both cases the logarithmic divergence can-
not be absorbed [36] unless we include extra terms in the
Lagrangian like (∂σ )2 and σ 4. This is of course a mani-
festation of the non-renormalizability of the model. For this
reason, we shall assume the scale  (or equivalently μR) to
represent a physical cut-off and write
K1(M, μ, μ5) = 12π2
[
(μ − M)
{
μ
√
μ2 − M2
+ (2μ25 − M2) log
(
μ + √μ2 − M2
M
)}
− M
2
2
+ (M2 − 2μ25) log
2
M
]
. (13)
Note that K1 increases with μ and decreases with μ5. The
derivative of this function will also be used
L1(M, μ, μ5) ≡ 1M
∂K1
∂M
= − 1
π2
[
(μ − M)
{
μμ25
M2
√
μ2 − M2 + log
(
μ + √μ2 − M2
M
)}
+1 − μ
2
5
M2
− log 2
M
]
. (14)
It verifies the property L1(μ5 = 0) > 0.
3 Search for stable vacuum configurations
We will now explore the different phases that are allowed
by the effective potential (4) by solving the gap equations
and analysing the second derivatives to investigate the sta-
ble configurations of the different scalar and pseudoscalar
condensates. The gap equations for the system read
σ
2G1
+
∑
±
(M ± a)K ±1 =0,
η
2G2
+
∑
±
(η ± 
)K ±1 =0,


2G1
+
∑
±
±(η ± 
)K ±1 =0,
a
2G2
+
∑
±
±(M ± a)K ±1 =0
(15)
where K ±1 ≡ K1(M±, μ, μ5) (the same convention applies
to L1). The second derivatives of the potential are
Vσσ = 12G1 +
∑
±
[
(M ± a)2L±1 + K ±1
]
,
Vηη = 12G2 +
∑
±
[
(η ± 
)2L±1 + K ±1
]
,
Vππ = 12G1 +
∑
±
[
(η ± 
)2L±1 + K ±1
]
,
Vaa = 12G2 +
∑
±
[
(M ± a)2L±1 + K ±1
]
,
Vση = Vπa =
∑
±
(M ± a)(η ± 
)L±1 ,
Vσπ = Vηa =
∑
±
±(M ± a)(η ± 
)L±1 ,
Vσa =
∑
±
±
[
(M ± a)2L±1 + K ±1
]
,
Vηπ =
∑
±
±
[
(η ± 
)2L±1 + K ±1
]
(16)
To keep the discussion simple we will assume in the subse-
quent that a = 0. However, in Sect. 4 we will see that in a
very tiny region of the parameter space there is evidence of
the existence of a phase with a = 0.
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3.1 Chirally symmetric phase
We will first consider the phase where none of the fields
condenses (in the chiral limit with m = 0 and μ = μ5 = 0
for simplicity). The gap equations are automatically satisfied,
while the second derivatives read in this case
Vσσ = Vππ = 12G1 + 2K1, Vηη = Vaa =
1
2G2
+ 2K1,
Vση = Vσπ = Vσa = Vηπ = Vηa = Vπa = 0. (17)
After absorbing the quadratic divergence from the cut-off
regularisation into the coupling constants as mentioned pre-
viously,
1
2Gi
− 
2
π2
= 1
2Gri
, (18)
the stability conditions for this phase are Gr1,2 > 0. For sim-
plicity, we will drop the superindex r throughout.
3.2 Chirally broken phase
In this phase we will explore the phase where the field σ , and
only this field, condenses. The gap equations reduce just to
one
K1 = − 14G1
(
1 − m
M
)
. (19)
Let us first assume μ = μ5 = 0. Then the condition for chi-
ral symmetry breaking (CSB) after absorbing the quadratic
divergence into the coupling constants (or right away in DR
for that matter) reads
M2
(
1
2
− log 2
M
)
= π
2
2G1
(
1 − m
M
)
. (20)
In Fig. 1 we show the region of G1 that provides a stable
CSB phase with m = 0 for non-trivial values of the external
drivers. All dimensional quantities scale with , which we
take to be = 1 GeV throughout. Two discontinuities appear
in the plot. The first one is found at
(
μ
∗(1)
5
)2 = μ
2
2
[
(μ − μ∗)
(
1 − 1
2 ln 2
μ
)
+ (μ∗ − μ) 1
ln 
μ
]
with
μ∗ ≡ exp
[
−1
4
(
3 − 2 ln 2 +
√
9 + 4 ln 2 + 4 ln2 2
)]

≈ 0.265,
while the second one can be written analytically only if μ <
2 exp[− 14 (1 +
√
5)] ≈ 0.891. In this case, the second
discontinuity is given by
(
μ
∗(2)
5
)2 =(3 − √5)2 exp
[
−1
2
(
1+√5
)]
≈(0.389)2.
For μ = 0 and μ = 200 MeV, the condition μ < 0.891
is satisfied and the previous equation can be used to find the
discontinuity, which is clearly independent of μ. The limit
μ → 0 reduces to G1 < 0, a result known from a previous
work on the NJL model in DR [35]. Finally, note that the
restriction for G2 is simply 1G2 >
1
G1 .
The meson spectrum for any value of the external chem-
ical potentials is given by the second derivatives at the local
minimum
Vσσ = m2G1 M +2M
2L1, Vηη = m2G1 M +
1
2
(
1
G2
− 1
G1
)
,
Vππ = m2G1 M , Vaa =
m
2G1 M
+ 1
2
(
1
G2
− 1
G1
)
+2M2L1,
Vση = Vσπ = Vσa = Vηπ = Vηa = Vπa = 0, (21)
where one has to use a bare quark mass m of the same sign
as the coupling G1 so as to provide a positive pion mass.
The stability conditions read
1
G2
>
1
G1
(
1 − m
M
)
, 2M2L1 > max
[−Vππ ,−Vηη
]
.
Fig. 1 Allowed region of G1 as
a function of μ5 with fixed μ for
a stable CSB phase (dark
region). The left panel shows
μ = 0, while the right one
corresponds to μ = 200 MeV.
The figure corresponds to m = 0
and  = 1 GeV
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Fig. 2 Evolution of the
constituent quark mass M
depending on μ. For both plots
we set G2 = −45/2 with
 = 1 GeV and μ5 = 0. In the
left panel, we fixed
G1 = −40/2 and plot for
different values of m. In the
right panel instead, we fixed
m = −5 MeV in order to
examine the variation of G1.
The transition becomes sharper
as m decreases
Let us set once again μ = μ5 = 0. Then L1 > 0 and the
second convexity condition is always met if the first one is
fulfilled. In this case the mass spectrum obeys the relation
m2σ − m2π = m2a − m2η > 0,
in analogy to the situation in QCD. In addition the following
relation also holds:
m2a − m2σ = m2η − m2π ,
and the difference m2η − m2π is positive (like the analogous
one in QCD [37–40] for a review see [41]) provided that
1
G2 − 1G1 > 0.
Let us now examine in detail the dependence of the chiral
condensate on the external chemical potentials. In Fig. 2 we
present the evolution of the constituent quark mass as a func-
tion of the vector chemical potential for different values of
the current quark mass and coupling G1 (left and right panels,
respectively) with μ5 = 0. Both the bare quark mass and the
coupling G1 are taken to be negative, as just explained above.
There is chiral restoration around a certain value of the chem-
ical potential that depends mostly on G1; this phenomenon
of chiral restoration is well known in the NJL model [42]
and it is possibly the main reason that this simple model fails
to reproduce correctly the transition to nuclear matter. The
transition becomes sharper as the value m = 0 is approached.
In Fig. 3 we observe the influence of the axial chemical
potential μ5 on the restoration of chiral symmetry that always
takes place in the NJL as μ increases. For high values of the
axial chemical potential, the plateau appearing for M > μ
acquires bigger values and spreads over a wider range of
μ. At some point, the solution of the gap equation shows
a stable and a metastable solution that must necessarily flip
thus implying a jump of the constituent quark mass at some
value of the chemical potential where both solutions coexist.
Between these solutions, another unstable solution exists,
but it is not shown in the plot since the Hessian matrix is
not positive definite. The jump represents a first order phase
transition from μ < M (=constant) to a non-constant M
smaller than the chemical potential.
Fig. 3 Evolution of the constituent quark mass M depending on μ for
different values of the axial chemical potential μ5 setting m = −5 MeV,
G1 = −40/2 and G2 = −45/2. The drawn lines correspond to
locally stable phases and accordingly the absence of a continuous line
in the cases where μ5 = 0 is due to the fact that the Hessian matrix is
not positive definite. The transition to a chirally restored phase changes
to a first order one as μ5 increases
It may be helpful to show a plot of the same constituent
quark mass depending on μ5 for different values of μ. In the
left panel of Fig. 4 we display such evolution for μ = 0 and
390 MeV. The first curve is valid for any μ < M ≈ 300 MeV
while the second one shows a small discontinuity that rep-
resents a first order phase transition within the CSB phase.
A detail of the jump is presented in the inset. Note that both
curves coincide after the jump and stop at μ5 ∼ 280 MeV
since beyond this value, the phase becomes unstable, as pre-
sented previously in Fig. 1.
In the right panel, we present the values of μ = 395
and 410 MeV, which correspond to qualitatively different
cases. The curve for μ = 395 MeV shows two separate
regions where the function is bivaluated. First, the lower
and intermediate branches share some common values of
μ5 even that it cannot be appreciated in the plot. Thus, a first
order phase transition must take place within this region. The
same behaviour happens for the intermediate and the upper
branches, implying another first order phase transition. For
bigger values of μ5 one recovers the tendency of μ = 0 as
in the previous case. The curve μ = 410 MeV is somewhat
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Fig. 4 Evolution of the constituent quark mass M depending on μ5
for different values of the chemical potential μ setting m = −5 MeV,
G1 = −40/2 and G2 = −45/2. Both graphics show the regions
where all the second derivatives are positive. Certain values ofμ5 exhibit
coexisting solutions implying first order phase transitions. In the left
panel, we show a plot for μ = 0 (or indeed for any μ < M) and
μ = 390 MeV. The second curve exhibits a small jump that is shown
more detailed in the inset. The right panel corresponds to μ = 395 (two
jumps) and 410 MeV (probably only one jump). This plot shows that
the NJL with external drivers has a rather complex phase diagram
similar to the previous one but now with a trivaluated region:
for a certain small range of μ5 the three branches may be
reached and therefore one or two jumps may take place. For
bigger values of μ, the intermediate branch disappears and
only one jump may take place.
All the jumps in Fig. 4 are due to the presence of unstable
regions that would connect the different branches of the same
curve. Here, it can be shown that Vσσ < 0 is the responsible
for these unstable zones. On the other hand, Vaa is simply
Vσσ with a positive shift and the restriction Vaa > 0 does
not add anything new.
We want to stress that all the first order phase transitions
just explained are a direct consequence of the addition of μ5
to the problem. No other assumptions are made beyond using
the mean field approximation.
4 Isosinglet pseudoscalar condensation and parity
breaking
Next we focus in the analysis of parity-violating phases. It
turns out that the only stable one corresponds to condensation
in the isoscalar channel. Neutral pseudoscalar isotriplet con-
densation, either with or without CSB, does not lead to a sta-
ble thermodynamical phase2. Now, in addition to the scalar
condensate σ , which was explored in the previous section,
we will allow for a non-vanishing isosinglet pseudoscalar
condensate η. The gap equations now become
M = m
G1
1
1
G1 − 1G2
, K1 = − 14G2 . (22)
2 This is at variance with the QCD- inspired effective theory analysis
of [7,8] where the possibility of a condensation in the isotriplet channel
was proven.
The first gap equation shows that the scalar condensate
exhibits a remarkable independence on the external chem-
ical potentials as it turns out to be constant once the param-
eters of the model are fixed. Unlikely the η condensate does
depend on the external drivers through the second equation.
Moreover, from the first equation one finds that in the parity-
breaking phase m = 0 iff G1 = G2; namely, the parity-
breaking η condensate is a stationary point of the effective
potential (4) only when the chiral and U (1)A symmetries are
explicitly preserved or broken at the same time in the NJL
Lagrangian (1). However, this stationary point would not be a
true minimum but a stationary point with two flat directions.
The more general case where m = 0 and G1 = G2 is thus
the only possibility to have a genuine parity-breaking phase.
We will see in a moment how as one takes the limit m → 0,
the narrow window to have access to this phase disappears.
The second derivatives read
Vσσ = 12
(
1
G1
− 1
G2
)
+ 2M2L1, Vηη = 2η2L1,
Vση = 2MηL1,
Vππ = 12
(
1
G1
− 1
G2
)
+ 2η2L1, Vaa = 2M2L1,
Vπa = 2MηL1,
Vσπ = Vσa = Vηπ = Vηa = 0.
We find that the Hessian matrix is not diagonal but has a
block structure with two isolated sectors σ–η and π–a that
reflect the mixing of states with different parity [7–9]. The
determinants of these blocks are
det(V σ,η) = η2L1
(
1
G1
− 1
G2
)
,
det(V π,a) = M2L1
(
1
G1
− 1
G2
)
,
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and, thus, the resulting conditions for this phase to be stable
reduce to
L1 > 0,
(
1
G1
− 1
G2
)
> 0. (23)
The second of the previous conditions leads to a peculiar
ordering of the physical meson spectrum. Recall that in the
chiral symmetry breaking phase we had
m2a − m2σ = m2η − m2π = −
N
2
(
1
G1
− 1
G2
)
,
and therefore, a stable parity-breaking phase is not compat-
ible with a fit to the phenomenology. Thus parity breaking
in the NJL model corresponds to a choice of parameters that
makes this model quite different from QCD predictions [37–
40] for a review see, [41]. In other words, the NJL model
with a stable parity-breaking phase will have nothing to do
with QCD. Note that the above differences are independent
of the phase in which the theory is realised (that is, they are
independent of μ,μ5).
The rest of the possible phases with a vanishing a require
m = 0 to satisfy the gap equations; they are not true min-
ima. In particular, there is no phase with parity breaking and
σ = 0.
4.1 Transition to the parity-breaking phase
In this section we will analyse the characteristics of the tran-
sition to the phase where parity is broken. First of all, let us
define M0 as the solution to M0 = M(G1, μ = μ5 = 0)
in the CSB phase given by Eq. (19). Recall the inequality
Vηη > 0 of the same phase given in Eq. (21) and the stability
condition of the parity-breaking phase in Eq. (23). Putting
all of them together yields the following inequalities:
0 <
1
G1
− 1
G2
<
m
G1 M0
.
The second inequality can be inserted in the first gap equation
of the parity-breaking phase (see Eq. (22)) to show that in
this phase, M > M0. The same set of inequalities can be
rewritten as
1
G1
(
1 − m
M0
)
<
1
G2
<
1
G1
, (24)
which means that G1 and G2 necessarily have the same sign,
while in the CSB phase G2 had no restriction and could have
opposite sign. This set of inequalities represents the neces-
sary condition to have a transition from the CSB to a parity-
breaking phase, as they provide the stability conditions of
both phases. Notice that the model allows a narrow window
of G2 (once G1 is fixed) so that both phases may take place
depending on the value of the external drivers. In the limit
m → 0, this window closes and no parity breaking can be
found.
Let us recall the gap equation in the CSB phase Eq. (19)
and assume μ = μ5 = 0. Provided that Eq. (24) is satisfied,
it follows that
K1 = − 14G1
(
1 − m
M0
)
> − 1
4G2
.
In the parity-breaking phase, the gap equation is K1 = − 14G2 ;
therefore to get into this phase from the familiar CSB one, K1
has to decrease, i.e. from (19) we see that M must increase,
M(μ,μ5) > M0. Let us point out the fact that the condition
L1 > 0 from the parity-broken phase is stronger than the
one from the CSB one so the former will remain to provide
stability to both phases. Let us describe how this process
takes place first for μ = 0 and finally for μ = 0.
4.2 Phase transition with μ = 0
Let us simplify the analysis by setting μ = 0 and let us study
the dependence on μ5, which makes M increase from its
initial value M0. At some critical value such that
Mc ≡ M(μc5) =
m
G1
1
1
G1 − 1G2
, (25)
where the critical value of the axial chemical potential is
(μc5)
2 = M
2
c
2
− 1
4 log 2Mc
(
M2c −
π2
G2
)
,
mη vanishes, and from now on we get into the parity-breaking
phase via a second order phase transition, where M remains
frozen as discussed while the dependence on μ5 is absorbed
into a non-vanishing η condensate. The dependence of K1
on M2± will be now on M2c + η2. Note that (μc5)2 > 0 and,
therefore, a threshold in Mc follows.
In Fig. 5 we present a plot showing the evolution of M
and η with respect to μ5 for μ = 0 (or any μ < M0 ≈
300 MeV). In the CSB phase M grows with μ5 up to the
critical value Mc, the point where this magnitude freezes
Fig. 5 M and η dependence on μ5 for μ < M0, G1 = −40/2,
G2 = −39.5/2, m = −5 MeV and  = 1 GeV
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Fig. 6 M and η dependence on
μ5 for μ = 375, 390, 400 and
425 MeV, G1 = −40/2,
G2 = −39.5/2, m = −5 MeV
and  = 1 GeV. The graphics
show the regions where all the
second derivatives are positive.
Certain values of μ5 exhibit
coexisting solutions, implying
first order phase transitions. The
first jump in the plot for
μ = 390 MeV shows a very
small region of μ5 where the
function is not defined. This
region is characterised by
Vaa < 0, thus suggesting a
phase with a non-trivial scalar
isotriplet condensate. This is the
only region where we have
found indications for a phase
with a = 0. The landscape of
first order phase transitions in
the constituent quark mass is
essentially the same as the one
explained in Fig. 4
out, and η acquires non-trivial values, also growing with the
axial chemical potential. Atμ5  0.28, this phase shows an
endpoint, and beyond it no stable solution exists. This point
is the same one as we found in the CSB phase, meaning that
the model becomes unstable at such a value of μ5, no matter
which phase one is exploring.
4.3 Phase transition with μ > 0
The presence of both chemical potentials makes the function
K1 exhibit more complicated features. As K1 decreases with
μ5 and μ does the opposite job, μ5 needs larger values than
μ to reach the parity-breaking phase. In Fig. 6, we present
a set of plots with the evolution of both M and η for non-
vanishing values of the chemical potential. As before we take
the value  = 1 GeV to make the model in order to have
some QCD-inspired intuition. Of course everything scales
with .
In the upper panels, we set μ = 375 MeV (left) and μ =
390 MeV (right), both of them M0 < μ < Mc, where jumps
in M are observed in the parity even phase together with
tiny metastable regions. This behaviour is very similar to the
one described in Fig. 4 with the subtlety that we inverted the
sign of 1G1 − 1G2 and therefore, the parity-odd phase may be
reached.
In addition, this change of sign shifts the second deriva-
tive Vaa , which is the only responsible for the apparent big
jump in the μ = 390 MeV window (the one with lower μ5).
It should be clear that L1 > 0 since M is growing with μ5.
However, the second derivative Vaa becomes negative due to
this shift while all the other derivatives remain positive. If
for a moment we forgot Vaa , the curve would be smoothly
increasing and we would only have the other tiny jump close
to the flat region of constant M . However, the fact that this
second derivative becomes negative leads to a small range of
μ5 where no solution exists. Hence, it seems natural to think
that the system goes away from the phase with a = 0 and
acquires a non-trivial scalar isotriplet condensate. We empha-
sise that this region is really tiny and depends crucially on
the specific values for the parameters, even disappearing for
G1 > −30/2. Both graphics show a smooth transition to
the parity-odd phase, say, via a second order phase transition
with the same characteristics of the previous section with
μ = 0.
On the other side, in the lower panels, we set μ =
400 MeV (left) and μ = 425 MeV (right) with μ > Mc
and observe what we could more or less expect from Fig. 4
with the same landscape of first order phase transitions. The
main difference of these two latter values appears in the finite
jump of η, implying now a first order phase transition toward
the parity-breaking phase.
Finally, we present the phase transition line in a μc(μc5)
plot in Fig. 7. For μ < Mc ≈ 395 MeV (or equivalently, for
μc5 = μc5(μ = 0)), the transition is smooth (second order)
while beyond that there is a jump in the condensates (first
order), as was also observed in the previous figure.
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Fig. 7 Transition line from the CSB to the P-breaking phase with
G1 = −40/2, G2 = −39.5/2, m = −5 MeV and  = 1 GeV. The
vertical dashed line is related to a second order phase transition while
the solid one corresponds to a first order one
5 Conclusions and outlook
The Nambu–Jona-Lasinio model has traditionally received
much attention as a toy model for QCD. In spite of the obvi-
ous shortcomings of this analogy, NJL is regarded as provid-
ing an intuitive picture of the mechanism of chiral symmetry
breaking in QCD via a strong effective interaction in the
scalar isosinglet channel. More recently the NJL model has
received attention as a simpler arena where other aspects of
QCD could be tested, such as extreme QCD. Although it is
far from obvious that NJL is a good modellisation of QCD,
these tests are still useful to understand in a simpler theory
what are the right questions to pose.
In this context, the NJL model has been used recently by
some authors [43] to investigate the nature of the Aoki phase
in QCD [44,45]. This is a phase in lattice QCD with Wil-
son fermions where parity and possibly isospin symmetry
is broken. It does not survive the continuum (note that the
NJL does not have a ‘continuum limit’ either). It is, however,
conceivable that the introduction of the chemical potential
may enlarge the scope of the Aoki phase and allow for a
sensible continuum interpretation. This is what should hap-
pen if the effective theory analysis of some of the present
authors described in [7,8] is correct. Finite chemical poten-
tial simulations being notoriously difficult in lattice QCD,
it is worth to analyse simpler theories such as NJL where
analytical methods are available in the large N limit.
The generation of an axial charge in heavy ion collision
processes has also been contemplated in the theory. The
effects on QCD phenomenology of such a charge have been
barely considered in the past. NJL may provide a first guid-
ance to the problem too.
In this paper we work in the continuum and explore in
detail the different phases that arise in the Nambu–Jona-
Lasinio model in the presence of both vector and axial chem-
ical potentials at zero temperature. The incorporation of μ5
together with μ had not been investigated before. The axial
chemical potential changes considerably the thermodynam-
ical properties of the model. It leads to a non-trivial depen-
dence of the scalar condensate in the chirally broken phase.
Interestingly, when the full U (2)L ×U (2)R global symmetry
is broken to SU (2)L × SU (2)R × U (1)V (i.e. G1 = G2) a
phase where parity is spontaneously broken by the presence
of an isosinglet condensate η appears. However, we have
not found any phase where parity and flavour symmetry are
simultaneously broken, thus indicating the presence of a non-
zero value for 〈ψ¯γ5τ 3ψ〉. On the contrary we have found an
extremely small region in the μ − μ5 space of parameters
where flavour symmetry is broken by a non-zero value of
〈ψ¯τ 3ψ〉 but parity is not broken yet. However, the appear-
ance of a parity-breaking condensate in the isosinglet sector
is rather generic for m = 0.
Demanding stability of such a phase, however, leads to
a region of parameter space where the spectrum has little
resemblance to the one of QCD. We have investigated all
the properties of the transition from the parity-even to the
parity-odd phase providing results on the evolution of both
condensates, which exhibit finite jumps under certain condi-
tions, and, finally examining the phase transition line, where
it was shown that for μ < Mc we have a second order tran-
sition while for μ > Mc, it corresponds to a first order one.
The discussion presented here on the phase structure of the
NJL model in the presence of external chemical potentials is
rather general and, as discussed above, the model—in spite of
its simplicity—exhibits an enormously rich phase structure.
This hopefully indicates that QCD still holds many surprises
for us too.
Acknowledgments We would like to thank V. Azcoiti and E. Follana
for numerous discussions concerning parity breaking in the NJL model
and, particularly, for clarifying to us several points on the reality and
positivity properties of the fermion determinant. We acknowledge the
financial support from projects FPA2010-20807, 2009SGR502, CPAN
(Consolider CSD2007-00042). A. A. Andrianov is also supported by
Grant RFBR project 13-02-00127 as well as by the Saint Petersburg
State University grant 11.38.660.2013. X. Planells acknowledges the
support from Grant FPU AP2009-1855.
Open Access This article is distributed under the terms of the Creative
Commons Attribution License which permits any use, distribution, and
reproduction in any medium, provided the original author(s) and the
source are credited.
Funded by SCOAP3 / License Version CC BY 4.0.
Appendix A: Calculation of the fermion determinant
In this appendix we address the analysis of the determinant
of the fermion operator presented in Eq. (5),
M(μ,μ5)=∂ +(M + τ a) − μγ0 − μ5γ0γ5+iγ5(τ π+η).
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As has been already stressed in [43], the fermion determi-
nant can be proven to be real. The presence of both a vector
and an axial chemical potential does not modify this feature.
Invariance under parity- and time-reversal symmetries also
provides some equalities that will be useful for our purposes,
det(M(μ,μ5)) = det(M†(μ,μ5)) = det(M(μ,−μ5))
= det(M†(μ,−μ5)).
We shall choose N to be even in order for the determi-
nant to be positive defined and use the fact that det(M)2 =
det(M2). The development of the product
M(μ,μ5)M†(μ,−μ5)
= −∂2 + M2 + π2 + (η2 + a2) + 2M τ a + 2ητ π
+2γ5(a × π)τ − μ2 + μ25 + 2μ∂0 − 2μ5γ0 γ ∂γ5
provides a result which is scalar in flavour except for the term
proportional to μ5. An additional product produces
M(μ,μ5)M†(μ,−μ5)M(μ,−μ5)M†(μ,μ5)
= A′ + τ(α′ + ′γ5)
with
A′ = A2 + α2 + 2 + 4μ25∂2, α′ = 2Aα, ′ = 2A,
A = −∂2 + M2 + π2 + (η2 + a2) − μ2 + μ25 + 2μ∂0,
α = 2(M a + η π),
 = 2(a × π), α = 0,
with the property α′ ′ = 0. The logarithm of a quantity
with such characteristics can be calculated and all the non-
diagonal operators in Dirac or flavour space disappear, lead-
ing to
log[A + τ(α + γ5)] = 12 log[A
2 − α2 − 2].
The evaluation of the argument leads to
A′2 − α′2 − ′2 =
∏
±
[
−(ik0 + μ)2 + (|k| ± μ5)2 + M2+
]
[
−(ik0 + μ)2 + (|k| ± μ5)2 + M2−
]
where M2± = (M ± a)2 + (η ± π)2. Finally the fermion
determinant can be written as
log det(M(μ,μ5))
= Tr log M(μ,μ5) = 18Tr log(A
′2 − α′2 − ′2)
= 1
8
Tr
∑
±
{
log
[
−(ik0 + μ)2 + (|k| ± μ5)2 + M2+
]
+ log
[
−(ik0 + μ)2 + (|k| ± μ5)2 + M2−
] }
, (26)
where the trace operator is given by
Tr(1) = 8N T
∑
n
∫ d3k
(2π)3
[k0 → ωFn ],
with ωFn = (2n + 1)π/β.
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