Abstract -This paper presents results of experiments quantifying two systematic errors associated with the calibrations by use of an AC Josephson Voltage Standard: the change in the voltage leads error with the change in the level of probe immersion in the liquid helium, and the effect of the internal inductance of a Josephson array. The measurements were performed at frequencies 100 kHz and above, however, they can be used in evaluating an error budget at lower frequencies.
I. INTRODUCTION
The AC Josephson Voltage Standard (ACJVS) established at the NRC closely follows the NIST design, [1] , [2] . At the heart of the standard is a superconducting Josephson junction array (JJA) generating quantum-accurate voltage pulses when energized by a train of high frequency current pulses, clocked at 10 GHz. The energizing current pulses are modulated by a low frequency sinewave and the same low frequency component appears in the output voltage pulses. This component is in principle quantum-accurate, and can be calculated solely from the number of junctions in the array, the frequency of the current pulses and fundamental constants. At the present level of technology, the ACJVS rms output voltage is limited to 300 mV, the lowest frequency to a few tens of hertz and the highest frequency to 1 MHz.
To implement the ACJVS as the primary standard of the acdc transfer difference, the ACJVS instrumentation errors have to be identified and quantified. Several systematic errors have been discussed previously, [3] - [5] . This summary presents results of tests quantifying two components; one intrinsic to the output voltage leads error and the second to the internal inductance of the JJA.
II. VOLTAGE LEADS ERROR
The transfer of the ACJVS voltage value to a secondary standard is degraded by the voltage drop/rise on the relatively long leads (1.3 m) between the quantum-accurate voltage source, the Josephson array immersed in the liquid helium, and the room-temperature secondary standard. This error can be corrected to a certain degree with the correction calculated from the parameters of the leads and the load, [6] , the experimental measurements, [7] , or both, [8] .
The accuracy of the leads correction is limited by the changes in the leads parameters with the level of the probe immersion in the liquid He, [9] . To test the magnitude of these changes, a series of tests was performed for six different lead types: two flexible microcoax cables and four twisted-pair lines. For every type of leads a commercial Thermal Transfer Standard (TTS) was calibrated twice, with the test probe fully immersed in the liquid He and then raised by approximately 0.1 m from the lowest point. The differences in both calibrations at three frequencies are shown in the Table I , columns 2 to 4. Column 5 shows the dc reversal, the difference in the input voltages of the TTS when equal positive and negative dc voltages were generated by the ACJVS. This difference is an indicator of the thermal voltages generated at the contact points of voltage leads.
The RLC parameters of the probe leads were also measured in the function of the level of immersion. Only the probe prepared from the PVDF insulated wire has shown a significant change in the parallel capacitance between the lead wires (decrease by approximately 50% when fully immersed), none of the leads has shown a significant change in the series inductance. As expected, all leads have shown a significant change in the series resistance, as shown in Table II .
The numerical data presented in Table I are only valid for comparison purposes. The voltage drop on the leads changed very significantly with the actual loading. The reported data were obtained with a 6 MHz first order RC filter and a coaxial cable (0.9 m) between the cryoprobe output and the TTS. The lowest change observed in these conditions was with the coaxial leads #1, however the same leads also show an increase in the reversal error. A large reversal error can degrade accuracy of ac-dc calibrations even at frequencies when the voltage leads error is negligible.
III. INTERNAL INDUCTANCE VOLTAGE DROP
The low-frequency-modulated energizing current pulses create a voltage drop on the internal inductance of the JJA, [4] . Ideally, a low frequency component of this voltage drop is much smaller than, and orthogonal to the quantum-accurate low frequency JJA voltage, so the sum of these two voltages, the ACJVS output voltage, remains quantum accurate. In the actual instrumentation, the low and high frequency components of the energizing pulses are delivered to the array separately; the two voltages are no longer exactly in quadrature. This quadrature phase defect, together with the value of the internal inductance of the array, and the magnitude of the low frequency component of the current pulses, can be used to estimate the ACJVS systematic error arising from the internal inductance voltage drop.
The internal inductance of an array was measured by applying a known low frequency ac current and measuring a voltage drop on a non-pulsing array. The measured inductance was 6.9 nH for an array containing 5120 Josephson junctions, and 10.1 nH for a 6400-junction array. The phase defect from the quadrature was measured by a method described in [4] . Table III shows measurement results for two 6400-junction arrays situated on the same chip, designated Left and Right. It is interesting to note that the phase defects for these two arrays are not identical and of the opposite signs. The last two rows show a calculated systematic errors when these arrays are used in a calibration of a 100 mV ac-dc transfer standard. The opposite signs of the errors suggest that the error can be reduced by averaging results from the Left and Right arrays. 
SUMMARY
The ACVJS instrumentation errors increase with the output voltage frequency. Magnitudes of two such errors are discussed in this paper, one related to the change in the resistance of the voltage leads with the level of liquid He immersion, and second due to the internal inductance of the JJA. The experiments were conducted at frequencies 100 kHz and above, the presented results can be extrapolated to estimate these errors at lower frequencies.
