Homogeneous quandles arising from automorphisms of symmetric groups by Higashitani, Akihiro & Kurihara, Hirotake
ar
X
iv
:2
00
5.
12
05
7v
1 
 [m
ath
.G
R]
  2
5 M
ay
 20
20
HOMOGENEOUS QUANDLES ARISING FROM AUTOMORPHISMS OF
SYMMETRIC GROUPS
AKIHIRO HIGASHITANI AND HIROTAKE KURIHARA
Abstract. Quandle is an algebraic system with one binary operation, but it is quite dif-
ferent from a group. Quandle has its origin in the knot theory and good relationships with
the theory of symmetric spaces, so it is well-studied from points of view of both areas. In
the present paper, we investigate a special kind of quandles, called generalized Alexander
quandles Q(G,ψ), which is defined by a group G together with its group automorphism ψ.
We develop the quandle invariants for generalized Alexander quandles. As a result, we prove
that there is a one-to-one correspondence between generalized Alexander quandles arising
from symmetric groups Sn and the conjugacy classes of Sn for 3 ≤ n ≤ 30 with n 6= 6, 15,
and the case n = 6 is also discussed.
1. Introduction
Originally, quandles were introduced by Joyce [4] in the context of the knot theory. We
call a set Q a quandle if Q is equipped with a binary operation ∗ satisfying the following
three axioms:
(Q1) x ∗ x = x for any x ∈ Q;
(Q2) for any x, y ∈ Q, there exists a unique z ∈ Q such that z ∗ y = x;
(Q3) for any x, y, z ∈ Q, we have (x ∗ y) ∗ z = (x ∗ z) ∗ (y ∗ z).
These axioms are derived from the Reidemeister moves appearing in the knot theory. We
can rephrase this definition of quandles in terms of “globally defined maps” as follows. We
call a set Q a quandle if Q is equipped with a “point symmetry” sx : Q→ Q defined in each
x ∈ Q satisfying the following three axioms:
(Q1’) sx(x) = x for any x ∈ Q;
(Q2’) sx is a bijection on Q for any x ∈ Q;
(Q3’) sx ◦ sy = ssx(y) ◦ sx holds for any x, y ∈ Q.
It is straightforward to check that those definitions are equivalent by setting sx(·) = (·) ∗ x
for each x ∈ Q. We can see from this definition that every symmetric space has a quandle
structure (cf. [4]), where a symmetric space is a (Riemannian) manifold M equipped with a
globally defined map sx : M → M for any x ∈ M satisfying certain conditions, which are
similar to (Q1’)–(Q3’). Hence, quandles can be regarded as a “discrete version” of symmetric
spaces. Quandles have been studied from this point of view, i.e., there are many results
on quandles arising from the theory of symmetric spaces. Among those studies, a notion of
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homogeneous quandles appears (see Section 3) and those are well-studied. (See, e.g., [3, 5, 11],
and so on.)
Although quandles have good relationships with the knot theory and the theory of sym-
metric spaces, quandles might be still mysterious when we treat them as a set equipped with
one binary operation. Hence, it is quite natural to compare quandles with a very well-studied
algebraic system, groups. On the other hand, we can construct a homogeneous quandle from
a group together with its group automorphism. Such quandle is called a generalized Alexan-
der quandle (see Subsection 3.2). Our motivation to organize this paper is to find some
connections with groups and homogeneous quandles arising from groups. More precisely,
what we would like to do is to give a certain solution for Problem 3.4. In the present paper,
for this purpose, we develop several quandle invariants of generalized Alexander quandles (see
Section 4). Moreover, as the first step, we investigate Problem 3.4 in the case of symmetric
groups. As a consequence, we obtain that generalized Alexander quandles arising from sym-
metric groups Sn one-to-one correspond to conjugacy classes of automorphism groups of Sn
if n ∈ {3, 4, . . . , 30} \ {15} (Theorem 5.14). Finally, we suggest the problem whether this is
always true for any n (Question 5.15).
The present paper is organized as follows. In Section 2, we fix our notation for both
quandles and groups. In Section 3, we recall from [3] what homogeneous quandles are. Ho-
mogeneous quandles can be obtained from, so-called, quandle triplets (see Subsection 3.1).
As a special kind of homogeneous quandle, we introduce generalized Alexander quandles
(see Subsection 3.2) and propose Problem 3.4. In Section 4, for the investigation of Prob-
lem 3.4, we develop some invariants on generalized Alexander quandles. In Section 5, we
study Problem 3.4 in the case of symmetric groups.
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2. Terminologies and notation
Throughout this paper, we denote by (Q, s) (or Q, for short) a quandle Q equipped with
the maps {sx : x ∈ Q} satisfying (Q1’)–(Q3’).
2.1. Terminologies for quandles. Let (Q, s) and (Q′, s′) be quandles. A map f : Q→ Q′
is called a quandle homomorphism if f satisfies
f ◦ sx = s
′
f(x) ◦ f for any x ∈ Q.
Moreover, when f is bijective, f is said to be a quandle automorphism. If there is a quandle
automorphism between Q and Q′, then we say that Q and Q′ are isomorphic as quandles,
denoted by Q ∼=Q Q
′.
Let Aut(Q, s) (or Aut(Q), for short) be the set of quandle automorphisms from (Q, s) to
(Q, s) itself, which is called the automorphism group of Q. Remark that sx ∈ Aut(Q) for
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any x ∈ Q. Let Inn(Q, s) (or Inn(Q), for short) be the subgroup of Aut(Q) generated by
{sx : x ∈ Q}, which is called the inner automorphism group of Q.
2.2. Terminologies for groups. Let G be a group with its unit e. Let Aut(G) denote the
automorphism group of G. For two groups G and G′, we denote by G ∼=G G
′ if G and G′ are
isomorphic as groups.
For g, h ∈ G, we use a usual notation gh = hgh−1. Also, we use gG, which stands for the
conjugacy class with respect to g ∈ G. Let Inn(G) denote the inner automorphism group of
G, i.e., the set of the group automorphisms defined by x 7→ xg for some g ∈ G, denoted by
(·)g. It is well known that Inn(G) ∼=G G/Z(G), where Z(G) denotes the center of G (e.g.
[9, Theorem 7.1]). Note that Inn(G) is a normal subgroup of Aut(G). We call ψ an outer
automorphism if ψ ∈ Aut(G) \ Inn(G).
Given ψ ∈ Aut(G), let
Fix(ψ,G) = {g ∈ G : ψ(g) = g}.
Note that Fix(ψ,G) is a subgroup of G and when we consider (·)g ∈ Inn(G), we have
Fix((·)g, G) = CG(g), where CG(g) = {x ∈ G : gx = xg} is the centralizer of g.
3. Homogeneous quandles and Quandle triplets
In this section, we recall the notion of homogeneous quandles and study the relationship
between homogeneous quandles and quandle triplets. These notions have their origin in [4,
Section 7] and the discussions were developed in [3, Section 3] in detail.
3.1. Correspondence between homogeneous quandles and quandle triplets.
Definition 3.1 ([3]). Let Q be a quandle. We say that Q is homogeneous if Aut(Q) acts
transitively on Q, i.e., for any x, y ∈ Q, there exists f ∈ Aut(Q) such that f(x) = y.
Definition 3.2 ([3, Definition 3.1]). Let G be a group, let K be a subgroup of G and let
ψ ∈ Aut(G). We say that (G,K,ψ) is a quandle triplet if K ⊂ Fix(ψ,G).
In [3, Section 3], a correspondence between homogeneous quandles and quandle triplets is
provided. Let us recall how to construct the homogeneous quandle from a quandle triplet.
Let (G,K,ψ) be a quandle triplet. We define a quandle as follows. We denote by G/K =
{[g] : g ∈ G} the set of left cosets with respect to K, and we set
s[g]([h]) := [gψ(g
−1h)]
for [g], [h] ∈ G/K. It is proved in [3, Proposition 3.2] that the set G/K equipped with this
map becomes a homogeneous quandle. Let us denote the homogeneous quandle constructed
in this way by Q(G,K,ψ).
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3.2. Generalized Alexander quandles. Let G be a group with its unit e. Given a group
automorphism ψ ∈ Aut(G), a triplet (G, {e}, ψ) trivially becomes a quandle triplet. Let
Q(G,ψ) = Q(G, {e}, ψ), i.e., Q(G,ψ) is the homogeneous quandle (G, s), where s is defined
by
sg(h) := gψ(g
−1h) for any g, h ∈ G.
This quandle Q(G,ψ) is also known as a generalized Alexander quandle. Note that in the
case G is a cyclic group, Q(G,ψ) is called an Alexander quandle (see [7]).
One reason to study the generalized Alexander quandles (i.e., to specialize the case K =
{e}) can be seen by the following.
Proposition 3.3. Let ψ,ψ′ ∈ Aut(G) and let K = Fix(ψ,G) and K ′ = Fix(ψ′, G). If
Q(G,ψ) ∼=Q Q(G,ψ
′), then Q(G,K,ψ) ∼=Q Q(G,K
′, ψ′).
Proof. Let f : Q(G,ψ) → Q(G,ψ′) be a quandle automorphism. We define a map f˜ :
Q(G,K,ψ) → Q(G,K ′, ψ′) by f˜([x]K) := [f(x)]K ′ for [x]K ∈ G/K, where [·]K and [·]K ′
stand for the left cosets with respect to K and K ′, respectively. In what follows, we will
prove that f˜ is a quandle automorphism.
Well-definedness: Assume [x]K = [y]K for [x]K , [y]K ∈ G/K. Then x
−1y ∈ K. Thus,
x−1y = ψ(x−1y). Hence, y = x · x−1y = xψ(x−1y) = sx(y). Moreover, since f ◦ sx(y) =
s′f(x) ◦ f(y) and sx(y) = y, we obtain that f(y) = f(x)ψ
′(f(x)−1f(y)). Thus, f(x)−1f(y) =
ψ′(f(x)−1f(y)). Hence, f(x)−1f(y) ∈ K ′, i.e., [f(x)]K ′ = [f(y)]K ′ . Therefore, f˜([x]K) =
f˜([y]K).
Quandle homomorphism: We see that
f˜ ◦ s[x]K ([y]K) = f˜([xψ(x
−1y)]K) = [f ◦ sx(y)]K ′ = [s
′
f(x) ◦ f(y)]K ′
= [f(x)ψ′(f(x)−1f(y))]K ′ = s
′
f˜([x]K)
◦ f˜([y]K).
Bijectivity: Let f˜−1 : Q(G,K ′, ψ′) → Q(G,K,ψ) by f˜−1([y]K ′) := [f
−1(y)]K for [y]K ′ ∈
G/K ′. Then f˜−1 is also well-defined and this implies the bijectivity of f˜ . 
Given a finite group G, let Q(G) be the set of quandle isomorphic classes of Q(G,ψ)’s, i.e.,
Q(G) := {Q(G,ψ) : ψ ∈ Aut(G)}/ ∼=Q .
The following problem naturally arises.
Problem 3.4. Determine Q(G) for a given group G.
The following proposition says that we can roughly classify Q(G,ψ) for ψ ∈ Aut(G) up to
quandle isomorphism by seeing the conjugacy classes of Aut(G).
Proposition 3.5. Let ψ,ψ′ ∈ Aut(G) and assume that ψ and ψ′ are conjugate. Then we
have Q(G,ψ) ∼=Q Q(G,ψ
′).
Proof. Let (Q, s) = Q(G,ψ) and (Q′, s′) = Q(G,ψ′). Let ψ′ = ψτ for some τ ∈ Aut(G).
Clearly, τ gives a bijection between Q and Q′ (note that Q = Q′ = G as sets). It is enough
to show that τ is a quandle homomorphism, i.e., τ ◦ sx = s
′
τ(x) ◦ τ.
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Given any y ∈ G, we see that
s′τ(x) ◦ τ(y) = τ(x)ψ
′(τ(x)−1τ(y)) = τ(x)ψ′(τ(x−1y)) = τ(x)τ ◦ ψ ◦ τ−1(τ(x−1y))
= τ(x)τ(ψ(x−1y)) = τ(xψ(x−1y)) = τ ◦ sx(y),
as required. 
Let Cn be the cyclic group of order n.
Remark 3.6 ([7]). In the case where G = Cn, Problem 3.4 is completely solved in [7] as
follows. It is well known that Aut(Cn) ∼=G U(Cn) (see [9, Lemma 7.2]), where U(Cn) = {x ∈
Cn : x is coprime to n} is the group of units of Cn. More precisely, given a ∈ U(Cn), the
automorphism of Cn is defined by x 7→ ax for each x ∈ Cn. It is proved in [7, Corollary
2.2] that Q(Cn, a) ∼=Q Q(Cn, b) for a, b ∈ U(Cn) if and only if N(n, a) = N(n, b) and a ≡ b
(mod N(n, a)), where N(n, a) = ngcd(n,1−a) . Namely, Q(Cn) is completely characterized.
For example, Q(C9, 4) ∼=Q Q(C9, 7) since N(9, 4) = N(9, 7) = 3 and 4 ≡ 7 (mod 3). On
the other hand, since U(Cn) is abelian, the set of the conjugacy classes of U(Cn) is nothing
but U(Cn) itself. Hence, this example shows that the set of the conjugacy classes of Aut(Cn)
does not necessarily one-to-one correspond to Q(Cn).
4. Invariants on homogeneous quandles
Towards a solution of Problem 3.4, we establish some quandle invariants for Q(G,ψ).
Throughout this section, we fix a finite group G.
At first, we check that Inn(Q, s) is a quandle invariant as follows.
Proposition 4.1. A quandle automorphism f : (Q, s) → (Q′, s′) induces a group automor-
phism of two groups Inn(Q, s) and Inn(Q′, s′). Namely, the map defined by
f : Inn(Q, s)→ Inn(Q′, s′), sg 7→ s
′
f(g)
which is extended as a group homomorphism is a group automorphism. In particular, if
(Q, s) ∼=Q (Q
′, s′), then Inn(Q, s) ∼=G Inn(Q
′, s′).
Proof. This f is obviously a group homomorphism and bijective if it is well-defined. Thus,
what we have to show is the well-definedness.
Let sg1 ◦ · · · sgk = sh1 ◦ · · · ◦ shℓ ∈ Inn(Q). Then sg1 ◦ · · · sgk ◦ f
−1 = sh1 ◦ · · · ◦ shℓ ◦
f−1 as quandle homomorphisms from (Q′, s′) to (Q, s). Moreover, since f is a quandle
homomorphism, we see that
sg1 ◦ · · · sgk ◦ f
−1 = f−1 ◦ s′f(g1) ◦ · · · ◦ s
′
f(gk)
and
sh1 ◦ · · · shℓ ◦ f
−1 = f−1 ◦ s′f(h1) ◦ · · · ◦ s
′
f(hℓ)
.
Therefore,
f ◦ f−1︸ ︷︷ ︸
id
◦s′f(g1) ◦ · · · ◦ s
′
f(gk)
= f ◦ f−1︸ ︷︷ ︸
id
◦s′f(h1) ◦ · · · ◦ s
′
f(hℓ)
.

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Next, we focus on the order of each element. Let ordG(g) denote the order of g ∈ G.
Similarly, for a quandle (Q, s), let ord(sx) = min{n ∈ Z>0 : sx ◦ · · · ◦ sx︸ ︷︷ ︸
n
= id}. For a
homogeneous quandle Q, we see that ord(sx) is constant for any x ∈ Q. In fact, for any
x, y ∈ Q, since there is f ∈ Aut(Q) such that y = f(x), we see that if smx = id, then
f = f ◦smx = s
m
f(x) ◦f , so we obtain s
m
f(x) = id, as required. Thus, we use the notation ord(Q)
instead of ord(sx) for x ∈ Q in the case Q is homogeneous. Moreover, we also see that ord(Q)
is a quandle invariant. In the case of Q(G,ψ), we can compute this as follows.
Proposition 4.2. One has ord(Q(G,ψ)) = ordAut(G)(ψ).
Proof. Our goal is to show that smx = id implies ψ
m = id, and vice versa. A direct computa-
tion shows that
smx (y) = s
m−1
x (xψ(x
−1y)) = sm−2x (xψ(x
−1xψ(x−1y))) = sm−2x (xψ
2(x−1y)) = · · ·
= xψm(x−1y)
(1)
for any y ∈ G.
• If ψm = id, then smx (y) = y.
• If smx = id, since xψ
m(x−1y) = y for any y ∈ G, we have ψm(x−1y) = x−1y for any
y ∈ G. This implies that ψm = id.

Let K be a subgroup of G and let [G : K] denote the index of K.
Proposition 4.3. There is a one-to-one correspondence between {sx : x ∈ Q(G,ψ)} and
G/Fix(ψ,G). In particular, we have |{sx : x ∈ Q(G,ψ)}| = [G : Fix(ψ,G)].
Proof. We will show that {sx : x ∈ G} one-to-one corresponds to the left cosets {[x] : x ∈ G}
with respect to Fix(ψ,G). The bijectivity of those sets can be verified as follows:
sx(y) = sx′(y) for any y ∈ G⇐⇒ xψ(x
−1y) = x′ψ(x′−1y) for any y ∈ G
⇐⇒ x−1x′ = ψ(x−1y)ψ(x′−1y)−1 for any y ∈ G
⇐⇒ x−1x′ = ψ(x−1x′) ⇐⇒ x−1x′ ∈ Fix(ψ,G)
⇐⇒ [x] = [x′].

For i ∈ Z>0 and for a quandle (Q, s), let (Q
(i), s(i)) (or Q(i), for short) be defined by
Q(i) = Q as a set and s
(i)
x := sx ◦ · · · ◦ sx︸ ︷︷ ︸
i
.
Proposition 4.4. Work with the notation as above.
(a) Let Q and R be quandles. Assume that Q ∼=Q R. Then Q
(i) ∼=Q R
(i) for any i.
(b) Fix ψ ∈ Aut(G) and let Q = Q(G,ψ). Then Q(i) = Q(G,ψi).
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Proof. (a) Let Q = (Q, s) and R = (R, s′) and let f : Q → R be a quandle automorphism.
Then the same f gives a bijection between Q(i) and R(i). We may show that f is a quandle
homomorphism between them, but it is straightforward:
f ◦ s(i)x = f ◦ sx ◦ · · · ◦ sx︸ ︷︷ ︸
i
= s′f(x) ◦ · · · ◦ s
′
f(x)︸ ︷︷ ︸
i
◦f = s
′(i)
f(x) ◦ f.
(b) The equality Q(G,ψ)(i) = Q(G,ψi) directly follows from (1). 
We summarize Proposition 3.5 and the propositions proved in this section.
Theorem 4.5. Let ψ,ψ′ ∈ Aut(G) and let Q = Q(G,ψ) and let Q′ = Q(G,ψ′).
(a) If ψ′ = ψτ for some τ ∈ Aut(G), then Q ∼=Q Q
′.
(b) If Q ∼=Q Q
′, then
• ordAut(G) ψ = ordAut(G) ψ
′;
• [G : Fix(ψ,G)] = [G : Fix(ψ′, G)], i.e., |Fix(ψ,G)| = |Fix(ψ′, G)|;
• Inn(Q) ∼=G Inn(Q
′);
• Q(G,ψi) ∼=Q Q(G,ψ
′i) for any i ∈ Z>0.
5. The case of symmetric groups
Let Sn (resp. An) denote the symmetric (resp. alternating) group on {1, . . . , n}. In
this section, we develop the invariants appearing in Theorem 4.5 for generalized Alexander
quandles arising from Sn. After preparing the invariants, we discuss Problem 3.4 for Sn.
For the fundamental materials on Sn, see, e.g., [9].
5.1. Fundamental facts on Sn. We first recall the structure of Aut(Sn).
Proposition 5.1 (cf. [9, Section 7]). We have
Aut(Sn) = Inn(Sn)
if n 6= 2, 6, Aut(S2) = {id}, and Aut(S6) ∼=G S6 ⋊ C2.
In Subsection 5.3, we will see the structure of Aut(S6). As we mentioned in Subsection 2.2,
we have Inn(G) ∼=G G/Z(G). Since Z(Sn) = {e} (see, e.g., [9, Exercise 3.1 (i)]), we obtain
that Aut(Sn) = Inn(Sn) ∼=G Sn when n 6= 2, 6.
Let us recall a system of generators of Sn and An, respectively. The following facts are
well known.
Lemma 5.2 (cf. [8, Theorem 6.6 and Exercise 7 in Chapter 6]). The following assertions
hold:
(a) {(1 2), (1 3), . . . , (1 n)} and {(1 2), (1 2 3 · · · n)} are systems of generators of Sn,
respectively.
(b) {(1 2 3), (1 2 4), . . . , (1 2 n)} is a system of generators of An.
Moreover, we also see the following which we will use in the proof of Proposition 5.6.
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Lemma 5.3. Assume n ≥ 5. Then we have
CSn(An) = {x ∈ Sn : xg = gx for any g ∈ An} = {e}.
Proof. Let n be odd. Let π1 = (1 2 3 · · · n) and π2 = (1 3 2 4 · · · n). Then π1, π2 ∈ An.
Since CSn(πj) = {π
i
j : i = 0, 1, . . . , n − 1} for each j = 1, 2 and {e} ⊂ CSn(An) ⊂ CSn(π1) ∩
CSn(π2) = {e} by n ≥ 5, we conclude the assertion.
Even in the case n is even, by taking π1 = (1 2 3 · · · n− 1) and π2 = (1 3 2 4 · · · n− 1),
we can apply the same discussion. 
The conjugacy classes of Sn one-to-one correspond to the partitions of n. Let us recall
the correspondence. Given π ∈ Sn, we can decompose π into disjoint cyclic permutations
π = π1π2 · · · πk, where the order of πi is non-increasing. Let λi be the order of πi. Then
λ1 ≥ · · · ≥ λk ≥ 1 with n =
∑k
i=1 λi. We call (λ1, . . . , λk) the shape (also known as cycle
structure) of π. It is well known that π and π′ are conjugate if and only if those have the same
shape ([9, Theorem 3.5]). Namely, the conjugacy classes of Sn (i.e., Aut(Sn) with n 6= 2, 6)
one-to-one correspond to the partitions of n. Note that the partition (1, 1, . . . , 1) corresponds
to a trivial conjugacy class e ∈ Sn. We sometimes use the notation a
i if a appears i times in
the partition, e.g., (23, 14) stands for (2, 2, 2, 1, 1, 1, 1).
Given π ∈ Sn with the shape λ = (λ1, . . . , λk), we see that
ordSn(π) = lcm(λ1, . . . , λk) and |CSn(π)| =
k∏
i=1
iai · ai!,
where ai = |{j : λi = j}|. See, e.g., [8, Theorem 6.2, Theorem 6.12, Exercise 19 in Chapter
6].
We say that π ∈ Sn is even (resp. odd) if π is an even (resp. odd) permutation. We
prepare the following lemma which will be used in the proof of Lemma 5.5.
Lemma 5.4. Assume n ≥ 5. Fix π ∈ Sn with π 6= e. Then, for any g ∈ An, there exist even
number of elements x1, . . . , x2r ∈ Sn such that g = π
x1πx2 · · · πx2r .
Proof. Write π = π1 · · · πk for the product of disjoint cyclic permutations. Remark that we
omit cyclic permutations with length 1 in this notation. Since π 6= e, we may assume that
λk ≥ 2. Moreover, it suffices to show the claim in the case
π = (1 2 · · · λ1)(λ1 + 1 · · · λ1 + λ2) · · ·
(
k−1∑
i=1
λi + 1 · · ·
k∑
i=1
λi
)
since we can get any π by taking conjugation from this particular form.
Let λ1 = λ. In the case λ ≥ 3, we observe that (1 λ λ− 1 · · · 2)(1 3 2 4 5 · · · λ) = (1 2 3).
Namely, there are x, x′ ∈ Sn such that π
x
1 · π
x′
1 = (1 2 3), where π
x
1 = (1 λ λ− 1 · · · 2) and
πx
′
1 = (1 3 2 4 5 · · · λ). On the other hand, there is yi ∈ Sn such that π
yi
i = π
−1
i . Hence,
by taking z and z′ properly, we obtain that πz · πz
′
= (1 2 3). Moreover, (πx · πx
′
)(3 j) =
π(3 j)x ·π(3 j)x
′
= (1 2 j) for any 3 ≤ j ≤ n. Note that An is generated by (1 2 j) for 3 ≤ j ≤ n
by Lemma 5.2 (b). Therefore, the desired conclusion follows.
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In the case λ ≤ 2, we have ord(πi) = 2 for any i. Thus, π = (1 2) · · · (2k − 1 2k). Suppose
that 2k < n. Then there are x, x′ ∈ Sn such that π
x = (1 2)(4 5) · · · (2k 2k + 1) and
πx
′
= (2 3)(4 5) · · · (2k 2k + 1). Thus, πx · πx
′
= (1 2 3). Hence, similar to the above, we
obtain the desired conclusion.
In the case ord(π1) = 2 and 2k = n, since n ≥ 5, we have k ≥ 3. Now we observe that
(1 5)(3 4)(2 6) · (1 4)(2 5)(3 6) · (1 5)(3 6)(2 4) · (1 6)(2 5)(3 4) = (1 2 3). By taking
x, x′, x′′, x′′′ ∈ Sn such that
πx = (1 5)(3 4)(2 6)(7 8) · · · (2k − 1 2k), πx
′
= (1 4)(2 5)(3 6)(7 8) · · · (2k − 1 2k),
πx
′′
= (1 5)(3 6)(2 4)(7 8) · · · (2k − 1 2k), πx
′′′
= (1 6)(2 6)(3 4)(7 8) · · · (2k − 1 2k),
we obtain that πx · πx
′
· πx
′′
· πx
′′′
= (1 2 3), as required. 
5.2. The structure of Inn(Q(π)). For the remaining parts of the paper, we use the abbre-
viation Q(Sn, (·)
π) = Q(π). For each cyclic permutation γ ∈ Sn, we see that ordSn(γ) is
odd if and only if γ is an even permutation. This implies that for each π ∈ Sn, if ordSn(π) is
odd, then π should be an even permutation. Namely, if x ∈ Sn is an odd permutation, then
ordSn(x) should be even.
Fix π ∈ Sn and consider Q(π). Let m = ord(Q(π)) = ordSn(π).
Lemma 5.5. Work with the notation as above. Assume n ≥ 5. Then we have
Inn(Q(π)) ∼=G An ⋊ϕ Cm,
which is a semidirect product of An and Cm with ϕ : Cm → Aut(An), i 7→ (·)
πi , i.e.,
(g, i) · (h, j) = (gπihπ−i, i+ j).
Proof. We define the map Φ : An ⋊ϕ Cm → Inn(Q(π)) by
Φ((g, ℓ))(·) = gπℓ(·)π−ℓ.
Our work is to show that this map is a group isomorphism.
Well-definedness: For the well-definedness of Φ, it suffices to show that a map gπℓ(·)π−ℓ
can be written as a composition of certain sx’s for any (g, ℓ) ∈ An ⋊ϕ Cm. By Lemma 5.4,
there exist x1, . . . , x2r ∈ Sn such that g = π
x1 · · · πx2r . Moreover, there is y ∈ Sn with
πy = π−1. Hence, se ◦ sy(·) = e(·)π
−2. Note that there is t ∈ Z>0 with 2t + 2r + ℓ ≡ ℓ
(mod m). Therefore, we conclude that
(se ◦ sy)
t ◦ sx1 ◦ · · · ◦ sx2r ◦ s
ℓ
e(·) = e
tgπℓ(·)π−2t−2r−ℓ = gπℓ(·)π−ℓ.
Homomorphism: Let (g, i), (h, j) ∈ An ⋊ϕ Cm. Then we see the following:
Φ((g, i) · (h, j)) = Φ((gπihπ−i, i+ j)) = gπihπj(·)π−i−j , and
Φ((g, i)) ◦Φ((h, j)) = gπi(hπj(·)π−j)π−i = gπihπj(·)π−i−j .
Injectivity: Assume that Φ((g, i)) = Φ((h, j)). Then gπixπ−i = hπjxπ−j holds for any
x ∈ Sn. By substituting x = π
i, we obtain that
gπi = hπj+i−j ⇐⇒ g = h.
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Hence, πixπ−i = πjxπ−j holds for any x ∈ Sn. Since Z(Sn) = {e}, we conclude that
xπj−i = πj−ix for any x ∈ Sn ⇐⇒ π
j−i = e ⇐⇒ πi = πj ⇐⇒ i ≡ j (mod m).
Surjectivity: Take f = sx1 ◦ · · · sxℓ ∈ Inn(Q(π)) arbitrarily. Then f = π
x1 · · · πxℓ(·)π−ℓ.
Here, we notice that πx1 · · · πxℓπ−ℓ ∈ An. Hence,
An ⋊ϕ Cm ∋ (π
x1 · · · πxℓπ−ℓ, ℓ) 7→ πx1 · · · πxℓπ−ℓπℓ(·)π−ℓ = f,
as required. 
From the structure of Inn(Q(π)), we conclude the following:
Proposition 5.6. Work with the same notation as Lemma 5.5.
(a) If π is even, then we have Inn(Q(π)) ∼=G An ⋊ϕ Cm ∼=G An × Cm.
(b) If π is odd, then we have Inn(Q(π)) ∼=G An ⋊ϕ Cm 6∼=G An × Cm.
In particular, for π, π′ ∈ Sn, if Q(π) ∼=Q Q(π
′), then π and π′ have the same parity.
Proof. (a) We define the map Ψ : An ⋊ϕ Cm → An ×Cm by
Ψ((g, ℓ)) = (gπℓ, ℓ).
Then it is straightforward to check that this gives a group isomorphism:
• Since π is even, we see that gπℓ ∈ An for any g ∈ An and ℓ ∈ Cm. Hence, the
well-definedness follows.
• One has Ψ((g, i) · (h, j)) = Ψ((gπihπ−i, i+ j)) = (gπihπj , i+ j) = Ψ((g, i))Ψ((h, j)).
• One has Ψ((g, i)) = Ψ((h, j)) ⇐⇒ (gπi, i) = (hπj , j) ⇐⇒ g = h and i = j.
• For any (g, i) ∈ An×Cm, since gπ
−i ∈ An by our assumption, we have Ψ((gπ
−i, i)) =
(g, i), as required.
(b) Suppose that there exists a group isomorphism Ω: An ⋊ϕ Cm → An × Cm. Let X =
{(g, 0) : g ∈ An} ⊂ An ⋊ϕ Cm. Then X is a subgroup of An ⋊ϕ Cm. Let X
′ = Ω(X). Then
X ′ becomes a subgroup of An × Cm. For any (g, 0) ∈ X, let (ag, jg) = Ω(g, 0).
Let Y ′ = {(e, i) : i ∈ Cm} ⊂ An×Cm. Then Y
′ is a subgroup of An×Cm. Let Y = Ω
−1(Y ′).
Then Y becomes a subgroup of An⋊ϕCm and |Y | = |Y
′| = m since Ω is a group isomorphism.
For any (e, i) ∈ Y ′, let (bi, ki) = Ω
−1((e, i)).
Since Ω−1 is also a group isomorphism, we see that
Ω−1((e, i)(ag, jg)) = Ω
−1((e, i)) · Ω−1((ag, jg)) = (bi, ki) · (g, 0) = (biπ
kigπ−ki , ki) and
Ω−1((e, i)(ag, jg)) = Ω
−1((ag, i+ jg)) = Ω
−1((ag, jg)(e, i)) = Ω
−1((ag, jg)) · Ω
−1((e, i))
= (g, 0) · (bi, ki) = (gbi, ki).
Hence, we obtain that biπ
kigπ−ki = gbi ⇐⇒ (biπ
ki)g = g(biπ
ki) for any g ∈ An. Here,
we have CSn(An) = {e} by Lemma 5.3. Hence, biπ
ki ∈ CSn(An) = {e}. Thus, bi = π
−ki .
However, since bi ∈ An and π is odd, we see that ki must be even for any i ∈ Cm. This
implies that Y ′ = {(bi, ki) : i ∈ Cm} = {(π
−k, k) : k is even}, so |Y ′| = m/2, a contradiction.
(Note that m is even since π is an odd permutation.)
Therefore, An ⋊ϕ Cm 6∼=G An × Cm, as desired. 
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5.3. The structure of Aut(S6) and quandles arising from outer automorphisms.
Let Cλ denote the conjugacy class of Sn with respect to the shape λ.
Firstly, we recall the structure of Aut(S6). Originally, Ho¨lder [2] proved that S6 has
an outer automorphism that is unique up to multiplication by an inner automorphism, and
Aut(S6)/ Inn(S6) ∼=G C2. Actually, we saw in Proposition 5.1 that Aut(S6) ∼=G Inn(S6) ⋊
C2. We describe the structure of this semidirect product. It follows that ϕ ∈ Aut(S6) pre-
serves C(2,14) if and only if ϕ ∈ Inn(S6) (see, cf. [9, Lemma 7.4]), and any outer automorphism
of S6 swaps C(2,14) and C(23). In this paper, we define an outer automorphism ξ : S6 → S6
as follows:
(1 2) 7→ (1 2)(3 4)(5 6),
(2 3) 7→ (1 6)(2 4)(3 5),
(3 4) 7→ (1 2)(3 6)(4 5),
(4 5) 7→ (1 6)(2 5)(3 4),
(5 6) 7→ (1 2)(3 5)(4 6),
and extend this into a group homomorphism. Remark that ord(ξ) = 2. In fact,
(1 2)
ξ
7→ (1 2)(3 4)(5 6)
ξ
7→ (1 2)(3 4)(5 6) · (1 2)(3 6)(4 5) · (1 2)(3 5)(4 6) = (1 2)
and
(1 2 3 4 5 6) = (1 2)(2 3)(3 4)(4 5)(5 6)
ξ
7→ (2 6)(3 5 4) = (2 3)(3 4)(4 5)(5 6)(4 5)(3 4)(2 3)(4 5)(3 4)
ξ
7→ (1 2 3 4 5 6).
Lemma 5.7. A group automorphism ψ ◦ ξ−1 is an inner automorphism of S6 for any ψ ∈
Aut(S6) \ Inn(S6). In other words, for any outer automorphism ψ, there exists g ∈ S6 such
that ψ = (·)g ◦ ξ.
Proof. It is known that any outer automorphism of S6 permutes its conjugacy classes like
C(6) ↔ C(3,2,1), C(3,3) ↔ C(3,13), and C(23) ↔ C(2,14) (cf. [12]). Thus, C(2,14) is fixed by ψ ◦ ξ
−1.
Therefore, ψ ◦ ξ−1 should be an inner automorphism of S6. 
From Lemma 5.7, every element of Aut(S6) is written as (·)
g ◦ ξε, where g ∈ S6 and
ε ∈ {0, 1}. Remark that when ε = 0 (resp. 1), (·)g ◦ξε is an inner (resp. outer) automorphism.
Since ξ ◦ (·)g = (·)ξ(g) ◦ ξ for g ∈ S6, a semidirect product in Aut(S6) is determined by
((·)g1 ◦ ξε1) ◦ ((·)g2 ◦ ξε2) := (·)g1·ξ
ε1(g2) ◦ ξε1+ε2 .
Next, we give the conjugacy classes of Aut(S6). For a partition λ of n = 6, let Iλ be the
set of inner automorphisms (·)π whose shape is λ. Then, for any ψ ∈ Aut(S6) \ Inn(S6), we
see that
ψ2 ∈ I(5,1) ∪ I(4,2) ∪ I(22,12) ∪ I(16).
In fact, given ψ = (·)g ◦ξ ∈ Aut(S6)\Inn(S6), since ψ
2 = (·)g·ξ(g) and g and ξ(g) should have
the same parity, we see that g · ξ(g) ∈ A6. Here, it follows from the result of Lam–Leep [6]
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that the order of an outer automorphism of S6 is 10, 8, 4 or 2, so the order of ψ
2 should
be 5, 4, 2 or 1. This implies that ψ2 coincides with (·)g, where g has the shape (5, 1), (4, 2),
(22, 12) or (16), as required.
For λ = (5, 1), (22 , 12), (16), let Oλ be the set of outer automorphisms ψ with ψ
2 ∈ Iλ.
Also, let
OE(4,2) := {(·)
g ◦ ξ : ((·)g ◦ ξ)2 ∈ I(4,2) and g is even}, and
OO(4,2) := {(·)
g ◦ ξ : ((·)g ◦ ξ)2 ∈ I(4,2) and g is odd}.
Then the conjugacy classes of Aut(S6) are the following thirteen classes; eight of them are
inner automorphisms and five of them are outer automorphisms (cf. [6]):
Inn(S6) : I(6) ∪ I(3,2,1), I(5,1), I(4,2), I(4,1,1), I(3,3) ∪ I(3,13), I(23) ∪ I(2,14), I(2,2,1,1), I(16);
Aut(S6) \ Inn(S6) : O(5,1), O
E
(4,2), O
O
(4,2), O(22,12), O(16).
Towards the classification of Q(S6), we give the structure of Inn(Q(S6, ψ)) for ψ ∈ O
E
(4,2)
and ψ ∈ OO(4,2). Let η0 := (·)
(2 5 6 4 3) ◦ ξ and η1 := (·)
(1 5 6 4) ◦ ξ. For k = 0, 1, it can be
verified by hand that
(2) Fix(ηk,S6) = 〈(1 2 3 4)(5 6)〉 and η
2
k = (·)
(1 2 3 4)(5 6).
So we have ord(ηk) = 8. In particular, we have η0 ∈ O
E
(4,2) and η1 ∈ O
O
(4,2).
Lemma 5.8. For k = 0, 1, ηk acts on the conjugacy classes of A6 as follows:
(a) η0 fixes e
A6 , (1 2)(3 4)A6 , (1 2 3 4)(5 6)A6 , (1 2 3 4 5)A6 and (1 2 3 4 6)A6 , and swaps
(1 2 3)A6 ↔ (1 2 3)(4 5 6)A6 ;
(b) η1 fixes e
A6 , (1 2)(3 4)A6 and (1 2 3 4)(5 6)A6 , and swaps (1 2 3)A6 ↔ (1 2 3)(4 5 6)A6
and (1 2 3 4 5)A6 ↔ (1 2 3 4 6)A6 .
On the conjugacy classes of A6, see, e.g., [10, Chapter 11].
Proof. We can easily check that ηk fixes e
A6 , (1 2)(3 4)A6 and (1 2 3 4)(5 6)A6 , and swaps
(1 2 3)A6 ↔ (1 2 3)(4 5 6)A6 .
(a) We can verify η0((1 2 3 4 5)) = (1 2 3 4 5)
(1 4)(3 6) and η0((1 2 3 4 6)) = (1 2 3 4 6)
(1 5)(2 4 6 3).
Hence η0 fixes (1 2 3 4 5)
A6 and (1 2 3 4 6)A6 .
(b) We can verify η1((1 2 3 4 5)) = (1 2 3 4 6)
(1 4)(2 5). Hence η1 swaps (1 2 3 4 5)
A6 ↔
(1 2 3 4 6)A6 . 
For k = 0, 1, let Qk := Q(S6, ηk).
Lemma 5.9. For k = 0, 1, we have
Inn(Qk) ∼=G A6 ⋊ϕk C8,
where A6 ⋊ϕk C8 is the semidirect product of A6 and C8 with ϕk : C8 → Aut(A6), i 7→ η
i
k,
that is,
(g, i) · (h, j) := (gηik(h), i + j)
for (g, i), (h, j) ∈ A6 × C8.
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Proof. For k = 0, 1 and x ∈ S6, define s
k
x ∈ Inn(Qk) by s
k
x(y) := xηk(x
−1y). Consider
skx1 ◦ s
k
x2 ◦ · · · ◦ s
k
xi for any x1, x2, . . . , xi ∈ S6. Then we have
skx1 ◦ s
k
x2 ◦ · · · ◦ s
k
xi(y) = x1ηk(x
−1
1 ) · ηk(x2ηk(x
−1
2 )) · · · · · η
i−1
k (xiηk(x
−1
i )) · η
i
k(y).
Put σ := x1ηk(x
−1
1 ) · ηk(x2ηk(x
−1
2 )) · · · · · η
i−1
k (xiηk(x
−1
i )). Since x and η
j
k(x
−1) have the same
parity for any x ∈ S6 and j ∈ Z, we know that σ ∈ A6. Hence, we can define the map
Φk : Inn(Qk)→ A6 ⋊ϕk C8 by setting
skx1 ◦ s
k
x2 ◦ · · · ◦ s
k
xi 7→ (σ, i).
Well-definedness: Let us write f ∈ Inn(Qk) in two ways:
f = skx1 ◦ s
k
x2 ◦ · · · ◦ s
k
xi = s
k
y1 ◦ s
k
y2 ◦ · · · ◦ s
k
yj .
Then there are σ1, σ2 ∈ A6 such that for any z ∈ S6,
skx1 ◦ s
k
x2 ◦ · · · ◦ s
k
xi(z) = σ1η
i
k(z) and s
k
y1 ◦ s
k
y2 ◦ · · · ◦ s
k
yj(z) = σ2η
j
k(z),
respectively. Thus, we have σ1η
i
k(z) = σ2η
j
k(z) for any z ∈ S6. By substituting z = e, we
see σ1 = σ2. Hence, η
i
k = η
j
k ⇐⇒ η
i−j
k (z) = id. Since ord(ηk) = 8, we obtain that i ≡ j
(mod 8).
Homomorphism: For f1, f2 ∈ Inn(Qk), write f1(x) = gη
i
k(x) and f2(x) = hη
j
k(x) with
g, h ∈ A6. Then we have
Φk(f1 ◦ f2) = Φk(gη
i
k(hη
j
k(·))) = Φk(gη
i
k(h)(η
i+j
k (·))) = (gη
i
k(h), i + j) = (g, i) · (h, j)
= Φk(f1)Φk(f2).
Injectivity: The injectivity of Φk directly follows from the proof of well-definedness.
Surjectivity: We can check that
s0(4 5 6) ◦ s
0
(2 6 4 5)(e) = s
1
(2 3 5 6) ◦ s
1
e(e) = (1 2 3),
s0(1 4)(3 6) ◦ s
0
e(e) = s
1
(5 6) ◦ s
1
(2 4 5)(3 6)(e) = (1 2 4),
s0(5 6) ◦ s
0
(1 6 3 4)(e) = s
1
(2 5)(3 6) ◦ s
1
e(e) = (1 2 5),
s0(1 2)(3 4) ◦ s
0
e(e) = s
1
(2 6 5 3) ◦ s
1
e(e) = (1 2 6).
This implies that for any k = 0, 1 and j = 3, 4, 5, 6, there exist x1, x2 ∈ S6 such that
Φk(s
k
x1 ◦ s
k
x2 ◦ (s
k
e)
6) = ((1 2 j), 0). Since (g, 0) · (h, 0) = (gh, 0) and Lemma 5.2 (b), it follows
that for any g ∈ A6, there exists fg ∈ Inn(Qk) such that Φk(fg) = (g, 0). Therefore for any
(g, i) ∈ A6 ⋊ϕk C8, one has Φk(fg ◦ (s
k
e)
i) = (g, i). 
In order to prove Proposition 5.10, we calculate the conjugation in A6⋊ϕk C8. For k = 0, 1
and (g, i), (h, j) ∈ A6 ⋊ϕk C8, we have
(g, i)(h,j) = (hηjk(g), i + j) · (η
−j
k (h
−1),−j) = (hηjk(g)η
i
k(h
−1), i).(3)
Proposition 5.10. Work with the notation as above.
(a) The centralizer CA6⋊ϕ0C8(((1 2 3 4 5), 0)) has 40 elements.
(b) A6 ⋊ϕ1 C8 has no element (g, i) such that |CA6⋊ϕ1C8((g, i))| = 40.
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In particular, Q0 6∼=Q Q1.
Proof. (a) In A6 ⋊ϕ0 C8, we have
((1 2 3 4 5), 0)(h,j) = ((1 2 3 4 5), 0)⇐⇒ (hηj0((1 2 3 4 5))h
−1, 0) = ((1 2 3 4 5), 0)
⇐⇒ ηj0((1 2 3 4 5))
h = (1 2 3 4 5).
Fix j ∈ C8. We see from Lemma 5.8 that η
j
0 fixes (1 2 3 4 5)
A6 , so there exists aj ∈ A6
such that ηj0((1 2 3 4 5)) = (1 2 3 4 5)
aj . Thus we obtain that haj ∈ CA6((1 2 3 4 5)) =
{(1 2 3 4 5)ℓ : ℓ ∈ C5}. Therefore,
CA6⋊ϕ0C8(((1 2 3 4 5), 0)) =
{
((1 2 3 4 5)ℓ · a−1j , j) : j ∈ C8, ℓ ∈ C5
}
and this implies that |CA6⋊ϕ0C8(((1 2 3 4 5), 0))| = 40.
(b) Assume that there exists an element (g, i) ∈ A6 ⋊ϕ1 C8 with |CA6⋊ϕ1C8((g, i))| = 40.
Put X := CA6⋊ϕ1C8((g, i)). By the Cauchy’s theorem (special case of Sylow’s Theorem, cf. [9,
Theorem 4.2]), X has an element α of order 5. Since α5 = (h′, 5j) = (e, 0), we have 5j ≡ 0
(mod 8), that is, j = 0. We put α = (hα, 0).
(i) Let i be odd. Since ηi1 = (·)
zi ◦ η1, where zi = ((1 2 3 4)(5 6))
(i−1)/2, we have
(g, i)α = (g, i)⇐⇒ hαgη
i
1(h
−1
α ) = g ⇐⇒ η1(h
−1
α ) = (gzi)
−1h−1α (gzi).
This means that η1 fixes (h
−1
α )
A6 . By Lemma 5.8, h−1α ∈ e
A6 ∪ (1 2)(3 4)A6 ∪ (1 2 3 4)(5 6)A6
holds. This is a contradiction since the order of hα is 5.
(ii) Let i be even. Consider the projection Π: X → C8. Firstly, we show that kerΠ = 〈α〉.
By α = (hα, 0), we have 〈α〉 ⊂ ker Π. On the other hand, since η
i
1 = (·)
zi , where zi =
((1 2 3 4)(5 6))i/2. In fact, by (2), we see that zi ∈ Fix(η1,S6). Then,
(g, i)(h,0) = (g, i) ⇐⇒ hgzih
−1z−1i = g ⇐⇒ h(gzi) = (gzi)h
for any (h, 0) ∈ ker Π. This implies that ker Π ⊂ CA6(gzi) × {0}. Hence, 〈α〉 ⊂ ker Π ⊂
CA6(gzi) × {0}. Since 〈hα〉 is a subgroup of CA6(gzi), |CA6(gzi)| is divisible by 5. Here,
we know that |CA6(h
′)| is divisible by 5 if and only if h′ = e or h′ is 5-cycle (see, e.g., [10,
Chapter 11]). If gzi = e, then we can check by using (3) that for any h
′ ∈ A6,
(g, i)(h
′,0) = (h′gzih
′−1z−1i , i) = (g, i) ⇐⇒ (h
′, 0) ∈ X,
a contradiction to |X| = 40. Thus, gzi must be a 5-cycle. Then |CA6(gzi)| = 5, so we have
〈α〉 = kerΠ = CA6(gzi)× {0}.
Since Π(X) ∼=G X/ ker Π and |Π(X)| = 40/5 = 8, we see that Π is surjective. So we can
find (h′′, 1) ∈ X. Using (3), it is verified that (h′′, 1) satisfies
(g, i)(h
′′,1) = (g, i) ⇐⇒ h′′η1(g)zih
′′−1z−1i = g ⇐⇒ η1(gzi) = (gzi)
h′′−1 .
This is a contradiction since gzi is a 5-cycle and (gzi)
A6 is not a fixed class by the action of
η1 by Lemma 5.8. 
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5.4. Double cosets of Sn and the invariant of Q(π). Fix π ∈ Sn. Let us introduce the
other invariant of Q(π). Let K = CSn(π) and let
Kalt = K ∩ An.
Given g ∈ Sn, let Kalt · g ·K = {hgk : h ∈ Kalt, k ∈ K}. Let Kalt \Sn/K denote the double
coset representatives with respect to Kalt and K.
Similarly, for π′ ∈ Sn, let K
′ = CSn(π
′) and K ′alt = K
′ ∩ An.
Proposition 5.11. Assume that Q(π) ∼=Q Q(π
′). Then |Kalt \Sn/K| = |K
′
alt \Sn/K
′|.
Before proving this proposition, we prepare some materials.
In general, let us consider a generalized Alexander quandle Q = Q(G,ψ), where G is a
finite group and ψ ∈ Aut(G). Given h ∈ G, let Lh denote the map Lh : G → G defined by
Lh(g) = hg for g ∈ Q. Then we see that Lh ∈ Aut(Q). In fact, Lh is a bijection on Q since
Q = G as a set, and we also have
Lh ◦ sx(y) = hxψ(x
−1y) = hxψ(x−1h−1hy) = shx(hy) = sLh(x) ◦ Lh(y),
i.e., Lh is a quandle homomorphism. Note that L
−1
h = Lh−1 .
Let ψ′ ∈ Aut(G) and assume that Q(G,ψ) ∼=Q Q(G,ψ
′). Then, without loss of generality,
we may assume that there is a quandle automorphism f : Q(G,ψ) → Q(G,ψ′) satisfying
f(e) = e. In fact, f ′ := L−1f(e) ◦ f is a quandle automorphism between Q(G,ψ) and Q(G,ψ
′)
with f ′(e) = e.
We prepare the following lemmas for the proof of Proposition 5.11.
Lemma 5.12. Work with the same notation as above. Let K = Fix(ψ,G). Take any subgroup
H of G. Then, for x1, x2 ∈ G, we have
H · x1 ·K = H · x2 ·K ⇐⇒ sx2 = shx1 for some h ∈ H.
Proof. (⇒): Suppose that H · x1 ·K = H · x2 ·K. Then there exist h ∈ H and k ∈ K such
that x2 = hx1k. Thus, for any y ∈ Q(G,ψ), we see that
sx2(y) = x2ψ(x
−1
2 y) = hx1kψ((hx1k)
−1y) = hx1kψ(k
−1(hx1)
−1y) = (hx1)ψ((hx1)
−1y)
= shx1(y).
(⇐): Suppose that sx2 = shx1 . Then for any y ∈ Q(G,ψ), we have
sx2(y) = xhx1(y) ⇐⇒ x2ψ(x
−1
2 y) = hx1ψ((hx1)
−1y) ⇐⇒ (hx1)
−1x2 = ψ((hx1)
−1x2).
Hence, x−11 h
−1x2 ∈ Fix(ψ,G) = K. Namely, there exists k ∈ K such that x
−1
1 h
−1x2 = k,
i.e., x2 = hx1k, as required. 
Lemma 5.13. Let f : Q(π) → Q(π′) be a quandle automorphism with f(e) = e. For each
h ∈ Kalt, there exists h
′ ∈ K ′alt such that f ◦ Lh ◦ f
−1 = Lh′.
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Proof. (The first step): Since h ∈ Kalt = K ∩ An, we have h ∈ An. Then there exist
x1, . . . , xℓ ∈ Sn such that Lh = sx1 ◦ · · · ◦ sxℓ = π
x1 · · · πxℓ(·). (See the proof of Lemma 5.5.)
Thus, we see that
f ◦ Lh ◦ f
−1 = f ◦ sx1 ◦ · · · ◦ sxℓ ◦ f
−1 = s′f(x1) ◦ · · · ◦ s
′
f(xℓ)
= π′f(x1) · · · π′f(xℓ)(·).
Let
(4) h′ = π′f(x1) · · · π′f(xℓ) ∈ Sn.
Then we have f ◦ Lh ◦ f
−1 = Lh′ . Hence, we may prove that h
′ ∈ K ′alt.
(The second step): If π′ is an even permutation, it is clear that h′ ∈ An by (4). Even if π
′
is odd, then ord(π′) is even. Thus, we have that ℓ should be even, so h′ ∈ An holds.
(The third step): Our remaining task is to show that h′ ∈ K ′, i.e., ψ′(h′) = h′. By the
first step, we have f ◦ Lh ◦ f
−1 = Lh′ . Moreover, we also have that se ◦ Lh(x) = ψ(hx) =
ψ(h)ψ(x) = Lψ(h) ◦ se(x) for any x ∈ Sn, i.e., se ◦ Lh = Lψ(h) ◦ se. Thus,
s′e ◦ Lh′ = s
′
e ◦ f ◦ Lh ◦ f
−1 = f ◦ sf−1(e) ◦ Lh ◦ f
−1 = f ◦ se ◦ Lh ◦ f
−1 = f ◦ Lψ(h) ◦ se ◦ f
−1
= f ◦ Lh ◦ f
−1 ◦ s′f(e) = Lh′ ◦ s
′
e.
Hence, ψ′(h′) = s′e ◦ Lh′(e) = Lh′ ◦ s
′
e(e) = h
′, as required. 
Proof of Proposition 5.11. Let f : Q(π) → Q(π′) be a quandle automorphism. Without loss
of generality, we may assume that f(e) = e. For the statement, it is enough to show that for
x1, x2 ∈ Sn, we have
Kalt · x1 ·K = Kalt · x2 ·K ⇐⇒ K
′
alt · f(x1) ·K
′ = K ′alt · f(x2) ·K
′.
First, we have
Kalt · x1 ·K = Kalt · x2 ·K ⇐⇒ sx2 = shx1 for some h ∈ Kalt
by Lemma 5.12. Moreover, we have
sx2 = shx1 ⇐⇒ f ◦ sx2 ◦ f
−1 = f ◦ shx1 ◦ f
−1 ⇐⇒ s′f(x2) = f ◦ Lh ◦ sx1 ◦ L
−1
h ◦ f
−1
⇐⇒ s′f(x2) = (f ◦ Lh ◦ f
−1) ◦ s′f(x1) ◦ (f ◦ Lh ◦ f
−1)−1.
Now, by Lemma 5.13, we see that f ◦ Lh ◦ f
−1 = Lh′ for some h
′ ∈ K ′alt. Hence,
sx2 = shx1 ⇐⇒ s
′
f(x2)
= Lh′ ◦ s
′
f(x1)
◦ L−1h′ ⇐⇒ s
′
f(x2)
= s′h′f(x1)
⇐⇒ K ′alt · f(x1) ·K
′ = K ′alt · f(x2) ·K
′ by Lemma 5.12,
as required. 
5.5. Determining the structure of Q(Sn). We are now ready to discuss Problem 3.4 for
the symmetric group Sn with n ≥ 3. In order to distinguish Q(Sn, ψ)’s for ψ ∈ Aut(Sn),
we employ the following strategy:
(i) Compute ord(ψ) and |Fix(ψ,Sn)| and check if one of those two invariants is different.
(Recall that ord(ψ) = ord(π) and Fix(ψ,Sn) = CSn(π) if ψ = (·)
π.)
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(ii) When (ord(ψ), |Fix(ψ,Sn)|) = (ord(ψ
′), |Fix(ψ′,Sn)|) for some ψ,ψ
′ ∈ Aut(Sn)
which are not conjugate, compare Inn(Q(Sn, ψ)) and Inn(Q(Sn, ψ
′)). If ψ = (·)π and
ψ′ = (·)π
′
, then it is enough to compare their parities of π and π′ by Proposition 5.6.
(iii) When those also coincide, compute ψi and ψ′i for some positive integer i, and compare
Q(Sn, ψ
i) and Q(Sn, π
′i) in the ways (i) and (ii) above.
(iv) When those still agree and ψ = (·)π and ψ′ = (·)π
′
, apply Proposition 5.11. Namely,
computeK = CSn(π),Kalt = K∩An, K
′ = CSn(π
′) andK ′alt = K
′∩An, and compare
|Kalt \Sn/K| and |K
′
alt \Sn/K
′|.
The following tables show that the different conjugacy classes of Sn determine the different
generalized Alexander quandles.
n = 3, 4, 5
For the cases n = 3, 4, 5, we can distinguish Q(π) by considering ord(π) and |CSn(π)|. See
Tables 1, 2 and 3. Hence, the strategy (i) is enough.
Shape of π (3) (2, 1) (1, 1, 1)
ord(π) 3 2 1
|CS3(π)| 3 2 6
Table 1. Conjugacy classes
for S3 and the invariants
Shape of π (4) (3, 1) (2, 2) (2, 1, 1) (1, 1, 1, 1)
ord(π) 4 3 2 2 1
|CS4 (π)| 4 3 8 4 24
Table 2. Conjugacy classes
for S4 and the invariants
Shape of π (5) (4, 1) (3, 2) (3, 1, 1) (2, 2, 1) (2, 1, 1, 1) (1, 1, 1, 1, 1)
ord(π) 5 4 6 3 2 2 1
|CS5(π)| 5 4 6 6 8 12 120
Table 3. Conjugacy classes for S5 and the invariants
n = 6
As we see in Tables 4 and 5 below, by using the strategies (i) and (ii), we can distinguish
Q(S6, ψ)’s for ψ ∈ Aut(S6) except for the cases of the pair O
E
(4,2) and O
O
(4,2), but we can
distinguish these quandles by Proposition 5.10.
Conjugacy classes I(6) ∪ I(3,2,1) I(5,1) I(4,2) I(4,1,1) I(3,3) ∪ I(3,13) I(23) ∪ I(2,14) I(2,2,1,1) I(16)
ord(π) 6 5 4 4 3 2 2 1
|Fix((·)pi ,S6)| 6 5 8 8 18 48 16 6!
Parity of π even odd
Table 4. Conjugacy classes for Inn(S6) and the invariants
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Conjugacy classes O(5,1) O
E
(4,2) O
O
(4,2) O(22,12) O(16)
ord(ψ) 10 8 8 4 2
|Fix(ψ,S6)| 5 4 4 4 20
Table 5. Conjugacy classes for Aut(S6) \ Inn(S6) and the invariants
n = 7
According to Table 6, the strategies (i) and (ii) are enough.
Shape of π (7) (6, 1) (5, 2) (4, 3) (5, 12) (4, 2, 1) (32, 1) (3, 22)
ord(π) 7 6 10 12 5 4 3 6
|CS7(π)| 7 6 10 12 10 8 18 24
Shape of π (4, 13) (3, 2, 12) (23, 1) (22, 13) (3, 14) (2, 15) (17)
ord(π) 4 6 2 2 3 2 1
|CS7 (π)| 24 12 48 48 72 240 7!
Parity odd even
Table 6. Conjugacy classes for S7 and the invariants
n = 8
We see that we can distinguish Q(π)’s except for (32, 2) and (3, 2, 13) (see Table 7). Now,
we apply the strategy (iii) for those quandles. Let π1 ∈ S8 (resp. π2 ∈ S8) be of the shape
(32, 2) (resp. (3, 2, 13)). Consider Q1 := Q(π1)
(2) = Q(π21) and Q2 := Q(π2)
(2) = Q(π22) (see
Proposition 4.4 (b)). Since π21 (resp. π
2
2) is of the shape (3
2, 12) (resp. (3, 15)), we can see
that Q1 6∼=Q Q2. Thus, we conclude that Q(π1) 6∼= Q(π2) by Proposition 4.4 (a).
Hence, we see that the quandles arising from different conjugacy classes are all different.
Shape of π (8) (7, 1) (6, 2) (6, 12) (5, 3) (42) (4, 22) (5, 2, 1)
ord(π) 8 7 6 6 15 4 4 10
|CS8(π)| 8 7 12 12 15 32 32 36
Parity even odd even odd
Shape of π (4, 3, 1) (32, 2) (3, 2, 13) (24) (5, 13) (4, 2, 12) (32, 12)
ord(π) 12 6 6 2 5 4 3
|CS8(π)| 10 36 36 384 30 16 36
Parity odd odd
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Shape of π (3, 22, 1) (4, 14) (23, 12) (3, 15) (22, 14) (2, 16) (18)
ord(π) 6 4 2 3 2 2 1
|CS8(π)| 24 96 24 360 96 1440 8!
Table 7. Conjugacy classes for S8 and the invariants
n = 9, 11, 12, 16, 19, 20, 23, 28
In these cases, similar to the case n = 8, we can distinguish Q(π)’s by the strategies (i),
(ii) and (iii).
n = 10
In this case, we can distinguish Q(π)’s by the strategies (i), (ii) and (iii) except for (4, 23)
and (4, 2, 14). Let π1 ∈ S10 (resp. π2 ∈ S10) be of the shape (4, 2
3) (resp. (4, 2, 14)). In fact,
we see the invariants of Q(π1) and Q(π2) as follows:
ord(π1) = ord(π2) = 4, |CS10(π1)| = |CS10(π2)| = 192, (parity of π1) = (parity of π2) = even.
Moreover, we see that Q(π1)
(i) = Q(π1) (resp. Q(π2)
(i) = Q(π2)) for i odd, Q(π1)
(4k+2) =
Q(π2)
(4k+2) = Q(π′), where π′ is of the form (22, 16), and Q(π1)
(4k) = Q(π2)
(4k) is a trivial
quandle. Hence, we cannot distinguish them by (iii).
Now, we apply the strategy (iv) for those quandles. Then we can compute
|CS10(π1) ∩ A10 \S10/CS10(π1)| = 240; and
|CS10(π2) ∩ A10 \S10/CS10(π2)| = 291.
Note that we calculate these numbers by using GAP. See [1].
Therefore, we conclude that Q(π1) 6∼=Q Q(π2).
n = 13, 14, 17, 18, 21, 22, 24, 25, 26, 27, 29, 30
In these cases, similar to the case n = 10, we can distinguish Q(π)’s by the strategies (i),
(ii), (iii) and (iv).
Consequently, we obtain the following.
Theorem 5.14. We have a one-to-one correspondence between Q(Sn) and the conjugacy
classes of Aut(Sn) for any n ∈ {3, 4, . . . , 30} \ {15}. In particular, we have a one-to-one
correspondence between Q(Sn) and the conjugacy classes of Sn for n ∈ {3, 4, . . . , 30}\{6, 15}.
n = 15
We encounter the problem in the case n = 15. We can distinguish Q(π)’s except for (9, 32)
and (9, 3, 13). Let π1 be of the shape (9, 3
2) and let π2 be of the shape (9, 3, 1
3). Then the
quandles Q(π1) and Q(π2) have the invariants as follows:
ord(π1) = ord(π2) = 9, |CS15(π1)| = |CS15(π2)| = 162, (parity of π1) = (parity of π2) = even.
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We can also see that we cannot distinguish them by the strategy (iii). Moreover, we have
|CS15(π1) ∩ A15 \S15/CS15(π1)| = |CS15(π2) ∩ A15 \S15/CS15(π2)| = 101, 415, 520.
Therefore, we cannot distinguish them by (iv).
On the other hand, we can calculate that
|CS15(π1) \S15/CS15(π1)| = 50, 716, 744 and |CS15(π2) \S15/CS15(π2)| = 55, 008, 600,
although we do not know if |CSn(π) \Sn/CSn(π)| is an invariant of Q(π).
Finally, we conclude the present paper by suggesting the following question.
Question 5.15. For any n 6= 2, 6, does Q(Sn) one-to-one correspond to the set of the
conjugacy classes of of Sn?
Theorem 5.14 says that this is true when n ∈ {3, 4, . . . , 30} \ {6, 15}. Note that this is not
true in the case Q(Cn). See Remark 3.6.
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