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Le macchine a vettori di supporto, meglio note con il termine anglosassone
di Support Vector Machine o in breve SVM, sono un insieme di metodi di
apprendimento supervisionato che permettono la classi￿cazione e la regressione
di pattern. Si deve lo sviluppo di questi metodi a Vladimir Vapnik ed al suo
team presso i laboratori Bell AT&T, che vi lavorarono assiduamente durante
gli anni ’90.
L’apprendimento supervisionato, noto anche con il nome di "apprendimento
per esempi", si ha quando l’utente fornisce esempi (un insieme di attributi
etichettati con la classe di appartenenza) che descrivono delle classi. Detto
questo, ogni algoritmo di apprendimento supervisionato ha bisogno di un set
di dati di training (o di addestramento), S, che consista di N dati appartenenti
a C classi diverse
S = fxn;yngjn = 1;:::;N; xn 2 R
D yn 2 C
dove xn Ł un vettore (pattern) D-dimensionale le cui componenti sono dette
attributi, yn indica la classe di appartenenza del dato, e C Ł l’insieme delle classi
possibili. La funzione di mappatura f : yn = f (x), non Ł nota e un algoritmo
di apprendimento si pone il ￿ne di trovarla o perlomeno di approssimarla.
Il set di training rappresenta l’informazione con la frequente assunzione che
gli attributi rappresentino le sole propriet￿ del dato (dell’esempio) e non la
relazione tra i vari dati.
Un algoritmo di apprendimento supervisionato si occupa quindi di cercare
la funzione f che assegna ad ogni dato la sua classe di appartenenza.
Ogni processo di apprendimento statistico Ł diviso in due fasi:
1. Fase di apprendimento, dove l’algoritmo analizza i dati di training e ri-
conosce le similitudini nei dati per costruire un modello che approssima
f ;
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2. Fase di testing, dove il modello generato durante il training viene testato
su un diverso set di dati per veri￿carne le prestazioni.
L’attivit￿ di classi￿cazione ha il ￿ne di organizzare le entit￿ di un dato dominio
in modo che queste possano essere esposte servendosi di criteri che godano di
una certa razionalit￿.
Dopo aver visto l’uso delle SVM per la classi￿cazione, andremo ad osservare
il caso della regressione lineare.
La di￿erenza sostanziale tra il caso della classi￿cazione e quello della regres-
sione sta nel fatto che nel primo ai dati di input viene assegnata un’etichetta
che ne identi￿ca la classe, mentre nel secondo ai vari dati di input viene asse-
gnato un valore numerico, ma ci￿ verr￿ spiegato piø chiaramente nel Capitolo
5.
Possiamo pensare a queste macchine come ad una tecnica alternativa alle
classiche tecniche di addestramento delle reti neurali. Potremmo usare, nei
nostri problemi, reti neurali ad un solo strato ma in tal caso potremmo lavo-
rare solo nella casistica di dati linearmente separabili. Nel caso optassimo per
reti neurali multistrato, potremmo rappresentare funzioni non lineari, utili alla
risoluzione di casi a dati non separabili ma va preso in considerazione il fatto
che queste reti presentano una serie di problematiche che le rendono di￿cili da
addestrare.
Tali di￿colt￿ sono dovute all’alto numero di dimensioni dello spazio dei pesi
e al fatto che le tecniche piø di￿use permettono di ottenere i pesi della rete a
partire dalla risoluzione di un problema di ottimizzazione non convesso e senza
vincoli che, conseguentemente, ha un numero indeterminato di minimi locali.
La tecnica usata per addestrare una SVM risolve entrambe le questioni
poste: si ha un algoritmo e￿ciente ed in grado di rappresentare funzioni non
lineari complesse. I parametri richiesti sono inoltre ottenuti dalla soluzione di
un problema di programmazione quadratica convesso con vincoli di uguaglianza
che prevede un unico minimo globale.
L’apprendimento statistico gioca un ruolo importante in molte aree della
scienza, della ￿nanza e dell’industria. Alcuni importanti problemi possono
essere risolti facendo uso di sistemi basati sull’apprendimento statistico, come
le SVM, tra cui:
￿ Prevedere se un paziente, ricoverato in seguito ad un attacco cardia-
co, avr￿ un secondo infarto. Tale predizione si basa su osservazioni
demogra￿che, sulla dieta del paziente e su altre osservazioni cliniche;Introduzione 3
￿ Prevedere il prezzo di un azione tra 6 mesi, basandosi sulle performance
dell’azienda e su altri dati economici;
￿ Stimare la quantit￿ di glucosio nel sangue di una persona diabetica a par-
tire dallo spettro di assorbimento dell’infrarosso del sangue del paziente;
￿ Identi￿care testi scritti a mano a partire da un’immagine digitalizzata
(metodo OCR).4 IntroduzioneCapitolo 1
La classi￿cazione
La classi￿cazione consiste nel problema di identi￿care a quale categoria appar-
tenga un nuovo dato osservato, sulla base di un set di dati detti "di training"
(o di addestramento) di cui Ł nota la categoria di appartenenza. Vengono ana-
lizzate le propriet￿ quanti￿cabili delle singole osservazioni che possono essere
di diverso tipo:
￿ di categoria (si pensi al gruppo sanguigno che pu￿ essere "A", "B", "AB"
o "O");
￿ di ordine di grandezza: ad esempio "grande", "medio" o "piccolo";
￿ di valore numerico intero;
￿ di valore numerico reale.
Un algoritmo che implementa un metodo di classi￿cazione basato sulle osserva-
zioni gi￿ fatte in fase di training viene detto classi￿catore. Tale termine viene
usato anche in ambito matematico per indicare una funzione, implementata da
un algoritmo di classi￿cazione, che "mappa" i dati di ingresso in una categoria.
Nel caso che andremo ad esaminare, ossia quello delle Support Vector Machine,
la classi￿cazione Ł considerata un istanza dell’apprendimento supervisionato.
La classi￿cazione Ł quindi un esempio del problema piø generale del rico-
noscimento di un pattern, che consiste nell’assegnazione di un qualche tipo di
valore di uscita a un dato valore di ingresso. Un altro esempio Ł la regressione,
che assegna un valore di uscita di tipo reale ad ogni ingresso.
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Per avere un idea piø chiara di quale sia lo scopo della classi￿cazione, con-
sideriamo il caso della classi￿cazione binaria e rappresentiamo i dati su un
piano.
Abbiamo L dati detti anche training point, dove ogni dato di ingresso xn
ha D attributi (quindi Ł un vettore di dimensione D) e appartiene a una delle
due classi yn =  1 o yn = +1. I nostri dati di training sono quindi esprimibili
nella forma:
fxn;yng n = 1;:::;N yn 2 f 1;1g; xn 2 R
D
I dati rappresentati nel piano possono apparirci, a questo punto, distribuiti
in due modi diversi. Possiamo trovarci di fronte a dati linearmente separabili
oppure a dati non linearmente separabili. Nel primo caso sar￿ possibile trac-
ciare nel gra￿co una linea (se D = 2) o un iperpiano (se D > 2) che divide
esattamente le due classi.
Figura 1.0.1: Possibili casi di separabilit￿ dei dati. dati linearmente separabili
(a sinistra), dati non linearmente separabili (a destra)
Nel primo caso riportato in Figura 1.0.1, possiamo intuitivamente tracciare
una retta che divide le due classi, indicate con i colori blu e rosso. Nel secondo
caso Ł impossibile tracciare una retta che divida a met￿ le due classi perchØ
qualche punto si verrebbe a trovare dalla parte errata della retta separatrice.
1.1 Classi￿cazione binaria lineare
La classi￿cazione binaria prevede che i dati appartengano a due classi, che
possiamo indicare come ￿positiva￿ e ￿negativa￿. Supponiamo che questi dati
siano separabili, ossia che sia possibile individuare un iperpiano che separa i
dati positivi da quelli negativi.1.1. CLASSIFICAZIONE BINARIA LINEARE 7
Figura 1.1.1: Iperpiani separatori. Nei primi due casi gli iperpiani non sono
ottimali; nell’ultimo caso l’iperpiano Ł ottimo (ha margine maggiore)
Dalla Figura 1.1.1 possiamo vedere che gli iperpiani che dividono le due
classi sono potenzialmente in￿niti e che quindi il nostro interesse deve muoversi
alla ricerca di quello ottimo che Ł, intuitivamente, quello con margine maggio-
re. Possiamo difatti notare che l’iperpiano con margine maggiore consente di
ridurre il numero di classi￿cazioni errate in fase di test.
L’iperpiano di separazione Ł descritto come w  x = 0 e de￿niamo ora, con
xn, il dato piø vicino a tale piano.
Facciamo a questo punto due considerazioni atte a sempli￿care i calcoli
successivi:
￿ normalizziamo w in modo che jw  xnj = 1. In particolare tale prodotto
senza valore assoluto varr￿ 1 se xn Ł un dato positivo e -1 se Ł negativo;
￿ Portiamo il termine !0 fuori da w in modo che diventi w = (!1;:::;!d)
e de￿niamo !0 = b. L’equazione del piano diventa allora: w  x + b = 0
(il vettore x0 non contiene, ovviamente, il termine xo).
Ci interessa a questo punto trovare la distanza tra xn e il piano w  x + b = 0
dove jw  xn + bj = 1.
Per trovare questa distanza Ł di fondamentale importanza considerare che
il vettore w Ł perpendicolare al piano nello spazio dei dati di ingresso .
Dimostrare questo fatto Ł molto semplice.
Prendiamo due punti qualsiasi x0 e x00 sull’iperpiano separatore. Da quanto
detto ￿nora sappiamo che questi punti veri￿cano le equazioni: w  x0 + b = 0
e w  x00 + b = 0 . Questo implica che w  (x0   x00) + b = 0 . Sappiamo che
(x0   x00) Ł un vettore che congiunge i due punti e che, essendo nullo il suo
prodotto scalare con w, tale vettore deve essere per forza perpendicolare a w.
Dal momento che ci￿ vale qualsiasi siano i punti scelti sul piano, possiamo dire,8 CAPITOLO 1. LA CLASSIFICAZIONE
come volevamo dimostrare, che w Ł ortogonale a qualsiasi vettore sul piano e
quindi al piano stesso.
Figura 1.1.2: Il vettore w Ł perpendicolare al vettore che congiunge i due punti
a caso scelti sul piano.
Per trovare la distanza di un punto xn dal piano, scegliamo un qualsiasi
punto x appartenente al piano e cerchiamo la proiezione di xn   x su w. Per
trovare tale proiezione moltiplichiamo il versore di w (che Ł ^ w = w
kwk) per il
vettore xn   x .
distanza = j^ w  (xn   x)j =
w
kwk
(xn   x) =
1
kwk
jw  xn   w  xj =
1
kwk
Nell’ultimo passaggio abbiamo considerato che w  xn = 1 e w  x = 0,
mentre si Ł usato il valore assoluto perchØ si assume che la distanza sia sempre
positiva.
Si sono introdotti qui i concetti di distanza, di iperpiano separatore e di
margine perchØ si tratta di aspetti che verranno largamente usati in seguito,
durante la trattazione delle varie tipologie di Support Vector Machine e perchØ
queste caratteristiche consentono di capire, almeno dal punto di vista intuitivo,
quale sia il problema che ci troviamo ad a￿rontare.
L’idea riguardo la massimizzazione del margine Ł stata introdotta da
[Boser et al.(1992a)Boser, Guyon, and Vapnik], e nella sua versione sempli￿ca-
ta si cercava un iperpiano separatore tra i due set di punti in modo da massi-
mizzare la distanza tra l’iperpiano di separazione e i punti piø vicini delle classi
da dividere.1.2. CLASSIFICAZIONE BINARIA NON LINEARE 9
Figura 1.2.1: Esempio di classi￿cazione non lineare facente uso di una funzione
polinomiale di 5￿ grado.
1.2 Classi￿cazione binaria non lineare
Come abbiamo visto, non sempre Ł possibile dividere correttamente le classi
facendo uso di una classi￿cazione di tipo lineare. Possiamo decidere di usare
sempre questo tipo di classi￿cazione e accontentarci di ridurre al minimo gli
errori che comunque si verrebbero a formare trovandoci nel caso di dati non
linearmente separabili, ma Ł chiaro che questo inciderebbe sull’accuratezza della
classi￿cazione in fase di test.
Per ovviare a questo problema possiamo utilizzare classi￿cazioni non linea-
ri. L’idea di [Boser et al.(1992a)Boser, Guyon, and Vapnik] Ł stata successi-
vamente elaborata da [Cortes and Vapnik(1995)], che hanno introdotto il con-
cetto di Kernel per mappare i dati non separabili in uno spazio di dimensione
maggiore e cercare qui un iperpiano di separazione ottimale applicando la clas-
si￿cazione lineare. In questo modo Ł possibile lavorare in spazi di dimensione
molto grande, come quello introdotto dai kernel, senza over￿tting. Nel caso
della classi￿cazione, le SVM lavorano mappando i dati in spazi di grande di-
mensione detti feature space, dove viene usato un algoritmo lineare per trovare
il massimo margine di separazione. L’iperpiano nel feature space pu￿ corri-
spondere a un contorno non lineare nell’insieme dei dati di ingresso. Possiamo
vedere un esempio in Figura 1.2.1 dove Ł stata utilizzata una funzione poli-
nomiale di 5￿ grado per determinare l’iperpiano separatore del set di dati di10 CAPITOLO 1. LA CLASSIFICAZIONE
training non linearmente separabili. Tale opzione verr￿ trattata in modo piø
esaustivo nel Capitolo 3, riguardante le SVM non lineari.
1.3 Dimensione Vapnik Chervonenkis e misura
dell’errore
Supponiamo di avere a disposizione un insieme di N osservazioni e che ogni
osservazione consista di un vettore xn 2 RD e di un’etichetta yn 2 f 1;1g che
ne de￿nisce la classe di appartenenza. Esiste, per assunzione, anche una distri-
buzione di probabilit￿ non nota P (x;y) da cui sono estratti i dati disponibili.
Lo scopo di una macchina per l’apprendimento automatico Ł quello di ap-
prendere una funzione che sia in grado di mappare ogni vettore di attributi xn
nella corrispondente classe di appartenenza yn. La macchina in questione Ł de-
￿nita da un insieme di possibili funzioni f (x;) : RD 7 ! f 1;1g. Si suppone
che tale macchina sia deterministica ossia che per un dato ingresso fx;g la
funzione restituisca sempre lo stesso risultato f (x;). Una particolare scelta
di  genera una macchina addestrata e addestrare la macchina signi￿ca proprio
determinare il vettore dei parametri .






jy   f (x;)jdP (x;y)
La quantit￿ R() Ł detto rischio e￿ettivo.
Un altra importante quantit￿ relativa alla misura dell’errore Ł il rischio







jyn   f (xn;)j
In questo caso non compare nessuna distribuzione di probabilit￿ e ci￿ rende
possibile calcolare tale quantit￿ con i dati disponibili. Remp () Ł un valore
numerico de￿nito per ogni particolare scelta di  e di un insieme di dati di
training fxn;yngn=1;::;N. La quantit￿ 1
2jyn   f (xn;)j Ł detta loss.
Fissato un numero  : 0    1, con probabilit￿ 1  vale la diseguaglianza1.3. DIMENSIONE VAPNIK CHERVONENKIS E MISURA DELL’ERRORE 11
R()  Remp () +
s




dove h Ł un numero intero non negativo detto dimensione Vapnik Chervo-
nenkis (VC) che misura la capacit￿ di classi￿cazione espressa dalla macchina
rappresentata dalle funzioni appartenenti all’insieme ff (x;)g. Il secondo ter-
mine di (1.3.1) Ł invece detto VC con￿dence e dipende dalla macchina di ap-
prendimento scelta (cioŁ dalla classe di funzioni scelta) a di￿erenza del rischio
empirico e del rischio e￿ettivo che dipendono invece dalla funzione determinata
durante l’addestramento della macchina.12 CAPITOLO 1. LA CLASSIFICAZIONECapitolo 2
Support Vector Machine lineari
2.1 Il caso di dati separabili
Supponiamo di avere un insieme di N dati separabili con cui vogliamo adde-
strare la SVM e di voler e￿ettuare una classi￿cazione di tipo binario, cioŁ con
sole due classi possibili. Questi dati di training sono etticchettati come:
fxn;yng;n = 1;:::;N; yn 2 f 1;1g; xn 2 R
D
dove yn Ł un’etichetta che pu￿ assumere uno dei due valori previsti per
l’identi￿cazione della classe di appartenenza mentre xn Ł un vettore contenente
gli attributi che caratterizzano il dato. Se il dato, ad esempio, Ł un’immagine
formata da 1000 pixel, il vettore xn conterr￿ 1000 elementi, ciascuno indicante
la rappresentazione numerica del colore del singolo pixel. Se invece ci troviamo
in un caso clinico, il vettore xn conterr￿ elementi inerenti ad osservazioni fatte
sul paziente.
Nel caso binario, che stiamo ora considerando, abbiamo dati con cui e￿et-
tueremo il training, che possono essere positivi o negativi (rispettivamente il
valore di yn sar￿ 1 o -1). Lo scopo della SVM Ł quello di trovare un iperpiano
di separazione che divida, nel miglior modo possibile queste due classi.
I punti x che si trovano sull’iperpiano soddisfano, come gi￿ visto, l’equazio-
ne: w  x + b = 0
Se de￿niamo con d+ la distanza minima tra l’iperpiano di separazione e il
dato positivo piø vicino, e con d  la distanza minima tra l’iperpiano ed il dato
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negativo piø vicino, possiamo de￿nire il margine dell’intervallo di separazione
come d+ + d .
Il problema pu￿ essere formulato in questo modo: supponiamo che tutti i
dati di training soddis￿no le seguenti condizioni
xn  w + b  +1 per yn = +1 (2.1.1)
xn  w + b   1 per yn =  1 (2.1.2)
Trovandoci nel caso binario e assegnando le etichette come illustrato prece-
dentemente, Ł possibile combinare queste due condizioni in un’unica disegua-
glianza:
yn (xn  w + b)   1  0 8n (2.1.3)
In questo modo vengono considerati solo i punti corretti dal momento che
sia nel caso di dati positivi che nel caso di dati negativi il prodotto risulta
positivo.
Consideriamo i punti che veri￿cano la sola eguaglianza (2.1.1). Questi punti
sono posizionati sull’iperpiano H1 : xnw+b = 1 mentre, in modo simile, i punti
che veri￿cano l’eguaglianza (2.1.2) sono posti sull’iperpiano H2 : xnw+b =  1.
Gli altri punti si troveranno nello spazio esterno a quello delimitato dai
piani H1 e H2 andando a veri￿care la diseguaglianza stretta (2.1.3). Nessun
punto si potr￿ trovare, invece, nello spazio interno a quello delimitato dai piani
marginali.
Considerando le de￿nizioni date nel capitolo precedente, la distanza tra
l’iperpiano separatore e l’iperpiano H1 Ł la stessa che vi Ł tra l’iperpiano sepa-
ratore e l’iperpiano H2 e vale d+ = d  = 1=kwk. Detto questo, la larghezza
del margine Ł banalmente la somma di queste due distanze, ossia 2=kwk.
Tenendo presente che gli iperpiani H1 e H2 sono paralleli, avendo entrambi
come vettore ortogonale lo stesso vettore w, iniziamo a considerare l’obiettivo
di individuare i due iperpiani che danno il margine maggiore, minimizzando
kwk
2 sotto la condizione (2.1.3).
Come abbiamo visto, i punti di training che veri￿cano l’uguaglianza (2.1.3)
sono quelli che si trovano esattamente sopra uno degli iperpiani che determi-
nano il margine. Questi punti sono di fondamentale importanza, in quanto
la loro rimozione modi￿ca la soluzione trovata. Tali punti sono detti support2.1. IL CASO DI DATI SEPARABILI 15
Figura 2.1.1: SVM lineare con dati linearmente separabili. Sono indicate le
formule degli iperpiani.
vector e nelle ￿gure presenti in queste pagine sono rappresentati da una doppia
cerchiatura.
2.1.1 Formulazione Lagrangiana del problema
La massimizzazione del margine deve avvenire nel rispetto del vincolo imposto




con yn (wxn + b)  1 8n
Possiamo vedere questo problema anche come un problema di minimizza-
zione. Si rende massimo il margine minimizzando il denominatore. Il problema





2 con yn (w  xn + b)  1 ;
n = 1;2;:::;N w 2 R
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dove il termine 1
2 Ł stato aggiunto per sempli￿care i calcoli, e permetter￿
poi di risolvere il problema come un problema di programmazione quadratica.
Giunti a questo punto, consideriamo la formulazione Lagrangiana di tale
problema per almeno un paio di motivi:
￿ le condizioni (2.1.3), presenti nel problema di minimizzazione, verranno
sostituite da condizioni sui moltiplicatori Lagrangiani stessi, che sono
molto piø facili da gestire;
￿ in questa riformulazione, i dati di training appariranno nella forma di
prodotti scalari tra vettori.
Questo ultimo aspetto Ł molto importante in quanto consentir￿, successivamen-









n (yn (w  xn + b)   1)
che va minimizzata rispetto a w e b, ricordando che deve valere sempre la
condizione n > 0 e massimizzata rispetto a .
Come si vede dalla formula che vogliamo minimizzare, abbiamo introdotto
i moltiplicatori di Lagrange n; n = 1;:::;N (uno per ogni condizione) che
devono essere tutti positivi. La regola per la formulazione del problema di La-
grange prevede che per condizioni del tipo ci  0; le equazioni della condizione
vengano moltiplicate per dei moltiplicatori di Lagrange positivi e sottratte dalla
funzione obiettivo, per formare cos￿ la Lagrangiana.
Si tratta di un problema di programmazione quadratica convessa, essen-
do convessa la funzione che vogliamo minimizzare ed essendo convesso anche
l’insieme dei punti che veri￿cano le condizioni (2.1.3). (Ogni condizione linea-
re de￿nisce un insieme convesso; un insieme di N condizioni lineari de￿nisce
l’intersezione di N insieme convessi che Ł a sua volta convesso).
Ci￿ signi￿ca che possiamo risolvere il problema duale: massimizzare LP
sotto la condizione che le derivate parziali di LP rispetto a w e b siano nulle
e inoltre i vari n siano tutti positivi, ottenendo lo stesso risultato. Que-
sta formulazione duale del problema Ł chiamato ￿Problema duale di Wolfe￿
[Fletcher(1987)].2.1. IL CASO DI DATI SEPARABILI 17
Il concetto di dualit￿ Ł molto usato nella programmazione matematica. Questa
teoria permette di esprimere il problema con una formulazione alternativa che
rende possibile una sua risoluzione piø e￿ciente dal punto di vista computa-









detto problema duale, in modo che valga almeno la condizione:
inf
x2S
f (x)  sup
u2U
  (u)
Nel caso si riesca a determinare un problema duale sar￿ possibile ottenere una
serie di caratteristiche del problema primale tramite lo studio del duale, come:
￿ stime del valore ottimo
￿ condizioni di ottimalit￿
￿ metodi di soluzione ottenuti tramite lo studio del problema duale
Porre le derivate parziali uguali a zero, permette di ottenere:
rwLP = w  
N X
n=1









nyn = 0 !
N X
n=1
nyn = 0 (2.1.5)
che essendo condizioni di eguaglianza che devono essere veri￿cate nella











ynymn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LD va massimizzata rispetto alla sola variabile  = 1;:::;N sotto le
condizioni n  0 e
PN
n=1 nyn = 0 per n = 1;:::;N.
Si nota immediatamente che la forma duale richiede solo il calcolo del pro-
dotto di ogni vettore di ingresso. Ci￿ torner￿ utile nello studio delle SVM non
lineari.
Il training della SVM consiste nel massimizzare LD rispetto ai moltiplica-
tori n, sotto le condizioni di positivit￿ degli n e la condizione (2.1.5). La
risoluzione del problema di programmazione quadratica fornisce come risulta-
to il vettore dei moltiplicatori di Lagrange  = 1;:::;N che sostituito nella
formula w =
PN
n=1 nynxn permette di ricavare la soluzione.
Andiamo ora a mostrare un fatto particolarmente importante. In preceden-
za abbiamo considerato la seguente condizione KKT:
n (yn (w  xn + b)   1) = 0
Notiamo che i casi a￿nchØ si annulli tale prodotto sono due:
￿ yn (w  xn + b)   1 = 0, oppure
￿ n = 0
Il primo caso si veri￿ca quando il dato xn si trova su H1 o H2, ossia su uno
dei due iperpiani di margine. Nel caso di punti interni, invece, l’unico modo
perchØ si annulli tale prodotto Ł che i moltiplicatori di Lagrange rispettivi a
questi dati siano nulli.
A questo punto possiamo a￿ermare che se n > 0 allora xn Ł un support
vector.
Da tutto ci￿ possiamo capire che i support vector sono di primaria impor-
tanza per queste macchine in quanto la soluzione del problema di training e la
determinazione degli iperpiani dipende esclusivamente da essi. Se eliminassimo
tutti gli altri vettori per poi ripetere nuovamente la fase di training otterremmo
come risultato lo stesso iperpiano.
2.1.2 Calcolo del vettore w e del termine b
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dal momento che, nella formulazione precedente, il valore di  era 0 per
vettori x che non fossero support vector. Giunti a questo punto possiamo
calcolare il valore del termine b, inserendo il vettore w appena calcolato nella
formula:
ys (w  xs + b) = 1 xs SV (2.1.8)





mymxm  xs + b
!
= 1
Moltiplicando entrambi i membri per ys e considerando y2
s = 1 si ottiene




Invece di usare un vettore di supporto arbitrario xs, Ł consigliato usare una












Abbiamo cos￿ ottenuto i valori di w e b che de￿niscono l’iperpiano di
separazione ottimale della Support Vector Machine.
2.1.3 Le condizioni di Karush-Kuhn-Tucker
Le condizioni di Karush-Kush-Tucker (indicate spesso con l’acronimo KKT)
giocano un ruolo importante sia nella teoria che nella pratica dell’ottimizzazione
condizionata. Per il problema primale, visto nel paragrafo precedente, queste
condizioni possono essere espresse come:
rwLP = w  
X
n






nyn = 0 (2.1.10)
yn (xn  w + b)   1  0 n = 1;:::;N (2.1.11)20 CAPITOLO 2. SUPPORT VECTOR MACHINE LINEARI
n  0 8n (2.1.12)
n (yn (w  xn + b)   1) = 0 8n (2.1.13)
Tali condizioni sono veri￿cate dalla soluzione di qualsiasi problema di ot-
timizzazione vincolata (convessa o meno), con ogni tipo di condizione. Esse
sono necessarie per la soluzione di un problema di programmazione non lineare
in cui i vincoli soddisfano una delle condizioni di regolarit￿ dette condizioni
di quali￿cazione dei vincoli. Si tratta sostanzialmente di una generalizzazione
del metodo dei moltiplicatori di Lagrange, applicato a casi in cui sono presenti
anche vincoli di disuguaglianza.
Questa assunzione vale per tutte le SVM dal momento che le condizioni
sono sempre lineari.
Inoltre il problema di ottimizzazione per le SVM Ł convesso (la funzione
obiettivo Ł convessa) e per problemi convessi le condizioni KKT sono necessarie
e su￿cienti perchØ w, b e  siano soluzione.
Una immediata conseguenza di ci￿ sta nel fatto che, mentre w Ł determinato
direttamente dalla procedura di training, la soglia b non lo Ł, sebbene lo sia
implicitamente.
Come abbiamo infatti visto gi￿ nel paragrafo precedente, b pu￿ essere rica-
vato dalla condizione di ￿complementariet￿￿ KKT (2.1.11), scegliendo ciascun
n per cui n 6= 0 e calcolando b.
A tal punto Ł consigliabile prendere il valore medio di tutti i valori di b
ottenuti dalle equazioni (una per ogni n 6= 0). [Burges(1998)]
Quello che si Ł fatto Ł considerare un problema di ottimizzazione dove i
vincoli sono piø gestibili dei vincoli (2.1.1), (2.1.2).
2.1.4 Fase di test
Una volta addestrata la SVM sar￿ su￿ciente determinare a quale lato del-
l’intervallo di decisione appartiene un dato di test x e assegnargli l’etichetta
della classe corrispondente. Per fare ci￿ Ł molto comune usare la funzione
sign(w  x + b) che restituisce il valore  1 o +1 a seconda della classe a cui si
suppone appartenga il vettore x.
Per veri￿care l’accuratezza di una SVM si usa testare il modello su un set di2.2. IL CASO DI DATI NON SEPARABILI 21
dati di cui si conosce la classe di appartenenza per poi confrontare se la classe
ottenuta dal modello coincide con quella e￿ettiva di appartenenza del dato.
2.1.5 Riepilogo
Quanto visto ￿nora consente di de￿nire una SVM in grado di risolvere il pro-
blema della classi￿cazione di dati linearmente separabili, nel caso binario. Per
concludere questa sezione riepiloghiamo brevemente i passi necessari.
















Ci￿ viene fatto risolvendo il problema di massimizzazione tramite un
programma per la risoluzione di problemi di programmazione quadratica
(QP solver).
￿ Calcolare la normale all’iperpiano, w =
PN
n=1 nynxn
￿ Determinare l’insieme dei support vector tramite la veri￿ca che i rispettivi
moltiplicatori di Lagrange siano n > 0







xm2SV mymxm  xs

￿ Ogni nuovo punto x0 viene classi￿cato valutando y0 = sign(w  x0 + b).
2.2 Il caso di dati non separabili
Il problema che si pone nel caso di dati non separabili Ł quello di estendere
tutto ci￿ che si Ł ￿nora ottenuto a questa nuova situazione. Se infatti appli-
cassimo l’algoritmo per dati separabili a un caso con dati non-separabili, non
troveremmo alcuna soluzione.22 CAPITOLO 2. SUPPORT VECTOR MACHINE LINEARI
Figura 2.2.1: Il dato denominato x1 Ł correttamente classi￿cato ma si trova
tuttavia all’interno del margine. Il dato x2, invece, Ł classi￿cato in modo errato.
Nell’esempio in Figura 2.2.1 il margine viene violato da un dato che per￿
viene comunque classi￿cato correttamente. La condizione che era sempre vera
nel caso esaminato in precedenza, ossia yn (w  xn + b)  1, fallisce. Dobbiamo
allora introdurre un metodo per quanti￿care l’errore che si ha nella violazione
del margine.
Una prima idea Ł quella di rendere piø ￿essibili le condizioni viste nel caso
separabile, introducendo delle variabili positive dette ￿variabili di slack￿ (o
allentamento). In questo modo saranno permesse le scorrette classi￿cazioni dei
punti. Le condizioni diventano:
xn  w + b  +1   n per y = +1
xn  w + b   1 + n per yn =  1
con n  0 n = 1;:::;N.
che possono essere riassunte in un unica condizione:
yn (w  xn + b)  1   n n  0
Se un generico dato xi viene classi￿cato in modo errato, allora ad esso
corrisponde uno slack  > 1 in quanto per essere classi￿cato erroneamente deve
trovarsi per forza al di l￿ dell’iperpiano separatore. Possiamo quindi considerare
la violazione totale come
P
n n .2.2. IL CASO DI DATI NON SEPARABILI 23
Figura 2.2.2: Distanza dell’iperpiano separatore dall’origine e distanza del
punto classi￿cato erroneamente dal rispettivo margine.
Ci troviamo davanti a un nuovo problema di ottimizzazione, per molti versi












con yn (w  xn + b)  1   n per n = 1;:::;N e n  0;
n = 1;:::;N w 2 R
D; b 2 R
Il valore di C Ł scelto dall’utente e rappresenta il peso che si vuole attribuire
agli errori (a un grande valore di tale parametro corrisponde un alta penalit￿
di errore e sar￿ quindi preferibile avere il minor errore possibile).
Si tratta ancora una volta di un problema di programmazione convessa
per qualsiasi intero positivo k. Per k = 2 e k = 1 Ł inoltre un problema di
programmazione quadratica e la scelta di k = 1 ha il vantaggio che nØ n, nØ
i rispettivi moltiplicatori di Lagrange, appaiono nel problema duale di Wolfe,
che diventa un problema di massimizzazione.24 CAPITOLO 2. SUPPORT VECTOR MACHINE LINEARI
2.2.1 Formulazione Lagrangiana del problema
Il problema di minimizzazione (2.2.1) va trasformato in un problema di La-














Tale funzione va minimizzata rispetto a w, b e  e massimizzata rispetto
ad ogni n  0 e n  0, dove i coe￿cienti n e n sono moltiplicatori di
Lagrange.
Di￿erenziando questa funzione rispetto a w, b e n e ponendo queste derivate
uguali a 0, otteniamo:
rwLP = w  
N X
n=1









nyn = 0 )
N X
n=1
nyn = 0 (2.2.3)
@LP
@n
= C   n   n = 0 ) C = n + n (2.2.4)
a cui vanno aggiunte anche le seguenti condizioni per formare l’insieme delle
condizioni KKT:
yn (w  xn + b)   1 + n  0 (2.2.5)
n  0 (2.2.6)
n  0 (2.2.7)
n  0 (2.2.8)
n [yn (w  xn + b)   1 + n] = 0 (2.2.9)2.2. IL CASO DI DATI NON SEPARABILI 25
nn = 0 (2.2.10)
Sostituendo le (2.2.2)-(2.2.4) nella formula di LP otteniamo il problema
















Abbiamo posto la condizione 0  n  C perchØ altrimenti, a￿nchØ sia
veri￿cata la condizione C  n n = 0 servirebbe un valore di n negativo ma
ci￿ non Ł possibile dovendo essere sempre n  0 come stabilito in precedenza.





che pu￿ essere ristretta alla sola sommatoria dei vettori di supporto, come
visto in precedenza.
Osservando i dati del problema notiamo che l’unica di￿erenza con il caso di
dati linearmente separabili Ł che i moltiplicatori di Lagrange n sono limitati
anche superiormente dalla costante C.
¨ inoltre possibile usare le condizioni KKT di complementariet￿ (2.2.9) e
(2.2.10) per determinare la soglia b.
L’equazione (2.2.4) combinata con la (2.2.10) mostra che n = 0 se n < C.
Possiamo quindi prendere un qualsiasi punto per cui valga 0 < n < C per
usare la (2.2.9) (con n = 0) e calcolare b. Come valeva per il caso separabile,
Ł conveniente usare la media di tutti i b calcolati tramite questa equazione.
2.2.2 Riepilogo
Anche in questo caso pu￿ tornare utile tracciare un sunto dei passi da seguire
per descrivere una SVM in grado di agire su dati non separabili.26 CAPITOLO 2. SUPPORT VECTOR MACHINE LINEARI
￿ Scegliere quanta penalit￿ assegnare alla classi￿cazione non corretta di un
dato, scegliendo un opportuno valore per il parametro C.











sia massimizzata, sotto il vincolo




Questo viene fatto tramite la risoluzione di un problema di programma-
zione quadratica.
￿ Calcolare la normale all’iperpiano separatore, w =
PN
n=1 nynxn
￿ Determinare l’insieme dei support vector accertandosi che i rispettivi
moltiplicatori di Lagrange veri￿chino la condizione 0 < n  C







xm2SV mymxm  xs

￿ Classi￿care i nuovi dati x0 tramite la funzione y0 = sign(w  x0 + b).
2.2.3 Tipi di support vector
Possiamo osservare due tipi di support vector:
￿ support vector marginali
￿ support vector non marginali
Il valore dei moltiplicatori di Lagrange rispettivi ai support vector marginali
Ł ristretto a 0  n  C, il valore della rispettiva variabile di slack Ł sempre
n = 0 ed Ł veri￿cata l’equazione yn (w  xn + b) = 1
Nel caso dei support vector non marginali, i rispettivi moltiplicatori di La-
grange hanno valore n = C, mentre le rispettive variabili di slack sono positive
(n > 0) e tali SV veri￿cano la diseguaglianza yn (w  xn + b) < 12.3. SOLUZIONI GLOBALI E UNICIT￿ 27
Figura 2.2.3: Diversi con￿gurazioni di support vector non marginali
In Figura 2.2.3 vediamo tre possibili con￿gurazioni. Nel primo caso i sup-
port vector si trovano dalla parte corretta rispetto all’iperpiano ma all’interno
del margine di separazione. Nel secondo caso si trovano dalla parte errata ri-
spetto all’iperpiano e all’interno del margine di separazione. Nel terzo caso i
support vector si trovano dalla parte errata e all’esterno del margine.
2.3 Soluzioni globali e unicit￿
Possiamo chiederci quando la soluzione del problema di training Ł globale e
quando essa sia unica. Per ￿globale￿ si intende che non esistono altri punti
nella regione in cui Ł de￿nita la soluzione in cui la funzione assuma un valore
piø piccolo di quello trovato.
Riguardo l’unicit￿ possiamo trovarci davanti a due casi in cui essa non Ł
veri￿cata:
￿ soluzioni per cui fw;bg sono unici ma per cui l’espansione (2.1.7) non lo
Ł;
￿ soluzioni dove fw;bg sono diverse.
Entrambi questi casi sono importanti: anche se fw;bg Ł unico, se i moltiplica-
tori n non lo sono, potr￿ esistere un’espansione equivalente di w che richiede
un numero minore di support vector e che quindi, nella pratica, richiede un
numero minore di istruzioni nella fase di test.
¨ dimostrabile che ogni soluzione locale Ł anche globale. Questa Ł una pro-
priet￿ di ogni problema di programmazione convessa [Fletcher(1987)]. Inoltre
la soluzione Ł unica se la funzione obiettivo (2.1.6) Ł strettamente convessa.
Riguardo il secondo caso teorizzato, ossia quando le soluzioni sono diverse,
pu￿ tornare utile il seguente teorema che mostra come se vi sono soluzioni non28 CAPITOLO 2. SUPPORT VECTOR MACHINE LINEARI
uniche, allora la soluzione in un punto ottimale Ł continuamente deformabile
nella soluzione dell’altro punto ottimale, in modo che tutti i punti intermedi
siano a loro volta soluzioni.
Teorema 1. Sia X la variabile corrispondente alla coppia di variabili fw;bg.
La funzione obiettivo sia convessa. Siano X0 e X1 i due punti in cui la fun-
zione obiettivo assume valore minimo. Allora esiste un cammino X = X() =
(1   )X0 + X1;  2 [0;1] tale che X() Ł soluzione 8
2.4 Osservazioni ￿nali
A conclusione di questo capitolo rispondiamo a una domanda abbastanza in-
tuitiva che ci si potrebbe rivolgere dopo aver letto la teoria riguardante questi
due tipi di SVM.
Cosa accade se usiamo la SVM lineare per dati separabili, vista nel paragrafo
2.1, con un insieme di dati di training non separabili?
In questo caso il passaggio tra il problema primale (ossia minimizzare kwk
2)
e il problema duale (minimizzare il problema di Lagrange rispetto ad ) fallisce.
Questo passaggio Ł infatti matematicamente valido solo se esiste un iperpiano
che possa dividere i due insiemi.Capitolo 3
Support Vector Machine non
lineari
Abbiamo considerato ￿nora solo il caso di funzioni di decisione lineari, ma Ł
utile generalizzare quanto ottenuto al ￿ne di risolvere il problema di ottimiz-
zazione anche nel caso in cui la funzione di decisione non sia funzione lineare
dei dati.
Il problema di base Ł che l’insieme dei dati di training non Ł separabile e che
vogliamo trovare un metodo piø performante rispetto a quello lineare con slack
per suddividere le due classi. Si nota dal problema di training analizzato nel
Capitolo 2 che i dati appaiono in esso esclusivamente nella forma di prodotti
interni. L’idea Ł quindi quella di lavorare su uno spazio diverso dallo spazio
di ingresso X in cui i dati siano linearmente separabili. Chiameremo questo
spazio Z e la sua dimensione pu￿ anche essere in￿nita.
Figura 3.0.1: I dati non linearmente separabili vengono mappati tramite  in
uno spazio dove sono linearmente separabili.
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Andiamo a modi￿care il problema di Lagrange ottenuto per dati separabili
















A questo punto possiamo de￿nire la funzione che restituir￿ la classe di
appartenenza:
g (x) = sign(w  z + b)




nynzn b tale che ym (w  zm + b) = 1
Come si pu￿ notare, nel calcolo di g (x) abbiamo bisogno del prodotto sca-
lare zn z mentre nel calcolo di b abbiamo bisogno del prodotto scalare zn zm.
Non Ł interessante a questo ￿ne sapere ￿cosa sia￿ lo spazio Z ma basta sapere
quale sia il risultato del prodotto scalare tra due vettori in esso.
Il trucco consiste quindi nel mappare i dati dallo spazio X a un altro spazio
euclideo Z, usando una funzione che chiamiamo :
 : R
D 7! Z
Ovviamente, in questa situazione, l’algoritmo di training dipende solo dai
prodotti interni in Z, che sono: z  z0 = (x)  (x0).
3.1 Il Kernel
Da quanto visto nell’introduzione di questo capitolo, dati i punti x;x0 2 X,
vogliamo conoscere il valore di z  z0.
De￿nizione. Sia z  z0 = K (x;x0) dove K, detto Kernel, Ł il prodotto interno
di (x) e (x0) in Z,.
A questo punto pu￿ essere utile considerare un esempio3.2. LA CONDIZIONE DI MERCER 31
Esempio 2. Il vettore x = (x1;x2) ha dimensione due e rappresenta un gene-
rico dato che vogliamo ￿mappare￿ nello spazio Z tramite la funzione  de￿nita
come z = (x) = (1;x1;x2;x2
1;x2
2;x1x2). Supponiamo allora di avere due da-
ti x;x0 e che si voglia conoscere il loro prodotto interno nello spazio Z. Per
de￿nizione di Kernel, tale prodotto vale:
K (x;x
0) = z  z

















Il trucco che interviene a sempli￿care di molto le cose consiste nel fatto che
Ł possibile calcolare K (x;x0) senza dover trasformare x e x0 in vettori di Z e
quindi senza dover conoscere la funzione  .
Per chiarire questo fatto consideriamo l’esempio appena visto:
Esempio 3. Invece di calcolare il kernel come il prodotto di due vettori in Z,
lo de￿niamo come una funzione che opera direttamente su vettori in X, ossia
K (x;x
0) = (1 + x  x
0)























che somiglia molto al prodotto calcolato nell’Esempio precedente a parte la
presenza di alcuni coe￿cienti uguali a 2. La cosa per￿ non ci sconvolge perchØ
si tratta ad ogni modo di un prodotto interno!













In sostanza il punto di forza di questo approccio Ł che ci basta sapere che il
risultato ottenuto dalla funzione kernel Ł un prodotto interno in uno spazio Z
e non ci interessa, invece, conoscere come Ł fatto questo spazio, o cosa accade
in esso.
3.2 La condizione di Mercer
La condizione di Mercer consente di stabilire se un dato kernel sia ammissibile,
ossia se corrisponda e￿ettivamente al prodotto interno di due vettori in uno
spazio.32 CAPITOLO 3. SUPPORT VECTOR MACHINE NON LINEARI






se e solo se, per ogni g (x) tale che

g (x)
2 dx Ł ￿nito, vale

K (x;y)g (x)g (y)dxdy  0 (3.2.1)
L’equazione (3.2.1) deve valere per qualsiasi g con norma ￿nita. In alcuni
casi speci￿ci potrebbe non essere semplice veri￿care che la condizione di Mercer
sia rispettata. Ad ogni modo Ł possibile dimostrare che questa condizione Ł
soddisfatta per integrali positivi di potenze del prodotto interno: K (x;y) =
(x  y)
p. [Burges(1998)]
Una semplice conseguenza di questo fatto Ł che ogni kernel che possa es-
sere espresso come K (x;y) =
P1
p=0 cp (x  y)
p, dove i cp sono coe￿cienti rea-
li positivi e la serie Ł uniformemente convergente, soddisfa la condizione di
Mercer.
3.3 Esempi di possibili Kernel
In [Poggio(1975)] viene mostrato come il kernel polinomiale omogeneo K con
p 2 N e
K(x;x
0) = (x  x
0)
p
sia un kernel ammissibile. Da questa osservazione, si pu￿ concludere immedia-
tamente [Boser et al.(1992b)Boser, Guyon, and Vapnik] che kernel del tipo
K(x;x
0) = (x  x
0 + c)
p
ossia kernel polinomiali non omogenei con p 2 N;c > 0 sono anch’essi am-
missibili. Questo pu￿ essere mostrato riscrivendo K come la somma di kernel
omogenei e applicando un corollario del Teorema di Mercer che a￿erma che la
combinazione lineare di funzioni kernel ammissibili Ł a sua volta una funzione
kernel ammissibile [Smola and Sch￿lkopf(2004)].3.4. IPOTESI E PROBLEMA DI OTTIMIZZAZIONE 33
Un altro kernel che pu￿ essere utilizzato nel caso non lineare, Ł il kernel
tangente iperbolica
K(x;x
0) = tanh(# + (x  x
0))
che per￿ non soddisfa la condizione di Mercer per # < 0 o  < 0:
Sono molto di￿usi anche kernel invarianti rispetto la traslazione ( K(x;x0) =
K(x; x0)).







sia un kernel ammissibile.
Come Ł facile intuire, Ł possibile implementare diversi tipi di kernel nelle
SVM non lineari, in modo da ottenere il miglior risultato possibile a partire
dall’insieme di dati di training.
3.4 Ipotesi e problema di ottimizzazione
Partiamo dal caso a dati separabili visto nel capitolo precedente.
Quello che vogliamo fare Ł esprimere la funzione che assegna la classe a un






de￿niamo la nuova funzione come:


















Finora abbiamo detto che non ci interessa cosa sia e cosa accada nello34 CAPITOLO 3. SUPPORT VECTOR MACHINE NON LINEARI
spazio Z ma Ł ovvio che deve esistere il prodotto interno di due vettori in esso.
Possiamo a￿rontare il problema dell’esistenza usando 2 diversi approcci:
1. per costruzione (ad esempio nel caso del kernel polinomiale)
2. usando propriet￿ matematiche (Condizioni di Mercer)
3.5 Riepilogo
Per usare una SVM al ￿ne di risolvere un problema di classi￿cazione su dati non
linearmente separabili, dobbiamo prima scegliere un kernel e i relativi parametri
che ci aspettiamo consentano di mappare i dati non linearmente separabili in
uno spazio dove invece lo siano.
Come nei casi precedenti vediamo quali sono, in modo sommario, i passi da
seguire per de￿nire la SVM e per eseguirne il test.
￿ Scegliere la penalit￿ da attribuire agli errori di classi￿cazione scegliendo
un opportuno valore per il parametro C.












sia massimizzata, sotto il vincolo




Ci￿ si ottiene risolvendo un problema di programmazione quadratica.
￿ Determinare l’insieme dei vettori di supporto veri￿cando che i loro mol-
tiplicatori di Lagrange siano 0  n  C









￿ Classi￿care i nuovi dati x0 valutando y0 = sign
 P
xn2SV nynK (xn;x) + b
3.6. CONCLUSIONI 35
Figura 3.6.1: Dati leggermente separati (a sinistra) e dati molto separati (a
destra)
3.6 Conclusioni
Abbiamo visto in questo capitolo come implementare SVM non lineari che
consentano di rispondere al problema della classi￿cazione nel caso di dati non
separabili. Nel capitolo 2 ci siamo trovati di fronte allo stesso problema che
abbiamo per￿ risolto usando SVM lineari con slack.
¨ utile distinguere due diversi tipi di non-separabilit￿, e a seconda del tipo
scegliere quale delle due SVM usare.
Nel caso di dati leggermente separati Ł conveniente usare una SVM lineare
con slack mentre nel caso di dati molto separati conviene usare una SVM non
lineare.36 CAPITOLO 3. SUPPORT VECTOR MACHINE NON LINEARICapitolo 4
Applicazioni di SVM in MATLAB
In questo capitolo cercheremo di applicare quanto mostrato riguardo i vari tipi
di SVM per la classi￿cazione di dati. A￿ronteremo il problema in due modi.
Inizialmente vedremo come sia possibile utilizzare la funzione quadprog messa
a disposizione da MATLAB per la risoluzione di problemi di programmazione
quadratica. Useremo questo strumento per realizzare una SVM lineare.
Successivamente analizzeremo due funzioni di MATLAB (svmtrain e svm-
classify) che consentono di implementare SVM di vario tipo piø agevolmente.
4.1 Risoluzione di un problema di programma-
zione quadratica
Lo strumento a piø basso livello che MATLAB mette a disposizione per lo
sviluppo di Support Vector Machine Ł la funzione quadprog. Essa permette la
risoluzione di problemi di programmazione quadratica ed Ł de￿nita come:
x=quadprog(H, f ,A,b)
Sebbene essa possa accettare un numero maggiore di parametri, Ł su￿-
ciente invocarla in questo modo per risolvere un problema di programmazione
quadratica tipico per le SVM.




TH  x + f
Tx (4.1.1)
con vincolo Ax  b
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dove A e b sono rispettivamente matrice e vettore di valori double.
Il risultato dato in output dalla funzione quadprog Ł un vettore x che mi-
nimizza (4.1.1). Il vettore x pu￿ essere un minimo locale per problemi non
convessi mentre Ł un minimo globale per problemi convessi.
Notiamo subito che Ł necessario apportare delle opportune correzioni per
poter applicare questa funzione ai casi illustrati nei capitoli precedenti.
Nel nostro caso il termine di primo grado fTx non Ł presente quindi dovremo
porre nullo il vettore f. Inoltre la diseguaglianza del vincolo deve essere di verso
opposto in quanto la condizione che vogliamo soddisfare Ł
yn (w  xn + b)  1 (4.1.2)
Presupposto che nel codice MATLAB indicheremo i dati all’interno di una
matrice in cui ogni riga corrisponder￿ ad un dato, le prime due colonne con-
terranno gli attributi del dato e l’ultima colonna la classe di appartenenza (1












dove b ha dimensione pari al numero di dati di training.
La matrice A deve essere costruita in modo che il primo membro della
diseguaglianza sia l’opposto di quanto si ha a primo membro nel vincolo (4.1.2).
La soluzione del problema di programmazione quadratica ottenuta dalla
funzione quadprog sar￿ nella forma (w1;w2;b).
4.1.1 Realizzazione SVM lineare in MATLAB
Innanzitutto Ł fondamentale de￿nire due matrici contenenti i dati con relativi
attributi e classe di appartenenza cos￿ come descritto in precedenza
dati1=[1 3 1;2  4 1;3 6 1];
dati2=[7 7  1;9 10  1;8  3  1];4.1. RISOLUZIONE DI UN PROBLEMA DI PROGRAMMAZIONE QUADRATICA 39
Figura 4.1.1: Rappresentazione dei dati di training e dell’iperpiano separatore
calcolato con quadprog
A questo punto Ł necessario de￿nire le matrici e i vettori cos￿ come si Ł visto
f =[0 0 0];
H=[1 0 0;0 1 0;0 0 0];
dati=[dati1 ; dati2 ] ;
tot=size ( dati ,1) ;
b= ones ( tot ,1) ;
for i =1:tot
A( i ,1)= dati ( i ,1) *dati ( i ,3) ;
A( i ,2)= dati ( i ,2) *dati ( i ,3) ;
A( i ,3)= dati ( i ,3) ;
end
Una volta de￿niti tutti i parametri richiesti dalla funzione quadprog, non
resta che invocarla
w=quadprog(H, f ,A,b) ;
In Figura 4.1.1 Ł illustrato il risultato ottenuto con i dati utilizzati in questo
esempio. Il codice completo comprendente quello utilizzato per disegnare il
gra￿co Ł riportato in Appendice.40 CAPITOLO 4. APPLICAZIONI DI SVM IN MATLAB
4.2 Support Vector Machine in MATLAB
Per sempli￿care lo sviluppo di SVM e integrare la possibilit￿ di utilizzare sva-
riati tipi di kernel, MATLAB mette a disposizione gli oggetti svmtrain e svm-
classify che consentono rispettivamente di addestrare una SVM e di utilizzarla
per la classi￿cazione.
Prima di utilizzare una SVM Ł necessario de￿nire una struttura
SVMStruct = svmtrain ( Training ,Group) ;
La funzione svmtrain ritorna una struttura contenente informazioni riguar-
do la SVM addestrata.
Le variabili di input sono:
￿ Training: matrice dei dati di training, dove ogni riga corrisponde a un’os-
servazione (a un singolo elemento) mentre ogni colonna corrisponde a una
variabile che caratterizza il dato.
￿ Group: vettore delle classi. L’elemento i-esimo di questo vettore indica
la classe a cui appartiene il dato riportato nella riga i-esima della matrice
Training.
Tra i vari parametri che Ł possibile passare alla funzione, ne mostriamo alcuni
degni di nota:
￿ ’kernel_function’: permette di impostare la funzione kernel che la fun-
zione svmtrain dovr￿ usare per e￿ettuare il training dei dati. La funzione
kernel di default Ł quella corrispondente al kernel lineare, ossia il prodotto
interno. ¨ tuttavia possibile impostare uno dei seguenti kernel:
￿ ’quadratic’ - kernel quadratico;
￿ ’polynomial’ - kernel polinomiale. Di default viene usato un kernel
polinomiale di ordine 3 ma Ł possibile impostare l’ordine usando il
parametro polyorder;
￿ ’rbf’ - Gaussian Radial Basis Function, con un fattore di scala, sig-
ma, impostato di default a 1. ¨ possibile modi￿care questo valore
tramite il parametro rbf_sigma.
￿ method: consente di impostare il metodo utilizzato per cercare l’iperpiano
separatore. Le opzioni disponibili sono:4.2. SUPPORT VECTOR MACHINE IN MATLAB 41
￿ ’QP’ - Programmazione quadratica;
￿ ’SMO’ - Sequential Minimal Optimization. Impostato di default;
￿ ’LS’ - Minimi quadrati.
￿ ’showplot’: se impostato a true permette di visualizzare i dati e l’iper-
piano separatore. Tale opzione Ł valida solo se ogni dato ha due colonne
(ossia Ł caratterizzato da due attributi)
La funzione svmtrain restituiste un oggetto che in questo caso Ł stato chiamato
SVMStruct e che contiene tutti i dati che caratterizzano la Support Vector
Machine.
Una volta creata e addestrata la SVM, essa pu￿ essere utilizzata per clas-
si￿care un insieme di elementi. Per fare ci￿ Ł necessario utilizzare la funzione
svmclassify in questo modo:
Group = svmclassify (SVMStruct , Sample)
Ogni riga della matrice Sample contiene un dato che viene classi￿cato dalla
funzione svmclassify usando le informazioni presenti nella struttura SVMStruct
creata per mezzo della funzione svmtrain. Come nel caso della matrice Training,
Sample Ł una matrice in cui ogni riga corrisponde a un’osservazione (singolo
elemento) e ogni colonna corrisponde a una variabile che caratterizza il dato.
Di conseguenza, Sample deve avere lo stesso numero di colonne dei dati di
training dal momento che il numero di colonne de￿nisce il numero di attributi
caratteristici del dato.
Il vettore colonna Group indica in ogni riga la classe che viene assegnata,
tramite classi￿cazione, ad ogni riga di Sample.
4.2.1 Un semplice esempio: gli Iris di Fisher
Il caso degli Iris di Fisher Ł tra gli esempi piø usati nella letteratura riguardante
le Support Vector Machine. Nel 1916 Ronald Aylmer Fisher, matematico e
biologo britannico, raccolse 150 iris appartenenti a 3 specie diverse ( setosa,
virginica, versicolor). Egli fu in grado di classi￿care correttamente ciascun iris
e successivamente accost￿ a questo dato le misurazioni fatte sui petali e sui
sepali del ￿ore. In sostanza abbiamo a disposizione un dataset contenente per
ciascun ￿ore i seguenti dati:42 CAPITOLO 4. APPLICAZIONI DI SVM IN MATLAB
Figura 4.2.1: Dati di training relativi alla lunghezza e alla larghezza dei petali
1 2 3 4 5
lunghezza sepalo larghezza sepalo lunghezza petalo larghezza petalo classe
Sono presenti 50 esemplari di ogni specie.
A questo punto sorge spontanea una domanda: Ł possibile classi￿care cor-
rettamente una specie considerando solo le 4 misure fatte sul ￿ore?
In ￿gura 4.2.1 Ł presente il gra￿co relativo alle informazioni riguardanti i
petali ed Ł chiaramente visibile come i dati relativi alla specie "setosa" siano
ben separati da quelli relativi alle altre due specie. Si tratta di dati separabili
e una semplice SVM lineare permette di dividerli correttamente. Anche nel
caso dei dati riguardanti le misurazioni fatte sui sepali, la specie setosa Ł ben
divisibile dalle altre due specie. Successivamente vedremo come si comportano
le macchine facenti uso delle funzioni kernel viste nei capitoli precedenti, per
dividere il piano quando consideriamo solo le specie versicolor e virginica.
Per tracciare l’iperpiano separatore che divide la classe setosa dalle altre Ł
stato innanzitutto necessario unire le classi ￿versicolor￿ e ￿virginica￿ in un uni-
ca classe ￿virginica/versicolor￿. Successivamente Ł stata addestrata una SVM
lineare con tutti i 150 dati a disposizione.4.2. SUPPORT VECTOR MACHINE IN MATLAB 43
Figura 4.2.2: Dati di training relativi alla lunghezza e alla larghezza dei sepali
Algoritmo 4.1 Divide le specie in due categorie: setosa e virginica/versicolor
in modo da poter utilizzare una SVM lineare per separare le due classi
load f i s h e r i r i s
xdata = meas (1: end,3:4) ;
group = species (1: end) ;
for i =1:size (group)
if (strcmp( species ( i ) , ’ virginica ’ ) | | strcmp( species ( i ) , ’
versicolor ’ ) )
group( i )={’ virginica / versicolor ’ };
end
end
svmstruct=svmtrain (xdata , group , ’ showplot ’ , true , ’ kernel_function ’ , ’
linear ’ , ’method ’ , ’QP’ ) ;
La matrice meas contiene tutte le misurazioni fatte sul ￿ore (Ogni riga
corrisponde ad un ￿ore). Vengono considerate solo la 3 ￿ e 4￿ colonna di tale
matrice, corrispondenti alle misurazioni fatte sui petali. Come si vede in ￿gura
4.2.3, le due classi vengono correttamente divise. I dati cerchiati corrispondono
ai support vector.44 CAPITOLO 4. APPLICAZIONI DI SVM IN MATLAB
Figura 4.2.3: SVM lineare separa la specie ￿setosa￿ dalle altre basandosi sulle
informazioni relative ai petali
Tornando ad osservare il gra￿co relativo alle misurazioni sui petali, si pu￿
portare la propria attenzione sulla ricerca di un metodo per suddividere nel
modo migliore la specie virginica dalla specie versicolor.
Per fare ci￿ Ł stato utilizzato il seguente codice
Algoritmo 4.2 Divide la specie virginica dalla specie versicolor
load f i s h e r i r i s
xdata = meas(51: end,3:4) ;
group = species (51: end) ;
%la seguente riga di codice varia a seconda della SVM che si vuole
utilizzare
svmstruct=svmtrain (xdata , group , ’ showplot ’ , true , ’ kernel_function ’ , ’
polynomial ’ , ’ polyorder ’ ,10 , ’method ’ , ’QP’ ) ;
La riga di codice evidenziata dal commento pu￿ essere modi￿cata in modo
da implementare i vari kernel a disposizione. Nella realizzazione della Figura
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￿ svmstruct=svmtrain (xdata , group , ’ showplot ’ , true , ’
kernel_function ’ , ’ linear ’ , ’method ’ , ’QP’ ) ;
svmstruct=svmtrain (xdata , group , ’ showplot ’ , true , ’
kernel_function ’ , ’ quadratic ’ , ’method ’ , ’QP’ ) ;
￿ ￿ svmstruct=svmtrain (xdata , group , ’ showplot ’ , true , ’
kernel_function ’ , ’ polynomial ’ , ’ polyorder ’ ,3 , ’method ’ , ’QP’ )
;
svmstruct=svmtrain (xdata , group , ’ showplot ’ , true , ’
kernel_function ’ , ’ polynomial ’ , ’ polyorder ’ ,10 , ’method ’ , ’QP’
) ;
Figura 4.2.4: Quattro diversi tipi di SVM utilizzate per la divisione delle classi
￿virginica￿ (in verde) e ￿versicolor￿ (in rosso) basandosi su larghezza e lunghezza
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Lo studio di SVM applicate al caso degli iris di Fisher Ł un buon esempio
in quanto, essendo necessarie due sole variabili (lunghezza/larghezza petalo)
per caratterizzare un dato, Ł possibile tracciare un gra￿co 2D che rende la
suddivisione delle due classi molto intuitiva.
Nel prossimo caso non sar￿ possibile tracciare questo gra￿co in quanto le
variabili prese in considerazione saranno piø di due.
4.3 Applicazione di SVM allo studio di dati di
una SPECT
La tomogra￿a ad emissione di fotone singolo Ł una tecnica tomogra￿ca di ima-
ging medico che utilizza la radiazione ionizzante nota come ￿raggi gamma￿. L’i-
maging SPECT viene eseguito utilizzando una gamma camera per acquisire, da
piø angoli, molteplici immagini 2D (dette proiezioni). Successivamente viene
utilizzato un computer per eseguire un algoritmo di ricostruzione tomogra￿ca
partendo dalle varie proiezioni, dando origine ad un dataset tridimensionale.
La gamma camera consente l’acquisizione di immagini scintigra￿che che rap-
presentano visivamente la distribuzione, nel corpo, della radioattivit￿ emessa
dai radiofarmaci iniettati nel paziente a scopo diagnostico o terapeutico.
Questi dati possono essere in seguito manipolati per mostrare sezioni sottili
lungo un qualsiasi asse del corpo. Per catturare le immagini SPECT, la gamma
camera viene ruotata attorno al paziente. Si prendono quindi diverse immagini
planari nelle diverse proiezioni ottenute in punti de￿niti durante la rotazione
(solitamente 3-6 gradi d’arco). In molti casi si esegue una rotazione di 360
gradi che consente di ottenere una ricostruzione tridimensionale ottimale.
La SPECT pu￿ essere utilizzata per qualsiasi studio di gamma imaging
in cui pu￿ essere utile una reale rappresentazione 3D. ¨ il caso di imaging
tumorale, imaging della tiroide o delle ossa. Dal momento che la SPECT per-
mette un’accurata localizzazione nello spazio 3D, pu￿ essere usata per fornire
informazioni sulle funzioni localizzate degli organi interni, come la funzionalit￿
cardiaca o l’imaging del cervello.
Il dataset a disposizione descrive tramite un insieme di parametri continui
i risultati di analisi SPECT (Single Proton Emission Computed Tomography)
del cuore e￿ettuate su 267 diversi pazienti. Ogni paziente Ł classi￿cato in4.3. APPLICAZIONE DI SVM ALLO STUDIO DI DATI DI UNA SPECT47
due categorie: normale e anormale, secondo quanto de￿nito dal medico che ha
analizzato le immagini.
Il risultato dell’elaborazione di queste immagini sono quindi 44 valori ca-
ratteristici continui compresi tra 0 e 100 (F1R - F22S) che vanno a descrivere
la SPECT di ciascun paziente. Ad ogni paziente Ł inoltre assegnato un valo-
re booleano 0 o 1 (OVERALL_DIAGNOSIS) per indicare se ad esso Ł stato
diagnosticato o meno un problema.
Il set di dati Ł stato diviso in due: i dati relativi ad 80 pazienti sono stati
usati per addestrare la SVM mentre i dati dei rimanenti 187 pazienti sono
stati usati per testarla. A seconda del tipo di SVM impiegata si sono ottenuti
di￿erenti risultati di correttezza della previsione.
1 2 3 4 5 ... 42 43 45
OVERALL_DIAGNOSIS F1R F1S F2R F2S ... F21S F22R F22S
Il codice utilizzato Ł il seguente:
Algoritmo 4.3
load spectftrain . dat
load spectftest . dat
trainset=spectftrain (: ,2: end) ;
class =[ spectftrain (: ,1) ] ’;
testset=spectftest (: ,2: end) ;
SVMStruct = svmtrain ( trainset , class , ’Kernel_Function ’ , ’ linear ’ , ’
method ’ , ’QP’ ) ;
Group = svmclassify (SVMStruct , testset ) ;
Il programma completo, riportato in Appendice, d￿ come output il livello di
accuratezza della SVM confrontando i dati ricavati nella fase di test con quelli
reali:
corrette : 131 , errate :56
accuratezza :70%
Utilizzando diversi kernel per la SVM si sono ottenuti i seguenti risultati di
accuratezza:




Le percentuali di accuratezza si riferiscono al confronto tra il risultato di clas-
si￿cazione dato dalla SVM e la diagnosi del medico. ¨ interessante considerare
che l’errore di classi￿cazione pu￿ veri￿carsi per cause dovute all’addestramento
o alla tipologia della SVM ma anche a causa di una una diagnosi medica non
corretta.Capitolo 5
Support Vector Machine per la
regressione
Le Support Vector Machine possono essere applicate non solo a problemi di
classi￿cazione ma anche al caso della regressione. Una versione di SVM per la
regressione Ł stata proposta nel 1996 da Vladimir N. Vapnik, Harris Drucker,
Christopher J. C. Burges, Linda Kaufman e Alexander J. Smola e tale metodo
Ł detto Support Vector Regression (SVR). Il modello prodotto dalla classi￿-
cazione tramite SV dipende solo da un sottoinsieme dei dati di training, visto
che la funzione di costo nella costruzione del modello non considera i punti di
training che stanno oltre il margine. In modo analogo, il modello prodotto da
SVR dipende solo da un sottoinsieme dei dati di training, perchØ la funzione
di costo usata per costruire il modello ignora ogni errore che si trovi al di sotto
di una soglia minima.
Supponiamo di avere una serie di dati di training:
fxn;yngn = 1;:::;N xn 2 R
D yn 2 R
In una "-SVM per la regressione il nostro scopo Ł quello di trovare una
funzione f (x) che abbia un grado di precisione " ,con cui si vuole approssimare
la funzione rappresentata dai dati di training, per mezzo del modello f.
In parole povere, non ci preoccupiamo degli errori ￿n quando questi sono piø
piccoli di ", ma non accetteremo nessun errore piø grande di esso. Il modello
lineare Ł rappresentato dalla funzione:
f (x) = x  w + b w 2 R
D b 2 R
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Come nel caso delle SVM per la classi￿cazione, lo scopo Ł quello di mini-
mizzare la norma euclidea del vettore w . Vogliamo che l’errore sia piø piccolo
di " quindi dovr￿ valere:
jyn   xn  w   bj  " (5.0.1)








yn   xn  w   b  "
w  xn + b   yn  "
dove i vincoli sono stati ottenuti a partire dalla condizione (5.0.1).
L’assunzione tacita nel problema di minimizzazione consiste nell’ipotizzare
che tale funzione esista e che approssimi tutte le coppie (xn;yn) con una preci-
sione ". In alcuni casi questa assunzione non Ł vera ed Ł necessario permettere
alcuni errori, introducendo le variabili di slack.
In modo analogo a quanto realizzato nel caso di dati non separabili in
[Cortes and Vapnik(1995)] e illustrato nel capitolo 2.2, introduciamo allora le
variabili di slack n;
n per far fronte alle condizioni impossibili nel caso di
ottimizzazione dovute alla non esistenza della funzione f. Arriviamo dunque a















yn   xn  w   b  " + n




La costante C > 0 pesa quanto gli errori di training (ossia gli errori piø
grandi di ") sono tollerati. Questa formulazione Ł equivalente al considerare
una particolare funzione di loss detta "-insensitive jj" :=
(
0 jj  "
jj   " altrimenti
La Figura 5.0.1 descrive la situazione gra￿camente. Solo i punti all’ester-
no della regione colorata corrispondono al costo. Si scopre che il problema di5.1. FORMULAZIONE DUALE E PROGRAMMAZIONE QUADRATICA 51
Figura 5.0.1: Soft margin e funzione jj"
ottimizzazione appena visto pu￿ essere risolto piø facilmente nella sua formu-
lazione duale. Inoltre tale formulazione fornir￿ la chiave per estendere questa
Support Vector Machine al caso di funzioni non lineari.
5.1 Formulazione duale e Programmazione Qua-
dratica
L’idea basilare Ł quella di costruire una funzione di Lagrange a partire da
entrambe le funzioni obiettivo e le corrispondenti condizioni, introducendo un
insieme di variabili duali. Questa funzione di Lagrange viene detta primale.
Si pu￿ mostrare che tale funzione ha un punto di sella rispetto alle variabili
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Anche in questo caso, tutti i moltiplicatori di Lagrange devono soddisfare
la condizione di positivit￿, ossia n;
n;n;
n  0. Dalla condizione di punto
di sella otteniamo che le derivate parziali di L rispetto alle variabili primali
w;b;n;
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@n = C   n   n = 0 (5.1.4)
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Nella derivazione di quest’ultimo problema di ottimizzazione sono state eli-
minate le variabili duali n;
n secondo le condizioni (5.1.4) e (5.1.5), dal mo-
mento che queste variabili non apparivano piø nella funzione obiettivo duale













n)xn  x + b (5.1.6)
Sono utili a questo punto alcune considerazioni:
1. come si nota la funzione f Ł descritta come combinazione lineare dei dati
di training xn;
2. la complessit￿ della rappresentazione di una funzione tramite support5.2. CALCOLO DI B 53
vector Ł indipendente da dimensione dello spazio di ingresso e dipende
esclusivamente dal numero di support vector;
3. l’algoritmo pu￿ essere descritto in termini di prodotti cartesiani dei dati;
4. quando valutiamo f (x) non dobbiamo calcolare esplicitamente w.
Queste osservazioni torneranno utili nella formulazione del caso non lineare.
5.2 Calcolo di b
Finora abbiamo trascurato il problema di calcolare il valore del termine b. Ci￿
pu￿ essere fatto sfruttando le condizioni di Karush-Kuhn-Tucker che a￿ermano,
come gi￿ visto, che nella soluzione ottimale il prodotto tra le variabili duali e i
vincoli deve essere nullo. Nel caso in questione questo fatto implica:
n (" + n   yn + xn  w + b) = 0 (5.2.1)


n (" + 

n + yn   xn  w   b) = 0 (5.2.2)
e




Questo permette di fare diverse conclusioni.
1. Solo i dati di training (xn;yn) corrispondenti a n = C e 
n = C
stazionano all’esterno della zona "-insensitive attorno a f.
2. Vale n
n = 0, ossia non potr￿ mai esserci un insieme di variabili duali
n;
n che siano allo stesso tempo diverse da zero perchØ ci￿ richiederebbe
variabili di slack diverse da zero in entrambe le direzioni.
3. Per n 2 (0;C);
n 2 (0;C) abbiamo n = 0;
n = 0 e inoltre il secondo
fattore in (5.2.1) e (5.2.2) Ł nullo.54CAPITOLO 5. SUPPORT VECTOR MACHINE PER LA REGRESSIONE
Di conseguenza il parametro b pu￿ essere calcolato come segue:
b = yn   xn  w   " per n 2 (0;C)
b = yn   xn  w + " per 

n 2 (0;C)
In questo modo b risulta essere un sottoprodotto del processo di ottimizza-
zione.
5.3 Note conclusive
Dalle uguaglianze (5.2.1) e (5.2.2) segue che solo per jf (xn)   ynj  " i mol-
tiplicatori di Lagrange possono essere diversi da zero. Ossia per tutti i dati
all’interno della zona "-insensitive n;
n sono nulli.
Per jf (xn)   ynj  " il secondo fattore in (5.2.1) e (5.2.2) Ł non nullo
quindi n;
n devono per forza essere nulli per veri￿care le condizioni KKT. In
sostanza abbiamo un’espansione di w in termini di xn ma non abbiamo bisogno
di tutti i dati xn per descrivere w.
I dati i cui rispettivi coe￿cienti sono non nulli, sono detti support vec-
tor e per essi valgono le stesse caratteristiche illustrate nel Capitolo 2 per la
classi￿cazione.
5.4 Non linearit￿ e funzioni kernel
Dopo aver analizzato l’applicazione di una SVM lineare al caso della regressione,
viene spontaneo chiedersi come estendere il tutto al caso non lineare, allo stesso
modo di quanto si Ł visto nello studio della classi￿cazione.
Anche in questo caso viene de￿nita una funzione kernel  :  ! F che
mappa i dati xn dallo spazio di ingresso  a uno spazio detto ￿feature space￿
F . Successivamente sui dati mappati viene applicato l’algoritmo standard per
la SVM per regressione.
Come gi￿ detto, l’algoritmo SVM dipende solo dal prodotto cartesiano
tra i vettori dato. ¨ quindi su￿ciente conoscere ed utilizzare la funzione
K (x;x0) := (x)  (x0) invece di conoscere esplicitamente (). Questo
permette di riscrivere l’algoritmo SVM per il caso della regressione in questo
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n)K (xn;x) + b
La di￿erenza rispetto al caso lineare consiste nel fatto che w non Ł piø un
dato esplicito. Va evidenziato che nel caso non lineare il problema di ottimiz-
zazione consiste nel cercare la funzione f nel feature space e non nello spazio
di ingresso.
Gli algoritmi di addestramento delle SVM per la regressione e per la clas-
si￿cazione sono tuttavia simili. Nel caso pratico, l’addestramento di SVM
per problemi di regressione Ł piø complesso dell’addestramento di SVM per
la classi￿cazione, a causa del fatto che nel primo caso Ł necessario determinare
simultaneamente i valori ottimali di due parametri, cioŁ di " e di C.56CAPITOLO 5. SUPPORT VECTOR MACHINE PER LA REGRESSIONEConclusioni
Le SVM sono uno degli algoritmi di apprendimento piø promettenti nel cam-
po dell’apprendimento automatico per via della loro semplicit￿. Esse possono
essere utilizzate in svariati campi che vanno dalla classi￿cazione di testi alla
bioinformatica. Come abbiamo visto possono essere addestrate in modo sem-
plice sia nel caso lineare che nel caso non lineare grazie all’utilizzo di funzioni
kernel, lavorando in spazi di dimensioni maggiore.
Possiamo citare in conclusione alcune possibili estensioni di quanto mostra-
to.
In questa tesi sono state considerate solo macchine in grado di attuare una
classi￿cazione di tipo binaria. ¨ possibile estendere quanto visto per introdurre
SVM multiclasse che e￿ettuano la classi￿cazione di dati appartenenti a un
insieme ￿nito di classi. L’approccio utilizzato Ł quello di ridurre il problema
multiclasse in diversi problemi di classi￿cazione binaria ed applicare a ciascuno
di essi una SVM binaria.
Un altro tipo di SVM sviluppata Ł la Trasductive SVM che Ł in grado di
lavorare su un insieme di dati parzialmente classi￿cati applicando un principio
logico detto transduction.
Il campo Ł in continua evoluzione anche per quanto riguarda le tecniche
computazionali per la risoluzione dei problemi di ottimizzazione delle funzioni.
5758 ConclusioniAppendice
In questa appendice sono riportati i listati di codice MATLAB completi utiliz-
zati negli esempi e nelle ra￿gurazioni del Capitolo 4.
SVM lineare realizzata con funzione quadprog
clear
dati1=[1 3 1;2  4 1;3 6 1];
dati2=[7 7  1;9 10  1;8  3  1];
f =[0 0 0];
H=[1 0 0;0 1 0;0 0 0];
dati=[dati1 ; dati2 ] ;
tot=size ( dati ,1) ;
b= ones ( tot ,1) ;
for i =1:tot
A( i ,1)= dati ( i ,1) *dati ( i ,3) ;
A( i ,2)= dati ( i ,2) *dati ( i ,3) ;
A( i ,3)= dati ( i ,3) ;
end







k = 1/((w(1)^2+w(2) ^2)) ^(1/2) ;
plot (x+t ,(m*( t+x)+q) , ’ red ’ )
plot ( dati1 (: ,1) , dati1 (: ,2) , ’ * ’ , ’ Color ’ , ’g ’ )
plot ( dati2 (: ,1) , dati2 (: ,2) , ’ * ’ , ’ Color ’ , ’b ’ )
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Codice MATLAB utilizzato per disegnare i dati
di training relativi alle specie di iris
%Programma disegna un grafico per petali / sepali di tutte e 3 le
specie di %iris
load f i s h e r i r i s
%impostare 3:4 per i petali e 1:2 per i sepali
setg=’ petali ’ ;
if strcmp( setg , ’ petali ’ )
xdata = meas (1: end,3:4) ;
else
xdata = meas (1: end,1:2) ;
end





for i =1:size ( species )
if (strcmp( species ( i ) , ’ virginica ’ ) )
virginica ( virg ,1)=xdata( i ,1) ;
virginica ( virg ,2)=xdata( i ,2) ;
virg=virg +1;
end
if (strcmp( species ( i ) , ’ versicolor ’ ) )
versicolor ( vers ,1)=xdata( i ,1) ;
versicolor ( vers ,2)=xdata( i ,2) ;
vers=vers+1;
end
if (strcmp( species ( i ) , ’ setosa ’ ) )
setosa ( set ,1)=xdata( i ,1) ;




plot ( virginica (: ,1) , virginica (: ,2) , ’+’ , ’ Color ’ , ’ red ’ ) ;
plot ( versicolor (: ,1) , versicolor (: ,2) , ’ . ’ , ’ Color ’ , ’ blue ’ ) ;
plot ( setosa (: ,1) , setosa (: ,2) , ’x ’ , ’ Color ’ , ’ green ’ ) ;Appendice 61
legend( ’ virginica ’ , ’ versicolor ’ , ’ setosa ’ ) ;
if strcmp( setg , ’ petali ’ )
xlabel ( ’ lunghezza  petali  in cm’ )
ylabel ( ’ larghezza  petali  in cm’ )
else
xlabel ( ’ lunghezza  sepali  in cm’ )
ylabel ( ’ larghezza  sepali  in cm’ )
end
SVM per analisi dati SPECT
clear
load spectftrain . dat
load spectftest . dat
trainset=spectftrain (: ,2: end) ;
class =[ spectftrain (: ,1) ] ’;
testset=spectftest (: ,2: end) ;
SVMStruct = svmtrain ( trainset , class , ’Kernel_Function ’ , ’ linear ’ , ’
method ’ , ’QP’ ) ;
Group = svmclassify (SVMStruct , testset ) ;
for i =1:size ( testset )
A( i ,1)=spectftest ( i ,1) ;














if (A( i ,1)==1 && A( i ,2)==0)
fneg=fneg+1;
end62 Appendice




fprintf ( ’ accuratezza:%d%%\n ’ , round( cor *100/(dim) ) ) ;Elenco delle ￿gure
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