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Kurzfassung
Die numerische Simulation der Wechselwirkung von Fluid und Struktur ist eine der
großen Herausforderungen auf dem Gebiet des Wissenschaftlichen Rechnens. Typische
Beispiele fu¨r Fluid-Struktur Interaktion sind aeroelastische Probleme – wie zum Beispiel
die elastischen Verformungen von Flugzeugtragflu¨geln in einer Luftstro¨mung – oder bio-
mechanische Vorga¨nge, bei denen unter anderem die Bewegung von elastischen Strukturen
(z.B. Herzklappen) in einer Blutstro¨mung untersucht wird. Bei der Wechselwirkung von
Stro¨mung und Struktur handelt es sich sehr oft um stark nichtlineare Probleme. Die Be-
rechnung dieser nichtlinearen Fluid-Struktur Interaktionsprobleme erfordert die simultane
Lo¨sung der stark gekoppelten Bewegungsgleichungen der Stro¨mung und der Struktur. Die
Kopplung von Fluid und Struktur findet am Fluid-Struktur Interface statt, auf dem ki-
nematische und dynamische Kopplungsbedingungen erfu¨llt werden mu¨ssen.
In dieser Arbeit werden partitionierte Verfahren zur Berechnung der Fluid-Struktur
Interaktion betrachtet. Dieses bedeutet, daß vorhandene Lo¨ser fu¨r die Teilprobleme einge-
setzt werden. Partitionierte Verfahren erlauben die Verwendung von effizienten Diskreti-
sierungs- und Lo¨sungsverfahren fu¨r jedes Teilproblem. Außerdem unterstu¨tzen sie die
Wiederverwendung von existierender und hochentwickelter Software und bieten einen mo-
dularen Lo¨sungsansatz. Das gekoppelte Problem wird bei partitionierten Verfahren durch
ein gekoppeltes Lo¨sungsverfahren berechnet, bei dem das Fluid- und das Strukturproblem
getrennt voneinander gelo¨st werden und in jedem Zeitschritt bzw. in jeder Iteration des
Kopplungsalgorithmus die Kopplungsgro¨ßen ausgetauscht werden. Es existieren verschie-
dene Mo¨glichkeiten fu¨r die Kopplung der Teillo¨ser: die Kopplungsbedingungen und das
sich bewegende Interface ko¨nnen vollkommen explizit oder implizit oder in einer gemisch-
ten expliziten/impliziten Form behandelt werden. Dadurch wird ein glatter U¨bergang
zwischen schwacher und starker Kopplung der Lo¨ser ermo¨glicht. Aus Stabilita¨ts- und
Genauigkeitsgru¨nden wird oft eine vollkommen implizite Formulierung gewa¨hlt. Bei die-
sem Ansatz muß in jedem Zeitschritt ein großes System von nichtlinearen gekoppelten
Gleichungen mit Hilfe der (iterativen) Lo¨ser fu¨r die Teilprobleme gelo¨st werden. Dieses
geschieht in den meisten Fa¨llen mit Block-Jakobi-, Block-Gauß-Seidel- oder verwandten
Relaxationsverfahren. Es existiert allerdings eine Forderung nach effizienteren stark ge-
koppelten Lo¨sungsverfahren, da diese einfachen Methoden ha¨ufig eine hohe Anzahl von
Iterationen beno¨tigen oder nicht immer konvergieren. Wir stellen in dieser Arbeit einen
neuen Ansatz vor, dessen Grundlage ein approximatives Block-Newton Verfahren bil-
det. Dieses Verfahren verha¨lt sich fu¨r nichtlineare Probleme stabiler als eine Block-Gauß-
Seidel Iteration und besitzt auch eine ho¨here Konvergenzordnung. Wir demonstrieren die
Wirkungsweise des neu entwickelten Verfahrens anhand von mehreren zweidimensionalen
Beispielen und vergleichen seine Effizienz mit den gestaffelten Verfahren und der Block-
Gauß-Seidel Iteration.
Abstract
The numerical simulation of fluid-structure interaction problems is one of the great
challenges in scientific computing. Typical examples for fluid-structure interaction arise in
aero-elasticity where air flow around an elastic aircraft or oscillations of air-foils in air flow
are computed, or in bio-mechanics where the elastic behaviour of micro-pumps or artificial
membranes in blood flow is considered. Often, fluid-structure interaction problems are
highly nonlinear coupled problems. The computation of those nonlinear fluid-structure
interaction problems requires the simultaneous solution of the strongly coupled fluid and
structural equations of motion. The coupling of the fluid and the structure occurs at the
fluid-structure interface where kinematic and dynamic coupling conditions are imposed.
In this thesis, we consider partitioned methods for fluid-structure interaction, i.e. se-
parate solvers are used for the fluid and the structure. Partitioned procedures allow the
use of well established discretisation and solution methods for each subproblem. They
also support the reuse of existing and highly developed software and offer a modular solu-
tion approach. In partitioned methods, the coupled problem is computed with a solution
procedure where the fluid and the structure are separately solved and exchange data in
every time-step or iteration of the coupling algorithm. There exist various procedures
how to couple the fluid and structure solvers: the coupling conditions and the moving
interface can be treated in a fully explicit or implicit or in a mixed explicit/implicit man-
ner. This approach allows a smooth transition between “loose” and “strong” coupling.
For stability and accuracy reasons, often a fully implicit formulation has to be used. In
this approach, we have to solve a large system of nonlinear equations with the use of
the (iterative) solvers for the subsystems. Usually, this is done with Block-Jakobi, Block-
Gauss-Seidel or related relaxation methods. Nevertheless, there is a demand for more
sophisticated solution methods as the simple methods do not always converge. We will
introduce here an approximative Block-Newton method which is shown to be superior
to the standard Block-iterative methods. We will demonstrate the new method for se-
veral two-dimensional applications and compare the efficiency with explicit partitioned
methods and Block-Gauss-Seidel iterations.
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Bezeichnungen und Abku¨rzungen
Im folgenden werden die wichtigsten Bezeichnungen und Abku¨rzungen, die in dieser Arbeit
verwendet werden, vorgestellt, um das Lesen dieser Arbeit zu erleichtern. Wir werden
die Gro¨ßen und Variablen entsprechend der Reihenfolge der einzelnen Kapitel auffu¨hren.
Zuerst werden also die kontinuierlichen und daraufhin die raum- bzw. zeitdiskreten Gro¨ßen
beschrieben. Dabei kann es in einigen Abschnitten vorkommen, daß bestimmte Parameter
bzw. Gro¨ßen doppelt auftreten. Durch den Zusammenhang im jeweiligen Kapitel wird aber
die Bedeutung dieser Parameter eindeutig erkla¨rt.
Funktionenra¨ume und Operatoren
L2(Ω) Raum der quadratintegrierbaren Funktionen auf Ω
H1(Ω) = W 12 (Ω) Sobolev-Raum der Ordnung 1
div, divξ Divergenz-Operator (Ableitung nach x bzw ξ)
grad, gradξ Gradienten-Operator
∆ Laplace-Operator
At Transponierte des Operators bzw. der Matrix A
A−1 Inverse des Operators bzw. der Matrix A
Kontinuierliche Gro¨ßen
Die kontinuierlichen Gro¨ßen werden in dieser Arbeit im allgemeinen durch kleingeschrie-
bene Buchstaben gegeben. Wenn Bezeichnungen sowohl im Fluid als auch in der Struktur
vorkommen, so werden diese mit dem zusa¨tzlichen Index f (fu¨r das Fluid) bzw. s fu¨r die
Struktur versehen (z.B. ρf fu¨r die Dichte des Fluides und ρs fu¨r die Dichte der Struktur).
Ωf Fluidgebiet
Γf Rand des Fluidgebietes
v Geschwindigkeitsfeld des Fluides
p Druck im Fluid
ρ, ρf Dichte des Fluides
σf Cauchyscher Spannungstensor des Fluides
3
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g a¨ußere Kra¨fte des Fluidproblems
ν dynamische Viskosita¨t des Fluides
D Verzerrungs-Geschwindigkeitstensor des Fluides
v0 Anfangswerte des Geschwindigkeitsfeldes im Fluid
vr Randgeschwindigkeiten des Fluides
τf Randspannungen des Fluides
Qf Ansatzraum fu¨r den Druck
Vf Ansatzraum fu¨r die Fluidgeschwindigkeiten
V Lo¨sungsraum der Fluidgeschwindigkeiten
Ωf (t) zeitvera¨nderliches Fluidgebiet
Γ sich bewegender Fluidrand
vg Geschwindigkeit des sich bewegenden Fluidrandes
Ω0 ra¨umliche Referenzkonfiguration des Fluidgebietes
Γ0 Referenzkonfiguration von Γ in Ω0
Φ Transformation der Referenzkonfiguration Ω0 in das
aktuelle Fluidgebiet Ωf (t)
ξ Referenzkoordinaten
x˙ Geschwindigkeit des Referenzsystems
Qf0 Ansatzraum fu¨r den Druck (Referenzkonfiguration)
Vf0 Ansatzraum fu¨r die Fluidgeschwindigkeiten (Referenzsystem)
V0 Lo¨sungsraum der Fluidgeschwindigkeiten (Referenzkonfiguration)
Mf Massenterm der schwachen Form der Fluidgleichungen
Nf Konvektiver Teil der schwachen Form der Fluidgleichungen
Kf Diffusionsanteil der schwachen Form der Fluidgleichungen
Bf Gradiententerm der schwachen Form der Fluidgleichungen
G rechte Seite der schwachen Form der Fluidgleichungen
Ωs materielles Referenzgebiet der Struktur
Γs Rand des Strukturgebietes
u Verschiebungen der Struktur
u˙ Geschwindigkeiten der Struktur
u¨ Beschleunigungen der Struktur
ρs Dichte in der Struktur
f Volumenkra¨fte des Strukturproblems
S 2. Piola-Kirchhoff Spannungstensor der Struktur
E Green-Lagrangescher Verzerrungstensor in der Struktur
F unsymmetrischer materieller Deformationsgradient
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λ, µ Lameˆ-Konstanten
σs Cauchyscher Spannungstensor in der Struktur
u0 Anfangswerte fu¨r die Verschiebungen der Struktur
w0 Anfangswerte fu¨r die Geschwindigkeiten der Struktur
ur Randverschiebungen der Struktur
τs Randspannungen der Struktur
Vs Ansatzraum fu¨r die Verschiebungen
Ms Massenterm in der schwachen Form der Strukturgleichungen
Ks nichtlinearer Anteil der schwachen Form der Strukturgleichungen
F rechte Seite der schwachen Form der Strukturgleichungen
Raum- und zeitdiskrete Gro¨ßen
Die raumdiskreten Gro¨ßen werden in dieser Arbeit im allgemeinen groß (z.B. U fu¨r die
raumdiskreten Verschiebungen) oder mit dem Index h geschrieben (z.B. σfh fu¨r die raum-
diskreten Spannungen des Fluides). Die zeitdiskreten Variablen werden mit dem Index
n+ 1 gekennzeichnet (d.h. Vn+1 fu¨r die raumdiskreten Fluidgeschwindigkeiten zum Zeit-
punkt tn+1). Wenn zusa¨tzlich in einem Zeitschritt noch eine Iteration durchgefu¨hrt wird
(z.B. Newton-Raphson Iteration), dann werden die Gro¨ßen noch mit einem zusa¨tzlichen
Iterationsindex (k+1) versehen (d.h. V
(k+1)
n+1 fu¨r eine Iteration der Fluidgeschwindigkeiten).
vh raumdiskrete Fluidgeschwindigkeiten
Vˆi Knotengeschwindigkeiten des Fluides in den Fluidknoten
N fi Formfunktionen fu¨r die Fluidgeschwindigkeiten
ph raumdiskreter Druck
Pˆj Druckwerte in den Druckknoten
Npj Formfunktionen fu¨r den Druck
V raumdiskreter Vektor der Fluidgeschwindigkeiten
P raumdiskreter Druckvektor
x˙h Approximation der Gittergeschwindigkeit im Raum
X˙ raumdiskreter Vektor der Gittergeschwindigkeiten
Qfh diskreter Ansatzraum fu¨r den Druck
Vfh diskreter Ansatzraum fu¨r die Fluidgeschwindigkeiten
Mf Massenmatrix des Fluidproblems
Nf (·) nichtlineare Advektionsmatrix des Fluides
Bf Gradientenmatrix (Fluid)
Kf Diffusionsmatrix des Fluidproblems
G diskreter Kraftvektor im Fluid
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V0 raumdiskreter Startvektor der Fluidgeschwindigkeiten
∆t Zeitschritt des Zeitschrittverfahrens
tn = n ·∆t Zeitpunkt tn
Vn+1 diskreter Geschwindigkeitsvektor des Fluides zur Zeit tn+1
Pn+1 diskreter Druckvektor zum Zeitpunkt tn+1
X˙n+1 diskreter Vektor der Gittergeschwindigkeiten zur Zeit tn+1
Gn+1 diskreter Kraftvektor zum Zeitpunkt tn+1
θ Parameter des Zeitschrittverfahrens im Fluidlo¨ser
θ′, θ˜ Parameter der Zwischenschritt-θ-Methode
X raumdiskrete Verschiebungen des Fluidgitters
M˜ fiktive Massenmatrix des Fluidgitters
C˜ fiktive Da¨mpfungsmatrix des Fluidgitters
K˜ fiktive Steifigkeitsmatrix des Fluidgitters
F˜ Kraftvektor des Fluidgitters
D˜ Transfermatrix fu¨r die Strukturverschiebungen
Xn+1 diskrete Gitterverschiebungen zum Zeitpunkt tn+1
V
(k)
n+1 k-ten iterierten Fluidgeschwindigkeiten zur Zeit tn+1
P
(k)
n+1 k-ten iterierten Druckvektoren zum Zeitpunkt tn+1
F (·) Newton-Iteration im Fluidproblem
uh raumdiskrete Verschiebungen der Struktur
Uˆi Knotenverschiebungen der Struktur
N si Formfunktionen fu¨r die Verschiebungen
U Vektor der Knotenverschiebungen
Ms Massenmatrix der Struktur
Ks(·) nichtlinearer Anteil des Strukturproblems
F raumdiskreter Kraftvektor
Ks Steifigkeitsmatrix des linearisierten Strukturproblems
Cs Da¨mpfungsmatrix der Struktur
U0 diskrete Anfangsverschiebungen der Struktur
W0 diskrete Anfangsgeschwindigkeiten der Struktur
W raumdiskreter Vektor der Strukturgeschwindigkeiten
α, β, γ Parameter der Hilber-Hughes-Taylor-α-Methode
An+1 diskrete Beschleunigungen der Struktur zur Zeit tn+1
Wn+1 diskrete Strukturgeschwindigkeiten zum Zeitpunkt tn+1
Un+1 diskrete Verschiebungen zur Zeit tn+1
U
(k)
n+1 k-ten iterierten Verschiebungen zur Zeit tn+1
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W
(k)
n+1 k-ten iterierten Strukturgeschwindigkeiten zum Zeitpunkt tn+1
G(·) Newton-Iteration in dem Strukturproblem
σfh , σ
s
h raumdiskrete Cauchy-Spannungstensoren im Fluid bzw. Struktur
σfn+1, σ
s
n+1 raumdiskrete Spannungstensoren zur Zeit tn+1
τ fh , τ
s
h raumdiskrete Spannungsvektoren am Interface
Γn+1 Interface zum Zeitpunkt tn+1
Ωn+1 Fluidgebiet zum Zeitpunkt tn+1
U si Verschiebungen der Strukturknoten am Interface
U fj Verschiebungen in Fluidknoten am Interface
Af , As Mortar-Element Matrizen (Fluid bzw. Struktur)
f ei Knotenkra¨fte der Struktur im Knoten i des Elementes e
Lfj , L
s
k Formfunktionen fu¨r die Spannungsvektoren am Interface
Df , Ds Transfermatrizen fu¨r die Randspannungen
Tf , Ts Transfermatrizen fu¨r die Randgeschwindigkeiten
U˜n+1 Extrapolationen fu¨r Verschiebungen der Struktur
W˜n+1 Pra¨diktor fu¨r die Strukturgeschwindigkeiten
Efn+1 diskrete Arbeit der Fluidkra¨fte am Interface
Esn+1 diskrete Arbeit der Strukturkra¨fte am Interface
Sf Schurkomplement-Matrix des linearisierten Fluidproblems
Ss Schurkomplement-Matrix des linearisierten Strukturproblems
ωn Relaxationsparameter fu¨r das Interface
Weitere Bezeichnungen
Es werden in einigen Abschnitten weitere Bezeichnungen und Abku¨rzungen verwendet, die
dann aber nur in diesen Abschnitten auftreten. Daher werden diese Bezeichnungen hier
nicht noch einmal extra aufgefu¨hrt. Dabei handelt es sich insbesondere um die Abschnitte,
die die geometrischen Erhaltungsgesetze mit Finite Volumen Verfahren erla¨utern, um die
numerische Analyse der stark gekoppelten Lo¨sungsverfahren, um die Beschreibung der
approximativen Block-Newton Verfahren oder um die Vorstellung des eindimensionalen
Modellbeispiels im Anhang A. Diese Abschnitte lassen sich auch getrennt von den anderen
Kapitel lesen, so daß die Abku¨rzungen hier nicht noch einmal beschrieben werden.
BEZEICHNUNGEN UND ABKU¨RZUNGEN 8
Kapitel 1
Einleitung
In den letzten Jahren hat die numerische Simulation von Vorga¨ngen aus Natur und Tech-
nik enorm an Bedeutung gewonnen. So ist es aufgrund sta¨ndig anwachsender Rechen-
leistung und durch die Entwicklung neuer effizienter Algorithmen mittlerweile mo¨glich,
komplexe Systeme am Computer zu simulieren. Zu diesen komplexen Systemen za¨hlen ge-
koppelte Probleme, die auch als Multi-Physics- oder Mehrfeldprobleme bezeichnet werden.
Als erstes sollen Multi-Physics Probleme genauer definiert werden (vgl. [Zie84], [ZC89]):
Definition 1 (Zienkiewicz) Probleme werden als gekoppelt bezeichnet, wenn fu¨r die
miteinander verknu¨pften Variablen des Problems, die unterschiedliche physikalische Vor-
ga¨nge beschreiben und auf verschiedenen Gebieten erkla¨rt sein ko¨nnen, folgendes gilt:
1. Kein Teilproblem kann unabha¨ngig von dem anderen gelo¨st werden.
2. Keine abha¨ngige Variable kann explizit eliminiert werden.
Die Mehrfeldprobleme werden im allgemeinen in zwei große Klassen aufgeteilt [ZC89]. Die
erste Klasse entha¨lt die Probleme, die durch Variablen auf dem gleichen Gebiet gekoppelt
sind (volumengekoppelte Probleme). In die zweite Klasse sind die oberfla¨chengekoppelten
Probleme einzuordnen, die u¨ber einen gemeinsamen Rand gekoppelt sind. Im folgenden
werden zwei klassische Vertreter beider Klassen vorgestellt, um den Begriff des Mehrfeld-
problems na¨her zu erla¨utern.
Ein erstes anschauliches Beispiel fu¨r ein gekoppeltes Problem ist die Wechselwirkung von
Fluid und Struktur, die z.B. bei der Verformung eines Flugzeugtragflu¨gels durch die Luf-
tumstro¨mung auftritt (Aeroelastik) [Far97]. Die elastische Form des Flu¨gels wird durch
die anliegende Stro¨mung beeinflußt, und umgekehrt vera¨ndert die Verformung des Flu¨gels
auch die Stro¨mung. Es kann also kein Teilproblem unabha¨ngig vom anderen gelo¨st werden
und eine direkte Elimination von einer Variablen (wie des Druckes und der Geschwindig-
keiten in der Stro¨mung oder der Verschiebungen und Geschwindigkeiten der elastischen
9
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Struktur) auf dem Level der Differentialgleichungen ist nicht mo¨glich. Bei diesem Bei-
spiel finden unterschiedliche physikalische Vorga¨nge auf verschiedenen Gebieten statt. Die
Kopplung der Teilprobleme tritt explizit nur am Rand dieser Gebiete auf, so daß es sich
hier um ein oberfla¨chengekoppeltes Problem handelt. Ein sehr komplexes aeroelastisches
Problem tritt z.B. bei der Untersuchung des Flugverhaltens des neuen Großraumflug-
zeuges A3XX von Airbus auf (s. Abbildung 1.1), da die Abmessungen dieses Flugzeuges
extrem groß sind und die dadurch auftretenden Pha¨nomene nahezu unbekannt sind.
Abbildung 1.1: Geplantes Großraumflugzeug A3XX
Ein weiteres Beispiel fu¨r ein Multi-Physics Problem ist die Metallumformung [Mie88],
[ADPW82]. Bei vielen Metallumformprozessen findet eine Kopplung zwischen strukturme-
chanischen und thermodynamischen Vorga¨ngen statt. Die thermomechanische Kopplung
entsteht dadurch, daß die Spannungen in der Struktur temperaturabha¨ngig sind und bei
der Verformung des Metalls Energie und Wa¨rme entstehen, die wiederum die thermischen
Prozesse beeinflussen. In diesem Fall sind die Gebiete der Teilprobleme identisch, so daß es
sich um ein volumengekoppeltes Problem handelt. Auch hier ko¨nnen die Kopplungsvaria-
blen nicht explizit eliminiert werden. Ein Anwendungsbeispiel fu¨r die Metallumformung
ist das Du¨nnbandrollen von Aluminiumplatten.
Die Komplexita¨t von Multi-Physics Problemen entsteht dadurch, daß sich diese Proble-
me aus verschiedenen physikalischen Teilgebieten – zum Beispiel der Stro¨mungsmecha-
nik, der Strukturmechanik oder der Thermodynamik – zusammensetzen. Die Modelle der
Teilprobleme mu¨ssen daher physikalisch
”
korrekt“ miteinander verknu¨pft werden und die
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Formulierungen der Teilprobleme mu¨ssen zueinander passen. Diese Problematik zeigt sich
insbesondere bei Fluid-Struktur Interaktionsproblemen und wird in dieser Arbeit genauer
dargestellt.
1.1 Probleme der Fluid-Struktur Wechselwirkung
Wir untersuchen in dieser Arbeit Probleme der Fluid-Struktur Interaktion, die innerhalb
der Multi-Physics Probleme eine große und bedeutende Klasse bilden [ZC89], [MO95].
Es existieren zahlreiche, teilweise sehr verschiedene Beispiele fu¨r die Wechselwirkung von
Stro¨mung und Struktur:
1. Aeroelastische Probleme: In der Aeroelastik wird in vielen Fa¨llen nicht nur das ela-
stische Verhalten eines Tragflu¨gels in einer Luftstro¨mung (insbesondere das Flattern
des Tragflu¨gels), sondern die aeroelastische Auslegung von kompletten Flugzeugen
[Far97], [RJW+99] oder Hubschraubern [Pah98], [Hie99] untersucht.
Ein weiteres aeroelastisches Beispiel ist die Wechselwirkung von Luftstro¨mung und
elastischen Bru¨cken. Insbesondere weitgespannte Bru¨cken ko¨nnen durch Windein-
wirkung zu starken Schwingungen angeregt werden, die dann zum Einsturz der
Bru¨cke fu¨hren ko¨nnen. Das wohl bekannteste Beispiel hierfu¨r ist die Tacoma-Bru¨cke
(s. Abbildung 1.2).
Abbildung 1.2: Schwingungen der Tacoma-Bru¨cke
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2. Tanks oder Container, die mit einer Flu¨ssigkeit gefu¨llt sind. Diese Flu¨ssigkeit kann
durch a¨ußere Einflu¨sse zu Schwingungen angeregt werden und dadurch die Form der
Struktur vera¨ndern, was zu einer Interaktion mit der Flu¨ssigkeit fu¨hrt [ML01].
3. Biomechanik: Simulation von Herzklappen oder Mikropumpen im medizintechni-
schen Bereich, bei denen sich aufgrund der Stro¨mung in einem Fluid (z.B. Blut) die
elastischen Strukturen verformen und dadurch wiederum die Stro¨mung beeinflusst
wird [NV99], [DPM95], [BS95].
Die mathematische Modellierung dieser Probleme spielt daher eine große Rolle. So wird
fu¨r eine Blutstro¨mung mit Sicherheit ein anderes Modell gewa¨hlt werden mu¨ssen als fu¨r die
Luftstro¨mung um ein Flugzeug bei sehr hohen Geschwindigkeiten. Auch fu¨r die Struktur
existieren unterschiedliche Modelle, wie am Beispiel des Flugzeugtragflu¨gels und der ela-
stischen Herzklappen erkannt werden kann. Wir wa¨hlen hier die inkompressiblen Navier-
Stokes Gleichungen als Modell fu¨r das Fluid, wobei sich der Rand des Fluides bewegen
kann. Als Modell fu¨r die Struktur nehmen wir eine geometrisch nichtlineare Elastody-
namik mit einem linearen Materialgesetz, so daß wir große Verformungen der Struktur
berechnen ko¨nnen, die Verzerrungen allerdings als klein annehmen. Mit dieser Wahl der
Fluid- und Strukturmodelle lassen sich zahlreiche Probleme der Fluid-Struktur Interak-
tion sehr gut abbilden, so daß wir insgesamt ein realistisches Modell fu¨r diese Probleme
erhalten. Der Schwerpunkt dieser Arbeit liegt allerdings in der Untersuchung der Kopp-
lung von Fluid und Struktur und der Entwicklung von effizienten Kopplungsalgorithmen
und nicht in der Berechnung von komplexen und realita¨tsnahen Anwendungen.
Die Stro¨mungs- und Strukturgleichungen sind u¨ber das Fluid-Struktur Interface gekop-
pelt, auf dem kinematische und dynamische Kopplungsbedingungen erfu¨llt sein mu¨ssen.
Dieses bedeutet, daß auf dem Interface die Verschiebungen und Geschwindigkeiten u¨ber-
einstimmen mu¨ssen und ein Gleichgewicht der Kra¨fte herrscht. Als ein weiteres Problem
bei der Modellierung der Fluid-Struktur Wechselwirkung ergibt sich die unterschiedliche
Formulierung der Bewegungsgleichungen. Die Fluidgleichungen werden in den meisten
Fa¨llen in einer Eulerschen Betrachtungsweise formuliert (raumfestes Referenzsystem),
wohingegen die Strukturgleichungen in einer Lagrangeschen Formulierung beschrieben
werden (materielles Referenzsystem, d.h. die Referenzkonfiguration bewegt sich mit der
Struktur mit). Eine Lo¨sungsmo¨glichkeit fu¨r dieses Problem, die auch in dieser Arbeit
verwendet wird, bietet eine ALE-Formulierung (
”
Arbitrary Lagrangian Eulerian“) der
Fluidgleichungen. Bei einer ALE-Formulierung werden die Fluidgleichungen in einem sich
”
beliebig“ bewegenden Referenzsystem beschrieben [DGH82].
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1.2 Numerische Lo¨sung mit partitionierten Verfah-
ren
Eine analytische Lo¨sung der Fluid-Struktur Interaktionsprobleme ist aufgrund der auf-
tretenden Komplexita¨t nur sehr selten mo¨glich. Daher mu¨ssen numerische Verfahren zur
Berechnung der Wechselwirkung von Fluid und Struktur eingesetzt werden. Dazu sind als
erstes die partiellen Differentialgleichungen, die die Fluid- und Strukturdynamik beschrei-
ben, ra¨umlich und zeitlich zu diskretisieren. Wir verwenden in dieser Arbeit sowohl fu¨r das
Fluid als auch fu¨r die Struktur zur Diskretisierung im Raum Finite Elemente Methoden.
Fu¨r die Zeitintegration der durch die ra¨umliche Diskretisierung entstehenden Systeme von
gewo¨hnlichen Differentialgleichungen setzen wir verschiedene Einschrittverfahren ein.
Zur numerischen Lo¨sung des gesamten gekoppelten Systems bieten sich im wesentlichen
zwei Mo¨glichkeiten an: Bei der ersten werden die nach der ra¨umlichen Diskretisierung
entstandenen Differentialgleichungssysteme der Teilprobleme in einem großen System zu-
sammengefasst, und dieses wird anschließend mit einem geeigneten Zeitschrittverfahren
integriert (vgl. Abbildung 1.3). Das dabei in jedem Zeitschritt entstehende nichtlineare
Gleichungssystem wird durch Newton-Raphson Verfahren oder Varianten davon iterativ
gelo¨st. Diesen Ansatz bezeichnet man als monolithische oder auch simultane Lo¨sung des
gekoppelten Problems [Blo98].
t
n
Löser für das gesamte Problem 
t
n+1
Kopplungsterme
Strukturproblem
Fluidproblem
Abbildung 1.3: Simultane Lo¨sung wa¨hrend eines Zeitschritts
Diese Vorgehensweise besitzt den Vorteil eines einheitlichen Lo¨sungsansatzes, so daß man
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mathematische Aussagen u¨ber die Stabilita¨t oder Genauigkeit dieses Verfahrens mit Hil-
fe von Standardmethoden erhalten kann. Allerdings beinhaltet die simultane Lo¨sung des
gekoppelten Problems auch den Nachteil, daß im Gesamtsystem die speziellen Eigenschaf-
ten der Teilsysteme (wie Zeitcharakteristiken, Nichtlinearita¨ten, Konditionszahlen, etc.)
nicht beru¨cksichtigt werden. Außerdem muß in den meisten Fa¨llen neue Software zur
Berechnung des gesamten Systems entwickelt werden, so daß nur selten auf vorhandene
Programme zuru¨ckgegriffen werden kann.
Alternativ dazu kann man die raumdiskreten Systeme der Teilprobleme getrennt vonein-
ander mit verschiedenen Zeitschrittverfahren behandeln und die dadurch entstehenden
nichtlinearen Gleichungssysteme der Teilprobleme unabha¨ngig voneinander lo¨sen. Dabei
mu¨ssen die (iterativen) Lo¨ser fu¨r die diskreten Teilprobleme in jedem Zeitschritt bzw. in je-
der Iteration Informationen u¨ber die Kopplungsvariablen austauschen (s. Abbildung 1.4).
Dieser Lo¨sungsansatz wird als eine modulare Lo¨sung oder auch als partitioniertes Verfah-
ren bezeichnet [PF83], [PFL95]. Partitionierte Verfahren wurden in verschiedenen Varian-
ten unter anderem von [BM78], [HL78], [Par80], [FP80] entwickelt und untersucht und auf
zahlreiche Beispiele aus verschiedenen Gebieten angewendet [Zie84], [ZPC88], [FPDP91],
[PFL95]. Ha¨ufig findet man auch die Bezeichnung
”
gestaffelte Verfahren“ (
”
Staggered Me-
thods“) im Zusammenhang mit partitionierten Verfahren. Wir betrachten die gestaffelten
Verfahren hier als einen Spezialfall von partitionierten Verfahren.
tn tn+1
Kopplungsterme
Strukturlöser 
Fluidlöser 
Iteration
Abbildung 1.4: Modulare Lo¨sung wa¨hrend eines Zeitschritts (mit a¨ußerer Iteration)
Partitionierte Verfahren bieten den Vorteil, daß vorhandene Lo¨ser bzw. Programme fu¨r die
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Teilprobleme eingesetzt werden ko¨nnen. So ermo¨glichen sie die Verwendung von effizienten
Diskretisierungs- und Lo¨sungsverfahren fu¨r das Fluid- und Strukturproblem. Weiterhin
ko¨nnen existierende Programme wiederverwendet werden, so daß Entwicklungszeit und
-kosten bei der Entwicklung von neuer Software gespart werden kann. Der Nachteil der
partitionierten Verfahren besteht darin, daß spezielle Algorithmen zur Kopplung der Lo¨ser
fu¨r die Teilprobleme entwickelt werden mu¨ssen und eine mathematische Untersuchung
dieser Kopplungsalgorithmen sehr aufwendig ist [Gra98], [LM01].
Wir werden in dieser Arbeit partitionierte Verfahren zur Berechnung der Fluid-Struktur
Interaktion einsetzen und ihre Eigenschaften untersuchen. Die bekanntesten partitionier-
ten Verfahren sind gestaffelte Verfahren (
”
Staggered Methods“) [FP80], [FL00], bei denen
das Fluid- und das Strukturproblem in jedem Zeitschritt getrennt voneinander gelo¨st und
jeweils nur einmal pro Zeitschritt die Kopplungsgro¨ßen ausgetauscht werden. Dieses kann
entweder am Anfang oder am Ende des Zeitschrittes geschehen. Daher werden die gestaf-
felten Verfahren auch als schwach gekoppelte Lo¨sungsverfahren bezeichnet, und man kann
sie als explizite Verfahren ansehen. Es ist leicht zu erkennen, daß die Kopplungsbedingun-
gen in jedem Zeitschritt durch die gestaffelten Verfahren nicht erfu¨llt werden. Weiterhin
sind die gestaffelten Verfahren nicht absolut stabil und erhalten auch nicht die Energie
im Gesamtsystem [Pip97], [ML01]. Aus Stabilita¨tsgru¨nden werden daher ha¨ufig implizi-
te Kopplungsalgorithmen verwendet, in denen die Kopplungsbedingungen (und das sich
bewegende Interface) in jedem Zeitschritt implizit behandelt werden [MMV98b], [ML01].
Die impliziten Kopplungsalgorithmen werden auch als stark gekoppelte Lo¨sungsverfahren
bezeichnet und lassen sich dadurch realisieren, daß die Lo¨ser fu¨r die Teilprobleme iterativ
miteinander gekoppelt werden. In vielen Fa¨llen werden dazu Block-Jakobi-, Block-Gauß-
Seidel- oder mit diesen verwandte Relaxationsverfahren eingesetzt [ML01], [Gra98]. Diese
Verfahren haben den Vorteil, daß sie relativ einfach zu implementieren sind. Allerdings
erfordern sie in vielen Fa¨llen eine hohe Anzahl von Iterationen zur Konvergenz oder kon-
vergieren u¨berhaupt nicht. Daher werden effizientere stark gekoppelte Lo¨sungsverfahren
zur Berechnung der Wechselwirkung von Fluid und Struktur beno¨tigt.
Wir pra¨sentieren in dieser Arbeit einen neuen Lo¨sungsansatz, der auf Block-Newton Ver-
fahren aufbaut [Cha85], [AM95]. Dabei verwenden wir nur die (iterativen) Lo¨ser fu¨r die
Teilprobleme und approximieren mit diesen die partiellen Ableitungen, die bei einem
Block-Newton Verfahren beno¨tigt werden. Um das approximative Block-Newton Verfah-
ren anwenden zu ko¨nnen, mu¨ssen die iterativen Lo¨ser fu¨r die Teilprobleme zuerst als eine
Fixpunktiteration dargestellt werden. Das approximative Block-Newton Verfahren wird
anschließend auf das dadurch entstandene System von Fixpunktgleichungen angewendet.
Es kann gezeigt werden, daß das approximative Block-Newton Verfahren die Stabilita¨ts-
und Konvergenzeigenschaften des Block-Newton Verfahrens erha¨lt [MMV99a], so daß die-
se Verfahren Vorteile gegenu¨ber den einfachen Iterationsverfahren wie Block-Jakobi oder
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Block-Gauß-Seidel besitzen. Ein Nachteil des approximativen Block-Newton Verfahrens
stellt dagegen der erho¨hte numerische Aufwand in jedem Iterations- bzw. Zeitschritt dar.
1.3 Gliederung der Arbeit
Im folgenden wollen wir einen kurzen U¨berblick u¨ber den Inhalt der einzelnen Kapitel
geben. Als erstes wird im na¨chsten Kapitel die mathematische Modellierung der Wechsel-
wirkung von Stro¨mung und Struktur behandelt. Dazu werden die mathematischen Mo-
delle fu¨r die Fluiddynamik und die Strukturdynamik hergeleitet, wobei insbesondere auf
die ALE-Formulierung der Fluidgleichungen eingegangen wird. Desweiteren werden die
Kopplungsbedingungen am Fluid-Struktur Interface beschrieben, so daß am Ende dieses
Kapitels das gesamte mathematische Modell fu¨r die Fluid-Struktur Interaktion formuliert
ist.
Im dritten Kapitel werden die partiellen Differentialgleichungen, die die Fluid- und Struk-
turdynamik beschreiben, im Raum und in der Zeit diskretisiert. Außerdem wird in diesem
Kapitel die raumdiskrete Form der Kopplungsbedingungen untersucht. Hierbei wird de-
tailliert auf die Probleme eingegangen, die bei dem Einsatz von partitionierten Verfahren
entstehen ko¨nnen. Da bei der ra¨umlichen Diskretisierung der Fluid- und Strukturgleichun-
gen verschiedene Gitter in den Teilproblemen erzeugt werden ko¨nnen, mu¨ssen spezielle
Techniken fu¨r den Geometrie- und Lasttransfer entwickelt werden [FLL98], [CL97]. Ein
weiteres Problem ergibt sich durch die Verformung des Fluidnetzes, fu¨r die ein Netzbe-
wegungsalgorithmus vorgeschlagen wird [LF96]. Abgeschlossen wird das dritte Kapitel
durch eine abstrakte Formulierung des diskreten gekoppelten Problems und eine kurze
Beschreibung der iterativen Lo¨ser fu¨r das diskrete Fluid- und Strukturproblem.
Das vierte Kapitel beinhaltet eine ausfu¨hrliche Vorstellung der Kopplungsalgorithmen,
die bei partitionierten Verfahren zu entwickeln sind. Der Schwerpunkt liegt hierbei in der
zeitlichen Diskretisierung der Kopplungsbedingungen. Dabei wird mit den schwach ge-
koppelten Lo¨sungsverfahren begonnen, zu denen die gestaffelten Verfahren geho¨ren, und
fu¨r diese mehrere Verbesserungsmo¨glichkeiten vorgeschlagen. Desweiteren werden paral-
lele Varianten der gestaffelten Verfahren betrachtet, die den Einsatz von Parallelrechnern
ermo¨glichen. Anschließend werden verschiedene, stark gekoppelte Algorithmen behandelt,
die aus einfachen Iterationsverfahren (Block-Gauß-Seidel, Relaxation) aufgebaut sind. Fu¨r
diese stark gekoppelten Verfahren werden verschiedene Konvergenz- bzw. Stabilita¨tsaus-
sagen hergeleitet. Als letztes wird das approximative Block-Newton Verfahren vorgestellt
und die verschiedenen Schritte dieses Algorithmus erla¨utert. Insbesondere wird der nume-
rische Aufwand fu¨r die stark gekoppelten Verfahren miteinander verglichen. Die Eigen-
schaften der verschiedenen Kopplungsalgorithmen werden anhand eines eindimensionalen
Modellproblems untersucht.
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Im fu¨nften Kapitel betrachten wir die Software-Aspekte der Kopplung von separaten
Anwendungsprogrammen. Dazu werden als erstes die Anforderungen an ein Kopplungs-
interface dargestellt und anhand einer Realisierung, der Kopplungsbibliothek GRISSLi,
verdeutlicht. Desweiteren wird darauf eingegangen, wie sich die im vierten Kapitel vorge-
stellten Kopplungsalgorithmen in GRISSLi realisieren lassen.
Anschließend werden im sechsten Kapitel verschiedene zweidimensionale Beispiele fu¨r die
Interaktion von Fluid und Struktur berechnet. Dabei werden die im vierten Kapitel vor-
gestellten gestaffelten Verfahren und die entwickelten stark gekoppelten Lo¨sungsverfahren
angewendet und insbesondere die Effizienz der vorgestellten Kopplungsalgorithmen mit-
einander verglichen.
Zum Ende dieser Arbeit werden wir im letzten Kapitel noch einmal die wesentlichen
Ergebnisse zusammenfassen und diskutieren. Außerdem wollen wir einen Ausblick vor-
nehmen, welche Aufgaben fu¨r eine effiziente Berechnung der Fluid-Struktur Interaktion
mit partitionierten Verfahren in Zukunft noch gelo¨st bzw. untersucht werden ko¨nnen.
Der Anhang entha¨lt zum einen eine detaillierte Beschreibung des eindimensionalen Mo-
dellbeispiels, das zur Veranschaulichung der Kopplungsalgorithmen im vierten Kapitel
verwendet wurde, und zum anderen eine kurze Einfu¨hrung in die Programme, die zur
Berechnung der Fluid- bzw. Strukturdynamik eingesetzt wurden.
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Kapitel 2
Mathematische Modellierung von
Fluid-Struktur Wechselwirkung
Im vorhergehenden Kapitel wurden viele unterschiedliche Probleme der Wechselwirkung
von Fluid und Struktur pra¨sentiert. In diesem Kapitel wird erla¨utert, welche Klasse von
Problemen hier untersucht werden soll. Dazu werden die jeweiligen Modelle der Fluid- und
Strukturmechanik vorgestellt und die Kopplungsbedingungen formuliert, die am Rand
von Fluid und Struktur erfu¨llt sein mu¨ssen. Fu¨r die Stro¨mung wa¨hlen wir als Modell die
inkompressiblen Navier-Stokes Gleichungen fu¨r ein viskoses Fluid und fu¨r die elastische
Struktur das Modell einer geometrisch nichtlinearen und materiell linearen Elastizita¨ts-
theorie. Damit erhalten wir ein realistisches Modell fu¨r die Wechselwirkung von Fluid
und Struktur, in dem die Komplexita¨t dieser Probleme vollsta¨ndig enthalten ist. Es soll
allerdings noch einmal betont werden, daß in dieser Arbeit die Entwicklung von effizienten
Algorithmen fu¨r die Kopplung von Fluid- und Strukturlo¨sern im Vordergrund steht und
nicht die Berechnung von realita¨tsnahen Beispielen.
Die Bewegungsgleichungen fu¨r die Stro¨mung und die Struktur werden im allgemeinen
in unterschiedlichen Betrachtungsweisen formuliert. Bei der Eulerschen oder ra¨umlichen
Betrachtungsweise betrachtet der Beobachter feste Raumpunkte und bilanziert die Eigen-
schaften der materiellen Punkte, die im Verlauf der Zeit diesen Ort einnehmen. Ein Vorteil
dieser Betrachtungsweise ist, daß große Deformationen ohne Verlust an Genauigkeit be-
schrieben werden ko¨nnen, ein Nachteil ist, daß die materiellen Punkte (Schnittstellen)
ihre klare Definition verlieren. Bei der Lagrangeschen oder materiellen Betrachtungswei-
se verfolgt der Beobachter jeden einzelnen materiellen Punkt auf seiner Bahn durch den
Raum (Bahnlinie) und mißt dabei die Vera¨nderungen der jeweiligen Eigenschaften. Diese
Betrachtungsweise bietet den Vorteil, daß die Schnittstellen klar definiert sind und damit
bewegliche Ra¨nder einfacher zu beschreiben sind. Sie beinhaltet andererseits auch den
Nachteil, daß große Deformationen nicht oder nur mit sehr hohem Aufwand beschrieben
werden ko¨nnen. Meistens werden die Fluidgleichungen in der Eulerschen Betrachtungs-
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weise formuliert, wohingegen die Strukturgleichungen fast immer in der Lagrangeschen
Betrachtungsweise gegeben sind. Dieses fu¨hrt dann zu einem Problem, wenn sich das
Stro¨mungsgebiet in der Zeit a¨ndert und die materiellen Punkte des Randes sich verschie-
ben. Eine Lo¨sung fu¨r dieses Problem liefert eine ALE-Formulierung (
”
Arbitrary Lagran-
gian Eulerian“) der Stro¨mungsgleichungen, bei der die Fluidgleichungen in einem sich
beliebig bewegenden Referenzsystem formuliert werden. Dieses bedeutet, daß sich der
Beobachter beliebig durch den Raum bewegen kann. Das Referenzsystem fu¨r die ALE-
Formulierung wird daher im folgenden auch ha¨ufig als ra¨umliches Referenzsystem bezeich-
net. Diese Formulierung wird im na¨chsten Abschnitt genauer beschrieben.
2.1 Das Modell der Stro¨mungsmechanik
Fu¨r die Stro¨mungsmechanik kann man aus einer Vielzahl von Modellen auswa¨hlen, die
bestimmte Eigenschaften des Fluides beinhalten und unterschiedliche Komplexita¨ten auf-
weisen. Charakteristische Eigenschaften eines Fluides sind zum Beispiel die Viskosita¨t
und die Kompressibilita¨t. Die Viskosita¨t eines Fluides verursacht Reibungskra¨fte, die auf
das Fluid einwirken und dafu¨r sorgen, daß sich bewegende Fluide auch ohne Einwirkung
a¨ußerer Kra¨fte zur Ruhe kommen. Bei za¨hen oder viskosen Fluiden wie zum Beispiel Ho-
nig oder auch Blut ist die Reibungskraft dabei wesentlich gro¨ßer als bei weniger viskosen
Fluiden wie Wasser oder Luft. Bei vielen Problemen der Gasdynamik wird die durch die
Viskosita¨t entstehende Reibungskraft im Gas ganz vernachla¨ssigt, so daß man dann von
nicht-viskosen Fluiden (
”
inviscid fluid“) spricht. Das Verhalten von nicht-viskosen Fluiden
in der Gasdynamik wird durch die Euler-Gleichungen beschrieben. Wenn man die inne-
ren Reibungskra¨fte im Fluid nicht vernachla¨ssigt, so werden bei Newtonschen Fluiden die
Stro¨mungsgleichungen durch die Navier-Stokes Gleichungen gegeben.
Eine weitere Eigenschaft eines Fluides ist, ob es als kompressibel oder inkompressibel mo-
delliert werden kann. Kompressibilita¨t bedeutet, daß das Fluid zusammengedru¨ckt werden
kann. Die gleiche Masse Fluid muß also nicht immer das gleiche Volumen einnehmen und
das Volumen ha¨ngt vom Druck ab. Beispiele fu¨r kompressible Fluide sind Gase wie Luft
bei hohen Geschwindigkeiten. Die meisten Flu¨ssigkeiten (Wasser, Blut, etc.) ko¨nnen da-
gegen na¨herungsweise als inkompressibel betrachtet werden. Die Dichte des Fluides wird
daher in diesen Fa¨llen als konstant angenommen.
Wir wa¨hlen hier als Modell der Stro¨mungsmechanik die Navier-Stokes Gleichungen fu¨r
ein inkompressibles Fluid. Weiter betrachten wir nur laminare und keine turbulenten
Stro¨mungen, fu¨r die zusa¨tzlich Turbulenzmodelle aufgestellt werden mu¨ssen und die eine
erho¨hte Komplexita¨t bedeuten. Die Bewegungsgleichungen fu¨r eine Stro¨mung werden in
den meisten Fa¨llen in der Eulerschen Betrachtungsweise formuliert, da hier Informationen
u¨ber die Geschwindigkeiten und Dru¨cke an bestimmten Punkten beno¨tigt werden und es
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im allgemeinen weniger interessiert, woher ein bestimmtes Teilchen kommt und wohin
es fließt. Im ersten Teilabschnitt wird davon ausgegangen, daß sich das Stro¨mungsgebiet
nicht vera¨ndert. Wenn sich die Ra¨nder des Stro¨mungsgebietes zeitlich a¨ndern, und dieses
tritt bei der Interaktion von Fluid und Struktur natu¨rlicherweise auf, so ergeben sich bei
der Eulerschen Betrachtungsweise Probleme mit einer klaren Definition der beweglichen
Ra¨nder. Daher wa¨hlt man in diesem Fall eine ALE-Formulierung der Fluidgleichungen,
die im zweiten Teilabschnitt eingefu¨hrt wird.
2.1.1 Die inkompressiblen Navier-Stokes Gleichungen
Die charakteristischen Gro¨ßen einer Stro¨mung in einem Gebiet Ωf ⊂ RN mit N = 2 oder
N = 3 und in der Zeit [0, T ] sind
• das Geschwindigkeitsfeld v : [0, T ]× Ωf −→ RN ,
• der Druck p : [0, T ]× Ωf −→ R und
• die Dichte ρ : [0, T ]× Ωf −→ R.
Die Dichte ρ und der Druck p sind eine skalare, die Geschwindigkeit v eine vektoriel-
le Gro¨ße. Die partiellen Differentialgleichungen, die die inkompressiblen Navier-Stokes
Gleichungen beschreiben, erha¨lt man aus den entsprechenden Erhaltungsgleichungen fu¨r
Masse und Impuls [FP96], [Fle91a]. Fu¨r ein inkompressibles Fluid ist die Dichte in Raum
und Zeit konstant: es gilt ρ(t, x) = ρf . Daher erha¨lt man aus der Massenerhaltung im
System die Kontinuita¨tsgleichung
∂ρ
∂t
+ div(ρv) = ρf div v = 0. (2.1)
Aus der Impulserhaltung im System folgt die partielle Differentialgleichung
ρf
∂v
∂t
+ ρf (v · grad) v = div σf + g (2.2)
mit dem Spannungstensor σf und den a¨ußeren Kra¨ften g, die auf das Fluid einwirken (z.B.
durch Gravitation). Um das mathematische Modell fu¨r die Stro¨mung zu vervollsta¨ndigen,
muß der Spannungstensor σf definiert werden. Wenn ein viskoses Fluid modelliert werden
soll, so mu¨ssen die inneren Reibungskra¨fte in dem Spannungstensor beru¨cksichtigt werden.
Bei Newtonschen Fluiden ergibt sich daher fu¨r den Spannungstensor
σf = −pI + τ = −pI + 2νD. (2.3)
Dabei ist τ der viskose Anteil des Spannungstensors, ν die dynamische Viskosita¨t des
Fluides und D der Verzerrungs-Geschwindigkeitstensor, der durch
D =
1
2
(
grad v + (grad v)t
)
(2.4)
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bzw. komponentenweise durch
Dij =
1
2
(
∂vi
∂xj
+
∂vj
∂xi
)
(2.5)
gegeben ist. Damit erha¨lt man fu¨r die Impulsgleichung (2.2) durch Umformung der rechten
Seite
ρf
∂v
∂t
+ ρf (v · grad) v + grad p = ν∆v + g. (2.6)
Die Navier-Stokes Gleichungen fu¨r ein viskoses und inkompressibles Fluid in dem Gebiet
Ωf werden also durch das folgende System partieller Differentialgleichungen beschrieben:
ρf
∂v
∂t
+ ρf (v · grad) v + grad p = ν∆v + g in Ωf × [0, T ], (2.7)
div v = 0 in Ωf × [0, T ]. (2.8)
Zusa¨tzlich zu den Differentialgleichungen werden Anfangs- und Randbedingungen fu¨r die
Geschwindigkeiten oder die Spannungen gefordert. Als Anfangsbedingung wird
v(0, x) = v0(x) fu¨r alle x ∈ Ωf (2.9)
gesetzt, wobei v0 der Kontinuita¨tsgleichung (2.8) genu¨gen muß. Auf dem Rand von Ωf
ko¨nnen verschiedene Randbedingungen vorgegeben sein. Dazu zerlegen wir den Rand
Γf des Fluidgebietes Ωf in zwei disjunkte Randstu¨cke Γf,1 und Γf,2. Auf Γf,1 werden
Dirichlet-Randbedingungen fu¨r die Geschwindigkeiten
v = vr auf Γf,1, (2.10)
und auf Γf,2 werden Randlasten vorgeschrieben:
σf · n = τf auf Γf,2. (2.11)
Im folgenden soll die schwache Form der Navier-Stokes Gleichungen (2.7) und (2.8) her-
geleitet werden (vgl. [FP96]) Dazu werden durch
Qf = {qˆ : Ωf −→ R | qˆ ∈ L2(Ωf )}, (2.12)
Vf = {vˆ : Ωf −→ R3 | vˆ ∈ H1(Ωf ), vˆ = 0 auf Γf,1}, (2.13)
V = {v : Ωf −→ R3 | v ∈ H1(Ωf ), v = vr auf Γf,1} (2.14)
die Ra¨ume der Testfunktionen bzw. Lo¨sungen definiert. L2(Ωf ) bezeichnet dabei den
Raum der quadratintegrierbaren Funktionen auf Ωf und H
1(Ωf ) den Sobolev-Raum der
Funktionen mit quadratintegrierbaren Werten und ersten Ableitungen auf Ωf . Die Varia-
tionsformulierung erha¨lt man, indem man die partiellen Differentialgleichungen in (2.7)
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und (2.8) mit den entsprechenden Testfunktionen multipliziert und u¨ber das Fluidgebiet
Ωf integriert:∫
Ωf
(
ρf
∂v
∂t
+ ρf (v · grad) v − div σf
)
· vˆ dx =
∫
Ωf
g · vˆ dx ∀vˆ ∈ Vf (2.15)
und ∫
Ωf
qˆ div v dx = 0 ∀qˆ ∈ Qf . (2.16)
Durch partielle Integration (Integralsatz von Green) la¨ßt sich die Variationsform der Im-
pulsgleichung (2.15) in∫
Ωf
(
ρf
∂v
∂t
)
· vˆ dx+
∫
Ωf
ρf (v · grad) v · vˆ dx+
∫
Ωf
σf : grad vˆ dx
=
∫
Ωf
g · vˆ dx+
∫
Γf,2
τf · vˆ ds ∀vˆ ∈ Vf (2.17)
umformen. Hierbei sind τf die Randspannungen, die auf dem Randstu¨ck Γf,2 vorgegeben
sind. Gesucht wird also eine Lo¨sung (v, p) ∈ V ×Qf der Variationsform (2.16) und (2.17).
Die schwache Form (2.16) und (2.17) bildet im na¨chsten Abschnitt die Grundlage fu¨r eine
ALE-Formulierung der Navier-Stokes Gleichungen.
2.1.2 ALE-Formulierung der Navier-Stokes Gleichungen
Wir wollen uns jetzt dem Problem zuwenden, daß sich das Stro¨mungsgebiet Ωf zeitlich
a¨ndern und sich der Rand des Gebietes Ωf bewegen kann. Wir betrachten also die Navier-
Stokes Gleichungen (2.7) und (2.8) in dem zeitabha¨ngigen Gebiet Ωf (t). Dabei gehen wir
davon aus, daß sich ein Teil Γ des Randes Γf mit der Geschwindigkeit vg bewegt.
Bei einer Eulerschen Betrachtungsweise der Stro¨mungsgleichungen wird ein festes Refe-
renzsystem verwendet, wodurch der sich bewegende Rand nicht sehr gut dargestellt werden
kann, allerdings große Deformationen gut abgebildet werden ko¨nnen. Bei einer Lagrange-
schen Formulierung bewegt sich das Referenzsystem mit der Fluidgeschwindigkeit mit, so
daß eine Definition des beweglichen Randes kein Problem darstellt. Dafu¨r verursacht die
Beschreibung der großen Deformationen, die ha¨ufig die zu untersuchenden Stro¨mungen
charakterisieren, große Probleme.
Um die Vorteile beider Betrachtungsweisen zu kombinieren, wa¨hlt man eine gemischte For-
mulierung, die auch als ALE-Formulierung (
”
Arbitrary Lagrangian Eulerian“) bezeichnet
wird [Don83], [HLZ81]. Die ALE-Formulierung besteht aus der Definition eines eigenen,
beliebig bewegten Referenzsystems, das sich mit einer beliebigen Geschwindigkeit w be-
wegt (vgl. Abbildung 2.1). Wir bezeichnen diese ra¨umliche Referenzkonfiguration hier mit
Ω0. Abha¨ngig vom Wert der Geschwindigkeit w ko¨nnen drei Fa¨lle unterschieden werden:
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1. w = 0: Das Referenzsystem ist fest im Raum fixiert. Dieses entspricht der Eulerschen
Betrachtungsweise: die Bewegungsgleichungen werden in Abha¨ngigkeit der ra¨umli-
chen Koordinaten x beschrieben. Ein Partikel wird durch seine Position x (fest im
Raum) zur Zeit t beschrieben (s. Abbildung 2.1).
2. w = v 6= 0: v ist die Geschwindigkeit der Partikel im Fluid. Das Referenzsystem
bewegt sich also mit derselben Geschwindigkeit wie die Fluidpartikel. Dieses kor-
respondiert mit der Lagrangeschen Betrachtungsweise, bei der die Bewegung in
Abha¨ngigkeit von den materiellen Koordinaten beschrieben wird.
3. w 6= v 6= 0: Das Referenzsystem bewegt sich mit einer von der Partikelgeschwindig-
keit v und von 0 verschiedenen Geschwindigkeit w im Raum. Jeder Raumpunkt ist
durch seine Koordinaten ξ in der Referenzkonfiguration bestimmt (vgl. Abbildung
2.1).
P
Pξ
x
Raumgebiet Ωf(t)
Referenzgebiet
 
Ω0
0
ξ
Φ
Abbildung 2.1: Verschiedene Koordinatensysteme bei der ALE-Formulierung
Die ALE-Formulierung kann daher als eine Transformation der Referenzkonfiguration Ω0
in den momentanen Zustand des Fluidgebietes Ωf (t) verstanden werden. Die Wahl der
Referenzkonfiguration Ω0 ist dabei beliebig. Die Transformation wird durch eine Abbil-
dung
Φ : [0, T ]× Ω0 −→ Ωf (t), (t, ξ) 7−→ x = Φ(t, ξ) (2.18)
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gegeben, die invertierbar und hinreichend glatt ist. Eine Forderung, die Φ erfu¨llen muß,
ist eine gute Repra¨sentation der aktuellen Geometrie von Ωf (t). Außerdem muß Φ die
Bedingung
∂Φ
∂t
(t, ξ) = vg(t,Φ(t, ξ)) (2.19)
fu¨r alle ξ ∈ Γ0 erfu¨llen, damit die Geschwindigkeiten am sich bewegenden Rand Γ u¨ber-
einstimmen. Γ0 ist dabei die Referenzkonfiguration des sich bewegenden Randes Γ. An-
sonsten ist die Wahl der Transformation Φ ebenfalls beliebig. Fu¨r die ALE-Formulierung
der Navier-Stokes Gleichungen werden weiter die Gro¨ßen
Ψ =
∂Φ
∂ξ
und J = det Ψ =
∣∣∣∣∂Φ∂ξ
∣∣∣∣
eingefu¨hrt. Als na¨chstes soll die schwache Form der Navier-Stokes Gleichungen in dem
Referenzsystem Ω0 formuliert werden. Dazu mu¨ssen die Integrale in (2.16) und (2.17)
auf die Referenzkonfiguration Ω0 transformiert werden. Die Ra¨ume der Testfunktionen
werden bei der ALE-Formulierung daher durch
Qf0 = {qˆ : Ω0 −→ R | qˆ ∈ L2(Ω0)}, (2.20)
Vf0 = {vˆ : Ω0 −→ R3 | vˆ ∈ H1(Ω0), vˆ = 0 auf Γ0, vˆ = 0 auf Γf,1}, (2.21)
und der Lo¨sungsraum fu¨r die Geschwindigkeiten durch
V0 = {v : Ω0 −→ R3 | v ∈ H1(Ω0), v = vg auf Γ0, v = vr auf Γf,1} (2.22)
definiert. Γf,1 ist der feste Rand des Stro¨mungsgebietes, auf dem die Randgeschwindig-
keiten vr vorgegeben sind. Die schwache Form der Navier-Stokes Gleichungen in der Re-
ferenzkonfiguration Ω0 lautet dann∫
Ω0
(
ρf
J∂v
∂t
∣∣∣∣
ξ
)
· vˆ dx+
∫
Ω0
(ρf (Jv ·Ψ−t − x˙) · gradξ(Jv ·Ψ−t)) · vˆ dx
+
∫
Ω0
(Jσf ·Ψ−t) : gradξvˆ dx =
∫
Ω0
g · vˆ dx+
∫
Γf,2
τf · vˆ ds ∀vˆ ∈ Vf0 (2.23)
und ∫
Ω0
qˆ divξ(Jv ·Ψ−t) dx = 0 ∀qˆ ∈ Qf0 . (2.24)
Hierbei bezeichnet x˙ die Geschwindigkeit des Referenzsystems, d.h.
x˙ =
∂Φ
∂t
∣∣∣∣
ξ
in Ω0, x˙ = vg auf Γ0, (2.25)
die in der Literatur auch ha¨ufig als Netz- oder Gittergeschwindigkeit bezeichnet wird. Die
Zeitableitung ∂v
∂t
∣∣
ξ
bedeutet, daß diese in der Referenzkonfiguration Ω0 gebildet wird; fu¨r
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die ra¨umlichen Ableitungen gradξ und divξ gilt dieses analog. In vielen Fa¨llen werden die
Integrale in (2.23) und (2.24) in der aktuellen Fluidkonfiguration Ωf (t) berechnet, da die
Auswertung dieser Integrale dort einfacher ist. Die Zeitableitung wird allerdings weiterhin
im Referenzsystem Ω0 gebildet. Damit erha¨lt man fu¨r die Variationsform (2.23) durch eine
Ru¨cktransformation∫
Ωf (t)
(
ρf
∂v
∂t
∣∣∣∣
ξ
)
· vˆ dx+
∫
Ωf (t)
(ρf (v − x˙) · grad v)) · vˆ dx
+
∫
Ωf (t)
σf : grad vˆ dx =
∫
Ωf (t)
g · vˆ dx+
∫
Γf,2
τf · vˆ ds ∀vˆ ∈ Vf0 . (2.26)
Die Variationsform (2.26) kann dann kurz als
Mf (v, vˆ) +Nf (v − x˙, v, vˆ) + Bf (p, vˆ) +Kf (v, vˆ) = G(vˆ) ∀vˆ ∈ Vf0 (2.27)
geschrieben werden, wobei Mf , Nf , Bf , Kf und G durch
Mf (v, vˆ) =
∫
Ωf (t)
(
ρf
∂v
∂t
∣∣∣∣
ξ
)
· vˆ dx,
Nf (v − x˙, v, vˆ) =
∫
Ωf (t)
(ρf (v − x˙) · grad v) · vˆ dx,
Bf (p, vˆ) =
∫
Ωf (t)
p div vˆ dx,
Kf (v, vˆ) = ν
∫
Ωf (t)
grad v : grad vˆ dx,
G(vˆ) =
∫
Ωf (t)
g · vˆ dx+
∫
Γf,2
τf · vˆ ds
definiert werden. Hierbei wurde die Definition des Spannungstensors σf eingesetzt und
dessen Bestandteile entsprechend in Bf und Kf aufgeteilt. Die Variationsform der Konti-
nuita¨tsgleichung (2.24) wird durch
Bf (qˆ, v) = 0 ∀qˆ ∈ Qf0 (2.28)
gegeben. Ausgehend von den Variationsgleichungen (2.27) und (2.28) wird im na¨chsten
Kapitel eine Finite Elemente Diskretisierung der Navier-Stokes Gleichungen vorgenom-
men.
2.2 Das Modell der Strukturmechanik
Fu¨r Probleme der Fluid-Struktur Wechselwirkung mu¨ssen die Strukturgleichungen so for-
muliert werden, daß große Verformungen der Struktur mo¨glich sind. Wir setzen dabei im
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folgenden nur kleine Verzerrungen und elastische Verformungen der Struktur voraus. Aus
diesem Grund wa¨hlen wir hier die Bewegungsgleichungen einer geometrisch nichtlinearen
und materiell linearen Elastodynamik als Modell fu¨r die Strukturmechanik, die wir in
einer (totalen) Lagrangeschen Formulierung darstellen werden (vgl. [Wri01]).
Sei Ωs das materielle Referenzgebiet fu¨r den zu betrachtenden elastischen Festko¨rper. Die
Verschiebungen u werden durch die Differenz der Koordinaten eines materiellen Punk-
tes zwischen der deformierten Momentankonfiguration (entspricht dem Raumgebiet) und
der unverformten Referenzkonfiguration (entspricht dem Materialgebiet Ωs) gegeben. Die
Bewegungsgleichungen fu¨r einen elastischen Ko¨rper lassen sich aus dem Gleichgewicht
der Oberfla¨chen-, Volumen- und Tra¨gheitskra¨fte herleiten und lauten in dem materiellen
Referenzgebiet Ωs und in dem Zeitintervall [0, T ]:
ρs u¨− div0 S = f in Ωs × [0, T ]. (2.29)
Hierbei bezeichnen ρs die Dichte des Ko¨rpers, u¨ die zweiten Ableitungen der Verschie-
bungen nach der Zeit (also die Beschleunigungen), f die angreifenden Volumenkra¨fte und
S die Spannungen in dem Ko¨rper. Der 2. Piola-Kirchhoff Spannungstensor S der Struk-
tur wird fu¨r ein homogenes und isotropes Material durch die Konstitutivgleichungen des
Saint-Vernant-Kirchhoff-Materials in der Form
S = λ(tr E)I + 2µE (2.30)
mit dem Green-Lagrangeschen Verzerrungstensor E und den Lame´-Konstanten λ und
µ definiert. Aufgrund der Beschra¨nkung auf isotrope, linear-elastische Materialien eig-
net sich dieses Materialmodell nur fu¨r kleine Verzerrungen. Der symmetrische Green-
Lagrangesche Verzerrungstensor E wird durch
E =
1
2
(
F t · F − I) (2.31)
definiert, wobei F der unsymmetrische materielle Deformationsgradient ist. F ist als li-
neare Abbildung eines Linienelements dξ der Referenzkonfiguration (Materialgebiet) auf
ein Linienelement dy der Momentankonfiguration (Raumgebiet) definiert:
dy = F · dξ bzw. Fij = ∂yi
∂ξj
. (2.32)
Wenn ein kartesisches Koordinatensystem verwendet wird, dann kann der Green-Lagran-
gesche Verzerrungstensor E mit Hilfe der Verschiebungen u durch die nichtlineare Bezie-
hung zwischen den Verzerrungen und Verschiebungen als
Eij =
1
2
(
∂ui
∂ξj
+
∂uj
∂ξi
+
3∑
k=1
∂uk
∂ξi
∂uk
∂ξj
)
(2.33)
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dargestellt werden. Aufgrund der vollsta¨ndig nichtlinearen Beziehung zwischen dem Ver-
zerrungstensor und den Verschiebungen ko¨nnen damit große Verformungen der Struktur
beschrieben werden. Mit Hilfe des materiellen Deformationsgradienten F kann auch der
Zusammenhang des 2. Piola-Kirchhoff Spannungstensors S, dessen Bezugssystem in der
materiellen Referenzkonfiguration liegt, und dem Cauchyschen Spannungstensor σs mit
dem Bezugssystem in der aktuellen Konfiguration des Ko¨rpers hergestellt werden. Der 2.
Piola-Kirchhoff Spannungstensor S kann durch die Operation
σs =
1
detF
F · S · F t (2.34)
in den Cauchyschen Spannungstensor σs transformiert werden. Diese Transformation wird
insbesondere bei der Formulierung der dynamischen Kopplungsbedingungen im na¨chsten
Abschnitt beno¨tigt, da dort der Cauchysche Spannungstensor verwendet wird.
Zusa¨tzlich zu den Bewegungsgleichungen werden noch Anfangs- und Randbedingungen
beno¨tigt. Die Anfangsbedingungen werden fu¨r die Verschiebungen und die Geschwindig-
keiten formuliert. Als Anfangsbedingungen ko¨nnen z.B.
u(0, ξ) = u0(ξ),
∂u
∂t
(0, ξ) = w0(ξ) fu¨r ξ ∈ Ωs (2.35)
gesetzt werden. Fu¨r die Definition der Randbedingungen wird der Rand Γs = ∂Ωs in zwei
disjunkte Randstu¨cke Γs,1 und Γs,2 aufgeteilt. Es ko¨nnen dann Oberfla¨chenverschiebungen
auf Γs,1
u = ur auf Γs,1 (2.36)
und Oberfla¨chenkra¨fte auf Γs,2
S · n = S˜ auf Γs,2 (2.37)
vorgegeben sein.
Im folgenden sollen die partiellen Differentialgleichungen (2.29) der geometrisch nichtli-
nearen und materiell linearen Elastodynamik in einer schwachen Form dargestellt werden.
Dazu wird
Vs = {uˆ : Ωs −→ R3 | uˆ ∈ H1(Ωs), uˆ = 0 auf Γs,1} (2.38)
als der Raum der Testfunktionen gewa¨hlt. Die Variationsform der Strukturgleichungen
(2.29) lautet dann∫
Ωs
ρsu¨ · uˆ dx−
∫
Ωs
(div0 S) · uˆ dx =
∫
Ωs
f · uˆ dx ∀uˆ ∈ Vs. (2.39)
Durch Anwendung des Greenschen Integralsatzes (partielle Integration) la¨sst sich (2.39)
umformen in∫
Ωs
ρsu¨ · uˆ dx+
∫
Ωs
S : grad0 uˆ dx =
∫
Ωs
f · uˆ dx+
∫
Γs,2
S˜ · uˆ ds ∀uˆ ∈ Vs, (2.40)
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wobei S˜ = S · n die entsprechenden Komponenten aus den Randbedingungen (2.37) fu¨r
die Spannungen am Rand Γs,2 sind. Die Variationsform (2.40) kann dann kurz als
Ms(u, uˆ) +Ks(u, uˆ) = F(uˆ) ∀uˆ ∈ Vs (2.41)
geschrieben werden, wobei in
Ms(u, uˆ) =
∫
Ωs
ρsu¨ · uˆ dx
die Tra¨gheitsterme enthalten sind, in
Ks(u, uˆ) =
∫
Ωs
S : grad0 uˆ dx
die nichtlinearen Anteile zusammengefasst werden, und durch
F(uˆ) =
∫
Ωs
f · uˆ dx+
∫
Γs,2
S˜ · uˆ ds
die externen Einflu¨sse beschrieben werden. Die Variationsform (2.41) entspricht dem Prin-
zip der virtuellen Arbeit und bildet die Ausgangssituation fu¨r eine Diskretisierung mit
Finiten Elementen, die im na¨chsten Kapitel dargestellt wird.
2.3 Die Kopplungsbedingungen am Rand von Fluid
und Struktur
Wir wollen jetzt die Kopplungsbedingungen herleiten, wenn die Wechselwirkung von Fluid
und Struktur untersucht werden soll. Dazu gehen wir davon aus, daß sich die elasti-
sche Struktur vollkommen oder zumindestens teilweise in dem Stro¨mungsgebiet befindet.
Bei der Formulierung der Kopplungsbedingungen auf dem Rand von Fluid und Struk-
tur muß darauf geachtet werden, ob eine Lagrangesche oder Eulersche Betrachtungsweise
verwendet wird. Wir werden hier die kinematischen Kopplungsbedingungen in einer La-
grangeschen und die dynamischen Kontaktbedingungen in einer Eulerschen Formulierung
angeben. Zu jedem Zeitpunkt t ∈ [0, T ] muß natu¨rlich eine Kompatibilita¨t der jeweiligen
Geometrien von Fluid und Struktur gegeben sein, damit zwischen Fluid- und Struktur-
gebiet keine Lo¨cher entstehen ko¨nnen. Dieser Zusammenhang la¨ßt sich in Lagrangescher
Betrachtungsweise durch
∀t ∈ [0, T ] ∀ξ ∈ Γ0 : ξ + u(t, ξ) ∈ Γ
bzw. in Eulerscher Betrachtungsweise durch
∀t ∈ [0, T ] ∀y ∈ Γ ∃ξ ∈ Γ0 : ξ + u(t, ξ) = y
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ausdru¨cken. Hierbei bezeichnet Γ0 die Referenzkonfiguration des sich bewegenden Randes
in dem Referenzgebiet Ω0, und Γ ist der sich bewegende Fluidrand in dem aktuellen
Fluidgebiet Ωf (t). Am Rand von Fluid und Struktur mu¨ssen weiterhin die folgenden
kinematischen und dynamischen Kopplungsbedingungen erfu¨llt sein:
1. Die Geschwindigkeiten am Rand mu¨ssen gleich sein:
∀t ∈ [0, T ] ∀ξ ∈ Γ0 : v(t, ξ + u(t, ξ)) = ∂u
∂t
(t, ξ) . (2.42)
Diese Bedingung gilt fu¨r ein viskoses Fluid. Im Fall eines nicht-viskosen Fluides wird
die Kontinuita¨t der normalen Komponenten der Randgeschwindigkeiten gefordert.
2. Am Interface muß ein Kra¨ftegleichgewicht vorhanden sein. Dieses bedeutet, daß die
Spannungsvektoren am Rand gleich sein mu¨ssen (n ist wieder die Normale zum
Strukturrand):
∀t ∈ [0, T ] ∀y ∈ Γ : σf (t, y) · n = σs(t, y) · n, (2.43)
wobei σs der Cauchysche Spannungstensor (2.34) in der Momentankonfiguration der
Struktur ist und n die Normale zum Strukturrand bezeichnet. Diese Kopplungsbedin-
gungen werden in die Teilmodelle Fluid und Struktur integriert. In den meisten Fa¨llen
wird die Stro¨mung mit den kinematischen Randbedingungen (2.42), also Dirichlet-Rand-
bedingungen fu¨r die Geschwindigkeiten, und die Struktur mit den dynamischen Kon-
taktbedingungen (2.43), d.h. Neumann-Randbedingungen fu¨r die Spannungen, berechnet.
Dazu muß der Cauchysche Spannungstensor σs in (2.43) in den 2. Piola-Kirchhoff Span-
nungstensor S transformiert werden. Diese Vorgehensweise wird auch in dieser Arbeit
angewendet.
Kapitel 3
Diskretisierung von Fluid- und
Strukturdynamik
In diesem Kapitel wollen wir die Diskretisierung der Fluid- und Strukturgleichungen vor-
nehmen, die im vorhergehenden Abschnitt hergeleitet wurden. Dabei trennen wir die
ra¨umliche und zeitliche Diskretisierung der partiellen Differentialgleichungen voneinander
und diskretisieren die Differentialgleichungen zuerst im Raum mit Finiten Elementen und
dann in der Zeit mit Finiten Differenzen (
”
Linienmethode“). Eine Alternative dazu wa¨re
die Verwendung von Raum-Zeit Finiten Elementen [HH88], [MH97], bei der sowohl Raum
als auch Zeit zusammen mit Finiten Elementen diskretisiert werden.
Da wir partitionierte Verfahren zur Berechnung der Wechselwirkung von Stro¨mung und
Struktur einsetzen, ko¨nnen die Fluid- und Strukturgleichungen unabha¨ngig voneinander
diskretisiert werden. Dieses hat den Vorteil, daß fu¨r jedes Teilproblem effiziente Diskreti-
sierungsverfahren in Raum und Zeit verwendet werden ko¨nnen. Durch die unterschiedliche
Diskretisierung im Raum ergibt sich allerdings das Problem, daß am Fluid-Struktur-Rand
inkompatible Gitter entstehen ko¨nnen. Auf diese Problematik wird im vierten Abschnitt
genauer eingegangen, in dem die raumdiskrete Form der Kopplungsbedingungen unter-
sucht wird. Die zeitliche Diskretisierung der Kopplungsbedingungen wird im na¨chsten
Kapitel ausfu¨hrlicher behandelt, wenn die verschiedenen Kopplungsalgorithmen vorge-
stellt werden. Einen weiteren Schwerpunkt in diesem Kapitel bildet im zweiten Abschnitt
die Behandlung des sich bewegenden Fluidnetzes. Hierbei wird insbesondere auf das geo-
metrische Erhaltungsgesetz eingegangen, das bei der Berechnung von Stro¨mungen auf
sich bewegenden Gebieten eine große Rolle spielt [LF96]. Dieses Kapitel wird mit einer
abstrakten Formulierung des gesamten diskreten Problems und der iterativen Lo¨ser fu¨r
die Teilprobleme abgeschlossen, auf der die Darstellung der Kopplungsalgorithmen im
folgenden Kapitel aufbaut.
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3.1 Diskretisierung der Navier-Stokes-Gleichungen
Die Navier-Stokes Gleichungen werden im Raum sehr ha¨ufig mit Finiten Volumen oder
Finiten Elementen diskretisiert [FP96], [Fle91a]. Wir werden hier eine Diskretisierung
mit Finiten Elementen vorstellen, da diese auch in dem Programm verwendet werden
[TB99], das wir spa¨ter zur Berechnung von Beispielen einsetzen. Durch die ra¨umliche
Diskretisierung erhalten wir ein System von differential-algebraischen Gleichungen (DAE),
das mit verschiedenen Einschrittverfahren numerisch integriert werden kann.
Die ra¨umliche Diskretisierung der ALE-Formulierung der Navier-Stokes Gleichungen geht
von der Variationsform aus, die im letzten Kapitel hergeleitet wurde. Diese lautet
Mf (v, vˆ) +Nf (v − x˙, v, vˆ) + Bf (p, vˆ) +Kf (v, vˆ) = G(vˆ) ∀vˆ ∈ Vf0 (3.1)
und
Bf (qˆ, v) = 0 ∀qˆ ∈ Qf0 . (3.2)
Hierbei sind
Qf0 = {qˆ : Ω0 −→ R | qˆ ∈ L2(Ω0)}, (3.3)
Vf0 = {vˆ : Ω0 −→ R3 | vˆ ∈ H1(Ω0), vˆ|Γ0 = 0, vˆ|Γf,1 = 0} (3.4)
die Ra¨ume der Testfunktionen fu¨r den Druck und fu¨r die Geschwindigkeiten und
V0 = {v : Ω0 −→ R3 | v ∈ H1(Ω0), v|Γ0 = vg, v|Γf,1 = vr} (3.5)
der Lo¨sungsraum der Geschwindigkeiten. Fu¨r eine Finite Elemente Diskretisierung wird
das Fluidgebiet Ω0 in disjunkte Elemente Ω
f
e zerlegt, und die Geschwindigkeiten v wer-
den in jedem Element durch Formfunktionen N fe (ξ), die Funktionen im Raum sind, und
Knotengeschwindigkeiten Vˆe(t), die nur von der Zeit abha¨ngen, approximiert. Insgesamt
erha¨lt man daher eine Approximation fu¨r v ∈ V0 von der Form
vh(t, ξ) =
nf∑
i=1
Vˆi(t)N
f
i (ξ), (3.6)
in der die Randbedingungen fu¨r die Geschwindigkeiten auf dem festen Rand Γf,1 und dem
sich bewegenden Rand Γ bereits beru¨cksichtigt sind. Analog la¨ßt sich auch der Druck
p ∈ Qf0 durch
ph(t, ξ) =
mf∑
j=1
Pˆj(t)N
p
j (ξ) (3.7)
approximieren, wobei Npj (ξ) die entsprechenden Formfunktionen in den jeweiligen Fluid-
elementen und Pˆj(t) die nur von der Zeit abha¨ngenden Druckwerte in den Elementknoten
sind. Die Formfunktionen fu¨r die Geschwindigkeiten v und fu¨r den Druck p sind dabei
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im allgemeinen verschieden. In jedem Element Ωfe sind die Formfunktionen N
f
i bzw. N
p
j
Polynome eines bestimmten Grades, die an den Elementra¨ndern gewisse U¨bergangsbedin-
gungen erfu¨llen mu¨ssen. Wir verwenden hier Finite Elemente Ansatzfunktionen, die analog
zu den bekannten Dreiecks-Stokes Elementen von Crouzeix und Raviart hergeleitet wer-
den ko¨nnen [Tur99]. Dabei werden in einem Rechteck-Element im zweidimensionalen Fall
stu¨ckweise rotierte bilineare Formfunktionen fu¨r die Geschwindigkeiten und stu¨ckweise
konstante Approximationen fu¨r den Druck verwendet. Die Eigenschaften dieses Ansatzes
werden in [Tur99] genauer beschrieben. Die (endlichdimensionalen) diskreten Ra¨ume der
Testfunktionen Qfh ⊂ Qf0 und Vfh ⊂ Vf0 werden durch die Ansatzfunktionen N fi und Npj
aufgespannt. Die diskrete Variationsform von (3.1) und (3.2) wird dann durch
Mf (vh, vˆh) +Nf (vh − x˙h, vh, vˆh) + Bf (ph, vˆh) +Kf (vh, vˆh) = G(vˆh) ∀vˆh ∈ Vfh (3.8)
und
Bf (qˆh, vh) = 0 ∀qˆh ∈ Qfh (3.9)
gegeben, wenn die Na¨herungen vh und ph in die Variationsform (3.1) und (3.2) eingesetzt
und Vf0 bzw. Qf0 durch die diskreten Ra¨ume Vfh bzw. Qfh ersetzt werden. Die Approxi-
mation x˙h fu¨r die Gittergeschwindigkeit x˙ werden wir im na¨chsten Abschnitt erla¨utern.
Der Vektor V bezeichnet im folgenden den raumdiskreten Vektor der Geschwindigkeiten
in den Fluidknoten und P den raumdiskreten Druckvektor in den Druckknoten:
V =
(
Vˆ1, Vˆ2, . . . , Vˆnf
)t
, P =
(
Pˆ1, Pˆ2, . . . , Pˆmf
)t
.
Die ra¨umliche Diskretisierung der Navier-Stokes Gleichungen fu¨hrt damit zu dem folgen-
den System von differential-algebraischen Gleichungen:
Mf V˙ +Nf (V − X˙)V +BfP +KfV = G, (3.10)
BtfV = 0. (3.11)
Dabei ist Mf die symmetrische und positiv definite Massenmatrix, Nf (V −X˙) die unsym-
metrische Advektionsmatrix, Bf die diskrete Gradientenmatrix, Kf diejenige Matrix, die
aus den Diffusionstermen entsteht, und G der diskrete Kraftvektor. In der Advektionsma-
trix Nf sind die konvektiven Anteile und die diskrete Gittergeschwindigkeit X˙ enthalten.
Fu¨r die Konvektionsterme wird eine Stabilisierung entweder mit Upwinding-Techniken
oder mit Streamline-Diffusion-Ansa¨tzen durchgefu¨hrt. Wir verwenden hier ein Samarskij-
Upwinding (vgl. [Tur99]), das auch in Nf zusammengefasst wird. Auf die Berechnung der
diskreten Gittergeschwindigkeit X˙ wird im na¨chsten Abschnitt dieses Kapitels genauer
eingegangen. Zusa¨tzlich zu den Differentialgleichungen (3.10) und (3.11) sind noch An-
fangsbedingungen der Form V (0) = V0 vorgegeben, wobei V0 der im Raum diskretisierte
Geschwindigkeitsvektor von v0 ist.
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Fu¨r die Zeitintegration der Navier-Stokes Gleichungen (3.10) und (3.11) ko¨nnen verschie-
dene explizite oder implizite Einschrittverfahren verwendet werden. Ha¨ufig werden im-
plizite Methoden eingesetzt, da die expliziten Verfahren Stabilita¨tsprobleme aufweisen
ko¨nnen. Explizite Verfahren beno¨tigen im allgemeinen sehr kleine Zeitschritte fu¨r eine sta-
bile Berechnung der Stro¨mungsgleichungen. Implizite Methoden erlauben dagegen gro¨ßere
Zeitschritte, die allerdings auch einen ho¨heren numerischen Aufwand in jedem Zeitschritt
bedeuten. Wir werden hier fu¨r die Zeitintegration der Fluidgleichungen (3.10) und (3.11)
die Familie der θ-Einschrittverfahren verwenden. Bei diesen Verfahren muß im Zeitschritt
tn+1 das folgende nichtlineare Gleichungssystem gelo¨st werden:
MfVn+1 + θ∆tNf (Vn+1 − X˙n+1)Vn+1
+ θ∆tKfVn+1 + θ∆tBfPn+1 = Rn+1, (3.12)
BtfVn+1 = 0. (3.13)
Hierbei sind ∆t der Zeitschritt des Verfahrens, Vn+1 und Pn+1 die diskreten Geschwin-
digkeiten und Druckwerte zum Zeitpunkt tn+1 = (n + 1)∆t und θ der Parameter des
Einschrittverfahrens. Die diskrete Gittergeschwindigkeit X˙n+1 wird hier als gegeben an-
genommen, die Berechnung dieser Gro¨ße wird im na¨chsten Abschnitt dargestellt. Die
rechte Seite Rn+1 in (3.12) ist durch
Rn+1 = θ∆tGn+1 + (1− θ)∆tGn +MfVn − (1− θ)∆tBfPn
− (1− θ)∆tNf (Vn − X˙n)Vn − (1− θ)∆tKfVn (3.14)
definiert.
Fu¨r θ = 0 erha¨lt man das explizite Euler-Verfahren, fu¨r θ = 1 die implizite Euler-Methode
und fu¨r θ = 1
2
das Crank-Nicolson Schema, das mit dem Trapez-Verfahren u¨bereinstimmt.
Das implizite Euler-Verfahren ist absolut stabil, aber nur von erster Ordnung konvergent.
Die Crank-Nicolson Methode besitzt zwar eine quadratische Konvergenzordnung und ist
A-stabil, es hat aber nur schwache Da¨mpfungseigenschaften [Fle91b], die sich bei Sto¨run-
gen oder schlecht gestellten Anfangsbedingungen nachteilig auswirken. Außerdem ko¨nnen
bei Crank-Nicolson Verfahren Oszillationen in der Lo¨sung auftreten, wenn die Zeitschritte
∆t zu groß gewa¨hlt werden.
Als eine Alternative zu diesen einfachen Verfahren ko¨nnen die Zwischenschritt-θ-Verfahren
(
”
Fractional-Step Schemes“) angesehen werden, welche die Vorteile des impliziten Euler-
Verfahrens und der Crank-Nicolson Methode miteinander verbinden [MU94]. In jedem
Zeitschritt der Zwischenschritt-θ-Methode mu¨ssen mehrere nichtlineare Gleichungssyste-
me vom Typ (3.12) und (3.13) fu¨r verschiedene Zeitlevel und unterschiedliche Werte des
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Parameters θ gelo¨st werden. Das Zwischenschritt-θ-Verfahren besteht aus den folgenden
drei Zwischenschritten im Zeitschritt von tn zu tn+1:
(Mf + θ˜∆t(Nf (Vn+θ − X˙n+θ) +Kf ))Vn+θ + θ∆tBfPn+θ (3.15)
= (Mf − βθ∆t(Nf (Vn − X˙n) +Kf ))Vn − θ∆tFn,
BtfVn+θ = 0,
(Mf + θ˜∆t(Nf (Vn+1−θ − X˙n+1−θ) +Kf ))Vn+1−θ + θ′∆tBfPn+1−θ (3.16)
= (Mf − αθ′∆t(Nf (Vn+θ − X˙n+θ) +Kf ))Vn+θ − θ′∆tFn+1−θ,
BtfVn+1−θ = 0,
(Mf + θ˜∆t(Nf (Vn+1 − X˙n+1) +Kf ))Vn+1 + θ∆tBfPn+1 (3.17)
= (Mf − βθ∆t(Nf (Vn+1−θ − X˙n+1−θ) +Kf ))Vn+1−θ − θ∆tFn+1−θ,
BtfVn+1 = 0.
Der Makrozeitschritt tn → tn+1 wird also durch die Zwischenschritte
tn → tn+θ → tn+1−θ → tn+1
ersetzt. Dabei werden die folgenden Parameter gewa¨hlt:
θ = 1−
√
2
2
, θ′ = 1− 2θ, α = 1− 2θ
1− θ , β = 1− α, θ˜ = αθ = βθ
′. (3.18)
Es kann gezeigt werden, daß fu¨r diese spezielle Wahl der Parameter die Zwischenschritt-
θ-Methode sowohl von zweiter Ordnung konvergent als auch stark A-stabil ist [MU94].
Aufgrund dieser Vorteile der Zwischenschritt-θ-Methode haben wir diese auch hier ein-
gesetzt. In jedem Zwischenschritt dieser Methode mu¨ssen nichtlineare Gleichungssysteme
von der Form (3.12) und (3.13) gelo¨st werden, die daher als ein Referenzsystem betrachtet
werden ko¨nnen. Die nichtlinearen Systeme werden dann mit Newton- bzw. Quasi-Newton
Verfahren iterativ gelo¨st.
3.2 Bewegung des Fluidnetzes
Wir wollen uns jetzt dem Problem zuwenden, wie die Geschwindigkeit X˙ des Referenzsy-
stems in jedem Zeitschritt berechnet werden kann. Die Referenzkonfiguration zum Zeit-
punkt tn+1 wird durch das aktuelle Fluidgitter repra¨sentiert. Zur Berechnung der Ge-
schwindigkeit des Referenzsystems, die explizit in die ALE-Formulierung der Fluidglei-
chungen eingeht, muß daher die Gittergeschwindigkeit bestimmt und damit ein Algorith-
mus zur Netzbewegung entwickelt werden.
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3.2.1 Algorithmus zur Netzverformung
Es existieren verschiedene Mo¨glichkeiten zur Berechnung der Verschiebungen und Ge-
schwindigkeiten der Gitterpunkte zum Zeitpunkt tn+1. Die elementarsten Verfahren be-
ruhen auf Interpolationsmethoden, die die Verschiebungen und Geschwindigkeiten am
Fluidrand durch eine geeignete Interpolation auf das Fluidgitter u¨bertragen. Bei der ein-
fachsten Methode wird jedem beweglichen Gitterpunkt des Fluides ein bestimmter Knoten
am Interface und ein Knoten am festen Rand des Fluidgebietes zugeordnet. Bei struk-
turierten Fluidgittern ko¨nnen dazu zum Beispiel die jeweiligen Gitterlinien verwendet
werden. Die Netzposition und Netzgeschwindigkeit des Gitterknotens werden dann durch
eine entsprechende Interpolationsfunktion berechnet. Diese kann in einfachen Fa¨llen als
eine lineare oder quadratische Interpolation gewa¨hlt werden. Es gibt aber auch komple-
xere Ansa¨tze, bei denen zum Beispiel fu¨r die Interpolationsfunktion eine Approximation
der Greenschen Funktion des Laplace-Operators verwendet wird [ML01].
Alternativ zu den Interpolationsmethoden kann das dynamische Fluidgitter als ein Pseudo-
Struktursystem betrachtet werden. Die Bewegungsgleichungen fu¨r die Verschiebungen X
der Gitterpunkte des Fluidgitters werden allgemein durch
M˜X¨ + C˜X˙ + K˜X = F˜ (3.19)
beschrieben. Hierbei sind M˜, C˜ und K˜ fiktive Massen-, Da¨mpfungs- und Steifigkeitsma-
trizen, die mit dem sich bewegenden Fluidnetz verknu¨pft sind. Durch F˜ wird der Einfluß
der Strukturbewegung auf das Fluidgitter beschrieben. Bei der Fluid-Struktur Interaktion
wird F˜ mit einer Transfermatrix D˜ aus den Verschiebungen U der Struktur am Interface
berechnet
F˜ = D˜U. (3.20)
Die Verschiebungen X und die Geschwindigkeiten X˙ der Gitterpunkte des Fluidnetzes
mu¨ssen dabei am Fluid-Struktur Interface die Bedingungen
X(t) = U(t), X˙(t) = U˙(t) (3.21)
erfu¨llen, um eine Kompatibilita¨t des Fluidgitters mit dem Strukturrand zu gewa¨hrleisten.
Die Schwierigkeit besteht in der geeigneten Wahl der fiktiven Matrizen M˜, C˜ und K˜. Die
Elemente k˜ij der Steifigkeitsmatrix werden oft dadurch modelliert, daß die Kanten der
Elemente im Fluidnetz durch fiktive Federn ersetzt werden [Bat90]. Die Steifigkeiten k˜ij
der Federn zwischen zwei Gitterpunkten werden dabei als der inverse Abstand der beiden
Punkte angenommen. Zusa¨tzlich werden ha¨ufig noch weitere Freiheitsgrade hinzugefu¨gt,
indem zum Beispiel die Diagonalen in Rechteckselementen durch Federn ersetzt werden
oder in Dreieckselemente an jedem Knoten Torsionsfedern hinzugenommen werden. Dieses
dient dazu, daß sich keine irregula¨ren Elemente bilden. Wenn sich der Rand des Fluidge-
bietes verformt, so vera¨ndert sich mit Hilfe der Federn auch das Fluidgitter entsprechend.
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Die fiktiven Massen- und Da¨mpfungsmatrizen M˜ und C˜ werden meistens M˜ = 0 und
C˜ = 0 gesetzt, um ein Nachschwingen des Netzes zu vermeiden. Daher erha¨lt man fu¨r die
Bewegungsgleichung (3.19) ein pseudo-stationa¨res Problem, das in jedem Zeitschritt zu
lo¨sen ist:
K˜X = F˜ = D˜U. (3.22)
Als Alternative zur Diskretisierung des Fluidgitters mit Federelementen kann das Netz
auch als ein elastischer Ko¨rper betrachtet werden und mit Finiten Elementen diskreti-
siert werden. Dieses fu¨hrt dann einem quasi-elastostatischen Pseudo-Struktur Ansatz fu¨r
das Fluidnetz. Dabei wird in jedem Zeitschritt des Fluidlo¨sers eine statische Lo¨sung des
elastischen Problems durchgefu¨hrt. Dieses fu¨hrt wieder zu einem linearen Gleichungssy-
stem der Form (3.22), bei dem die Matrix K˜ aus den Steifigkeitsmatrizen der einzelnen
Netzelemente zusammengesetzt wird.
Wir verwenden hier denjenigen Algorithmus, bei dem das Fluidgitter durch Federelemen-
te diskretisiert wird, da sich dieses Verfahren durch seine Einfachheit und Robustheit
auszeichnet. So wird dieser Netzverschiebungsalgorithmus in sehr vielen Anwendungen
aus dem Gebiet der Fluid-Struktur Wechselwirkung (insbesondere in der Aeroelastik) er-
folgreich eingesetzt. Allerdings existieren Fa¨lle, in denen die Verformungen der Struktur
und damit auch die Verformungen des Fluidgitters sehr groß sind, und dadurch die Qua-
lita¨t des Fluidgitters, die fu¨r eine effiziente Stro¨mungsberechnung eine große Rolle spielt,
stark verschlechtert wird. In diesen Fa¨llen muß eine Neuvernetzung (
”
Remeshing“) des
Fluidgebietes vorgenommen werden und die Variablen des Fluides (Geschwindigkeiten
und Druck) von dem alten auf das neue Gitter interpoliert werden.
Mit Hilfe des beschriebenen Netzverformungsalgorithmus ko¨nnen nur die Positionen Xn+1
des Fluidgitters zum Zeitpunkt tn+1 bestimmt werden. Es muß also noch erkla¨rt werden,
wie die Geschwindigkeiten X˙n+1 berechnet werden, die fu¨r die ALE-Formulierung beno¨tigt
werden.
3.2.2 Geometrische Bilanzgleichungen
Bei der Berechnung der Gittergeschwindigkeiten muß der Zusammenhang zwischen dem
Zeitschrittverfahren fu¨r die Fluidgleichungen und dem Algorithmus zur Netzbewegung
beru¨cksichtigt werden. An das resultierende numerische Verfahren zur Berechnung von
Stro¨mungen auf sich verformenden Gittern wird die Forderung gestellt, daß eine gleichfo¨rmi-
ge Stro¨mung auf einem sich verformenden Gitter exakt berechnet werden soll. Diese Be-
dingung ist erfu¨llt, wenn das numerische Integrationsverfahren, das fu¨r das Fluid gewa¨hlt
wird, und der Algorithmus zur Bewegung des Fluidnetzes eine diskrete geometrische Bi-
lanzgleichung (
”
Geometric Conservation Law“, kurz GCL) erfu¨llen. Diese geometrische
Bilanzgleichung ist im Prinzip gleichwertig zu der GCL-Bedingung, die zuerst in [TL79]
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fu¨r strukturierte Gitter und Finite Differenzen Schemata hergeleitet wurde. Obwohl die
GCL-Bedingung schon seit la¨ngerem bekannt ist, wurde die Bedeutung dieser geometri-
schen Bilanzgleichung erst in letzter Zeit genauer erkannt. Entscheidende Arbeiten zu
dieser Thematik stammen von Farhat et al. [FLM95], Lesoinne und Farhat [LF96], Guil-
lard und Farhat [GF98], LeTallec und Mani [LM01]. Allerdings befassen sich die meisten
Arbeiten zu dieser Thematik nur mit dem einfacheren Fall von nicht-viskosen Stro¨mungen
oder untersuchen nur Zeitschrittverfahren, die von erster Ordnung genau sind. Die Dis-
kussion zu dem geometrischen Erhaltungsgesetz ist bei weitem noch nicht abgeschlossen,
und es existieren keine einheitlichen Ergebnisse.
In dem Fall, daß Finite Volumen Verfahren fu¨r die ra¨umliche Diskretisierung der Fluid-
gleichungen verwendet werden, kann das geometrische Erhaltungsgesetz relativ einfach
hergeleitet und interpretiert werden. Dazu wird das raumdiskrete Finite Volumen Sche-
ma
d
dt
(AjZj) + Fj(Z,X, X˙) = 0 (3.23)
in dem Knoten j betrachtet, wobei Aj das Volumen der Zelle Cj, Z
j den Vektor der
Fluidvariablen und Fj den numerischen Flußvektor des Knotens j bezeichnen. Dieser
numerische Flußvektor approximiert den Fluß u¨ber den Zellenrand ∂Cj mit Hilfe der
numerischen Flußvektoren Φc+ und Φ
c
−:
Fj(Z,X, X˙) =
∑
k
∫
∂Cj,k
(Φc+(Z
j, X˙) + Φc−(Z
k, X˙)) · n ds.
Fu¨r die numerischen Flußvektoren Φc+ und Φ
c
− gilt die Konsistenzeigenschaft
Φc+(Z, X˙) + Φ
c
−(Z, X˙) = Φ
c(Z) = Φ(Z)− X˙Z,
wobei Φc den konvektiven ALE-Flußvektor und Φ den gewo¨hnlichen Flußvektor bezeich-
net. Integriert man die Gleichung (3.23) zwischen tn und tn+1, so ergibt sich
Ajn+1Z
j
n+1 − AjnZjn +
∫ tn+1
tn
Fj(Z,X, X˙) dt = 0. (3.24)
Wenn die Fluidlo¨sung konstant ist, dann gilt Zjn = Z
j
n+1 = Z
∗ fu¨r alle Knoten j, und es
folgt fu¨r den Integralausdruck:
Fj(Z
∗, X, X˙) =
∫
∂Cj
(Φ(Z∗)− X˙Z∗) · n ds. (3.25)
Aufgrund der Eigenschaft ∫
∂Cj
Φ(Z∗) · n ds = 0 (3.26)
erha¨lt man damit insgesamt die Gleichung
Ajn+1 − Ajn =
∫ tn+1
tn
∫
∂Cj
X˙ · n ds dt, (3.27)
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wobei ∂Cj der Rand der Zelle Cj ist. Die Bedingung (3.27) kann dann folgendermaßen ge-
deutet werden: Es sagt aus, daß die A¨nderung der Fla¨che jedes Kontrollvolumens in einem
gegebenen Zeitintervall genau so groß sein muß wie die Fla¨che, die von den Zellra¨ndern
in diesem Zeitintervall u¨berstrichen wird. Da die linke Seite in Gleichung (3.27) aufgrund
des Algorithmus zur Netzverformung exakt berechnet werden kann, wird diese Forderung
auch an die Berechnung des rechten Integrals gestellt. Im zweidimensionalen Fall ist dieses
a¨quivalent zur Bedingung
X˙n+1 =
Xn+1 −Xn
∆t
. (3.28)
Eine
”
mathematische“ Interpretation der Einhaltung der geometrischen Bilanzgleichung
kann dadurch gegeben werden, daß das resultierende numerische Verfahren zur Berech-
nung der Stro¨mung auf sich bewegendem Gitter in der Zeit mindestens von erster Ordnung
genau ist [LM01]. Die Einhaltung der GCL-Bedingung erho¨ht also die Zeitgenauigkeit des
Verfahrens.
Fu¨r stabilisierte Finite Elemente Methoden, die in der Zeit von erster oder zweiter Ord-
nung genau sind, ist in [LF96] gezeigt worden, daß die Geschwindigkeiten des dynamischen
Netzes ebenfalls wie in (3.28) berechnet werden mu¨ssen, damit die geometrische Bilanz-
gleichung erfu¨llt ist. In den meisten Fa¨llen wird die Netzgeschwindigkeit in natu¨rlicher
Weise wie in (3.28) gewa¨hlt, so daß das geometrische Erhaltungsgesetz automatisch erfu¨llt
ist. Dieses ist insbesondere dann der Fall, wenn die Netzpositionen Xn+1 zum Zeitpunkt
tn+1 mit dem pseudo-stationa¨ren Ansatz K˜X = D˜U berechnet werden. Wir haben hier
den Ansatz (3.28) zur Berechnung der Gittergeschwindigkeiten eingesetzt, so daß die geo-
metrische Bilanzgleichung dadurch erfu¨llt wird.
Alternativ zu diesem Ansatz ko¨nnen die Zeitschrittweiten fu¨r die numerische Integrati-
on der Fluidgleichungen so klein gewa¨hlt werden, daß die geometrische Bilanzgleichung
automatisch erfu¨llt ist. Dieses beinhaltet allerdings den Nachteil eines stark erho¨hten Re-
chenaufwandes. Außerdem ergibt sich dabei das Problem, eine maximale Schrittweite fu¨r
eine akzeptable Lo¨sung zu finden. In der Literatur (s. [LF96], [MMV98b]) existieren zahl-
reiche Beispiele, bei denen sehr große Fehler auftreten ko¨nnen, wenn die Zeitschrittweiten
zu groß gewa¨hlt werden und damit das geometrische Erhaltungsgesetz nicht eingehalten
wird.
3.2.3 Das gesamte diskrete Fluidproblem
Nachdem der Algorithmus zur Bewegung des Fluidnetzes vorgestellt worden ist, soll jetzt
das komplette diskrete Fluidproblem in einer abstrakten Form zusammengefasst werden.
Dazu werden die Gleichung (3.22) und die Bedingung (3.28) zur Einhaltung der geome-
trischen Bilanzgleichung zu den diskreten Fluidgleichungen, die durch die nichtlinearen
Gleichungssysteme (3.12) und (3.13) gegeben werden, hinzugefu¨gt. Das diskrete Fluidpro-
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blem kann dann kurz als
N(Vn+1, Pn+1, Xn+1, X˙n+1) = 0 (3.29)
formuliert werden, wobei die a¨ußeren Kra¨fte G und die Ausdru¨cke zum Zeitpunkt tn im-
plizit in (3.29) enthalten sind und die Bewegung des Fluidrandes Γ vorgegeben ist. Diese
ergibt sich bei der Fluid-Struktur Interaktion durch die Verschiebungen und Geschwindig-
keiten des Interfaces. Weiter kann man die Iteration zur Lo¨sung des nichtlinearen Systems
(3.29) abstrakt als Fixpunktiteration
(V
(k+1)
n+1 , P
(k+1)
n+1 ) = F (V
(k)
n+1, P
(k)
n+1, Xn+1, X˙n+1), k = 0, 1, 2, . . . (3.30)
schreiben, wobei Xn+1 und X˙n+1 die Gitterpositionen und Gittergeschwindigkeiten zum
Zeitpunkt tn+1 sind. In unserem Fall entspricht diese Fixpunktiteration einer Newton-
Raphson Iteration.
3.3 Diskretisierung der Strukturdynamik
Die partiellen Differentialgleichungen der Strukturdynamik werden im Raum mit Fini-
ten Elementen diskretisiert. Die Methode der Finiten Elemente wurde fu¨r Probleme der
Strukturmechanik entwickelt (vgl. [ZT94], [ZT91]) und dort seit ungefa¨hr 1958 angewen-
det. Die ra¨umliche Diskretisierung der Strukturgleichungen (2.29) mit Finiten Elementen
geht von der Variationsform (2.41)
Ms(u, uˆ) +Ks(u, uˆ) = F(uˆ) ∀uˆ ∈ Vs (3.31)
aus, wobei
Vs = {uˆ : Ωs −→ R3 | uˆ ∈ H1(Ωs), uˆ = 0 auf Γs,1} (3.32)
den Raum der Testfunktionen bezeichnet.
Fu¨r eine Diskretisierung mit Finiten Elementen zerlegen wir das Strukturgebiet Ωs in dis-
junkte Elemente Ωse und approximieren die Verschiebungen u in jedem Element Ω
s
e durch
Formfunktionen N se (ξ), die Funktionen im Raum sind, und Knotenverschiebungen Uˆe(t),
die nur von der Zeit abha¨ngen. Die Formfunktionen N se (ξ) sind dabei in jedem Element
Ωse Polynome eines bestimmten Grades und mu¨ssen an den Ra¨ndern der Elemente stetig
ineinander u¨bergehen. In dieser Arbeit werden lineare und quadratische Ansatzfunktionen
fu¨r die Verformungen verwendet. Damit werden die Verschiebungen u in Ωs durch
uh(t, ξ) =
ns∑
i=1
Uˆi(t)N
s
i (ξ) (3.33)
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approximiert, wobei uh die Randbedingungen (2.36) fu¨r die Verschiebungen erfu¨llt. Der
diskrete Raum der Testfunktionen Vsh ⊂ Vs wird durch die Formfunktionen N si aufge-
spannt, so daß es sich hier um einen konformen Ansatz handelt. Die diskrete Variations-
form von (2.41) lautet dann
Ms(uh, uˆh) +Ks(uh, uˆh) = F(uˆh) ∀uˆh ∈ Vsh. (3.34)
Setzt man jetzt die Approximation (3.33) und die Formfunktionen N si als Testfunktionen
in (3.34) ein und bezeichnet mit
U =
(
Uˆ1, Uˆ2, . . . , Uˆns
)t
den raumdiskreten Vektor der Verschiebungen, so erha¨lt man das folgende System nicht-
linearer gewo¨hnlicher Differentialgleichungen:
MsU¨ +Ks(U) = F. (3.35)
Hierbei ist Ms die symmetrische und positiv definite Massenmatrix, Ks(U) entha¨lt die
nichtlinearen Anteile, die aufgrund der geometrisch nichtlinearen Formulierung entstehen,
und F bezeichnet den diskreten Kraftvektor. Fu¨r einen linearisierten Verzerrungstensor
ist Ks die symmetrische Steifigkeitsmatrix. Die Da¨mpfung im System wird durch einen
zusa¨tzlichen Ausdruck CsU˙ in (3.35) modelliert, wobei die Da¨mpfungsmatrix Cs als eine
Linearkombination der Massen- und Steifigkeitsmatrix gewa¨hlt wird. Weiter sind noch
Anfangsbedingungen
U(0) = U0, U˙(0) = W0
vorgegeben, wobei U0 und W0 die diskreten Vektoren von u0 und w0 aus den Anfangsbe-
dingungen (2.35) sind. Die Randbedingungen (2.36) fu¨r die Verschiebungen sind in der
ra¨umlichen Diskretisierung der Strukturgleichungen beru¨cksichtigt worden, die Randbe-
dingungen fu¨r die Spannungen (2.37) sind in der rechten Seite F enthalten.
Fu¨r die Zeitintegration der Strukturgleichungen (3.35) verwenden wir die Hilber-Hughes-
Taylor-α-Methode (kurz: HHT-α-Methode), die auch als generalisiertes α-Zeitschritt-
verfahren bekannt ist. Dieses Verfahren ist im Zeitschritt tn+1 durch
MsAn+α + CsWn+α +Ks(Un+α) = Fn+α (3.36)
definiert. Die Gro¨ßen Un+α, Wn+α, An+α und Fn+α sind durch
Un+α = (1− α)Un+1 + αUn,
Wn+α = (1− α)Wn+1 + αWn,
An+α = An+1,
Fn+α = F ((1− α)tn+1 + αtn)
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gegeben, wobei Wn+1 die Geschwindigkeiten und An+1 die Beschleunigungen in den Struk-
turknoten zum Zeitpunkt tn+1 sind. Die Verschiebungen Un+1 und die Geschwindigkeiten
Wn+1 zum Zeitpunkt tn+1 ergeben sich durch
Un+1 = Un + ∆tWn + ∆t
2
((
1
2
− β
)
An + βAn+1
)
, (3.37)
Wn+1 = Wn + ∆t ((1− γ)An + γAn+1) . (3.38)
Mit ∆t wird dabei die Zeitschrittweite des Integrationsverfahrens bezeichnet, α, β und γ
sind die Parameter des HHT-α-Verfahrens. Fu¨r lineare Systeme der Form
MsU¨ + CsU˙ +KsU = F (3.39)
kann gezeigt werden [ZT91], daß die HHT-α-Methode fu¨r die folgenden Werte der Para-
meter α, β und γ absolut stabil und konvergent von zweiter Ordnung ist:
α ∈ [−1
3
, 0], γ =
1− 2α
2
und β =
(1− α)2
4
. (3.40)
Fu¨r den speziellen Wert α = 0 (d.h. β = 1
4
, γ = 1
2
) erha¨lt man das bekannte Newmark-
Schema, das fu¨r Probleme der Strukturdynamik in sehr vielen Fa¨llen eingesetzt wird.
Außerdem besitzen die HHT-α-Verfahren bei entsprechender Wahl des Parameters α die
Eigenschaft, hohe Frequenzen maximal und niedrige Frequenzen minimal zu da¨mpfen.
Auf nichtlineare Systeme der Form (3.35) lassen sich die Aussagen u¨ber die absolute Sta-
bilita¨t dieser Verfahren im allgemeinen nicht u¨bertragen. Im nichtlinearen Fall werden
Stabilita¨tskriterien ha¨ufig auf Energiebetrachtungen zuru¨ckgefu¨hrt [Kuh96]. Wir werden
in dieser Arbeit sowohl das klassische Newmark-Verfahren als auch die Hilber-Hughes-
Taylor-α-Methode einsetzen, um (insbesondere beim dritten Beispiel) die Da¨mpfungsei-
genschaften dieses Verfahrens auszunutzen.
In jedem Zeitschritt des HHT-α-Verfahrens muß ein nichtlineares Gleichungssystem der
Form (3.36) gelo¨st werden. Dazu wird im allgemeinen eine Newton-Raphson Iteration
eingesetzt, die die partiellen Ableitungen der nichtlinearen Terme in Ks(U) beno¨tigt. Die
nichtlinearen Ausdru¨cke in (3.36) ko¨nnen entweder als
Ks(Un+α) = (1− α)Ks(Un+1) + αKs(Un) (3.41)
oder alternativ als
Ks(Un+α) = Ks((1− α)Un+1 + αUn) (3.42)
bestimmt werden. Analog kann die rechte Seite des nichtlinearen Gleichungssystem (3.36)
durch den folgenden Ausdruck approximiert werden:
Fn+α = F ((1− α)tn+1 + αtn) ≈ (1− α)Fn+1 + αFn. (3.43)
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Das nichtlineare Gleichungssystem (3.36) wird entweder nach An+1 aufgelo¨st, wenn die
Ansa¨tze (3.37) und (3.38) in dieses System eingesetzt werden, oder es wird eine Lo¨sung fu¨r
Un+1 berechnet, indem man die Gleichungen (3.37) und (3.38) nach den Geschwindigkeiten
Wn+1 und den Beschleunigungen An+1 umformt und dann in (3.36) einsetzt.
In einer abstrakten Form kann das nichtlineare Gleichungssystem (3.36) als
S(Un+1,Wn+1) = Fn+1 (3.44)
geschrieben werden. Die Darstellung (3.44) wird daher gewa¨hlt, da bei der Wechselwirkung
von Fluid und Struktur die Verschiebungen und Geschwindigkeiten der Struktur beno¨tigt
werden. In der rechten Seite Fn+1 sind dabei alle Terme des Zeitschritt tn und die a¨ußeren
Kra¨fte Fn+1 enthalten. Die Newton-Raphson Iteration zur Lo¨sung dieses Systems la¨ßt sich
als Fixpunktiteration
(U
(k+1)
n+1 ,W
(k+1)
n+1 ) = G(Fn+1, U
(k)
n+1,W
(k)
n+1), k = 0, 1, 2, . . . (3.45)
formulieren.
3.4 Diskrete Form der Kopplungsbedingungen
Nachdem wir die Diskretisierung der Stro¨mungs- und Strukturgleichungen vorgestellt ha-
ben, wollen wir jetzt die diskreten Kopplungsbedingungen untersuchen. Die Kopplungs-
bedingungen auf dem Fluid-Struktur Interface Γ lauten fu¨r die raumdiskreten Geschwin-
digkeiten und Spannungstensoren fu¨r t ∈ [0, T ]:
V (t) = U˙(t) = W (t), σfh(t) · n = σsh(t) · n auf Γ. (3.46)
Hierbei bezeichnen σfh bzw. σ
s
h die im Raum diskretisierten Cauchyschen Spannungstenso-
ren des Fluides bzw. der Struktur. Nach der Zeitdiskretisierung der Fluid- und Struktur-
gleichungen ergeben sich die folgenden diskreten Kopplungsbedingungen auf dem Fluid-
Struktur Interface Γn+1 zur Zeit tn+1 = (n+ 1)∆t:
Vn+1 = Wn+1, σ
f
n+1 · n = σsn+1 · n auf Γn+1. (3.47)
Dabei sind σfn+1 und σ
s
n+1 die zeit- und raumdiskreten Spannungstensoren des Fluids und
der Struktur am Interface Γn+1 zur Zeit tn+1. Die diskreten Kopplungsbedingungen (3.46)
bzw. (3.47) werden aufgrund der Diskretisierung im Raum nur an lokalen Punkten und
nicht global auf dem Rand Γn+1 erfu¨llt. Wir werden in diesem Abschnitt diejenigen Proble-
me untersuchen, die aufgrund der unterschiedlichen ra¨umlichen Diskretisierung der Fluid-
und Strukturgleichungen und der Kopplung an einem gemeinsamen Interface auftreten.
Die Probleme der zeitlichen Diskretisierung werden im na¨chsten Kapitel ausfu¨hrlich be-
handelt, wenn die verschiedenen Kopplungsalgorithmen vorgestellt werden.
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Bei der Formulierung der kontinuierlichen Kopplungsbedingungen in Abschnitt 2.3 wurde
bereits erwa¨hnt, daß das Fluidproblem mit Dirichlet-Randbedingungen fu¨r die Geschwin-
digkeiten und das Strukturproblem mit Neumann-Randbedingungen fu¨r die Spannungen
berechnet wird. Daher wird der erste Teil der diskreten Kopplungsbedingungen (3.47)
den diskreten Fluidgleichungen (3.12) und (3.13) hinzugefu¨gt, wa¨hrend die zweiten Kopp-
lungsbedingungen in den Kraftvektor F auf der rechten Seite der diskreten Strukturglei-
chungen (3.35) eingehen.
Strukturgitter
Fluidnetz
Interface
Abbildung 3.1: Inkompatible Gitter am Fluid-Struktur-Interface
Einer der großen Vorteile der hier eingesetzten partitionierten Verfahren besteht darin,
daß separate Lo¨ser zur Berechnung der Teilprobleme und damit effiziente Diskretisierungs-
und Lo¨sungsverfahren fu¨r diese Probleme eingesetzt werden ko¨nnen. Auf der anderen Sei-
te treten dadurch auch zusa¨tzliche Schwierigkeiten auf, da die Lo¨ser fu¨r die Teilprobleme
im allgemeinen verschiedene Gitter generieren und unterschiedliche Finite Elemente oder
Finite Volumen Typen verwenden. Zum Beispiel wird das Fluidproblem oft auf struk-
turierten Gittern berechnet, wa¨hrend die Strukturprobleme ha¨ufig mit unstrukturierten
Netzen gelo¨st werden. Dieses fu¨hrt bei der Berechnung der Wechselwirkung von Fluid und
Struktur zu dem Problem, daß die Gitter am Fluid-Struktur Rand inkompatibel sind und
nicht zueinander passen (s. Abbildung 3.1). Daher mu¨ssen spezielle Techniken entwickelt
und untersucht werden, wie die raumdiskreten Kopplungs- bzw. Randbedingungen (3.47)
zu behandeln sind.
Als eine Fragestellung ergibt sich dabei, wie die Verschiebungen und Geschwindigkeiten
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in den Randknoten der Struktur auf die entsprechenden Knoten des Fluides am Rand
u¨bertragen werden ko¨nnen, um die Geometrie des Fluidgebietes bzw. das Fluidgitter zu
vera¨ndern und die kinematischen Randbedingungen fu¨r die Fluidgeschwindigkeiten zu
bestimmen. Im ersten Teilabschnitt werden verschiedene Lo¨sungsmo¨glichkeiten fu¨r dieses
Problem vorgestellt.
Ein weiteres Problem erha¨lt man, wenn die auf die Struktur wirkenden Fluidkra¨fte be-
rechnet werden sollen. Dazu mu¨ssen die Spannungen des Fluides am Interface, die in
den Knoten des Fluidgitters vorliegen, in entsprechende Spannungen in den Gaußknoten
des Strukturnetzes am Rand transformiert werden, so daß die Strukturgleichungen mit
Neumann-Randbedingungen fu¨r die Spannungen gelo¨st werden ko¨nnen. Diese Problema-
tik wird im zweiten Teilabschnitt untersucht.
In den folgenden Teilabschnitten wird die zeitliche Diskretisierung der Kopplungsbedin-
gungen (3.47) nicht beru¨cksichtigt und daher die Zeitindizes weggelassen. Es soll nur die
Problematik untersucht werden, die aufgrund der unterschiedlichen ra¨umlichen Diskreti-
sierung entsteht.
3.4.1 Transfer der Strukturdaten
Als erstes wollen wir uns dem Problem zuwenden, wie die Verschiebungen U , die in den
Strukturknoten am Rand der Struktur vorliegen, auf die entsprechenden Randknoten des
Fluidgitters transferiert werden ko¨nnen (s. Abbildung 3.1). Eine a¨hnliche Problematik
ergibt sich, wenn die Geschwindigkeiten W der Struktur am Rand als Randbedingungen
in die Fluidknoten am Rand aufgebracht werden sollen. Darauf werden wir am Ende dieses
Abschnittes kurz eingehen.
Die Verschiebungen U fj in den Randknoten des Fluidgitters werden durch den Ansatz
U fj =
is∑
i=1
djiU
s
i (3.48)
beschrieben, wobei U si die Verschiebungen in den Strukturknoten i am Rand der Struk-
tur sind. Fu¨r die Berechnung der Koeffizienten dji sind verschiedene Techniken entwickelt
worden, die unterschiedliche Gesichtspunkte beru¨cksichtigen. So kann man zwischen ei-
nem lokalen und einem globalen Ansatz unterscheiden. Bei der lokalen Variante werden
die Verschiebungen in den Randknoten des Fluidgitters nur mit Hilfe der Verschiebungen
in den Strukturknoten der direkt benachbarten Strukturelemente berechnet, bei dem glo-
balen Ansatz ha¨ngen sie von allen Randverschiebungen der Struktur ab. Wir werden hier
die wichtigsten Algorithmen vorstellen, die in den meisten Fa¨llen angewendet werden:
1. Konsistentes Interpolationsverfahren [CL97], [FLL98]:
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Sj
χj Ω
e
s
Strukturelement
Fluidelemente
Abbildung 3.2: Projektion eines Fluidgitterpunktes in das Strukturelement
Die einfachste Lo¨sung fu¨r den Transfer der Verschiebungen vom Strukturgitter auf
das Fluidnetz bieten zwei- bzw. dreidimensionale Interpolationsverfahren. Dazu
mu¨ssen jeweils die benachbarten Punkte des Strukturnetzes und des Fluidgitters
gesucht werden und daraufhin die Werte der Verschiebungen von den Strukturkno-
ten auf die Fluidknoten interpoliert werden. Dabei ko¨nnen allerdings relativ große
Fehler entstehen, da die Teilprobleme im allgemeinen unterschiedlich fein diskre-
tisiert sind. Außerdem existieren sowohl im Strukturlo¨ser als auch im Fluidlo¨ser
Interpolationsverfahren in den einzelnen Elementen, die hierbei nicht beru¨cksichtigt
werden.
Wir werden daher ein konsistentes Interpolationsverfahren vorstellen, das sich durch
seine Robustheit auszeichnet. Dieses Schema wird konsistent genannt, da es die
Finite Elemente Interpolation des Strukturlo¨sers verwendet. Es besteht aus den
folgenden Teilschritten (vgl. Abbildung 3.2):
(a) Zuerst wird der Punkt Sj des Fluidgitters, in dem die Verschiebung U
f
j berech-
net werden soll, in das am na¨chsten liegende Strukturelement Ωse projeziert.
(b) Als na¨chstes werden die natu¨rlichen Koordinaten χj von der Projektion in dem
Element Ωse bestimmt.
(c) Die Verschiebungen U fj werden dann mit Hilfe der Interpolation im Struktur-
element Ωse berechnet:
U fj =
ne∑
i=1
N si (χj)U
e
i .
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Hierbei sind N si die Formfunktionen und U
e
i die Knotenverschiebungen in dem
Element Ωse.
Bei dem konsistenten Interpolationsverfahren handelt es sich offensichtlich um ein
lokales Verfahren. Dieses Verfahren wird in sehr vielen Anwendungen (insbesonde-
re der Aeroelastik) eingesetzt und hat sich dort gut bewa¨hrt [FLL98]. Allerdings
ko¨nnen auch bei dieser Methode Fehler entstehen, wenn die Gitter unterschied-
lich fein sind und insbesondere adaptive Netze verwendet werden. In diesen Fa¨llen
muß das Interpolationsverfahren an die Adaptivita¨t der Verfahren angepasst werden
[CL97].
2. Mortar-Element Techniken [FLL98], [LM97]:
Als eine Alternative zu dem konsistenten Interpolationsverfahren kann eine Mortar-
Element Methode gewa¨hlt werden, bei der die Gleichheit der Fluid- und Struktur-
verschiebungen am Rand durch die Methode der gewichteten Residuen erfu¨llt wird.
Dazu werden die geometrischen Kopplungsbedingungen mit einer Ansatzfunktion λ
gewichtet und u¨ber den Rand Γ integriert:∫
Γ
λ · (us − uf ) ds = 0. (3.49)
λ wird dabei als Lagrange-Multiplikator bezeichnet. Die gewichtete Residuenme-
thode wird in diesem Zusammenhang Mortar-Element Methode genannt, wenn die
Ansatzfunktion λ als die Spur des Finite Elemente Ansatzraumes von us bzw. uf auf
Γ gewa¨hlt werden. Wenn fu¨r λ die Finite Elemente Ansatzfunktionen des Fluides
verwendet werden, dann fu¨hrt dieses zu dem folgenden linearen Gleichungssystem
fu¨r die diskreten Verschiebungen Uf :
AfUf = AsUs. (3.50)
Dabei ist Af eine quadratische nicht-singula¨re Matrix und As im allgemeinen eine
nicht quadratische Matrix, da es am Interface unterschiedlich viele Struktur- und
Fluidknoten gibt. Us bezeichnet die Verschiebungen in den Randknoten der Struk-
tur. In diesem Fall kann Uf symbolisch durch
Uf = A
−1
f AsUs (3.51)
berechnet werden, so daß man wieder eine Repra¨sentation wie in (3.48) erha¨lt. Hier-
bei handelt es sich um einen globalen Ansatz, da die Verschiebungen Uf aufgrund
der vollbesetzten Matrix A−1f von allen Verschiebungen Us abha¨ngt.
Die Mortar-Element Methode besitzt gegenu¨ber dem konsistenten Interpolations-
schema den Vorteil, daß sie im mathematischen Sinne optimal ist [FLL98], [LM97].
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So kann – bei der Verwendung von Mortar-Element Techniken fu¨r Gebietszerle-
gungsverfahren – gezeigt werden, daß der globale Diskretisierungsfehler des gekop-
pelten Problems nicht schlechter wird als der lokale Diskretisierungsfehler in den
Teilproblemen [LM97]. Diese Aussage gilt fu¨r Gebietszerlegungsverfahren, bei denen
auf den verschiedenen Teilgebieten das gleiche Problem (evtl. mit unterschiedlichen
Diskretisierungstechniken) gelo¨st wird. Fu¨r Probleme der Fluid-Struktur Interak-
tion existieren bisher keine Ergebnisse fu¨r diese Approximationseigenschaft. Ein
Nachteil der Mortar-Element Methode ist allerdings, daß in jedem Zeitschritt ein
lineares Gleichungssystem zu lo¨sen ist. Dieses Gleichungssystem hat die Gro¨ßen-
ordnung der Anzahl der Fluidknoten am Rand der Struktur. Da das Fluidgitter
am Fluid-Struktur Interface meistens sehr fein ist, bedeutet dieses einen erho¨hten
numerischen Aufwand in jedem Zeitschritt.
In dieser Arbeit werden die konsistenten Interpolationsverfahren zur Transformation der
Strukturdaten auf das Fluidgitter eingesetzt. Dieses begru¨ndet sich zum einen durch die
Robustheit dieser Verfahren [FLL98] und zum anderen dadurch, daß in dem verwende-
ten Kopplungsinterface (GRISSLi, vgl. Kapitel 5) diese Interpolationsverfahren bereits
implementiert sind.
Fu¨r den Transfer der Strukturgeschwindigkeiten am Rand ko¨nnen a¨hnliche Techniken wie
fu¨r die Strukturverschiebungen verwendet werden. Die Geschwindigkeiten Wn+1 in den
Strukturknoten mu¨ssen dazu in Geschwindigkeiten in den Fluidknoten am Rand trans-
formiert werden, damit die kinematischen Randbedingungen fu¨r die Geschwindigkeiten
bestimmt werden ko¨nnen. Alternativ ko¨nnen auch die Verschiebungen U fn+1 in den Rand-
knoten des Fluidnetzes verwendet werden, um die Randgeschwindigkeiten zu berechnen:
Vn+1 =
U fn+1 − U fn
∆t
auf Γn+1. (3.52)
Wir verwenden in unseren Anwendungsbeispielen ebenfalls diese Methode zur Berechnung
der Geschwindigkeiten am Rand.
3.4.2 Transfer der Fluidlasten
Fu¨r den Transfer der Fluidkra¨fte, die auf die Struktur wirken, werden a¨hnliche Techniken
wie beim Geometrietransfer eingesetzt. Die Inkompatibilita¨t der Fluid- und Strukturgitter
am Interface muß dabei wieder beachtet werden. Außerdem kann man – wie beim Geome-
trietransfer – zwischen einem lokalen und einem globalen Ansatz unterscheiden. Bei dem
Lasttransfer mu¨ssen die Spannungen des Fluides, die in den Fluidknoten am Rand vorlie-
gen, in die Randknoten des Strukturnetzes transformiert werden. Wir gehen hier davon
aus, daß das Strukturproblem im Raum durch Finite Elemente Methoden gelo¨st wird,
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das Fluidproblem kann alternativ mit Finiten Volumen oder Finiten Elementen berech-
net werden. Man kann zwischen verschiedenen Techniken fu¨r den Transfer der Fluidkra¨fte
auswa¨hlen:
1. Konsistente Interpolationsverfahren [FLL98], [MF95]:
Wie auch bei dem Transfer der Geometriedaten sind Interpolationsverfahren die
einfachsten Methoden fu¨r den Lasttransfer. Dabei muß allerdings beachtet werden,
daß die Gitter am Fluid-Struktur Interface unterschiedlich fein sein ko¨nnen. Da-
durch ko¨nnen bei einfachen Interpolationsverfahren große Fehler entstehen [CL97].
Wir werden hier daher ein konsistentes Interpolationsverfahren vorstellen, das die
Interpolation des Fluidlo¨sers verwendet und deshalb als konsistent bezeichnet wird.
Die Knotenkra¨fte f ei in dem Knoten i des Strukturelements Ω
s
e werden durch
f ei =
∫
Ωes
N si · (σfh · n) dx (3.53)
berechnet, wobei n die a¨ußere Normale zu Ωse, N
s
i die Finite Elemente Formfunktion
zu dem Knoten i des Elements und σfh der diskrete Spannungstensor des Fluides
ist. Im allgemeinen wird das Integral (3.53) durch eine Gaußsche Quadraturformel
approximiert:
f ei ≈
ng∑
g=1
wgN
s
i (ξg)σ
f
h(ξg) · n. (3.54)
Hierbei sind wg die Gewichte und ξg die Gaußpunkte der Gaußschen Quadratur-
formel. Die Gaußquadratur, die zur Berechnung von (3.54) verwendet wird, kann
sich dabei von der numerischen Integrationsmethode, die fu¨r die Berechnung der
lokalen Steifigkeitsmatrix im Strukturelement eingesetzt wird, unterscheiden. In der
Approximation (3.54) werden zum einen die a¨ußere Normale n zum Fluid-Struktur
Interface und zum anderen die Werte des Spannungstensors σfh in den Gaußpunkten
ξg des Strukturelementes Ω
s
e beno¨tigt.
Bei der Wahl der a¨ußeren Normalen kann man zwischen dem Normalenvektor zu
den Fluidelementen, den Strukturelementen oder zu dem physikalischen (realen)
Fluid-Struktur Interface Γ wa¨hlen. In fast allen Fa¨llen wird die Normale zu den
Strukturelementen verwendet, da dieses bei der Berechnung der Strukturkra¨fte als
eine natu¨rliche Wahl erscheint.
Die Auswertung des Spannungstensors σfh in den Gaußpunkten ξg des Strukturele-
ments erfolgt dadurch, daß die Gaußpunkte ξg ∈ Ωse in das entsprechende Fluid-
Element Ωfe am Rand projiziert werden. Dort ko¨nnen die Spannungen des Fluides
in den Gaußpunkten durch die Interpolationsmethode des Fluides berechnet wer-
den, wie in Abbildung 3.3 angedeutet wird. Dabei mu¨ssen zu jedem Gaußpunkt
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die entsprechenden Fluidknoten gesucht werden, von denen die Druckwerte auf den
Gaußpunkt interpoliert werden. Am Fluid-Struktur Interface wird also mit drei ver-
schiedenen Gittern gearbeitet: einem Gitter mit den Fluidknoten, einem Gitter mit
den Gaußpunkten und einem Gitter mit den Strukturknoten am Rand (vgl. Abbil-
dung 3.3).
Fluidknoten
Strukturknoten
Gaußpunkte
Abbildung 3.3: Verschiedene Gitter am Rand der Struktur
Fu¨r die Energie- und Impulserhaltung im System ist es notwendig, daß die Arbeiten
der Fluid- und Strukturkra¨fte, die auf dem Interface Γ berechnet werden, gleich
groß sind. Aufgrund der inkompatiblen Gitter am Fluid-Struktur Interface und der
Verwendung von unterschiedlichen Diskretisierungstechniken erfu¨llen die meisten In-
terpolationstechniken diese Eigenschaft nicht, sie sind also nicht konservativ. Dieses
ist insbesondere dann oft der Fall, wenn die Gitter am Interface unterschiedlich fein
sind [CL97]. Trotzdem werden diese Algorithmen aufgrund ihrer Robustheit ha¨ufig
eingesetzt, und es ist fu¨r zahlreiche aeroelastische Beispiele gezeigt worden [FLL98],
[FLS97], daß das beschriebene konsistente Interpolationsverfahren gut funktioniert.
Bei diesem Verfahren handelt es sich um einen lokalen Ansatz zur Bestimmung der
Fluidlasten, da nur benachbarte Fluidelemente verwendet werden. Im folgenden soll
eine globale Variante vorgestellt werden.
2. Konservativer Projektionsalgorithmus (Mortar-Element Methode, [CL97]):
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Bei dieser Methode ist das Hauptziel die Erhaltung der Lasten, die am Fluid-
Struktur Interface Γ wirken: ∫
Γ
σsh · n ds =
∫
Γ
σfh · n ds. (3.55)
Dafu¨r wird die Methode der gewichteten Residuen mit den Lagrange-Multiplikatoren
λ verwendet: ∫
Γ
λ · (τ sh − τ fh ) ds = 0. (3.56)
In (3.56) bezeichnen τ sh = σ
s
h · n bzw. τ fh = σfh · n die raumdiskreten Spannungs-
vektoren der Struktur bzw. des Fluides am Interface Γ. Im allgemeinen werden die
Spannungsvektoren im Fluid und in der Struktur durch unterschiedliche Formfunk-
tionen Lfj und L
s
k approximiert, wie es in den vorhergehenden Abschnitten auch
beschrieben wurde:
τ fh =
∑
j
Lfj τ
f
j , τ
s
h =
∑
k
Lskτ
s
k . (3.57)
Hierbei sind τ fj bzw. τ
s
k die Knotenwerte der Spannungsvektoren in den entsprechen-
den Elementen. Wenn die Formfunktionen Lsi als Wichtungsfunktionen λi gewa¨hlt
werden, dann erha¨lt man wieder eine Mortar-Element Methode, und fu¨r jeden Last-
transfer ist das lineare Gleichungssystem
Mγτ sh = f
γ (3.58)
mit der Massenmatrix
Mγik =
∫
Γ
LsiL
s
k ds, (3.59)
die mit den Ansatzfunktionen der Struktur fu¨r die Spannungen – eingeschra¨nkt auf
den Rand Γ – berechnet wird, und der rechten Seite fγ mit
fγi =
∫
Γ
Lsi
∑
j
Lfj τ
f
j ds (3.60)
zu lo¨sen. Dabei besteht noch das Problem, das Integral (3.60) zu berechnen. Dieses
kann analog zu der konsistenten Interpolationsmethode fu¨r den Geometrietransfer
mit einer Gaußschen Quadraturformel erfolgen. Diese Approximation erfu¨llt auf-
grund des Ansatzes das Gleichgewicht der Kra¨fte in (3.55) [CL97].
3. Ein weiteres konservatives Verfahren ist in [FLL98] entwickelt worden. In diesem
Ansatz wird die virtuelle Arbeit der Fluidkra¨fte, die auf Γ verrichtet wird, mit der
virtuellen Arbeit der Finite Elemente Strukturkra¨fte auf Γ verglichen. Dieses re-
sultiert in einem Ausdruck fu¨r die Knotenkra¨fte fi der Struktur, der nur von der
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Diskretisierungsmethode in dem Fluidlo¨ser und der Approximation der Fluidober-
fla¨che mit Hilfe der Strukturverschiebungen (wie bei der Behandlung des Geometrie-
transfers beschrieben) abha¨ngt. Der Vorteil dieser Methode besteht darin, daß man
nicht in jedem Zeitschritt ein lineares Gleichungssystem lo¨sen muß. Dafu¨r mu¨ssen
allerdings wieder die Interpolationstechniken, die im ersten Teilpunkt vorgestellt
wurden, angewendet werden.
Wir haben bei unseren Anwendungen die konsistente Interpolationsmethode verwendet,
wobei die Aufgabe der richtigen Zuordnung der Knoten zueinander (
”
Matching of the
Grids“) und die Interpolation der Gro¨ßen des einen Gitters auf das andere von dem Kopp-
lungsinterface GRISSLi u¨bernommen wird. In unseren Beispielen werden die Fluid- und
Strukturgitter etwa gleich fein diskretisiert, so daß die konsistente Interpolationsmethode
vernu¨nftige Ergebnisse liefert. Der Einsatz von konservativen Verfahren ist meistens nur
dann notwendig, wenn die Gitter im Fluid und in der Struktur unterschiedlich fein diskre-
tisiert sind (z.B. bei adaptiven Verfahren) oder in der Stro¨mung Drucksto¨ße vorhanden
sind, die durch den Lasttransfer nicht korrekt auf die Struktur u¨bertragen werden [CL97].
3.5 Das gesamte diskrete Problem
In den vorhergehenden Abschnitten wurden die partiellen Differentialgleichungen, die
die Fluid- und Strukturdynamik beschreiben, ra¨umlich und zeitlich diskretisiert und
die Lo¨sung der diskreten Teilprobleme beschrieben. Außerdem wurde die diskrete Form
der Kopplungsbedingungen formuliert und die Probleme untersucht, die durch die un-
terschiedlichen ra¨umlichen Diskretisierungsverfahren der Teilprobleme entstehen ko¨nnen.
In diesem Abschnitt soll das gesamte diskrete gekoppelte Problem, das die Wechselwir-
kung von Fluid und Struktur beschreibt, noch einmal kompakt vorgestellt werden. Da-
zu werden wir zum einen die Systeme von differential-algebraischen Gleichungen, die die
Fluiddynamik, die Bewegung des Fluidnetzes, die Strukturdynamik und die algebraischen
Kopplungsbedingungen beschreiben, zusammenfassen. Zum anderen werden die diskreten
Teilprobleme und die vorhandenen (iterativen) Lo¨ser fu¨r die diskreten Teilprobleme in
einer abstrakten Form dargestellt, so daß auf dieser Grundlage die Kopplungsalgorithmen
formuliert werden ko¨nnen.
Die Formulierung der Fluid-Struktur Interaktionsprobleme kann entweder als Zweifeld-
problem oder als Dreifeldproblem erfolgen, bei dem die Bewegung des Fluidnetzes als
drittes Teilproblem betrachtet wird. Wir wa¨hlen hier die erste Darstellung und integrie-
ren die Netzbewegung in den Fluidlo¨ser, so daß in diesem die gesamte Dynamik des
Fluidproblems berechnet wird. Die Kopplungsterme der Struktur (Verschiebungen und
Geschwindigkeiten) sind daher implizit durch die Netzbewegung und aufgrund der kine-
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matischen Kopplungsbedingungen in den Fluidgleichungen enthalten, die Kopplungsterme
des Fluides gehen explizit in die rechte Seite der Strukturgleichungen ein.
Die Dynamik des Fluidproblems wird zusammen mit der Bewegung des Fluidnetzes durch
das folgende System von differential-algebraischen Gleichungen beschrieben:
Mf V˙ +Nf (V − X˙)V +BfP +KfV = G+Dfτ (3.61)
BtfV = 0 (3.62)
K˜X = D˜U (3.63)
TfV = TsU˙ . (3.64)
Hierbei sind Tf und Ts die Transfermatrizen, die die Geschwindigkeiten auf dem Inter-
face Γ berechnen, und Df und Ds die Transfermatrizen, die die Randspannungen τ am
Interface bestimmen. Die Fluiddynamik la¨ßt sich also als ein System von Differentialglei-
chungen mit algebraischen Nebenbedingungen, in denen die kinematischen Kopplungs-
bedingungen integriert sind, formulieren. Die Randspannungen τ treten bei dieser For-
mulierung auch in den Fluidgleichungen als a¨ußere Kra¨fte auf. Bei der Berechnung mit
partitionierten Verfahren werden die dynamischen Kopplungsbedingungen allerdings nur
der Struktur zugeordnet.
Analog erha¨lt man fu¨r das Strukturproblem das System
MsU¨ + CsU˙ +Ks(U) = F +Dsτ, (3.65)
in der sich die rechte Seite aus den a¨ußeren Strukturkra¨ften F und den Fluidkra¨ften,
die hier durch Dsτ gekennzeichnet werden, zusammensetzt. Die jeweiligen Anfangs- und
Randbedingungen fu¨r die Teilprobleme werden zur Vereinfachung weggelassen.
Als na¨chstes sollen die diskreten Teilprobleme, die nach der zeitlichen Diskretisierung
der Differential-Algebraischen Systeme entstehen, in einer abstrakten Formulierung dar-
gestellt werden. Im Zeitschritt tn+1 mu¨ssen die diskreten Fluidgleichungen
N(Vn+1, Pn+1, Un+1,Wn+1) = 0 (3.66)
in dem Fluidgebiet Ωn+1 zur Zeit tn+1 und die diskreten Strukturgleichungen
S(Un+1,Wn+1) = Fn+1 +Dsτn+1 (3.67)
im Strukturgebiet Ωs gelo¨st werden. In den Gleichungen (3.66) und (3.67) werden dabei
nur die Variablen zum Zeitpunkt tn+1 explizit aufgefu¨hrt, alle anderen Gro¨ßen (a¨ußere
Kra¨fte und Lasten, Werte der Lo¨sungsvariablen aus dem vorhergehenden Zeitschritt tn,
etc.) werden als bekannt vorausgesetzt und sind implizit in diesen Gleichungen enthalten.
In den Fluidgleichungen (3.66) ist der direkte Einfluß der Verschiebungen Un+1 und der
Geschwindigkeiten Wn+1 der Struktur am Interface zum Zeitlevel tn+1 zu erkennen. Das
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diskrete Fluidproblem (3.66) besteht sowohl aus den diskreten Navier-Stokes Gleichungen
als auch aus den Gleichungen fu¨r die Netzbewegung. Die Netzbewegung ha¨ngt dabei von
den Verschiebungen Un+1 ab, so daß die Variablen Xn+1 und X˙n+1 nicht mehr explizit
auftreten. Die Wirkung der Fluidkra¨fte auf die Struktur ist auf der rechten Seite von (3.67)
als Dsτn+1 zu finden. Es wird hier also eine vollkommen implizite Formulierung verwendet,
die bei der iterativen Lo¨sung durch entsprechende Kopplungsalgorithmen beru¨cksichtigt
werden muß.
Im folgenden setzen wir voraus, daß wir fu¨r jedes der Teilprobleme (3.66) und (3.67) einen
Lo¨ser zur Verfu¨gung haben. Weiter gehen wir davon aus, daß die Lo¨ser fu¨r die Teilprobleme
iterativ sind und wir die Iterationen als Fixpunktgleichungen schreiben ko¨nnen. (Wenn
einer der Lo¨ser direkt ist, so kann er als ein sehr effizienter iterativer Lo¨ser angesehen
werden, der nur eine Iteration bis zur Konvergenz beno¨tigt.) Fu¨r die Fluidgleichungen
(3.66) erha¨lt man
(V
(k+1)
n+1 , P
(k+1)
n+1 ) = F (V
(k)
n+1, P
(k)
n+1, U˜n+1, W˜n+1), k = 0, 1, 2, . . . (3.68)
und fu¨r die Strukturgleichungen (3.67)
(U
(k+1)
n+1 ,W
(k+1)
n+1 ) = G(V˜n+1, P˜n+1, U
(k)
n+1,W
(k)
n+1), k = 0, 1, 2, . . . , (3.69)
wobei k der Iterationsindex ist. Die Variablen des jeweiligen anderen Problems nehmen
nicht an der Iteration teil und sind deshalb mit einer Tilde gekennzeichnet. Sie werden
wa¨hrend der Iteration als konstant festgehalten.
Mit Hilfe der iterativen Lo¨ser (3.68) und (3.69) sollen jetzt die stark gekoppelten Glei-
chungen (3.66) und (3.67) gelo¨st werden. Dazu werden im na¨chsten Kapitel Kopplungs-
algorithmen entwickelt und auf ihre Eigenschaften untersucht.
Kapitel 4
Kopplungsalgorithmen fu¨r
partitionierte Verfahren
In diesem Kapitel werden verschiedene Kopplungsalgorithmen zur Lo¨sung des stark ge-
koppelten Problems der Fluid-Struktur Interaktion vorgestellt und auf ihre Eigenschaften
untersucht. Da wir in dieser Arbeit partitionierte Verfahren und damit verschiedene Lo¨ser
fu¨r die Teilprobleme einsetzen wollen, mu¨ssen Algorithmen entwickelt werden, wie diese
Lo¨ser miteinander gekoppelt werden. Im allgemeinen unterscheidet man dabei zwischen
schwach gekoppelten Lo¨sungsverfahren, die ha¨ufig auch als gestaffelte Verfahren (
”
Stagge-
red Methods“, [FL00]) bezeichnet werden, und stark gekoppelten Algorithmen, bei denen
es sich meistens um iterative Verfahren handelt (daher auch oft die Bezeichnung
”
Ite-
rative Staggered Methods“, [MS00]). Die stark gekoppelten Lo¨sungsverfahren fu¨hren auf
die gleiche Lo¨sung wie die monolithischen Verfahren [Blo98], bei denen das gekoppelte
Problem als ein Gesamtsystem betrachtet und gelo¨st wird.
Die gestaffelten Verfahren heißen schwach gekoppelt, weil bei ihnen nur jeweils ein Infor-
mationsaustausch in jede Richtung und in jedem Zeitschritt stattfindet und das Fluid-
bzw. Strukturproblem nur einmal pro Zeitschritt gelo¨st wird. Dieser Informationsaus-
tausch kann dabei am Anfang des Zeitschrittes stattfinden, so daß die Teilprobleme an-
schließend parallel berechnet werden ko¨nnen, oder es kann erst die Lo¨sung eines Teilpro-
blems mit den Kopplungsgro¨ßen aus dem letzten Zeitschritt und danach die Lo¨sung des
anderen Teilproblems mit den Kopplungsvariablen aus dem aktuellen Zeitschritt berech-
net werden. Bei dem zweiten Ansatz handelt es sich offensichtlich um einen sequentiellen
Algorithmus, der in den meisten Fa¨llen im Vergleich zur Referenzlo¨sung genauere Ergeb-
nisse als der erste Ansatz liefert, da zumindestens fu¨r das eine Teilproblem die aktuellen
Kopplungsgro¨ßen verwendet werden. Wir werden die wichtigsten gestaffelten Verfahren im
ersten Abschnitt vorstellen und auf verschiedene Varianten bzw. Verbesserungsmo¨glich-
keiten dieser Algorithmen genauer eingehen.
Fu¨r die schwach gekoppelten Lo¨sungsverfahren ist aufgrund der Zeitversetzung relativ ein-
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fach zu erkennnen, daß die Kopplungsbedingungen im aktuellen Zeitschritt nicht erfu¨llt
werden. Daher mu¨ssen aus Stabilita¨ts- und Genauigkeitsgru¨nden fu¨r diese Verfahren re-
lativ kleine Zeitschritte gewa¨hlt werden [MMV98b]. Die gestaffelten Verfahren ko¨nnen
auch als explizite Verfahren angesehen werden, da in jedem Zeitschritt das Fluid- und
das Strukturproblem nur einmal berechnet werden. Um gro¨ßere Zeitschrittweiten verwen-
den zu ko¨nnen, mu¨ssen implizite Kopplungsalgorithmen eingesetzt werden, die auch als
stark gekoppelte Lo¨sungsverfahren bezeichnet werden. Bei diesen Verfahren werden die
Kopplungsbedingungen in jedem Zeitschritt dadurch erfu¨llt, daß die Lo¨ser fu¨r die Teil-
probleme iterativ miteinander verknu¨pft werden. Der Vorteil dieser Verfahren besteht
darin, daß sie ein gro¨ßeres Stabilita¨tsgebiet als die gestaffelten Verfahren besitzen und
daher gro¨ßere Zeitschritte erlauben. Als ein Nachteil ergibt sich der erho¨hte numerische
Aufwand in jedem Zeitschritt. Im zweiten Abschnitt werden einfache Mo¨glichkeiten fu¨r
die iterative Lo¨sung mit einem stark gekoppelten Verfahren aufgezeigt. Dabei handelt
es sich im wesentlichen um Block-Gauß-Seidel Verfahren, die in vielen Fa¨llen eine große
Anzahl an Iterationen erfordern. Daher werden effizientere iterative Verfahren beno¨tigt.
Wir werden im dritten Abschnitt als Alternative ein neues Iterationsverfahren vorstellen,
das auf Block-Newton Verfahren aufbaut. Dabei handelt es sich um ein approximatives
Block-Newton Verfahren, bei dem die Ableitungen durch die iterativen Lo¨ser approximiert
werden.
Wir werden die Kopplungsalgorithmen in diesem Kapitel auf ein eindimensionales Modell-
beispiel [Pip94] anwenden, um dadurch die Eigenschaften dieser Algorithmen zu veran-
schaulichen. Eine detaillierte Beschreibung des eindimensionalen Modellbeispiels befindet
sich in Anhang A. Dieses Modellbeispiel wird in vielen Fa¨llen dazu verwendet, neu ent-
wickelte Kopplungsalgorithmen numerisch zu untersuchen [PFL95], [Blo98]. Daher wird
es hier auch als ein erstes Anwendungsbeispiel fu¨r die approximativen Block-Newton Ver-
fahren eingesetzt.
4.1 Schwach gekoppelte Algorithmen
Die schwach gekoppelten Algorithmen lassen sich in zwei Gruppen einteilen: in die se-
quentiellen und die parallelen Verfahren. Die erste Gruppe, die sequentiellen Algorith-
men, werden in der Literatur ha¨ufig auch als gestaffelte Verfahren (
”
Staggered Methods“)
bezeichnet. Den Grund fu¨r diese Bezeichnung kann man in der Abbildung 4.1 erkennen.
Wir werden im folgenden als erstes auf die sequentiellen gestaffelten Verfahren und deren
Eigenschaften genauer eingehen, bevor die parallelen Kopplungsalgorithmen besprochen
werden.
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4.1.1 Gestaffelte Verfahren
Wir wollen als erstes das einfachste gestaffelte Verfahren zur Berechnung der Wechselwir-
kung von Fluid und Struktur mit partitionierten Verfahren vorstellen, das in der Literatur
auch ha¨ufig unter der Bezeichnung konventionelles Verfahren zu finden ist [Far97]. Dazu
setzen wir voraus, daß die Geschwindigkeiten Vn und Druckwerte Pn des Fluides und die
Verschiebungen Un und Geschwindigkeiten Wn der Struktur zum Zeitpunkt tn bekannt
sind. Das konventionelle gestaffelte Verfahren fu¨r den Zeitschritt n+ 1 besteht dann aus
den folgenden Schritten:
1. Aktualisiere das Interface Γn+1 und das Fluidgitter zum Zeitpunkt tn+1 entsprechend
den Verschiebungen Un. Dazu wird der im letzten Kapitel beschriebene pseudo-
stationa¨re Netzbewegungsalgorithmus eingesetzt. Die Gittergeschwindigkeiten X˙n+1,
die in der ALE-Formulierung des Fluides beno¨tigt werden, werden gema¨ß dem geo-
metrischen Erhaltungsgesetz ermittelt.
2. Berechne die neuen Stro¨mungsgeschwindigkeiten Vn+1 und die Druckwerte Pn+1 mit
den kinematischen Randbedingungen Vn+1 = Wn auf dem Interface Γn+1. Fu¨r die
Bestimmung der Randgeschwindigkeiten in den Fluidknoten werden die im vorher-
gehenden Kapitel beschriebenen Algorithmen verwendet.
3. Bestimme die Strukturlast Fn+1 aus den Werten des Spannungstensors σ
f
n+1 in den
entsprechenden Gaußpunkten der Strukturelemente. Hierzu werden die Transfer-
techniken aus dem letzten Kapitel herangezogen.
4. Berechne die Strukturverschiebungen Un+1 und die Strukturgeschwindigkeiten Wn+1
aufgrund dieser Last.
Die einzelnen Schritte dieses gestaffelten Verfahrens werden in der Abbildung 4.1 darge-
stellt. Mit Fn werden die Variablen des Fluides und mit Sn die Gro¨ßen der Struktur zum
Zeitpunkt tn bezeichnet. Dabei werden die Schritte 1. bis 4. in einem in sich geschlossenen
Algorithmus abgebildet, die dem Datenfluß entsprechen. Die Zeitabha¨ngigkeit der Kopp-
lungsgro¨ßen sieht anders aus, da die Fluidvariablen Fn+1 mit den Kopplungsvariablen Sn
aus dem Zeitschritt vorher berechnet werden. Es existieren in der Literatur daher auch
andere Darstellungsformen der gestaffelten Verfahren, die die wirkliche Zeitabha¨ngigkei-
ten in den jeweiligen Schritten zeigen. Diese Darstellungsweise wird in der Abbildung 4.2
gezeigt. Wir werden in dieser Arbeit die erste Darstellungsform verwenden, in der der
algorithmische Aspekt sta¨rker betont wird.
Das konventionelle gestaffelte Verfahren la¨ßt sich mit Hilfe der iterativen Lo¨ser fu¨r die Teil-
probleme, die im letzten Abschnitt vorgestellt wurden, abstrakt wie in Abbildung 4.3 dar-
gestellt formulieren. Dabei wird in den beiden Lo¨sungsschritten bis zu einer Konvergenz
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Abbildung 4.1: Konventionelles gestaffeltes Verfahren (Datenfluß)
Fn+1 Fn+2Fn
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Abbildung 4.2: Zeitabha¨ngigkeiten bei gestaffelten Verfahren
der Teilprobleme iteriert, um die Kopplungsgro¨ßen mo¨glichst genau zu approximieren.
Das einfache gestaffelte Verfahren kann daher als ein Schritt in einer Block-Gauß-Seidel
Iteration betrachtet werden.
Es ist offensichtlich, daß bei den gestaffelten Verfahren die Kopplungsbedingungen auf
dem Interface Γn+1 zur Zeit tn+1 nicht erfu¨llt sind. So kann man feststellen, daß zum
einen die Position Γn+1 des Interfaces nicht mit den Verschiebungen Un+1 u¨bereinstimmt
und zum anderen die kinematischen Kopplungsbedingungen Vn+1 = Wn+1 nicht erfu¨llt
sind. Die dynamischen Kopplungsbedingungen σfn+1 · n = σsn+1 · n auf dem Interface Γn+1
gelten zwar aufgrund der Konstruktion des Verfahrens, allerdings werden die Fluidkra¨fte
nicht in der Konfiguration Ωn+1, die zu den Verschiebungen Un+1 geho¨rt, berechnet. Diese
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1. Lo¨se die Fluidgleichungen durch die Iteration
(V
(k+1)
n+1 , P
(k+1)
n+1 ) = F (V
(k)
n+1, P
(k)
n+1, Un,Wn), k = 0, 1, 2, . . .
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Abbildung 4.3: Abstrakte Form des konventionellen gestaffelten Verfahrens
Reihenfolge der Staffelung der Teilprobleme fu¨hrt also auf ein raumdiskontinuierliches
Verfahren [FL00], da die Position des Interfaces Γn+1 nicht mit den Verschiebungen Un+1
u¨bereinstimmt und damit die kinematischen Kopplungsbedingungen nicht gelten.
Eine andere Mo¨glichkeit fu¨r die Staffelung der Teillo¨ser besteht darin, die Reihenfolge
bei der Berechnung der Teilprobleme zu a¨ndern: So kann als erstes die Struktur mit den
Fluidkra¨ften aus dem letzten Zeitschritt und anschließend das Fluid auf dem aktualisier-
ten Fluidgebiet Ωn+1 mit den Randbedingungen Vn+1 = Wn+1 berechnet werden. Dadurch
erha¨lt man ein raumkontinuierliches Verfahren, das zwar die kinematischen Kopplungsbe-
dingungen (Verschiebungen und Geschwindigkeiten am Interface stimmen zum Zeitpunkt
tn+1 u¨berein), aber nicht die dynamischen Kopplungsbedingungen (Gleichgewicht der
Kra¨fte am Interface) erfu¨llt. Aufgrund dieses Kra¨fteungleichgewichts wird diese Variante
nur sehr selten eingesetzt. Insbesondere besitzt diese Variante ein kleineres Stabilita¨ts-
gebiet [Pip97], [Pip94]. Dieses Pha¨nomen wird in dem Analyseabschnitt u¨ber die stark
gekoppelten Lo¨sungsverfahren (Block-Gauß-Seidel Iteration) eingehender untersucht.
Fu¨r das konventionelle gestaffelte Verfahren kann durch eine Taylor-Entwicklung der dis-
kreten Fluid- und Strukturgleichungen (3.66) und (3.67) um den Zeitpunkt tn gezeigt
werden, daß es in der Zeit nur von erster Ordnung genau ist, obwohl fu¨r die Teilprobleme
Zeitschrittverfahren von zweiter Ordnung verwendet werden. Dieses liegt im wesentlichen
an dem Zeitversatz bei der Beru¨cksichtigung der Kopplungsbedingungen (Verwendung der
Strukturgro¨ßen aus dem vorhergehenden Zeitschritt). Aus Genauigkeitsgru¨nden mu¨ssen
daher die Teilprobleme nicht bis zur vollen Konvergenz iteriert werden, sondern es wu¨rden
jeweils einige Iterationen der Teillo¨ser ausreichen. Außerdem sind die gestaffelten Verfah-
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Abbildung 4.4: Instabilita¨t des gestaffelten Verfahrens
ren nicht absolut stabil, auch wenn die Zeitintegrationsverfahren, die in den Teillo¨sern
eingesetzt werden, absolut stabil sind. Das Ziel sollte jedoch sein, ein gesamtes numeri-
sches Verfahren mit mo¨glichst hoher Genauigkeitsordnung und großem Stabilita¨tsgebiet
zu erhalten. Die Untersuchung der Stabilita¨t von gestaffelten bzw. partitionierten Ver-
fahren ist ein sehr komplexes Problem, das bis jetzt noch nicht vollsta¨ndig gelo¨st ist. Es
existieren zwar einige Aussagen zur Stabilita¨t der gestaffelten Verfahren [PF83], [PF84],
[ZC89]), [PFL95], allerdings beziehen sich diese Aussagen meistens auf stark vereinfachte
Modellprobleme, die die volle Komplexita¨t der hier betrachteten Fluid-Struktur Interak-
tionsprobleme nicht enthalten. Daher ko¨nnen diese Aussagen nicht ohne weiteres auf die
stark gekoppelten Probleme der Fluid-Struktur Wechselwirkung u¨bertragen werden, die
wir in dieser Arbeit untersuchen.
Die Lo¨sung des eindimensionalen Modellbeispiels mit dem konventionellen gestaffelten
Verfahren wird in der Abbildung 4.4 dargestellt. Anhand dieses Beispiels kann man auch
erkennen, daß die gestaffelten Verfahren nicht absolut stabil sind. Dazu wird eine große
Schrittweite ∆t = 8 ∗ CFL gewa¨hlt, fu¨r die die Lo¨sung instabil wird. Dieses Pha¨no-
men wird in Abbildung 4.4 gezeigt. Daher mu¨ssen bei der Verwendung von großen Zeit-
schrittweiten (d.h. ein Vielfaches der CFL−Zahl) aus Stabilita¨tsgru¨nden stark gekoppelte
Lo¨sungsverfahren verwendet werden.
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4.1.2 Subcycling im Fluid
Im Fluid und in der Struktur existieren sehr oft unterschiedliche Zeitcharakteristiken. Bei
sehr vielen Anwendungen beno¨tigen die Fluidgleichungen kleinere Zeitschrittweiten als
die Strukturgleichungen, fu¨r die gro¨ßere Schrittweiten erlaubt sind. Daher ist es in vielen
Fa¨llen sinnvoll, die Lo¨sung des Fluidproblems mit kleineren Schrittweiten zu berechnen.
Dieses wird als Subcycling im Fluid bezeichnet [Pip97]. Der umgekehrte Weg ist natu¨rlich
auch mo¨glich: Falls in der Struktur – z.B. aufgrund von starken Nichtlinearita¨ten – klei-
nere Zeitschrittweiten als im Fluid notwendig sind, so kann man auch Subcycling in der
Struktur einsetzen. Dieser Fall ist allerdings fu¨r die Problemklasse, die in dieser Arbeit be-
trachtet wird, wesentlich seltener anzutreffen. Ein wichtiges Kriterium beim Subcycling in
einem Teillo¨ser ist, daß ein Informationsaustausch der Kopplungsvariablen zu bestimmten
Kopplungszeitpunkten durchgefu¨hrt werden muß. Als Zeitschrittweite fu¨r den Kopplungs-
algorithmus wird daher die Schrittweite des anderen Teillo¨sers gewa¨hlt. In der Abbildung
4.5 ist ein Subcycling im Fluidproblem zu sehen, wobei der Informationsaustausch zu den
entsprechenden Zeitschritten des Strukturlo¨sers durchgefu¨hrt wird.
Fn+1 Fn+2Fn
(1)
(2)
(3)
(4)Sn Sn+1 Sn+2
Fluid
Struktur
Abbildung 4.5: Gestaffeltes Verfahren mit Subcycling im Fluid
Bei partitionierten Verfahren stellt der Einsatz von Subcycling-Techniken kein Problem
dar, da die Teilprobleme mit separaten Lo¨sern berechnet werden, die verschiedene Zeit-
schrittweiten benutzen ko¨nnen. Das Subcycling im Fluid bietet die folgenden Vorteile:
• Fu¨r den Kopplungsalgorithmus ko¨nnen insgesamt gro¨ßere Zeitschritte verwendet
werden, so daß sich die Zeit fu¨r die gesamte Berechnung verringert, weil das Struk-
turproblem nicht mehr so ha¨ufig gelo¨st werden muß.
• Es sind weniger Kommunikationsschritte notwendig, da zwischen den Teillo¨sern die
Information u¨ber die Kopplungsgro¨ßen seltener ausgetauscht werden muß.
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Der Einsatz von Subcycling im Fluid erfordert allerdings einige besondere Maßnahmen,
damit das gestaffelte Verfahren nicht numerisch instabil wird [PFL95], [Pip97]:
• Die Bewegung des Interfaces in jedem Zeitschritt des Kopplungsalgorithmus soll-
te auf die Teilschritte des Subcyclings durch geeignete (z.B. lineare) Interpolation
verteilt werden.
• Die Fluidkra¨fte, die zum Zeitpunkt tn+1 zu der Struktur transferriert werden, sollten
als ein Mittelwert der Fluidkra¨fte berechnet werden, die wa¨hrend des Subcyclings
in den jeweiligen Teilschritten auftreten, und nicht nur aufgrund des letzten Wertes
des Spannungstensors σfn+1 zur Zeit tn+1.
Die Subcyling-Techniken werden ha¨ufig dann eingesetzt, wenn fu¨r die Zeitintegration der
Fluidgleichungen explizite Verfahren verwendet werden. Dieses liegt daran, daß aus Sta-
bilita¨tsgru¨nden fu¨r das Fluid sehr kleine Zeitschrittweiten gewa¨hlt werden mu¨ssen, die
fu¨r die Stabilita¨t des gestaffelten Verfahrens nicht notwendig sind. Wenn das Fluidpro-
blem mit einem impliziten Zeitschrittverfahren integriert wird, so werden meistens keine
Subcycling-Schritte beno¨tigt. Wir setzen in dieser Arbeit daher auch keine Subcycling-
Techniken ein. Außerdem wird in dem Zwischenschritt-θ-Verfahren aufgrund der Zwi-
schenschritte bereits eine Art von Subcycling durchgefu¨hrt.
4.1.3 Extrapolation der Strukturvariablen
Eine wichtige Erweiterung des konventionellen gestaffelten Verfahrens besteht in der Ver-
wendung eines Pra¨diktors fu¨r die Strukturgro¨ßen im Zeitschritt tn+1. So kann der konven-
tionelle gestaffelte Algorithmus durch eine Extrapolation der Strukturverschiebungen und
-geschwindigkeiten am Interface fu¨r den na¨chsten Zeitschritt verbessert werden [Pip97].
Die Extrapolation U˜n+1 fu¨r die Verschiebungen Un+1 kann allgemein als
U˜n+1 = Un + α∆tWn + β∆t(Wn −Wn−1) (4.1)
mit den Parametern α und β gewa¨hlt werden, wobei ∆t die Zeitschrittweite des Struk-
turlo¨sers ist. Der Pra¨diktor (4.1) ist zum Beispiel fu¨r α = 1 und β = 0 von erster und fu¨r
α = 1 und β = 1
2
von zweiter Ordnung genau, wie man anhand einer Taylor-Entwicklung
von Un+1 um den Zeitpunkt tn leicht erkennen kann. Wa¨hlt man α = β = 0, so erha¨lt
man wieder das konventionelle gestaffelte Verfahren (bzw. einen Pra¨diktor nullter Ord-
nung). Eine weitere Mo¨glichkeit fu¨r die Wahl der Extrapolation U˜n+1 ergibt sich dadurch,
daß man in der Struktur einen ganzen Zeitschritt mit der Fluidlast berechnet, die man
aufgrund der Werte des Spannungstensors σfn zum Zeitpunkt tn erha¨lt [PF97]. Diese Wahl
des Pra¨diktors ist allerdings sehr aufwendig und wird daher bei gestaffelten Verfahren nur
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Abbildung 4.6: Abstrakte Form des gestaffelten Verfahrens mit Extrapolation
selten eingesetzt. Wir verwenden in dieser Arbeit immer den einfachsten Pra¨diktor erster
Ordnung (α = 1, β = 0).
Eine Extrapolation fu¨r die Geschwindigkeiten Wn+1 kann in a¨hnlicher Weise durchgefu¨hrt
werden wie in (4.1). Eine alternative Mo¨glichkeit fu¨r diese Extrapolation besteht in der
Verwendung des Pra¨diktors U˜n+1 fu¨r die Verschiebungen Un+1:
W˜n+1 =
U˜n+1 − Un
∆t
. (4.2)
Die Extrapolation der Strukturverschiebungen und -geschwindigkeiten erho¨ht sowohl die
Genauigkeit als auch die Stabilita¨t des gestaffelten Verfahrens [Pip97], wie auch in der
Abbildung 4.7 zu erkennen ist. Hier wurden in dem eindimensionalen Modellbeispiel zum
einen nur die Strukturdaten aus dem Zeitschritt tn und zum anderen ein Pra¨diktor erster
Ordnung verwendet. Dabei ist klar zu erkennen, daß der Pra¨diktor erster Ordnung wesent-
lich bessere Ergebnisse liefert als der Pra¨diktor des konventionellen gestaffelten Verfahren.
Eine genaue Analyse des Einflußes, die der Extrapolationsschritt fu¨r die Strukturgro¨ßen
auf die partitionierten Verfahren bewirkt, wird im na¨chsten Abschnitt u¨ber die stark
gekoppelten Lo¨sungsverfahren durchgefu¨hrt (Block-Gauß-Seidel Iteration).
In der abstrakten Formulierung stellt sich dieses verbesserte gestaffelte Verfahren wie in
Abbildung 4.6 dar. Der erste Schritt im konventionellen gestaffelten Verfahren wird dabei
um diesen Extrapolationschritt erweitert.
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Abbildung 4.7: Einfluß der Extrapolation
4.1.4 Energieerhaltung
Die Erhaltung der Energie im Gesamtsystem spielt eine wichtige Rolle bei der Entwicklung
von effizienten partitionierten Verfahren, da sie sehr eng mit der Stabilita¨t des numeri-
schen Verfahrens zusammenha¨ngt [PF97], [ML01]. Das gekoppelte Problem, das aus dem
Fluid- und Strukturproblem besteht, ist ein geschlossenes System. Es sollte daher keine
ku¨nstliche Energie produziert und dissipiert werden. Die Energie, die von der Struktur
erzeugt oder absorbiert wird (ausgenommen die von der Strukturda¨mpfung), sollte gleich
der Energie sein, die im Fluid aufgenommen oder produziert wird (abgesehen von den
viskosen Effekten des Fluides). Die Energieerhaltung des partitionierten Verfahrens kann
daher als eine wichtige Forderung betrachtet werden [LM01]. Fu¨r die gestaffelten Verfah-
ren kann man relativ einfach zeigen, daß sie nicht energieerhaltend sind. Die A¨nderung
der Energie entspricht der Arbeit der a¨ußeren Kra¨fte am Fluid-Struktur Interface. Daher
vergleicht man die Arbeit der Fluidkra¨fte am Interface
Efn+1 =
∫
Γn+1
Vn+1 · σfn+1 · n ds =
∫
Γn+1
W˜n+1 · σfn+1 · n ds (4.3)
mit der entsprechenden Arbeit der Strukturkra¨fte am Fluid-Struktur-Rand
Esn+1 =
∫
Γn+1
Wn+1 · σsn+1 · n ds =
∫
Γn+1
Wn+1 · σfn+1 · n ds. (4.4)
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Die Randspannungen σfn+1 und σ
s
n+1 stimmen aufgrund der gewa¨hlten Reihenfolge am
Interface u¨berein, wohingegen W˜n+1 eine der beschriebenen Extrapolationen der Struk-
turgeschwindigkeiten fu¨r den Zeitpunkt tn+1 ist und daher in den meisten Fa¨llen nicht
mit den exakten Geschwindigkeiten Wn+1 u¨bereinstimmen wird. Die Energie, die durch
die Fluidkra¨fte in der Struktur erzeugt wird, gleicht also die Energie, die das Fluid am
Interface aufnimmt, nicht aus. Der Einfluß der Extrapolation der Strukturverschiebungen
Un+1 und Strukturgeschwindigkeiten Wn+1 auf die Energieerhaltung des Gesamtsystems
werden anhand eines einfachen Beispiels in [PF97], [Pip97] ausfu¨hrlich diskutiert. Wenn
die diskreten Kopplungsbedingungen in jedem Zeitschritt erfu¨llt sind, dann erha¨lt man
ein energieerhaltendes partitioniertes Verfahren, wie anhand der Gleichungen (4.3) bzw.
(4.4) zu erkennen ist. Um die Kopplungsbedingungen zu erfu¨llen, werden iterative gestaf-
felte Verfahren (
”
Iterative Staggered Methods“) eingesetzt, die im na¨chsten Abschnitt
beschrieben werden.
In diesem Zusammenhang soll erwa¨hnt werden, daß auch die Verfahren zum Last- und
Geometrietransfer einen Einfluß auf die Energieerhaltung im System haben, da durch den
Transfer der Kopplungsgro¨ßen Fehler entstehen ko¨nnen, die eine Produktion von ku¨nst-
licher Energie ermo¨glichen. Daher sind energieerhaltende Algorithmen zum Transfer der
Lasten und Geschwindigkeiten ebenfalls von Bedeutung fu¨r die Energieerhaltung im Ge-
samtsystem [CL97]. Allerdings ist der Einfluß der Transferalgorithmen auf die Energieer-
haltung im Gesamtsystem nicht allzu groß im Vergleich mit dem Einfluß des Zeitversatzes
bei den gestaffelten Verfahren, wie in numerischen Rechnungen an Modellbeispielen ge-
zeigt wurde [FLL98].
4.1.5 Parallele Kopplungsalgorithmen
Die Komplexita¨t der Fluid-Struktur Interaktionsprobleme erfordert oft eine parallele Be-
rechnung dieser Probleme [RJW+99], [Far97]. Dabei kann man zwischen der ra¨umlichen
Parallelita¨t in den jeweiligen Teilproblemen und der physikalischen Parallelita¨t des ge-
koppelten Problems unterscheiden. Partitionierte Verfahren unterstu¨tzen auf natu¨rliche
Weise die parallele Berechnung des gekoppelten Problems, da die Teilprobleme in jedem
Zeitschritt unabha¨ngig voneinander gelo¨st werden ko¨nnen, nachdem die Kopplungsgro¨ßen
ausgetauscht wurden. Dieses wird als physikalische Zerlegung bzw. Parallelita¨t des ge-
koppelten Problems bezeichnet. Die ra¨umliche Zerlegung bzw. Parallelita¨t des Mehrfeld-
problems bedeutet, daß jedes Teilproblem mit einem parallelen Algorithmus berechnet
werden kann, der zum Beispiel auf Gebietszerlegungsverfahren beruht. Fu¨r diesen An-
satz sind partitionierte Verfahren auch geeignet, da sie den Einsatz von parallelen Lo¨sern
fu¨r die Teilprobleme erlauben. Wir werden in diesem Abschnitt nur die physikalische
Parallelita¨t betrachten. Wie wir im letzten Teilabschnitt gesehen haben, handelt es sich
bei den gestaffelten Verfahren um serielle Algorithmen, da zuerst das Fluid und dann
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die Struktur berechnet wird (oder umgekehrt). Daher mu¨ssen die gestaffelten Verfahren
modifiziert werden, um eine effiziente Berechnung des gekoppelten Problems auf einem
Parallelrechner zu ermo¨glichen.
(1)
(2)
(2)
Fn
Sn Sn+1 Sn+2
Fn+1 Fn+2Fluid
Struktur
Abbildung 4.8: Einfacher paralleler Kopplungsalgorithmus
Als erstes stellen wir einen einfachen parallelen Kopplungsalgorithmus vor, der eine par-
allele Version des gestaffelten Verfahrens aus dem vorhergehenden Abschnitt ist und in
Abbildung 4.8 dargestellt wird. Der einfache parallele Kopplungsalgorithmus besteht aus
den folgenden zwei Teilschritten:
1. Der Fluid- und Strukturlo¨ser tauschen zu Beginn jedes Zeitschrittes die Kopplungs-
gro¨ßen aus. Das Fluid erha¨lt die Verschiebungen Un und Geschwindigkeiten Wn in
den Randknoten der Struktur zum Zeitpunkt tn und kann damit das Fluidgitter
fu¨r den na¨chsten Zeitschritt aktualisieren und die entsprechenden Randbedingun-
gen fu¨r die Fluidgeschwindigkeiten setzen. Die Struktur bekommt die Werte des
Spannungstensors σfn zur Zeit tn und kann dadurch die Fluidkra¨fte bestimmen, die
auf die Struktur wirken.
2. Im zweiten Schritt werden das Fluid- und Strukturproblem gleichzeitig mit den
ausgetauschten Kopplungsgro¨ßen berechnet, so daß man neue Fluid- und Struktur-
variablen zur Zeit tn+1 erha¨lt. Die Berechnung des Fluides und der Struktur kann
dabei unabha¨ngig voneinander und daher parallel erfolgen (s. Abbildung 4.8).
In beiden Schritten des parallelen Algorithmus ko¨nnen die in den vorhergehenden Teil-
abschnitten erla¨uterten Techniken – Subcycling im Fluid und Extrapolation der Struk-
turvariablen fu¨r den na¨chsten Zeitschritt – verwendet werden. Dieser einfache parallele
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Kopplungsalgorithmus kann als ein Schritt in einer Block-Jakobi-Iteration des voll ge-
koppelten Problems gesehen werden und la¨ßt sich daher abstrakt wie in Abbildung 4.9
dargestellt formulieren.
• Lo¨se die Fluidgleichungen durch die Iteration
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Abbildung 4.9: Abstrakte Form des einfachen parallelen Kopplungsalgorithmus
Dieser parallele Kopplungsalgorithmus ist wie das konventionelle gestaffelte Verfahren
ebenfalls von erster Ordnung genau, allerdings ko¨nnen dabei zusa¨tzliche Fehler in den
Fluid- und Strukturantworten auftreten. Diese entstehen aufgrund der Tatsache, daß fu¨r
die Berechnung der Teilprobleme jeweils die Kopplungsgro¨ßen zum Zeitpunkt tn verwendet
werden, was eine Zeitverschiebung bei der Beru¨cksichtigung der Kopplungsbedingungen
bedeutet. Dieses kann man auch anhand des eindimensionalen Modellbeispiels in Abbil-
dung 4.10 erkennen, in der der einfache parallele Kopplungsalgorithmus mit dem konven-
tionellen gestaffelten Verfahren verglichen wird. Als Zeitschrittweite wurde hier wieder
dt = 2 ∗ CFL gewa¨hlt, eine Extrapolation der Strukturdaten wurde nicht verwendet.
Der einfache parallele Kopplungsalgorithmus kann dadurch verbessert werden, daß eine
zusa¨tzliche Kommunikation in der Mitte des Zeitschrittes von tn zu tn+1 eingefu¨hrt wird.
Dieses verbesserte parallele Verfahren la¨ßt sich folgendermaßen formulieren:
1. Zu Beginn jedes Zeitschrittes tauschen der Fluid- und Strukturlo¨ser die entsprechen-
den Kopplungsvariablen aus. Mit den Verschiebungen Un und den Geschwindigkei-
ten Wn der Struktur zum Zeitschritt tn (bzw. den entsprechenden Extrapolationen)
wird das Fluidgitter fu¨r den folgenden halben Zeitschritt angepasst und die Rand-
bedingungen im Fluid gesetzt. In der Struktur werden die Lasten mit Hilfe der
Fluidspannungen σfn am Interface berechnet.
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Abbildung 4.10: Vergleich des parallelen Kopplungsalgorithmus mit gestaffeltem Verfahren
2. Im zweiten Schritt werden die Druckwerte Pn+ 1
2
und Fluidgeschwindigkeiten Vn+ 1
2
auf dem extrapolierten Fluidgebiet Ωn+ 1
2
zum Zeitpunkt tn+ 1
2
= tn+
1
2
∆t bestimmt.
Die Struktur wird dagegen mit einem ganzen Zeitschritt ∆t berechnet, so daß man
Verschiebungen U˜n+1 und Geschwindigkeiten W˜n+1 zur Zeit tn+1 erha¨lt.
3. Die Struktur schickt dem Fluid die berechneten Verschiebungen U˜n+1 und Geschwin-
digkeiten W˜n+1, so daß diese Strukturinformationen fu¨r den na¨chsten halben Zeit-
schritt verwendet werden ko¨nnen. Der Strukturlo¨ser empfa¨ngt die Fluidspannungen
σf
n+ 1
2
in den entsprechenden Gaußknoten am Rand und berechnet daraus eine neue
Strukturlast fu¨r den gesamten Zeitschritt ∆t.
4. Die Geschwindigkeiten Vn+1 und die Druckwerte Pn+1 des Fluides zum Zeitpunkt
tn+1 werden auf dem aktualisierten Fluidgebiet Ωn+1 bestimmt, wobei zum Zeit-
punkt tn+ 1
2
gestartet wird. Parallel dazu wird die Struktur mit der Last aus dem
dritten Schritt neu berechnet. Dabei wird vom Zeitpunkt tn ausgegangen und der
volle Zeitschritt ∆t verwendet. Die erste Berechnung der Strukturvariablen zum
Zeitpunkt tn+ 1
2
kann daher als ein Pra¨diktorschritt gesehen werden, wohingegen die
zweite Berechnung als ein Korrektorschritt betrachtet werden kann.
Die einzelnen Schritte des verbesserten parallelen Kopplungsalgorithmus werden in der
Abbildung 4.11 dargestellt. Bei dem gerade beschriebenen verbesserten parallelen Verfah-
KAPITEL 4. KOPPLUNGSALGORITHMEN 69
ren ko¨nnen das Fluid- und Strukturproblem immer noch parallel berechnet werden. Aller-
dings werden zusa¨tzliche Kopplungszeitpunkte in jedem Zeitschritt hinzugefu¨gt, so daß die
Informationen u¨ber die Werte der Kopplungsgro¨ßen in jedem Teillo¨ser aktueller sind. In
dem verbesserten parallelen Algorithmus geschieht dieses durch die Kommunikation zum
Zeitpunkt tn+ 1
2
. Dieses verbesserte Verfahren, das auch als eine Art Pra¨diktor-Korrektor
Verfahren interpretiert werden kann, wird daher als ein erster Schritt in Richtung starke
Kopplung gesehen.
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Sn Sn+1 Sn+1
Fn+1/2 Fn+1
(3)
Fluid
Struktur ~
Abbildung 4.11: Verbesserter paralleler Kopplungsalgorithmus
Der verbesserte parallele Kopplungsalgorithmus ist ebenfalls von erster Ordnung genau,
jedoch werden die zusa¨tzlichen Fehler des einfachen parallelen Algorithmus deutlich ver-
kleinert [FLM95]. Die wesentlichen Kosten fu¨r diese Reduktion bestehen in dem zusa¨tzli-
chen Kommunikationsschritt des Kopplungsalgorithmus. Wir haben in dieser Arbeit bei
dem zweiten Anwendungsbeispiel den einfachen parallelen Kopplungsalgorithmus einge-
setzt und diesen mit einem gestaffelten und verschiedenen stark gekoppelten Verfahren
verglichen.
4.2 Starke Kopplung der Teillo¨ser
Bei den schwach gekoppelten Verfahren haben wir gesehen, daß die Kopplungsbedingun-
gen auf dem Interface Γn+1 zum Zeitpunkt tn+1 nicht erfu¨llt sind. Außerdem werden die
Position des Interfaces und das aktuelle Fluidgitter nicht den Verschiebungen Un+1 ent-
sprechend berechnet. Um die Kopplungsbedingungen auf dem Interface Γn+1 zur Zeit tn+1
zu erfu¨llen, mu¨ssen die Lo¨ser fu¨r die Teilprobleme iterativ miteinander gekoppelt werden.
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Dieses bezeichnet man auch als eine starke Kopplung der Teillo¨ser.
Die gestaffelten Verfahren ko¨nnen als explizite Verfahren betrachtet werden, da das Fluid,
die Struktur und das Fluidgitter nur einmal in jedem Zeitschritt berechnet werden. Die
Einfu¨hrung von Pra¨diktor- und Korrektorschritten – wie bei dem verbesserten parallelen
Kopplungsalgorithmus – kann als ein erster Schritt in Richtung stark gekoppelte Lo¨sungs-
verfahren angesehen werden. Bei diesen Verfahren werden in jedem Zeitschritt Iterationen
dazu eingesetzt, um die Kopplungsbedingungen auf dem Interface Γn+1 zum Zeitpunkt
tn+1 zu erfu¨llen. Ein stark gekoppeltes Verfahren behandelt die Kopplungsbedingungen
und die Position des Interfaces also implizit, wodurch die Stabilita¨t und Energieerhaltung
der partitionierten Verfahren verbessert wird [ML01].
4.2.1 Semi-implizite Kopplungsalgorithmen
Als erstes sollen die Iterationen nur dazu eingesetzt werden, um die Kopplungsbedingun-
gen auf dem Interface Γn+1 zu erfu¨llen. Die Position des Interfaces Γn+1 wird dabei explizit
behandelt. Dieses bedeutet, daß das Interface Γn+1 und das Fluidgitter zum Zeitpunkt
tn+1 nur im ersten Iterationsschritt aufgrund einer Extrapolation der Strukturverschie-
bungen neu berechnet wird. Dadurch mu¨ssen die Netzbewegung und die Fluidmatrizen
nicht in jedem Iterationsschritt neu, sondern nur einmal vor dem ersten Iterationsschritt
berechnet werden. Dieser Algorithmus kann daher als ein semi-implizites partitioniertes
Verfahren [Gra98] betrachtet und durch das folgende iterative Verfahren realisiert werden:
1. Bestimme eine Extrapolation der Verschiebungen U˜n+1 und Geschwindigkeiten W˜n+1
zur Zeit tn+1 und aktualisiere das Interface Γn+1 und das Fluidgitter damit so, daß
es zu den extrapolierten Verschiebungen U˜n+1 paßt. Setze i = 1 und W
(i−1)
n+1 = W˜n+1.
2. Berechne neue Geschwindigkeiten V
(i)
n+1 und Druckwerte P
(i)
n+1 des Fluides zum Zeit-
punkt tn+1 mit den kinematischen Randbedingungen V
(i)
n+1 = W
(i−1)
n+1 auf Γn+1.
3. Ermittle aufgrund der Werte des Spannungstensors σfn+1 am Interface eine Struk-
turlast Fn+1.
4. Berechne die Struktur mit der im dritten Schritt bestimmten Last und erhalte so
neue Verschiebungen U
(i)
n+1 und Geschwindigkeiten W
(i)
n+1 der Struktur.
5. U¨berpru¨fe die Konvergenz des Kopplungsalgorithmus:
‖V (i)n+1 −W (i)n+1‖Γn+1 < .
Wenn die Konvergenzbedingung erfu¨llt ist, dann gehe zum na¨chsten Zeitschritt;
anderenfalls erho¨he i um eins und gehe zu Schritt 2.
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1. Berechne U˜n+1 und W˜n+1 und aktualisiere Γn+1 und das Fluid-
gitter.
2. Lo¨se die Fluidgleichungen durch die Iteration
(V
(k+1)
n+1 , P
(k+1)
n+1 ) = F (V
(k)
n+1, P
(k)
n+1, U˜n+1, W˜n+1), k = 0, 1, 2, . . . .
3. Lo¨se die Strukturgleichungen iterativ durch
(U
(k+1)
n+1 ,W
(k+1)
n+1 ) = G(Vn+1, Pn+1, U
(k)
n+1,W
(k)
n+1), k = 0, 1, 2, . . . .
4. Konvergenztest:
• Nicht konvergent: Setze U˜n+1 = Un+1 und W˜n+1 = Wn+1
und gehe zu 2.
• Andernfalls: gehe zum na¨chsten Zeitschritt.
Abbildung 4.12: Abstrakte Form des semi-impliziten Kopplungsalgorithmus
Dieser Algorithmus kann ebenfalls in der Abbildung 4.5 verdeutlicht werden, wenn man
die Schritte (2), (3) und (4) so lange wiederholt, bis die kinematischen Kopplungsbedin-
gungen in Schritt (5) erfu¨llt sind. Die dynamischen Kopplungsbedingungen fu¨r die Span-
nungen gelten wegen der gewa¨hlten Reihenfolge der Berechnung von Fluid und Struktur.
In der abstrakten Formulierung mit den iterativen Lo¨sern fu¨r die Teilprobleme wird die-
ses Verfahren in Abbildung 4.12 gezeigt. Der semi-implizite Kopplungsalgorithmus kann
dabei als eine Block-Gauß-Seidel Iteration fu¨r die Fluid- und Strukturvariablen (nicht fu¨r
das Interface) interpretiert werden. In den Schritten 2 und 3 der Abbildung 4.12 wird
dabei im allgemeinen bis zur vollen Konvergenz iteriert (d.h. bis zu einer vorgegebenen
Fehlerschranke, z.B.  = 10−4). Alternativ dazu besteht auch die Mo¨glichkeit, nur einige
Iterationen der Teillo¨ser in jedem Iterationsschritt der Block-Gauß-Seidel Iteration durch-
zufu¨hren. Die Konvergenz des Block-Gauß-Seidel Verfahrens und deren Abha¨ngigkeit von
der Iterationsanzahl in den Teilproblemen ist hierbei sehr stark von dem zu untersu-
chenden nichtlinearen Problem und von der Gro¨ße des Zeitschrittes abha¨ngig [CC96],
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[MMV99a].
Eine genaue mathematische Untersuchung dieses semi-impliziten partitionierten Verfah-
ren ist fu¨r nichtlineare Probleme der Fluid-Struktur Wechselwirkung noch nicht durch-
gefu¨hrt worden. In [Gra98] ist fu¨r ein vereinfachtes eindimensionales Modellbeispiel (s.
auch Anhang A) gezeigt worden, daß das semi-implizite Iterationsverfahren konsistent
und stabil und damit auch konvergent ist. Zum Beweis dieser Aussage werden die Kon-
sistenzeigenschaften des Verfahrens untersucht und Abscha¨tzungen der diskreten Energie
des gekoppelten Problems durchgefu¨hrt [Gra98].
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Abbildung 4.13: Lo¨sung mit Block-Gauß-Seidel Verfahren
Wenn diese Block-Gauß-Seidel Iteration auf das eindimensionale Modellbeispiel angewen-
det wird (mit der gleichen Zeitschrittweite ∆t = 8∗CFL wie beim gestaffelten Verfahren),
so sieht man in Abbildung 4.13 wieder eine stabile Lo¨sung des Systems. In Abbildung 4.18
werden die Anzahl der Iterationen fu¨r den semi-impliziten Kopplungsalgorithmus gezeigt,
in Abbildung 4.19 die Anzahl der Aufrufe der iterativen Lo¨ser, wobei in jedem Iterations-
schritt des Block-Gauß-Seidel Verfahrens durchschnittlich fu¨nf Iterationen des Fluidlo¨sers
(wegen der relativ großen Schrittweite im Fluidlo¨ser und aufgrund einer relativ hohen
Genauigkeit von  = 10−5) und eine Iteration (d.h. eine direkte Lo¨sung des linearen Pro-
blems) fu¨r das Strukturproblem verwendet werden. Diese Abbildungen befinden sich am
Ende dieses Kapitels, da dort die Block-Gauß-Seidel Iteration mit den neu entwickelten
Kopplungsalgorithmen verglichen werden.
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4.2.2 Voll implizite Kopplungsalgorithmen
Bei dem semi-impliziten gekoppelten Lo¨sungsverfahren ist die Position des Interfaces zur
Zeit tn+1 kein Bestandteil des Kopplungsalgorithmus, sondern es findet nur eine Extra-
polation vor der ersten Iteration statt. Wenn auch das Interface Γn+1 als Teil des Kopp-
lungsalgorithmus betrachtet wird, dann erha¨lt man den folgenden Relaxationsalgorithmus
[ML01] fu¨r den Zeitschritt n+ 1:
1. Extrapoliere den neuen Rand Γn+1 des Fluidgebietes Ω
f
n+1 durch
Γ˜n+1 = Γn + α∆tWn + β∆tWn−1.
2. Bestimme eine Extrapolation der Randgeschwindigkeiten fu¨r diesen Zeitschritt:
W˜n+1 =
Γ˜n+1 − Γn
∆t
.
3. Aktualisiere das Fluidgitter so, daß es zu dem Fluidgebiet Ωfn+1 mit dem Interface
Γ˜n+1 paßt.
4. Lo¨se das Fluidproblem auf der aktualisierten Konfiguration mit kinematischen Rand-
bedingungen fu¨r die Geschwindigkeiten: Vn+1 = W˜n+1.
5. Berechne aus den Fluidspannungen σfn+1 eine Strukturlast Fn+1.
6. Lo¨se das Strukturproblem mit den berechneten Fluidkra¨ften Fn+1 und bestimme so
die aktuelle Position Γn+1 des Interfaces.
7. Aktualisiere die Interfaceposition Γ˜n+1 durch Relaxation mit dem Parameter ωn:
Γ˜n+1 = (1− ωn)Γ˜n+1 + ωnΓn+1. (4.5)
8. U¨berpru¨fe die Konvergenz: Wenn der Algorithmus nicht konvergiert ist, dann gehe
zuru¨ck zu Schritt 2. Ansonsten berechne den na¨chsten Zeitschritt.
Dieser Relaxationsalgorithmus ist ein vollkommen implizites Verfahren, bei dem sowohl
die Kopplungsbedingungen als auch die Interfaceposition in jedem Zeitschritt iterativ
behandelt werden. In [ML01] und [LM01] wird dieser voll implizite Kopplungsalgorithmus
auf seine mathematischen Eigenschaften untersucht. Es wird dort die Energieerhaltung
dieses Verfahrens nachgewiesen, indem die totale Variation der Energie betrachtet wird
(vgl. mit Abschnitt 4.1.4) und gezeigt wird, daß die Energie absolut und gleichma¨ßig in der
Zeit beschra¨nkt ist [LM01]. Fu¨r eine mathematische Analyse des Relaxationsalgorithmus
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wird in [ML01] das linearisierte stark gekoppelte Problem untersucht und die Relaxation
des Interfaces (4.5) in jedem Zeitschritt als
Γ˜n+1 = Γ˜n+1 − ωnS−1s
(
(Sf + Ss)Γn+1 − F˜n+1
)
(4.6)
geschrieben. In (4.6) bezeichnen Sf und Ss dabei die jeweiligen Schurkomplement-Matrizen
des Fluides und der Struktur und F˜n+1 die externe Last auf dem Interface zum Zeitpunkt
tn+1. Damit la¨ßt sich der folgende Satz formulieren [ML01]:
Satz 1 (Mouro, LeTallec) Fu¨r einen festen Relaxationsparameter ω konvergiert der
beschriebene Relaxationsalgorithmus genau dann linear gegen die Lo¨sung des linearisierten
gekoppelten Problems zur Zeit tn+1, wenn die Bedingung
ω ≤ 2 λmin(A)
λ2max(A)
(4.7)
erfu¨llt ist. Hierbei bezeichnen λmin bzw. λmax den kleinsten bzw. gro¨ßten Eigenwert der
Matrix A und es gilt
A = I + S−1/2s SfS
−1/2
s .
Falls der Relaxationsparameter ωn variabel gewa¨hlt werden soll, so kann er mit Hilfe
der Methode des steilsten Abstieges (Gradientenverfahren) oder mit der Aitken-Methode
berechnet werden [ML01], [MW01].
Bei dem Relaxationsalgorithmus handelt es sich immer noch um eine Block-Gauß-Seidel
Iteration, bei der in jedem Iterationsschritt die Position des Interfaces relaxiert wird (s.
Abbildung 4.14). Die Anzahl der Iterationen, die in den Lo¨sern der Teilprobleme durch-
gefu¨hrt werden, ha¨ngt von den Charakteristiken des jeweiligen Teilproblems ab (Nichtli-
nearita¨t, Steifheit, etc.). Im allgemeinen wird in den Teilproblemen bis zur vollen Konver-
genz iteriert. Es existieren allerdings - wie bei dem semi-impliziten Kopplungsalgorithmus
– auch Ansa¨tze, bei denen nur einige Iterationsschritte bei den Teilproblemen eingesetzt
werden.
Die vorgestellten stark gekoppelten Lo¨sungsverfahren lassen sich natu¨rlich auch mit ei-
ner Block-Jakobi-Iteration realisieren, wodurch wieder eine parallele Berechnung mo¨glich
ist. Wie jedoch von der iterativen Lo¨sung von linearen Gleichungssystemen bekannt ist,
konvergiert das Jakobi-Verfahren in den meisten Fa¨llen wesentlich schlechter als das
Gauß-Seidel Verfahren. Daher wird dieses nur selten zur starken Kopplung eingesetzt.
Die Konvergenz- und Stabilita¨tseigenschaften der Block-Gauß-Seidel Iteration sind bei
der iterativen Lo¨sung von linearen Gleichungssystemen sehr stark von der Konditions-
zahl der Matrizen, d.h. von der Kondition des Problems, oder auch der Reihenfolge der
Iteration abha¨ngig. Die gleiche Problematik ist bei der iterativen Lo¨sung des stark gekop-
pelten Problems vorhanden, wie im na¨chsten Teilabschnitt genauer untersucht wird. Aus
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1. Bestimme U˜n+1 und W˜n+1. Aktualisiere das Interface Γ˜n+1
und das Fluidgitter.
2. Lo¨se die Fluidgleichungen durch die Iteration
(V
(k+1)
n+1 , P
(k+1)
n+1 ) = F (V
(k)
n+1, P
(k)
n+1, U˜n+1, W˜n+1), k = 0, 1, 2, . . . .
3. Lo¨se die Strukturgleichungen iterativ durch
(U
(k+1)
n+1 ,W
(k+1)
n+1 ) = G(Vn+1, Pn+1, U
(k)
n+1,W
(k)
n+1), k = 0, 1, 2, . . . .
4. U¨berpru¨fe die kinematischen Kopplungsbedingungen:
• Falls diese erfu¨llt sind, berechne den na¨chsten Zeit-
schritt.
• Andernfalls setze U˜n+1 = Un+1, W˜n+1 = Wn+1, relaxiere
das Interface durch
Γ˜n+1 = (1− ωn)Γ˜n+1 + ωnΓn+1,
aktualisiere das Fluidgitter und gehe zu Schritt 2.
Abbildung 4.14: Abstrakte Form des voll impliziten Kopplungsalgorithmus
diesem Grund existiert eine Forderung nach effizienteren stark gekoppelten Lo¨sungsver-
fahren zur Berechnung der Wechselwirkung von Fluid und Struktur. Als Ansa¨tze ko¨nnen
dazu Newton-Raphson Verfahren oder Block-Newton Verfahren betrachtet werden, auf
die wir im na¨chsten Abschnitt genauer eingehen werden.
4.2.3 Analyse der stark gekoppelten Lo¨sungsverfahren
Zur Analyse der stark gekoppelten Verfahren werden wir hier Methoden einsetzen, die in
[Arn00] und [AG01] fu¨r die numerische Untersuchung von gekoppelten differential-algebra-
ischen Systemen entwickelt und unter anderem auf mit elastischen Strukturen gekoppelte
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Mehrko¨rpersysteme angewendet wurden [SA00], [VA99]. Dazu werden die Subsysteme
allgemein als differential-algebraische Gleichungen formuliert, die durch eine zusa¨tzli-
che algebraische Gleichung miteinander verknu¨pft sind. Zur Lo¨sung dieser gekoppelten
Differentialgleichungssysteme wird dann in jedem Zeitschritt eine dynamische Iteration
(Waveform-Relaxation) durchgefu¨hrt [AG01], die einer Block-Gauß-Seidel Iteration ent-
spricht [MN87]. Fu¨r diese dynamische Iteration werden in [Arn00] verschiedene Aussagen
hergeleitet, die unter anderem die Konvergenz und Konsistenzordnung in der Zeit be-
treffen. Diese Aussagen werden im ersten Teilabschnitt fu¨r ein allgemeines System von
gekoppelten differential-algebraischen Gleichungen vorgestellt.
Im zweiten Teilabschnitt werden wir das hier betrachtete Problem der Fluid-Struktur
Wechselwirkung als ein derartiges gekoppeltes System von differential-algebraischen Glei-
chungen formulieren und anschließend zeigen, daß sich die in [Arn00] entwickelte Theorie
auf diese Problemklasse anwenden la¨ßt. Dadurch erhalten wir zum einen eine Konsisten-
zordnung des Block-Gauß-Seidel Verfahrens in der Zeit und zum anderen eine Aussage
zur Konvergenz dieser Iteration. Insbesondere wird gezeigt, daß die Block-Gauß-Seidel
Iteration nicht immer konvergieren muß.
Konvergenz der dynamischen Iteration
Als erstes sollen die Ergebnisse von Arnold et al. pra¨sentiert werden. Dazu verwenden
wir im wesentlichen die gleiche Notation wie in [Arn00] bzw. [AG01]. Die gekoppelten
differential-algebraischen Systeme lassen sich als
y˙1 = f1(y1, y2, z1) (4.8)
0 = h1(y1, y2, z1, u) (4.9)
und
y˙2 = f2(y1, y2, z2) (4.10)
0 = h2(y1, y2, z2, u) (4.11)
mit den algebraischen Kopplungsbedingungen
0 = g(y1, y2, z1, z2) (4.12)
darstellen. Fu¨r diese Systeme wird angenommen, daß sie Index−1−Bedingungen erfu¨llen,
d.h. die Jacobi-Matrizen
∂hi
∂zi
,
(
∂hi
∂zi
∂hi
∂u
∂g
∂zi
0
)
,
(
∂h
∂z
∂h
∂u
∂g
∂z
0
)
(4.13)
sind regula¨r. Durch diese Bedingung wird garantiert, daß die algebraischen Gleichungen
0 = hi(y1, y2, zi, u) fu¨r i = 1, 2 (lokal) eindeutig nach zi und die Gleichungssysteme 0 =
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hi(y1, y2, zi, u) und 0 = g(y, z) fu¨r i = 1, 2 (lokal) eindeutig nach zi und u lo¨sbar sind.
Gesucht wird eine numerische Lo¨sung
y˜ : [0, T ] −→ Rny , z˜ : [0, T ] −→ Rnz , u˜ : [0, T ] −→ Rnu (4.14)
des gekoppelten Systems im Intervall [0, T ] mit den Anfangswerten
y˜(0) = y0, z˜(0) = z0, u˜(0) = u0.
Im folgenden wird davon ausgegangen, daß die Lo¨sung des Systems zum Zeitpunkt tn
bereits bekannt ist und eine Lo¨sung fu¨r den na¨chsten Zeitschritt berechnet werden soll.
Desweiteren wird angenommen, daß die numerischen Lo¨sungen der Teilsysteme in jedem
Zeitschritt mit stabilen und effizienten Zeitschrittverfahren berechnet werden ko¨nnen. Der
Schwerpunkt in diesem Abschnitt liegt auf der Betrachtung der Kopplung der Subsysteme
und der Analyse der dynamischen Iteration und nicht in der numerischen Integration der
Teilsysteme. Die algebraischen Kopplungsbedingungen (4.12) ko¨nnen entweder dem ersten
oder dem zweiten Teilsystem oder auch beiden Subsystemen zugeordnet werden. Wir
werden hier nur diejenige Zuordnung pra¨sentieren, die wir auch im na¨chsten Teilabschnitt
auf die Probleme der Fluid-Struktur Interaktion anwenden werden. Hierbei werden die
algebraischen Kopplungsbedingungen dem ersten Teilsystem hinzugefu¨gt. Fu¨r die anderen
Alternativen verweisen wir auf die Beschreibungen in [Arn00] und [AG01].
Die dynamische Iteration in einem Makro-Zeitschritt [tn, tn+1] besteht aus den folgenden
Schritten:
1. Extrapoliere die Gro¨ßen
y˜2 : [0, tn] −→ Rny2 und z˜2 : [0, tn] −→ Rnz2
nach
y
(0)
2 : [0, tn+1] −→ Rny2 und z(0)2 : [0, tn+1] −→ Rnz2
und setze k = 1.
2. Lo¨se das erste Teilsystem
y˙
(k)
1 = f1(y
(k)
1 , y
(k−1)
2 , z
(k)
1 ), y
(k)
1 (tn) = y˜1(tn) (4.15)
0 = h1(y
(k)
1 , y
(k−1)
2 , z
(k)
1 , u
(k)) (4.16)
0 = g(y
(k)
1 , y
(k−1)
2 , z
(k)
1 , z
(k−1)
2 ) (4.17)
3. Berechne eine Lo¨sung des zweiten Subsystems
y˙
(k)
2 = f2(y
(k)
1 , y
(k)
2 , z
(k)
2 ), y
(k)
2 (tn) = y˜2(tn) (4.18)
0 = h2(y
(k)
1 , y
(k)
2 , z
(k)
2 , u
(k)) (4.19)
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4. Untersuche die Iteration auf Konvergenz; erho¨he gegebenenfalls k um eins und gehe
zu Schritt 2.
Der Gesamtfehler dieses Verfahrens wird wesentlich durch die Wahl der Startlo¨sungen y
(0)
2
und z
(0)
2 und durch die Anzahl der Iterationen kn in jedem Makro-Zeitschritt beeinflusst.
Daher spielt die Extrapolation von y˜2 bzw. z˜2 hier eine große Rolle. Der Extrapolations-
schritt kann kurz als
y
(0)
2 = Φ
y
n(y˜2|(tn−1,tn]) bzw. z(0)2 = Φzn(z˜2|(tn−1,tn]) (4.20)
mit den Operatoren Φyn und Φ
z
n geschrieben werden. Es wird dabei vorausgesetzt, daß
die Startlo¨sungen y
(0)
2 und z
(0)
2 durch eine Extrapolation der Lo¨sungen y˜2 und z˜2 vom
Intervall (tn−1, tn] in das Intervall [tn, tn+1] berechnet werden. Weiter wird angenommen,
daß diese Extrapolation eine in ‖ · ‖∞ bezu¨glich H := ∆t > 0 gleichma¨ßige Lipschitz-
Bedingung mit der Konstanten L erfu¨llt. Hierbei bezeichnet ‖ · ‖∞ die Norm in L∞. Die
Extrapolationsfehler δny und δnz werden dann dadurch definiert, daß die Operatoren Φ
y
n
bzw. Φzn auf die analytische Lo¨sung y2 bzw. z2 des gekoppelten Problems angewendet
werden:
δny := ‖Φyn(y2|(tn−1,tn])− y2|[tn,tn+1]‖∞, δnz := ‖Φzn(z2|(tn−1,tn])− z2|[tn,tn+1]‖∞. (4.21)
Dieser Fehler hat zum Beispiel eine Ordnung δny = O(Hq+1), wenn Φyn durch ein Inter-
polationspolynom q−ten Grades gegeben wird.
In [AG01] wird anhand eines Modellbeispiels gezeigt, daß die dynamische Iteration fu¨r
gekoppelte differential-algebraische Systeme divergieren kann. Die Konvergenz ha¨ngt von
der Kontraktivita¨tsbedingung α < 1 ab, wobei fu¨r die Konstante α in diesem Fall gilt:
α := max
t∈[0,T ]
‖
(∂h2
∂z2
)−1
∂h2
∂u
(
∂g
∂z1
(
∂h1
∂z1
)−1
∂h1
∂u
)−1
∂g
∂z2
 (y(t), z(t), u(t)) ‖ . (4.22)
Mit dieser Definition la¨ßt sich der folgende Satz formulieren:
Satz 2 (Arnold [Arn00]) Wenn die Kontraktivita¨tsbedingungen α < 1 und Lαkn < 1
fu¨r alle n ≥ 0 mit nH ≤ tN = T erfu¨llt sind, dann ist die dynamische Iteration fu¨r
kn ≥ 1 konvergent, und es existieren Konstanten C0, C∗, H0 > 0, so daß fu¨r alle H ≤ H0
die folgende Fehlerabscha¨tzung gilt
‖y˜ − y‖[0,T ] + ‖z˜ − z‖[0,T ] + ‖u˜− u‖[0,T ] ≤ C∗ · max
0≤n≤N
(
µmax(0,kn−2)δny + µkn−1δnz
)
,
wobei die Konstante µ durch µ = α+C0H/(α+
√
H) gegeben ist. Die Konstanten C0, C∗
und H0 sind von der Kontraktionskonstanten α unabha¨ngig.
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Bemerkung 1 1. Wenn die Kontraktivita¨tsbedingungen nicht erfu¨llt sind (d.h. z. B.
α > 1), dann ist die Stabilita¨t der dynamischen Iteration nicht garantiert und die-
se kann divergieren. Dieses wird in [AG01] anhand eines Beispieles demonstriert.
Eine Mo¨glichkeit zur Erfu¨llung der Kontraktivita¨tsbedingung besteht zum Beispiel
in der Vertauschung der Iterationsreihenfolge oder in der Verwendung von Vorkon-
ditionierern (s. [Arn00]). Das Block-Gauß-Seidel Verfahren muß also nicht immer
konvergent sein und ha¨ngt von der Reihenfolge der Iteration und auch von der Zu-
ordnung der algebraischen Kopplungsbedingungen (4.12) ab.
2. Fu¨r den Fall, daß die algebraischen Kopplungsbedingungen dem zweiten Teilsystem
oder auch beiden Subsystemen zugeordnet werden, existieren analoge Aussagen wie
in dem Satz von Arnold (vgl. dazu [AG01]). Der wesentliche Unterschied zwischen
diesen verschiedenen Varianten besteht in der Kontraktionskonstanten α.
3. Bei einer numerischen Lo¨sung der Anfangswertprobleme fu¨r die Subsysteme mu¨ssen
die Diskretisierungsfehler aufgrund der Zeitschrittverfahren beru¨cksichtigt werden.
Dieses fu¨hrt dazu, daß sich die Kontraktivita¨tskonstante aus αH ·α zusammensetzt,
wobei αH durch die zeitliche Diskretisierung bestimmt ist. Insgesamt erha¨lt man in
diesem Fall eine analoge Fehlerabscha¨tzung wie im Satz von Arnold:
‖y˜h − y‖[0,T ] + ‖z˜h − z‖[0,T ] + ‖u˜h − u‖[0,T ] ≤
C˜ · max
0≤n≤N
(
µmax(0,kn−2)δny + µkn−1δnz + ‖n,1‖+ ‖n,2‖
)
. (4.23)
Hierbei sind n,i die lokalen Diskretisierungsfehler der einzelnen Zeitschrittverfahren
fu¨r die Teilsysteme im Makrozeitschritt [tn−1, tn] und y˜h, z˜h und u˜h die zeitdiskreten
Lo¨sungen des gekoppelten Systems.
4. Die Fehlerabscha¨tzung in Satz 1 bzw. die diskrete Version (4.23) la¨ßt sich folgender-
maßen interpretieren: Wenn eine Extrapolation 1. Ordnung (z.B. durch eine lineare
Extrapolation) gewa¨hlt wird und eine ausreichende Anzahl von Iterationen durch-
gefu¨hrt wird, um die zusa¨tzliche Bedingung Lαkn < 1 zu erfu¨llen, dann erha¨lt man
mit der Block-Gauß-Seidel Iteration eine Fehler- bzw. Konsistenzordnung der Gro¨ße
O(h2) – unter der zusa¨tzlichen Voraussetzung, daß die jeweiligen Zeitintegrations-
verfahren ebenfalls (lokal) quadratisch konvergent sind. Im Vergleich zu den gestaf-
felten Verfahren besitzen die iterativen stark gekoppelten Lo¨sungsverfahren also eine
ho¨here Konsistenzordnung als diese.
Anwendung auf Probleme der Fluid-Struktur Interaktion
Im folgenden sollen die Aussagen, die im letzten Teilabschnitt vorgestellt wurden, auf
die hier untersuchten Probleme der Fluid-Struktur Interaktion u¨bertragen werden. Dazu
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werden die differential-algebraischen Systeme, die die Fluid-, Netz- und Strukturdynamik
beschreiben, als ein System von gekoppelten differential-algebraischen Gleichungen for-
muliert. Die Fluid- und Netzdynamik, die das erste Subsystem bilden, werden durch die
folgenden differential-algebraischen Gleichungen gegeben:
Mf V˙ +Nf (V − X˙)V +BfP +KfV = G+Dfτ, (4.24)
BtfV = 0, (4.25)
K˜X = D˜U. (4.26)
Die Strukturdynamik wird durch das Differentialgleichungssystem
MsU¨ + CsU˙ +Ks(U) = F +Dsτ (4.27)
dargestellt. Die algebraischen Kopplungsbedingungen, die die beiden Subsysteme mitein-
ander verknu¨pfen, werden durch die kinematischen Kopplungsbedingungen
TfV = TsU˙ (4.28)
gegeben, wobei Tf bzw. Ts die Transfermatrizen im Fluid bzw. in der Struktur sind, die
die Geschwindigkeiten auf dem Interface Γ bestimmen. Die Randspannungen τ gehen
bei dieser Formulierung sowohl im Fluid als auch in der Struktur als a¨ußere Kra¨fte auf
der rechten Seite ein. Bei den Matrizen Df und Ds handelt es sich ebenfalls um Trans-
fermatrizen zur Berechnung der Randspannungen. Die Subsysteme (4.24), (4.25), (4.26)
und (4.27) sollen jetzt zusammen mit der Kopplungsbedingung (4.28) als ein gekoppel-
tes differential-algebraisches System formuliert werden, wie es im letzten Teilabschnitt
vorgestellt wurde und fu¨r die Anwendung von Satz 2 beno¨tigt wird. Dazu mu¨ssen die
Teilsysteme so umgeschrieben werden, daß sie die Index−1−Bedingungen (4.13) erfu¨llen.
Hierfu¨r verwenden wir die gleiche Schreibweise wie im letzten Teilabschnitt:
1. Subsystem 1: Fu¨r das Fluidproblem werden die Variablen y1, z1, f1 und u folgender-
maßen definiert:
y1 =
(
V
X
)
, z1 =
 BP
Ξ
 , f1 = ( B
Ξ
)
, u = τ. (4.29)
Die algebraische Gleichung wird durch
h1(y1, y2, z1, u) =
 MfB +Nf (V − Ξ)V +BfP +KfV −G−Dfτ−Btf [M−1f (Nf (V − Ξ)V +BfP +KfV −G−Dfτ)]
K˜Ξ− D˜W

(4.30)
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gegeben. Die erste Gleichung entspricht der Differentialgleichung in den Navier-
Stokes Gleichungen, und die zweite der Kontinuita¨tsgleichung, nachdem diese nach
der Zeit abgeleitet und der Term fu¨r V˙ aus der Differentialgleichung eingesetzt wur-
de. Die dritte Gleichung entsteht aus der Netzbewegung. Die beiden urspru¨nglichen
algebraischen Gleichungen werden dabei noch einmal abgeleitet, um die Index−1−Be-
dingungen (4.13) zu erfu¨llen.
2. Subsystem 2: Das Strukturproblem la¨ßt sich relativ einfach in die vorgegebene Form
bringen. Dazu werden
y2 =
(
U
W
)
, z2 = A, f2 =
(
W
A
)
, u = τ (4.31)
und
h2(y1, y2, z2, u) = MsA+ CsW +Ks(U)− F −Dsτ (4.32)
gesetzt.
3. Algebraische Gleichungen: Die Kopplungsbedingungen (4.12) werden nicht direkt in
der Form (4.28) geschrieben, sondern die Gleichungen (4.28) werden noch einmal in
der Zeit abgeleitet. Damit erha¨lt man die Gleichung
g(y1, y2, z1, z2) = TfB − TsA = 0. (4.33)
Nachdem die entsprechenden Gro¨ßen fu¨r die beiden Subsysteme und die Kopplungsbe-
dingungen definiert sind, mu¨ssen als Voraussetzung fu¨r Satz 2 die Index−1−Bedingungen
(4.13) u¨berpru¨ft werden. Fu¨r das zweite Subsystem la¨ßt sich dieses relativ einfach zeigen:
1. Die erste Bedingung ergibt sich aufgrund von
∂h2
∂z2
= Ms,
da die Massenmatrix Ms positiv definit und damit auch regula¨r ist.
2. Fu¨r die zweite Bedingung mu¨ssen die folgenden Ableitungen bestimmt werden:
∂h2
∂u
= −Ds, ∂g
∂z2
= −Ts.
Damit erha¨lt man insgesamt die Matrix(
∂h2
∂z2
∂h2
∂u
∂g
∂z2
0
)
=
(
Ms −Ds
−Ts 0
)
. (4.34)
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Durch Block-Gauß Elimination la¨ßt sich die Matrix in(
Ms −Ds
0 −TsM−1s Ds
)
umformen. Diese Matrix ist ebenfalls regula¨r, da Ds = T
t
s gilt und daher die Matrix
TsM
−1
s Ds = TsM
−1
s T
t
s positiv definit und damit nicht singula¨r ist.
Beim ersten Subsystem mu¨ssen mehrere Umformungen durchgefu¨hrt werden, um die
Index−1−Bedingungen nachzuweisen:
1. Die Matrix ∂h1
∂z1
hat die folgende Gestalt:
∂h1
∂z1
=
 Mf Bf −D1Nf (V − Ξ)V0 −BtfM−1f Bf BtfM−1f D1Nf (V − Ξ)V
0 0 K˜
 . (4.35)
Da die drei Matrizen auf der Hauptdiagonalen positiv bzw. negativ definit und damit
auch regula¨r sind, ist auch die gesamte Matrix in (4.35) nicht singula¨r. Im folgenden
wird kurz
Ef = D1Nf (V − Ξ)V
gesetzt.
2. Fu¨r die Matrizen ∂h1
∂u
und ∂g
∂z1
ergibt sich
∂h1
∂u
=
 −DfBtfM−1f Df
0
 , ∂g
∂z1
=
(
Tf 0 0
)
. (4.36)
Daraus folgt fu¨r die zusammengesetzte Matrix
(
∂h1
∂z1
∂h1
∂u
∂g
∂z1
0
)
=

Mf Bf −Ef −Df
0 −BtfM−1f Bf BtfM−1f Ef BtfM−1f Df
0 0 K˜ 0
Tf 0 0 0
 . (4.37)
Durch die Anwendung eines Block-Gauß Eliminationsschrittes erha¨lt man die Matrix
Mf Bf −Ef −T tf
0 −BtfM−1f Bf BtfM−1f Ef BtfM−1f T tf
0 0 K˜ 0
0 −TfM−1f Bf −TfM−1f Ef −TfM−1f T tf
 , (4.38)
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wobei der Zusammenhang Df = T
t
f beru¨cksichtigt wurde. Der na¨chste Eliminations-
schritt fu¨hrt in dieser Matrix zu dem folgenden rechten unteren Diagonalelement:
−TfM−1f T tf − (TfM−1f Bf )(BtfM−1f Bf )−1(BtfM−1f T tf ). (4.39)
Diese Matrix ist wieder negativ definit und daher auch regula¨r. Außerdem wird
diese Matrix durch den letzten Eliminationsschritt nicht mehr gea¨ndert. Damit sind
auch die Regularita¨tseigenschaften fu¨r das erste Subsystem nachgewiesen, da alle
Matrizen auf der Hauptdiagonalen regula¨r sind.
Als letztes muß noch die Kopplungsmatrix fu¨r das gesamte System
(
∂h
∂z
∂h
∂u
∂g
∂z
0
)
=

∂h1
∂z1
∂h1
∂z2
∂h1
∂u
∂h2
∂z1
∂h2
∂z2
∂h2
∂u
∂g
∂z1
∂g
∂z2
0

auf ihre Regularita¨t untersucht werden. Durch Zeilen- und Spaltenvertauschung erha¨lt
man fu¨r diese Kopplungsmatrix 
∂h1
∂z1
∂h1
∂u
0
∂g
∂z1
0 ∂g
∂z2
0 ∂h2
∂u
∂h2
∂z2
 .
Es muß also untersucht werden, was mit dem mittleren Diagonalelement passiert, wenn
diese Matrix auf obere Dreiecksform gebracht wird. Dazu ko¨nnen die beiden Submatrizen
getrennt voneinander bearbeitet werden, wie es oben bereits durchgefu¨hrt wurde. Als
Diagonalterm in der Mitte ergibt sich daher die Matrix
−TsM−1s T ts − TfM−1f T tf − (TfM−1f Bf )(BtfM−1f Bf )−1(BtfM−1f T tf ). (4.40)
Diese Matrix ist offensichtlich negativ definit, so daß auch die Kopplungsmatrix regula¨r
ist und alle Index−1−Bedingungen erfu¨llt sind.
Damit sind die Voraussetzungen fu¨r eine Anwendung von Satz 2 nachgewiesen. Die Block-
Gauß-Seidel Iteration ist also unter den Voraussetzungen
α < 1, Lαkn < 1
und fu¨r einen hinreichend kleinen Makrozeitschritt H := ∆t konvergent und besitzt eine
quadratische Fehlerordnung. Die Kontraktivita¨tskonstante α ist dabei durch (4.22) defi-
niert. Die Erfu¨llung dieser Kontraktivita¨tsbedingung ist also notwendig fu¨r eine Konver-
genz der Block-Gauß-Seidel Iteration. Allerdings muß diese Bedingung nicht immer erfu¨llt
sein, so daß das Block-Gauß-Seidel Verfahren divergent sein kann [AG01]. Die Erfu¨llung
der Kontraktivita¨tsbedingung ha¨ngt dabei insbesondere von der Reihenfolge der Iteration
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und der Zuordnung der Kopplungsbedingungen zu den Teilproblemen ab. Dieses erkla¨rt
auch die unterschiedlichen Stabilita¨tsgebiete bei den verschiedenen Varianten der gestaf-
felten Verfahren. Aus diesem Grund erscheint es sinnvoll, ein Verfahren zu konstruieren,
das auch unter schwa¨cheren Voraussetzungen als die dynamische Iteration konvergiert.
Dieses Verfahren wird im folgenden Abschnitt vorgestellt.
4.3 Approximative Block-Newton Verfahren
In diesem Abschnitt wollen wir einen alternativen Lo¨sungsansatz fu¨r eine starke Kopplung
der Teillo¨ser vorstellen. Bei dem gekoppelten Problem der Fluid-Struktur Interaktion muß
in jedem Zeitschritt ein nichtlineares diskretes Problem gelo¨st werden, das im allgemeinen
mit einem Newton-Verfahren oder einer entsprechenden Variante davon berechnet wird.
Bei monolithischen bzw. simultanen Lo¨sungsverfahren wird diese Vorgehensweise zum
Beispiel auf das gesamte gekoppelte Problem [Blo98], [HWD01] angewendet. Wir verwen-
den in dieser Arbeit partitionierte Verfahren und wollen nur die vorhandenen Lo¨ser fu¨r
die Teilprobleme einsetzen, so daß das Newton-Verfahren nicht direkt angewendet wer-
den kann, da die partiellen Ableitungen der Kopplungsterme nicht zur Verfu¨gung stehen.
Aus diesem Grund werden hier approximative Block-Newton Verfahren eingesetzt, die als
Grundlage das Newton-Verfahren fu¨r das gesamte System besitzen, aber in denen die par-
tiellen Ableitungen durch Finite Differenzen und mit Hilfe der (iterativen) Lo¨ser fu¨r die
Teilprobleme approximiert werden. Die approximativen Block-Newton Verfahren wurden
in erster Linie zur Berechnung von Problemen [Cha85], [Kel77] entwickelt, bei denen die
Dimension eines Teilproblems im Verha¨ltnis zur Dimension des gesamten Problems sehr
klein war. Sie wurden in den letzten Jahren allerdings auch vermehrt zur Berechnung von
gekoppelten Problemen eingesetzt, in denen die Dimension beider Teilprobleme ungefa¨hr
gleich groß ist. Dabei handelte es sich allerdings in fast allen Fa¨llen um stationa¨re Pro-
bleme. So wurden in [Art96] und [Men99] chemische Probleme untersucht, und in [Fis97]
stationa¨re Navier-Stokes Gleichungen mit einem approximativen Block-Newton Verfah-
ren berechnet. In dieser Arbeit werden diese Block-Newton Verfahren zum ersten Mal auf
instationa¨re gekoppelte Probleme der Fluid-Struktur Wechselwirkung angewendet.
Um das Block-Newton Verfahren in unserer Situation einsetzen zu ko¨nnen, mu¨ssen als
erstes die (iterativen) Lo¨ser fu¨r das Fluid- und Strukturproblem als Fixpunktiterationen
formuliert werden, wie es im letzten Kapitel vorgestellt wurde. Der iterative Lo¨ser fu¨r das
Fluid la¨ßt sich durch
(V
(k+1)
n+1 , P
(k+1)
n+1 ) = F (V
(k)
n+1, P
(k)
n+1, U˜n+1, W˜n+1), k = 0, 1, 2, . . . (4.41)
und die Iteration des Strukturlo¨sers durch
(U
(k+1)
n+1 ,W
(k+1)
n+1 ) = G(V˜n+1, P˜n+1, U
(k)
n+1,W
(k)
n+1), k = 0, 1, 2, . . . (4.42)
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als eine Fixpunktiteration darstellen, wobei (n + 1) der Zeitschritt und k der Iterations-
index sind. Da wir im folgenden nur den Zeitschritt (n + 1) betrachten, werden wir den
Zeitindex (n+ 1) bei den Fluid- und Strukturvariablen weglassen. Außerdem bezeichnen
wir die Fluidgro¨ßen kurz als X = (V, P ) und die Strukturvariablen als Y = (U,W ). Damit
ko¨nnen wir die Iterationen (4.41), (4.42) zum Zeitpunkt tn+1 in der folgenden Kurzform
darstellen:
X(k+1) = F (X(k), Y ), k = 0, 1, 2, . . . (4.43)
fu¨r das Fluid und
Y (k+1) = G(X, Y (k)), k = 0, 1, 2, . . . (4.44)
fu¨r die Struktur. Wir setzen fu¨r die Iterationsoperatoren in (4.43) und (4.44) keine spezi-
ellen Eigenschaften außer derjenigen voraus, daß jede einzelne Iteration konvergent ist. In
unserem Fall handelt es sich bei den iterativen Verfahren (4.43) und (4.44) um Newton-
Raphson Iterationen, die unter gewissen Voraussetzungen an die Teilprobleme quadratisch
konvergent sind.
4.3.1 Umformulierung des gekoppelten Problems
Mit Hilfe der Fixpunktiterationen (4.43) und (4.44) kann das gekoppelte Problem so um-
formuliert werden, daß die approximativen Block-Newton Verfahren darauf angewendet
werden ko¨nnen. Wir suchen im folgenden eine Lo¨sung des gekoppelten Systems
f(X, Y ) = X − F (X, Y ) = 0, (4.45)
g(X, Y ) = Y −G(X, Y ) = 0, (4.46)
das aus den Fixpunktiterationen (4.43) und (4.44) entstanden ist. Es ist zu bemerken, daß
diese Form nicht aus den urspru¨nglichen Gleichungen fu¨r das Fluid- und das Struktur-
problem zum Zeitpunkt tn hergeleitet wurde, sondern von den iterativen Lo¨sern (4.41),
(4.42) fu¨r jedes Teilproblem stammt.
Eine oft verwendete Methode, um das System (4.45), (4.46) zu lo¨sen, ist das Block-Jakobi
oder Block-Gauß-Seidel Verfahren [CC96], [MMV98b], das in Abbildung 4.15 dargestellt
wird. Die iterativen Verfahren, die bisher vorgestellt wurden, sind alle von dieser Form,
wobei in den beiden Teilschritten allerdings solange iteriert wird, bis in den Teilpro-
blemen Konvergenz erreicht ist. Der Informationsaustausch zwischen dem Fluid- und
Strukturlo¨ser findet bei diesen Verfahren also erst nach einer zur Konvergenz beno¨tig-
ten Anzahl von Iterationen κ1 bzw. κ2 statt. Alternativ dazu werden in [CC96] und
in [MMV98b] Iterationsverfahren eingesetzt, bei denen in jedem Teilproblem nur einige
Iterationen durchgefu¨hrt werden und zwischendurch die Kopplungsgro¨ßen ausgetauscht
werden. Es ist jedoch sehr vom Problem abha¨ngig, wann welche dieser Verfahren besser
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Setze k = 0 und iteriere:
1. X(k+1) = F κ1(X(k), Y (k)), κ1 Iterationen des Fluidlo¨sers.
2. Y (k+1) = Gκ2(X(k(+1)), Y (k)), κ2 Iterationen des Struk-
turlo¨sers.
3. U¨berpru¨fe die Konvergenzbedingungen; setze ggf. k := k + 1
und gehe zu 1.
Abbildung 4.15: Block-Jakobi oder Block-Gauß-Seidel Verfahren
bzw. u¨berhaupt konvergieren. So wurde in [MMV99a] ein einfaches gekoppeltes Modell-
beispiel mit verschiedenen Varianten der Block-Jakobi und Block-Gauß-Seidel Iterationen
berechnet, und es wurde festgestellt, daß die Konvergenz der verschiedenen Varianten sehr
stark von den Problemparametern abha¨ngt.
Weiterhin ist bekannt, daß die Konvergenz dieser Verfahren oft sehr langsam ist oder diese
u¨berhaupt nicht konvergieren, obwohl die Iterationen fu¨r die Teilprobleme als konvergent
vorausgesetzt werden [MMV99a]. Diese Problematik wurde bereits im letzten Abschnitt
untersucht. Daher werden effizientere und robustere Verfahren – wie zum Beispiel Newton-
Raphson Methoden oder Varianten davon – zur Lo¨sung des gekoppelten Systems (4.45),
(4.46) eingesetzt. Diese beno¨tigen allerdings die Auswertung der partiellen Ableitungen
bzw. die Berechnung der Jakobi-Matrizen, die bei einem partitionierten Lo¨sungsansatz
nicht zur Verfu¨gung stehen. Aus diesem Grund werden wir hier approximative Block-
Newton Verfahren anwenden, bei denen die Ableitungen durch Finite Differenzen und
unter Verwendung der iterativen Lo¨ser F und G approximiert werden. Wir orientieren
uns hierbei im wesentlichen an der Arbeit von [AM95], da fu¨r die Darstellung der ap-
proximativen Block-Newton Verfahren auch verschiedene andere Mo¨glichkeiten existieren
[MMV99a], [MMV99b].
Ein Schritt des zugrundeliegenden Newton-Raphson Verfahrens fu¨r das gekoppelte System
(4.45), (4.46) beinhaltet die Lo¨sung des folgenden linearen Gleichungssystem in jedem
Iterationsschritt:(
DXf(X
(k), Y (k)) DY f(X
(k), Y (k))
DXg(X
(k), Y (k)) DY g(X
(k), Y (k))
)(
∆X(k)
∆Y (k)
)
= −
(
f(X(k), Y (k))
g(X(k), Y (k))
)
. (4.47)
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Hierbei bezeichnen ∆X(k) := X(k+1) −X(k) und ∆Y (k) := Y (k+1) − Y (k), DXf bzw. DY f
sind die partiellen Ableitungen von f nach X bzw. Y (analog fu¨r g). Wir wollen hier
nur die existierenden Lo¨ser fu¨r die Teilprobleme verwenden, d.h. die Iterationen F und G.
Dieses bedeutet, daß wir keinen direkten Zugriff auf die partiellen Ableitungen DXf, DY f ,
etc. in (4.47) haben und diese daher geeignet approximieren mu¨ssen.
4.3.2 Iterative Lo¨sung des gekoppelten Systems
Wir betrachten im folgenden nur einen einzelnen Schritt der Block-Newton Iteration, so
daß wir den Iterationsindex k weglassen ko¨nnen. Wir wollen also den Vektor (∆X,∆Y )T
mit der gegebenen rechten Seite −(f, g)T berechnen. Dazu fu¨hren wir (symbolisch) eine
Block-Gauß Elimination des Systems (4.47) durch:
[DXf ]∆X = −[DY f ]∆Y − f
=⇒ ∆X = −[DXf ]−1f − [DXf ]−1[DY f ]∆Y, (4.48)
und setzen diesen Wert in die zweite Gleichung ein:(
[DY g]− [DXg][DXf ]−1[DY f ]
)
∆Y = −g + [DXg][DXf ]−1f (4.49)
⇐⇒ S∆Y = −r. (4.50)
Diese Schurkomplementgleichung wird nach ∆Y gelo¨st, so daß mit dem Ergebnis fu¨r ∆Y
die erste Gleichung nach ∆X gelo¨st werden kann. Wir schreiben die Schurkomplement-
gleichung in Kurzform als
S∆Y = ([DY g]− [DXg]C)∆Y = −g − [DXg]q = −r, (4.51)
mit
q := −[DXf ]−1f, C := [DXf ]−1[DY f ]. (4.52)
Daher kann ein Schritt der Block-Newton Iteration so formuliert werden, wie es in Ab-
bildung 4.16 gezeigt wird. Im folgenden soll beschrieben werden, wie die Jakobi-Matrizen
approximiert und wie lineare Systeme mit der Jakobi-Matrix DXf gelo¨st werden ko¨nnen.
Fu¨r den ersten Schritt erinnern wir uns daran, daß wir einen iterativen Lo¨ser fu¨r die Glei-
chung mit f haben. Weiter kann dieser Schritt als eine Iteration eines Newton-Raphson
Verfahrens fu¨r die Lo¨sung q der Gleichung
f(X(k) + q, Y (k)) = 0
gesehen werden, wenn X(k) und Y (k) als fest angenommen werden. Dieses ist gerade die
Lo¨sung des Fluidproblems, falls die Strukturvariablen als bekannt vorausgesetzt werden.
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1. Lo¨se die Gleichung [DXf ]q = −f nach q.
2. Berechne die modifizierte rechte Seite
r = g + [DXg]q.
3. Lo¨se die Gleichung S∆Y = −r mit dem Schurkomplement
S = [DY g]− [DXg]C
nach ∆Y .
4. Berechne ∆X = q − C∆Y .
Abbildung 4.16: Ein Schritt der Block-Newton Iteration
Daher ko¨nnen wir hier den iterativen Lo¨ser F einsetzen, um eine Approximation q ≈
Zm −X(k) zu erhalten, wobei
Zj+1 = F (Zj, Y
(k)), j = 0, 1, . . . ,m− 1, m ≥ 1
mit Z0 = X
(k) gilt. Da der iterative Lo¨ser F aus einer Newton-Raphson Iteration fu¨r die
Lo¨sung des Fluidproblems besteht, wird nur ein Iterationsschritt von F beno¨tigt.
Im zweiten Schritt verwenden wir zur Approximation des Vektors r eine Taylor-Entwicklung
von g um q:
r = g + [DXg]q ≈ g(X(k) + q, Y (k)) = Y (k) −G(X(k) + q, Y (k)).
Zur Berechnung der rechten Seite setzen wir definitionsgema¨ß den iterativen Lo¨ser G ein
(d.h. ein Iterationsschritt mit G).
Fu¨r den dritten Schritt wenden wir ein iteratives Verfahren zur Lo¨sung des linearen Glei-
chungssystems mit der Schurkomplementmatrix S an. Da S im allgemeinen eine unsym-
metrische Matrix ist (aufgrund der nicht symmetrischen Matrizen, die bei der Diskreti-
sierung der Navier-Stokes Gleichungen auftreten), wa¨hlen wir die Bi-CGStab-Methode
als iterativen Lo¨ser. Dazu beno¨tigen wir das Produkt von S mit einem beliebig vorge-
gebenen Vektor w. Dieses Matrix-Vektor Produkt ko¨nnen wir durch Finite Differenzen
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approximieren, wobei die Schrittweite h genu¨gend klein gewa¨hlt werden muß:
1
h
S(hw) =
1
h
([DY g](hw)− [DXg]C(hw))
≈ 1
h
(g(X(k) − C(hw), Y (k) + hw)− g(X(k), Y (k))).
In der Approximation S(hw) wird außerdem das Matrix-Vektor Produkt C(hw) =: v
gebraucht, das wie im ersten Schritt als Lo¨sung der Gleichung
[DXf ]v = [DY f ](hw)
berechnet werden kann. Zusa¨tzlich wird dazu noch der Ausdruck [DY f ](hw) durch Finite
Differenzen approximiert:
[DY f ](hw) ≈ f(Xk, Yk + hw)− f(Xk, Yk).
Zur Berechnung von C(hw) wird der iterative Lo¨ser F also zweimal verwendet. Dieses
bedeutet, daß pro Iterationsschritt des Bi-CGStab-Verfahrens zwei Aufrufe von G und
vier Aufrufe von F notwendig sind, da jeweils zwei Matrix-Vektor Produkte Sw1 und Sw2
berechnet werden mu¨ssen. Insgesamt werden also pro Bi-CGStab-Iteration sechs Itera-
tionen der Lo¨ser fu¨r die Teilprobleme verwendet. Wir fu¨hren in jedem Iterationsschritt
des approximativen Block-Newton Verfahrens jeweils nur ein bis zwei Iterationen der Bi-
CGStab-Methode durch, da wir zum einen nach einigen Zeitschritten einen sehr guten
Startvektor aus dem vorhergehenden Zeit- bzw. Iterationsschritt haben und zum anderen
eine relativ gute Approximationslo¨sung der Schurkomplement-Gleichung fu¨r die Block-
Newton Iteration ausreichend ist [MMV98a].
Im vierten Schritt ist q bekannt und wir beno¨tigen wieder das Produkt von der Matrix
C mit einem Vektor, in diesem Fall ∆Y , der im dritten Schritt berechnet wurde. Die-
ses Matrix-Vektor Produkt kann in der gleichen Art und Weise bestimmt werden wie
im dritten Schritt fu¨r C(hw). Dazu werden wieder zwei Iterationen des Fluidlo¨sers F
eingesetzt. Damit la¨ßt sich jetzt der gesamte Aufwand fu¨r einen Iterationsschritt des
approximativen Block-Newton Verfahrens bestimmen: In jedem Iterationsschritt werden
4 + 6 · it(Bi−CGSTab) Aufrufe der iterativen Lo¨ser F und G beno¨tigt. Daran kann man
erkennen, daß der Aufwand des approximativen Block-Newton Verfahrens von der Anzahl
der Bi-CGStab-Iterationen entscheidend abha¨ngt.
Fu¨r die approximativen Block-Newton Verfahren ist in [Cha85] und [MMV98a] gezeigt
worden, daß sie die quadratische Konvergenz des Newton-Verfahrens erhalten, wenn die
iterativen Lo¨ser fu¨r die Teilprobleme quadratisch konvergent sind oder die Approxima-
tionsfehler, die durch die Verwendung der Fixpunktiterationen entstehen, von zweiter
Ordnung sind. Dazu wird das approximative Block-Newton Verfahren als eine Sto¨rung
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des (gewo¨hnlichen) Newton-Verfahrens betrachtet [MMV98a], so daß sich die Konvergen-
zeigenschaften des Newton-Verfahrens u¨bertragen lassen. In [Men99] werden die Konver-
genzeigenschaften des approximativen Block-Newton Verfahrens untersucht, wenn fu¨r die
iterativen Lo¨ser F und G nur lineare Konvergenz vorausgesetzt wird. In diesem Fall la¨ßt
sich durch eine detaillierte mathematische Analyse zeigen, daß das approximative Block-
Newton Verfahren mindestens linear konvergent ist [Men99]. In unserem Fall handelt es
sich bei den Fixpunktiterationen (4.41) und (4.42) um Newton-Raphson Verfahren, die
unter bestimmten Voraussetzungen an die Teilprobleme (lokal) quadratisch konvergent
sind. Daher beha¨lt das approximative Block-Newton Verfahren hier seine quadratischen
Konvergenzeigenschaften [MMV98a].
Außerdem kann mit Hilfe des Newton-Kantorovich Theorems (vgl. z.B. [OR00]) gezeigt
werden, daß die Newton-Verfahren und damit auch die approximativen Block-Newton
Verfahren (als eine Sto¨rung des Newton Verfahrens) unter schwa¨cheren Bedingungen als
die Block-Gauß-Seidel Iteration konvergieren. Eine hierbei (noch) offene Frage ist, ob die
numerische Analyse (Satz von Arnold) der Block-Gauß-Seidel Iteration auch fu¨r Block-
Newton Verfahren durchgefu¨hrt werden kann. Dazu mu¨sste untersucht werden, wie die
Kontraktivita¨tskonstante α bei einem Newton- bzw. Block-Newton Verfahren aussieht.
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Abbildung 4.17: Vergleich mit monolithischem Lo¨sungsverfahren
Eine Alternative zu den approximativen Block-Newton Verfahren, die als eine natu¨rli-
che Erweiterung der Block-Gauß-Seidel und Block-Jakobi Iterationen angesehen werden
ko¨nnen, sind weitere nichtlineare Iterationsverfahren wie zum Beispiel das nichtlineare
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GMRES-Verfahren, das auch nur die Wirkung der Iterationsoperatoren F und G auf einen
Vektor beno¨tigt. Dieser Ansatz wurde zum Beispiel in [KS92] auf nichtlineare gekoppel-
te elliptische Probleme angewendet und ko¨nnte eine Alternative zu den approximativen
Block-Newton-Verfahren darstellen.
Abschließend sollen die approximativen Block-Newton Verfahren zur Lo¨sung des eindi-
mensionalen Modellbeispiels eingesetzt werden und sowohl mit der Block-Gauß-Seidel
Iteration als auch mit einem monolithischen Verfahren [Blo98], das das Modellbeispiel als
ein Gesamtsystem betrachtet, verglichen werden. Das approximative Block-Newton Ver-
fahren berechnet die gleiche Lo¨sung wie die Block-Gauß-Seidel Iteration, beno¨tigt aber
eine kleinere Zahl an Iterationen (vgl. Abbildung 4.18) und auch eine geringere Anzahl
an Lo¨seraufrufen (s. Abbildung 4.19). In diesem Fall wurde nur eine Iteration der Bi-
CGStab Methode beno¨tigt, da das Strukturproblem (zwei Freiheitsgrade) eine kleine Di-
mension hat. Die stark gekoppelten, partitionierten Lo¨sungsverfahren ko¨nnen mit einem
voll gekoppelten, simultanen Lo¨sungsansatz [Blo98] validiert werden, wie in Abbildung
4.17 dargestellt wird. Als Fazit ist festzustellen, daß bei einer Verwendung von großen
Zeitschritten stark gekoppelte Lo¨sungsverfahren notwendig sind und die approximativen
Block-Newton Verfahren eine effiziente Alternative zu den
”
klassischen“ Block-iterativen
Verfahren darstellen.
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Abbildung 4.18: Iterationsanzahl fu¨r die Block-iterativen Verfahren
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Abbildung 4.19: Lo¨seraufrufe fu¨r die Block-iterativen Verfahren
Kapitel 5
Software-Aspekte des
Kopplungsinterfaces
In dieser Arbeit wird ein modularer Lo¨sungsansatz zur Berechnung der Wechselwirkung
von Fluid und Struktur gewa¨hlt. Es werden dabei partitionierte Verfahren eingesetzt,
um existierende Lo¨ser und Software fu¨r die Teilprobleme miteinander zu koppeln. Zur
Kopplung der verschiedenen Programme soll ein Software-Werkzeug zur Verfu¨gung ge-
stellt werden, das in diesem Kapitel beschrieben wird. Dazu werden im ersten Abschnitt
die allgemeinen Anforderungen an ein Kopplungsinterface erla¨utert, im zweiten Abschnitt
wird detailliert auf eine Realisierung, die Kopplungsbibliothek GRISSLi [Mu¨n98b], einge-
gangen, und im dritten Abschnitt wird vorgestellt, wie die in dieser Arbeit entwickelten
Kopplungsalgorithmen mit GRISSLi implementiert werden ko¨nnen.
5.1 Anforderungen an ein Kopplungsinterface
Wir untersuchen die Anforderungen an ein Interface hier speziell fu¨r Probleme der Fluid-
Struktur Interaktion und nicht allgemein fu¨r gekoppelte Probleme, obwohl viele Forderun-
gen einfach zu u¨bertragen sind. Ein Kopplungsinterface hat im wesentlichen zwei Kern-
aufgaben zu erfu¨llen:
• die Kommunikation von Daten zwischen den verschiedenen Programmen, damit ein
Austausch der Kopplungsgro¨ßen ermo¨glicht wird, und
• die Synchronisation der beteiligten Programme, so daß ein konsistenter zeitlicher
Ablauf stattfindet.
Bei partitionierten Verfahren wird fu¨r die einzelnen Teilprobleme des gekoppelten Pro-
blems separate Software eingesetzt. Bei der Berechnung der Wechselwirkung von Fluid
und Struktur werden daher verschiedene Programme fu¨r die Stro¨mung und die Struktur
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verwendet. Im allgemeinen verwenden diese Programme unterschiedliche Finite Elemente
oder Finite Volumen Typen und erzeugen unabha¨ngig von dem anderen Programm Git-
ter, die auf die Teilprobleme optimal angepasst sind. So kann zum Beispiel ein Fluid-Lo¨ser
strukturierte Netze aus Rechteckelementen (vgl. Abbildung 5.1) und ein Struktur-Lo¨ser
strukturierte oder unstrukturierte Dreieckgitter benutzen, wie in Abbildung 5.2 dargestellt
wird.
Abbildung 5.1: Strukturiertes Rechteckgitter im Fluid
Damit ergibt sich das Problem, das am Rand zwei nicht zueinander passende Gitter
aufeinandertreffen [MF95]. Dieses fu¨hrt zu den folgenden elementaren Aufgaben, die ein
Kopplungsinterface erfu¨llen muß:
• Das Interface muß die Nachbarschaftsbeziehungen zwischen den verschiedenen Git-
tern bestimmen ko¨nnen. Hierbei handelt es sich um ein geometrisches Problem, was
durch effiziente Such- und Zuordnungsalgorithmen gelo¨st werden kann.
• Die Kopplungsgro¨ßen mu¨ssen bei dem Datenaustausch auf die unterschiedlichen
Gitter interpoliert werden. Dazu sind verschiedene ein-, zwei- und auch dreidimen-
sionale Interpolationstechniken notwendig, die auch die unterschiedlich feine Dis-
kretisierung in den Teilgebieten beru¨cksichtigen. Außerdem sollte es mo¨glich sein,
die in den Teillo¨sern vorhandenen Interpolationsroutinen zu verwenden, da diese fu¨r
das Teilproblem meistens optimal angepasst sind.
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Abbildung 5.2: Strukturiertes Dreieckgitter in der Struktur
• Das Interface muß geometrische A¨nderungen des Randes durchfu¨hren ko¨nnen, um
die Zustandgro¨ßen des einen Gitters auf das andere korrekt zu u¨bertragen.
Ein zusa¨tzliches Problem tritt auf, wenn eines oder mehrere der zu koppelnden Programme
parallel abla¨uft. Bei parallelen Programmen wird das Berechnungsgebiet im allgemeinen
in disjunkte Teilgebiete zerlegt und diese auf mehrere Prozessoren verteilt. Dieses fu¨hrt
zu einem erho¨hten Aufwand bei der Bestimmung der Nachbarschaftsbeziehungen zwi-
schen den verschiedenen Netzen, da diese u¨ber die einzelnen Prozessoren des parallelen
Programms verteilt sein ko¨nnen.
Bei partitionierten oder gestaffelten Verfahren muß zu bestimmten Zeitpunkten ein Da-
tenaustausch zwischen den verwendeten Programmen fu¨r die Teilprobleme durchgefu¨hrt
werden. Das Kopplungsinterface hat die Aufgabe, diesen Ablauf zu synchronisieren und
damit fu¨r einen konsistenten zeitlichen Ablauf zu sorgen. Dabei kann dieser Ablauf zum
einen global gesteuert werden, zum anderen ko¨nnen die beteiligten Programme selbst –
durch Kommunikation u¨ber das Kopplungsinterface – diese Funktion u¨bernehmen. Au-
ßerdem mu¨ssen vom Interface Methoden zur Verfu¨gung gestellt werden, mit denen eine
a¨ußere Iteration, wie sie bei den vorgestellten Kopplungsalgorithmen zur Erfu¨llung der
Kopplungsbedingungen notwendig ist, ermo¨glicht wird. So mu¨ssen die Teillo¨ser Infor-
mationen u¨ber Konvergenz oder Iterationsanzahl der Kopplungsalgorithmen austauschen
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ko¨nnen.
In den letzten Jahren sind in mehreren Projekten Kopplungsinterfaces fu¨r unterschiedliche
Anwendungsfa¨lle entwickelt worden. In den meisten Fa¨llen war eine Grundvoraussetzung,
daß mehrere parallele Anwendungsprogramme auf einem Parallelrechner miteinander ge-
koppelt werden sollen.
Von der GMD (Gesellschaft fu¨r Mathematik und Datenverarbeitung, St. Augustin, Bonn)
wurden die Kopplungsbibliotheken COCOLIB [BWHS97] und GRISSLi [Mu¨n98b], [Mu¨n98a]
entwickelt, die jetzt in dem Projekt MpCCI zusammengefasst worden sind. Ein wesentli-
cher Unterschied zwischen den Kopplungsbibliotheken COCOLIB und GRISSLi besteht
darin, daß bei COCOLIB ein zentraler Kontrollprozeß vorhanden ist, wohingegen bei
GRISSLi alle Prozesse gleichwertig sind und eine Steuerung dezentral vorgenommen wird.
Ein weiterer Unterschied ergibt sich dadurch, daß bei GRISSLi in der Initialisierungsphase
ein festgelegter Kopplungsalgorithmus definiert wird. Dadurch ko¨nnen im voraus optimier-
te Kommunikationspla¨ne generiert werden. In der COCOLIB werden die Zeitpunkte des
Datenaustausches durch den Kontrollprozeß bestimmt.
Die Kopplungsbibliothek MCL (
”
Model Coupling Library“) von NCAR [DL96] ermo¨glicht
eine Kopplung von verschiedenen Modellen im NCAR Klima-Modell (wie zum Beispiel
ein Modell fu¨r die Atmospha¨re und ein Modell fu¨r den Ozean). Dieses Interface ist im
engeren Sinne keine Bibliothek, sondern ein unabha¨ngiges Programm, u¨ber das die Model-
le kommunizieren. Ein weiteres Kopplungsinterface, das im Bereich der metereologischen
Anwendungen entstanden ist, ist OASIS (Meteo France und CERFACS). Bei beiden Pro-
jekten arbeitet das Kopplungsinterface jedoch nur seriell, so daß die parallelen Anwen-
dungsprogramme die Verteilung der ausgetauschten Kopplungsgro¨ßen selbst u¨bernehmen
mu¨ssen.
5.2 Die Kopplungsbibliothek GRISSLi
Die Kopplungsbibliothek GRISSLi wurde im Rahmen eines vom Bundesministerium fu¨r
Bildung und Forschung (BMBF) gefo¨rderten Projektes von 1996 bis 1998 vom IBM High
Performance Support Center in Heidelberg, dem Institut fu¨r Algorithmen und Wissen-
schaftliches Rechnen der GMD in St. Augustin und dem Institut fu¨r Parallele und Ver-
teilte Ho¨chstleistungsrechner an der Universita¨t Stuttgart entwickelt. Wir haben in der
Entwicklungsphase von GRISSLi einen Prototypen des Kopplungsinterfaces getestet und
validiert [Mu¨n98a], [SM99] und setzen GRISSLi seitdem zur Kopplung von Stro¨mungs-
und Strukturprogrammen ein.
Das Ziel von GRISSLi war die Kopplung von parallelen gitterbasierten Anwendungspro-
grammen auf einem Parallelrechner mit verteiltem Speicher (
”
Distributed Memory Paral-
lel Computer“). Jedes Anwendungsprogramm bzw. jeder Anwendungsprozeß erha¨lt eine
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Communication: MPI−Library
Structure:
FEAP
Fluid:
FEATFLOW
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Abbildung 5.3: Kopplung von Anwendungsprogrammen mit GRISSLi
Instanz von GRISSLi zugewiesen, die fu¨r die Kommunikation und die Synchronisation
zusta¨ndig ist (s. Abbildung 5.3). Dazu werden die fu¨r die Kopplung wichtigen Zustands-
gro¨ßen aus den Datenstrukturen der Anwendungsprogramme an das Kopplungsinterface
u¨bergeben. Umgekehrt mu¨ssen die vom Interface u¨bertragenen Daten in die Datenstruk-
turen des Anwendungsprozesses geschrieben werden. Die eigentliche Kommunikation im
Netzwerk wird dabei von MPI (
”
Message Passing Interface“) [GLS94] u¨bernommen, wie
in Abbildung 5.3 dargestellt wird. Um einen Kopplungsalgorithmus in ein Anwendungs-
programm zu integrieren, werden in diesem Datenaustauschoperationen u¨ber das Kopp-
lungsinterface eingefu¨gt.
Die wesentlichen Grundkonzepte von GRISSLi werden durch die Begriffe Gittervariable
und Synchronisations- bzw. Sprungpunkte gepra¨gt. Wir werden diese Grundkonzepte hier
kurz vorstellen und erla¨utern, wie sie bei der Berechnung der Wechselwirkung von Fluid
und Struktur eingesetzt werden ko¨nnen. Fu¨r eine detaillierte Beschreibung verweisen wir
auf [Mu¨n98b].
Eine Gittervariable ist eine an der Kopplung teilnehmende Zustandsgro¨ße. Bei Problemen
der Fluid-Struktur Interaktion handelt es sich zum Beispiel um den Druck bzw. die Span-
nungen des Fluides und die Verschiebungen und die Geschwindigkeiten der Struktur am
Rand. Jedes Anwendungsprogramm hat eine eigene Sicht auf die Gittervariablen. Jede
Sicht referenziert ein Gitter, das strukturiert oder unstrukturiert sein kann, und umfaßt
den programmspezifischen Anwendungsdatensatz. Die Anwendungsdaten stehen dabei im
direkten Zusammenhang mit den definierten Gittern. Die Eigenschaften einer Gitterva-
riablen sind in Abbildung 5.4 zu sehen. Weitere Charakteristiken einer Sicht sind der Git-
tertyp (Dreiecke, Rechtecke, Tetraeder, Quader, Anzahl der Knoten, etc.), der Datentyp
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Abbildung 5.4: Das Konzept der Gittervariablen in GRISSLi
(Ordnung der Tensoren) und der Datentransfertyp (Richtung der Kommunikation). Au-
ßerdem wird festgelegt, welcher Interpolationstyp beim Datenaustausch verwendet wird.
Das GRISSLi-Kopplungsinterface bietet eine Reihe von vordefinierten Interpolationsal-
gorithmen an. Weiterhin besteht die Mo¨glichkeit, u¨ber eine Programmschnittstelle die
Interpolationsroutinen eines Anwendungsprogrammes einzubinden.
Die gekoppelten Anwendungsprogramme laufen prinzipiell asynchron zueinander. Ein Da-
tenaustausch (d.h. Schreiben und Lesen auf eine Sicht) ist bei Synchronisationspunk-
ten mo¨glich. Dabei legen die Anwendungsprogramme die Reihenfolge der Synchronisa-
tionspunkte und die daran beteiligten Gittervariablen im voraus fest. Zusa¨tzlich ko¨nnen
Sprungpunkte (
”
Branch points“) definiert werden, die einige Synchronisationspunkte u¨ber-
springen oder auch zuru¨ckspringen ko¨nnen. Damit lassen sich zum Beispiel Konvergenzab-
fragen fu¨r die Zeitintegration oder fu¨r eine a¨ußere Iteration realisieren. Ein einfaches Kom-
munikationsdiagramm fu¨r einen Kopplungsalgorithmus ist in Abbildung 5.5 dargestellt.
Aufgrund der Synchronisations- und Sprungpunkte ist eine globale Steuerung durch eine
vorgegebene Ablauffolge und eine flexible Gestaltung der Kopplungsalgorithmen mo¨glich.
Insbesondere werden keine globalen Steuerungsprogramme beno¨tigt, die die Anwendungen
kontrollieren.
In GRISSLi existieren verschiedene Phasen der gekoppelten Berechnung: die Initiali-
sierungs- und die Berechnungsphase. In der Initialisierungsphase werden in jedem Anwen-
dungsprogramm die Gittervariablen, die jeweiligen Sichten auf die Gittervariablen und ih-
re Charakteristiken, die entsprechenden Gitter und die Datentypen der Anwendungsdaten
definiert. Außerdem wird ein Kopplungsalgorithmus durch eine Reihenfolge der Synchroni-
sationspunkte und eventuelle Sprungpunkte vorgegeben. In der Berechnungsphase werden
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die Daten auf die verschiedenen Sichten der Gittervariablen von den Anwendungsprogram-
men geschrieben oder von diesen gelesen. Wenn ein Synchronisations- oder Sprungpunkt
erreicht wird, so wird die Kontrolle an das Kopplungsinterface u¨bergeben, welches dann
die Aufgabe des Datenaustausches u¨bernimmt. Wa¨hrend der Berechnungsphase ko¨nnen
keine A¨nderungen an dem Kopplungsalgorithmus oder an den Sichten der Anwendungs-
programme vorgenommen werden. Eine Ausnahme bildet hier nur das A¨ndern von Git-
tern, das unter anderem bei Problemen der Fluid-Struktur Wechselwirkung notwendig
ist.
Insgesamt gesehen bietet GRISSLi dem Benutzer eine flexible Umgebung zur Kopplung
von Anwendungsprogrammen an, in der insbesondere die Definition von neuen Kopp-
lungsalgorithmen schnell durchgefu¨hrt werden kann.
5.3 Realisierung der Kopplungsalgorithmen
Im folgenden soll erla¨utert werden, wie die im fu¨nften Kapitel vorgestellten Kopplungs-
algorithmen mit Hilfe des Interfaces GRISSLi realisiert werden ko¨nnen. Dazu werden wir
als erstes die gestaffelten Verfahren betrachten, bei denen im Gegensatz zu den stark
gekoppelten Lo¨sungsverfahren keine a¨ußere Iteration eingesetzt wird.
Die Implementierung eines gestaffelten Verfahrens in GRISSLi wird fu¨r den (n + 1)-ten
Zeitschritt in der Abbildung 5.5 dargestellt. Bei dem ersten Synchronisationspunkt wer-
den die Strukturverschiebungen in den Randknoten von dem Strukturlo¨ser an das Fluid-
programm geschickt. In diesem wird zum einen eine Extrapolation der Verschiebungen
und daraus eine Extrapolation der Randgeschwindigkeiten fu¨r den na¨chsten Zeitschritt
berechnet und zum anderen das Fluidgitter aktualisiert. Anschließend wird das Fluidpro-
blem im Zeitschritt n+ 1 gelo¨st. An dem zweiten Synchronisationspunkt werden dann die
berechneten Fluidspannungen zu dem Strukturlo¨ser transferiert. Dort werden die Fluid-
spannungen am Interface in entsprechende Strukturlasten in den Randknoten der Struktur
umgeformt. Danach wird mit diesen Strukturlasten das Strukturproblem gelo¨st. Der ab-
schließende Branch- oder Sprungpunkt wird fu¨r eine Zeitabfrage beno¨tigt. So wird mit
diesem Branchpunkt ermittelt, ob das Ende der Simulation bereits erreicht wurde oder
ob weitere Zeitschritte berechnet werden mu¨ssen. Das Kopplungsinterface u¨bernimmt bei
beiden Synchronisationspunkten nur die Aufgabe der Interpolation der Kopplungsgro¨ßen
auf die entsprechenden Gitterpunkte. Dazu werden die in GRISSLi vorhandenen Interpo-
lationsroutinen verwendet.
Die parallelen Kopplungsalgorithmen lassen sich auf analoge Weise in GRISSLi imple-
mentieren. Dazu mu¨ssen nur die beiden Synchronisationspunkte direkt hintereinander an
den Anfang eines Zeitschrittes gesetzt werden, so daß nach dem Austausch der Kopp-
lungsgro¨ßen das Fluid- und das Strukturproblem parallel berechnet werden ko¨nnen. Auch
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die iterativen Verfahren, die auf einer Block-Gauß-Seidel Iteration beruhen, lassen sich
in GRISSLi durch eine einfache Erweiterung des Algorithmus fu¨r das gestaffelte Ver-
fahren realisieren. So muß hierzu lediglich ein weiterer Sprungpunkt eingefu¨gt werden,
der die Kopplungsbedingungen u¨berpru¨ft. Dieses geschieht bei unserer Implementierung
der Block-Gauß-Seidel Iteration im Fluidlo¨ser, der eine U¨berpru¨fung der kinematischen
Kopplungsbedingungen jeweils am Ende eines Iterationsschrittes vornimmt.
Die Realisierung des approximativen Block-Newton Verfahrens in GRISSLi stellt sich
dagegen als eine komplexere Aufgabe dar. Wir werden diese Realisierung hier nur in einer
abstrakten Version vorstellen, um uns auf die wesentlichen algorithmischen Aspekte zu
beschra¨nken. So wird zum Beispiel beim ersten Synchronisationspunkt in Abbildung 5.6
der komplette Vektor Y (k) an das Fluidprogramm geschickt, obwohl in Wirklichkeit nur
die Verschiebungen bzw. Geschwindigkeiten in den Randknoten der Struktur an das Fluid
u¨bertragen werden. Die Implementierung des approximativen Block-Newton Verfahrens in
GRISSLi la¨ßt sich in zwei Komponenten aufteilen. Der erste Teil entha¨lt die ersten beiden
und den letzten Schritt der Block-Newton Iteration und wird in Abbildung 5.6 gezeigt. In
dem zweiten Teil (vgl. Abbildung 5.7) wird der Algorithmus fu¨r die Bi-CGSTAB Iteration
realisiert, die wir in dieser Arbeit zur Lo¨sung der Schur-Komplement Gleichung eingesetzt
haben.
Die Kommunikationsschritte, die fu¨r das approximative Block-Newton Verfahren in jedem
Iterationsschritt (hier von k zu k+1) notwendig sind, werden in der Abbildung 5.6 genauer
erla¨utert. Als erstes beno¨tigt der Fluidlo¨ser den Vektor Y (k) von der Struktur, um damit
die Lo¨sung des linearen Gleichungssystems [DXf ]q = −f mit Hilfe des iterativen Lo¨sers F
zu bestimmen. Der Strukturlo¨ser erha¨lt daraufhin diesen Vektor q und den aktuellen Vek-
tor X(k). Damit kann in der Struktur die modifizierte rechte Seite r berechnet werden. Die
iterative Lo¨sung der Schur-Komplement Gleichung S∆Y = −r wird im na¨chsten Absatz
genauer beschrieben. Der Lo¨sungsvektor ∆Y wird beim folgenden Synchronisationspunkt
an das Fluidprogramm u¨bergeben, so daß dieses damit die Korrektur ∆X bestimmen
kann. Abschließend erfolgt eine Konvergenzabfrage fu¨r die Block-Newton Iteration, die
einen zweiten Branchpunkt erfordert (der erste befindet sich in der Bi-CGSTAB Iterati-
on). Am Ende der Block-Newton Iteration ist – analog zu den gestaffelten Verfahren oder
der Block-Gauß-Seidel Iteration – ein weiterer Sprungpunkt vorhanden, an dem das Ende
der Simulation abgefragt wird. Dieser Sprungpunkt ist in der Abbildung 5.6 nicht explizit
aufgefu¨hrt.
Bei der iterativen Lo¨sung der Schur-Komplement Gleichung werden Matrix-Vektor Pro-
dukte mit der Matrix S beno¨tigt. Dabei muß fu¨r jedes Matrix-Vektor Produkt Sw der
Ausdruck Cw bestimmt werden, der im Fluidlo¨sers berechnet wird. Also mu¨ssen fu¨r jedes
Matrix-Vektor Produkt Sw zwei Synchronisationspunkte eingefu¨gt werden, bei denen zum
einen der Vektor w an den Fluidlo¨ser geschickt wird und zum anderen das Strukturpro-
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gramm das Ergebnis v = Cw empfa¨ngt. Da beim Bi-CGSTAB Algorithmus pro Iteration
zwei Matrix-Vektor Produkte mit der Matrix S beno¨tigt werden, sind also insgesamt
vier Synchronisationspunkte einzufu¨gen. Außerdem wird am Branchpunkt nach jedem
Iterationsschritt u¨berpru¨ft, ob die Bi-CGSTAB Iteration konvergiert ist oder ob weitere
Iterationen erforderlich sind. Die Realisierung dieser Iteration wird in der Abbildung 5.7
dargestellt.
Das approximative Block-Newton Verfahren la¨ßt sich also in GRISSLi umsetzen, auch
wenn der Aufwand wesentlich ho¨her ist und mehr Kommunikationsschritte pro Iteration
notwendig sind. Außerdem ist festzustellen, daß fu¨r diesen Kopplungsalgorithmus mehr
A¨nderungen in dem Ablauf des Fluid- bzw. Strukturlo¨sers vorzunehmen sind als zum
Beispiel bei einer Block-Gauß-Seidel Iteration. Wir werden im na¨chsten Kapitel die Ef-
fizienz der einzelnen Kopplungsalgorithmen miteinander vergleichen, indem wir sie auf
zweidimensionale Beispiele anwenden.
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Abbildung 5.5: Das Konzept der Synchronisationspunkte in GRISSLi
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Abbildung 5.6: Realisierung der Block-Newton Iteration in GRISSLi
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Abbildung 5.7: Realisierung der Bi-CGSTAB Iteration in GRISSLi
Kapitel 6
Anwendungen und Beispiele
Wir wollen in diesem Kapitel die entwickelten Kopplungsalgorithmen auf mehrere Bei-
spiele der Fluid-Struktur Interaktion anwenden. In den folgenden Abschnitten werden
verschiedene zweidimensionale Probleme berechnet und die Effizienz der vorgestellten
Lo¨sungsverfahren untersucht. Die dabei verwendeten Programme fu¨r die Stro¨mungs- und
Strukturmechanik werden zusammen mit den notwendigen Erweiterungen dieser Program-
me im Anhang vorgestellt.
Das erste Beispiel behandelt die Bewegung eines Partikels in einem Stro¨mungskanal, wo-
bei die Bewegung des Teilchens durch ein schra¨ges Einstro¨mprofil beeinflußt wird. Die-
ses Beispiel dient in erster Linie dazu, die verschiedenen Techniken zur Berechnung von
Stro¨mungen mit beweglichen Ra¨ndern miteinander zu vergleichen. Dazu werden eine im
Fluidprogramm vorhandene
”
Fictitious Boundary Method“ (s. Anhang) und eine neu
implementierte ALE-Formulierung eingesetzt. Die Berechnungen fu¨r das erste Beispiel
wurden auf einer SGI-Workstation (mit einem RISC10000-Prozessor) durchgefu¨hrt.
Bei den folgenden Beispielen wird die Wechselwirkung zwischen einer Stro¨mung und einer
elastischen Struktur, die in einem Stro¨mungskanal an einem festen Starrko¨rper befestigt
ist, berechnet. Dazu werden die vorgestellten Kopplungsalgorithmen eingesetzt und ins-
besondere die gestaffelten Verfahren mit den stark gekoppelten Algorithmen verglichen.
Diese Beispiele wurden auf einem Parallelrechner mit verteiltem Speicher (CRAY T3E)
berechnet, wobei jeweils ein Prozessor fu¨r das Fluid- und das Strukturprogramm verwen-
det wurden. Der Einsatz des Parallelrechners begru¨ndet sich zum einen dadurch, daß das
Kopplungsinterface GRISSLi eine parallele Umgebung beno¨tigt, und zum anderen durch
die Anwendung von parallelen Kopplungsalgorithmen.
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6.1 Partikelbewegung in einer Stro¨mung
Als erstes Beispiel wollen wir die Bewegung eines Partikels in einer Stro¨mung und seine
Wechselwirkung mit dem Fluid untersuchen. Dazu setzen wir ein kreisfo¨rmiges Partikel
in einen Stro¨mungskanal und lassen es zuerst mit einer konstanten Einstro¨mgeschwindig-
keit umstro¨men, damit sich ein entsprechendes Stro¨mungsbild einstellen kann. Nach einer
bestimmten Zeit vera¨ndern wir das konstante Einstro¨mprofil in ein schra¨ges Profil (s. Ab-
bildung 6.1) und untersuchen die Wechselwirkung von Fluid und Partikel. Die genauen
Abmessungen sind in der Abbildung 6.1 zu sehen. Als Randbedingungen werden am festen
Rand v = 0 gesetzt, am Ausstro¨mrand werden Neumann-Randbedingungen und fu¨r den
Einstro¨mrand ein konstantes Einstro¨mprofil mit vx = 8.0 m/s, vy = 0 m/s gewa¨hlt. Fu¨r
das schra¨ge Einstro¨mprofil werden vmax = 16.0 m/s und vmin = 8.0 m/s (jeweils nur fu¨r
die Komponente vx) und als Parameter fu¨r das Fluid die Dichte ρf = 1.18 · 10−3 kg/m3
und die Viskosita¨t νf = 1.82 · 10−4 Ns/m2 verwendet.
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Abbildung 6.1: Partikel in einem Stro¨mungskanal
Die Freiheitsgrade des Partikels werden durch seine Verschiebungen u1 und u2 in x- und
y-Richtung gegeben, die als voneinander unabha¨ngig angenommen werden. Der Rotati-
onsfreiheitsgrad uθ wird dabei vernachla¨ssigt. Die Bewegungsgleichungen fu¨r die Verschie-
bungen u = (u1, u2) werden durch
mu¨1 = f1, mu¨2 = f2, (6.1)
gegeben, wobei m die Masse des Partikels ist (m = 0.1 kg) und fi die auf dieses ein-
wirkenden Fluidkra¨fte darstellen. Die Fluidkra¨fte fi lassen sich aus den Fluidspannungen
KAPITEL 6. ANWENDUNGEN UND BEISPIELE 107
folgendermaßen berechnen:
f1 =
∫
Γs
σf,1 · n ds, f2 =
∫
Γs
σf,2 · n ds. (6.2)
Hierbei ist Γs der Rand des Partikels, und σf,1 bzw. σf,2 sind die jeweiligen x- und y-
Komponenten des Spannungstensors σf .
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Abbildung 6.2: Partikelverschiebungen und Fluidkra¨fte in x-Richtung
Von dem Partikel werden die Verschiebungen und die Geschwindigkeiten an das Fluid
weitergegeben, um damit die Verformung des Gitters und die Gittergeschwindigkeit zu
bestimmen. Außerdem werden dadurch die Randbedingungen fu¨r die Geschwindigkeiten
im Fluid festgelegt. Fu¨r die Zeitintegration der Bewegungsgleichungen des Partikels wird
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das Trapez-Verfahren gewa¨hlt, die Fluidgleichungen werden mit der Zwischenschritt-θ-
Methode berechnet. Als Zeitschrittweite wurde ∆t = 0.015 gewa¨hlt.
In diesem Beispiel wurden zwei verschiedene Verfahren zur Behandlung der bewegli-
chen Ra¨nder verwendet, so daß die Ergebnisse miteinander verglichen werden ko¨nnen.
Zum einen wurde die in FEATFLOW bereits existierende
”
Fictitious Boundary Method“
[GPP94] eingesetzt, wobei die Navier-Stokes Gleichungen auf einem sehr feinen Gitter
berechnet wurden (sechs Level fu¨r das Multigrid-Verfahren, insgesamt 33.792 Fluidele-
mente), zum anderen wurde die neu implementierte ALE-Formulierung der Navier-Stokes
Gleichungen benutzt (mit 5.120 Elementen).
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Abbildung 6.3: Partikelverschiebungen und Fluidkra¨fte in y-Richtung
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Dieses Beispiel diente in erster Linie als Testfall fu¨r den vorhandenen Lo¨ser in FEAT-
FLOW, der die beweglichen Ra¨nder mit der
”
Fictitious Boundary Method“ behandelt.
Dabei traten die folgenden Probleme auf:
• Der Rand des Partikels wird nicht sehr gut approximiert, obwohl ein sehr feines Git-
ter gewa¨hlt wurde (33.792 Fluidelemente). Dieses fu¨hrt dazu, daß sich insbesondere
am Rand kleine Druckwirbel bzw. Drucksto¨ße bilden, die aufgrund des
”
kantigen“
Randes entstehen und sich in der Stro¨mung teilweise weiter ausbreiten (s. auch Ab-
bildung 6.4). Dadurch lassen sich auch die Unterschiede bei der Berechnung der
Fluidkra¨fte in den Abbildungen 6.2 und 6.3 (jeweils das untere Bild) erkla¨ren.
• Die Rechenzeit steigt mit ho¨herem Level extrem stark an. Fu¨r das hier untersuchte
Beispiel mit sechs Leveln wurde ungefa¨hr einen Tag lang gerechnet (auf einer SGI
Workstation mit einem RISC10000-Prozessor), um eine Gesamtzeit von T = 0.3s
zu simulieren. Im Vergleich dazu dauerte eine a¨quivalente Rechnung mit der ALE-
Formulierung ca. eine Stunde.
Abbildung 6.4: Druckfelder der Partikelumstro¨mung zu verschiedenen Zeitpunkten (links
ALE-Formulierung, rechts
”
Fictitious Boundary Method“)
Aus diesen Gru¨nden haben wir fu¨r die Berechnung der Partikelbewegung nur ein gestaf-
feltes Verfahren (mit Extrapolation erster Ordnung) eingesetzt und die Ergebnisse der
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”
Fictitious Boundary Method“ und der ALE-Formulierung miteinander verglichen. Die
auf das Partikel wirkenden Fluidkra¨fte sind in den Abbildungen 6.2 und 6.3 jeweils un-
ten dargestellt. Dabei ist festzustellen, daß sich die Ergebnisse der
”
Fictitious Boundary
Method“ und der von uns verwendeten ALE-Formulierung der Navier-Stokes Gleichungen
trotz der beschriebenen Probleme des ersten Verfahrens nur geringfu¨gig unterscheiden und
auf sehr a¨hnliche Resultate fu¨hren. Die Verschiebungen des Partikels sind in Abbildung
6.2 bzw. 6.3 in der oberen Graphik aufgetragen. Abschließend werden in der Abbildung
6.4 die Druckfelder zu verschiedenen Zeitpunkten dargestellt. Dabei befinden sich auf der
linken Seite die Ergebnisse, die mit der ALE-Formulierung berechnet wurden, und auf der
rechten Seite jeweils die Resultate mit der
”
Fictitious Boundary Method“.
6.2 Elastische Struktur in Stro¨mung
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Abbildung 6.5: Elastische Struktur in Stro¨mung
In diesem Beispiel wird eine elastische Struktur in einem Stro¨mungskanal untersucht, die
aufgrund einer Vera¨nderung des Einstro¨mprofils zu Schwingungen angeregt wird und da-
durch wiederum die Stro¨mung beeinflußt (s. Abbildung 6.5). Dazu wird die Struktur, die
am vorderen Rand an einem festen Starrko¨rper (Kreis) befestigt ist, als erstes mit einem
konstanten Einstro¨mprofil umstro¨mt, so daß sich ein entsprechendes Stro¨mungsbild ein-
stellen kann (vgl. Abbildung 6.10). Anschließend wird die Einstro¨mung am linken Rand
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kontinuierlich in ein schra¨ges Profil gea¨ndert, wodurch sich die Struktur verformt und da-
mit eine Wechselwirkung mit dem Fluid entsteht. Nach einer bestimmten Zeit (t = 0.2s)
wird das Profil wieder kontinuierlich in ein konstantes Einstro¨mprofil umgeformt und die-
ser Vorgang symmetrisch auf der anderen Seite wiederholt (s. Abbildung 6.5), so daß sich
die elastische Struktur zum Schluß wieder in ihren Ausgangszustand zuru¨ckverformt. Die
Randbedingungen, Geschwindigkeiten und Parameter fu¨r das Fluid werden wie im er-
sten Beispiel gewa¨hlt, zusa¨tzlich werden als Gro¨ßen in der Struktur der Elastizita¨tsmodul
E = 1.0 · 104 N/m2, die Poissonzahl νs = 0.3 und die Dichte ρs = 0.2 kg/m3 gesetzt.
Als Zeitschrittverfahren werden fu¨r die Struktur das Hilber-Hughes-Taylor-Verfahren mit
α = 0 und im Fluid die θ-Zwischenschrittmethode verwendet, als Zeitschrittweite wurde
hier ∆t = 0.03 gewa¨hlt. Die ra¨umliche Diskretisierung der elastischen Struktur erfolgt mit
75 vierknotigen
”
Plane Strain“-Elementen, wobei geometrisch linear gerechnet wird, da in
diesem Beispiel keine großen Verformungen auftreten. Dieses fu¨hrt damit auf ein lineares
System in der Struktur. Im Fluid wurden 4096 Rechteckselemente mit 8320 Freiheitsgra-
den (Druck und Geschwindigkeiten) gewa¨hlt. Die Bewegung des Fluidgitters wird mit dem
im dritten Kapitel beschriebenen Netzbewegungsalgorithmus berechnet. In der Abbildung
6.6 ist das verformte Gitter zum Zeitpunkt t = 0.36 dargestellt. Eine Neuvernetzung des
Fluidgitters ist in diesem Beispiel nicht notwendig.
Abbildung 6.6: Verformung des Fluidgitters zum Zeitpunkt t = 0.36 (elastische Struktur
in Stro¨mung)
Im folgenden sollen einige Resultate dieser Simulation vorgestellt und insbesondere die ver-
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schiedenen Kopplungsalgorithmen miteinander verglichen werden. Von besonderem Inter-
esse ist in diesem Beispiel die Antwort der elastischen Struktur aufgrund der Vera¨nderung
des Einstro¨mprofils. Daher werden als erstes in der Abbildung 6.7 die Verschiebungen des
Strukturendes in y-Richtung gezeigt, die mit den verschiedenen Kopplungsalgorithmen
berechnet wurden. Als erstes verformt sich die Struktur aufgrund der unterschiedlichen
Druckverha¨ltnisse am Rand der Struktur nach unten (s. Abbildung 6.10). Ab dem Zeit-
punkt t = 0.2s wird das Einstro¨mprofil schrittweise in ein konstantes Profil gea¨ndert,
wodurch der Sprung bei den Verschiebungen des Strukturendes zu erkla¨ren ist. Zur Zeit
t = 0.3s ist das Einstro¨mprofil am linken Rand des Kanals wieder konstant und die A¨nde-
rung des Profils wird auf der anderen Seite symmetrisch wiederholt (bis t = 0.4s). Ab
t = 0.4s wird das Profil wieder in ein konstantes Profil umgeformt, so daß die Struktur
danach wieder ihren Ausgangszustand einnimmt.
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Abbildung 6.7: Verschiebungen des Strukturendes fu¨r verschiedene Kopplungsalgorithmen
(elastische Struktur in Stro¨mung)
In der Abbildung 6.7 ist deutlich zu erkennen, daß die stark gekoppelten Lo¨sungsverfahren
genauere Ergebnisse als das gestaffelte Verfahren liefern, bei dem eine Extrapolation erster
Ordnung fu¨r die Strukturgro¨ßen des na¨chsten Zeitschrittes verwendet wurde. Erwartungs-
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gema¨ß produziert der parallele Kopplungsalgorithmus die gro¨ßten Abweichungen zu den
stark gekoppelten Lo¨sungsmethoden, da der Zeitunterschied beim Austausch der Kopp-
lungsvariablen am Interface am gro¨ßten ist und jeweils nur die Informationen aus dem
letzten Zeitschritt verwendet werden. Bei dem gestaffelten Verfahren werden die Resultate
dagegen oft u¨berscha¨tzt. Dieses la¨ßt sich durch die Diskontinuita¨t der Geschwindigkeiten
am Interface erkla¨ren (Extrapolation der Strukturgeschwindigkeiten).
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Abbildung 6.8: Anzahl der Iterationen bei den stark gekoppelten Lo¨sungsverfahren (ela-
stische Struktur in Stro¨mung)
Bei den stark gekoppelten Verfahren werden in jedem Zeitschritt Iterationen zur Erfu¨llung
der Kopplungsbedingungen auf dem Interface durchgefu¨hrt, die im folgenden genauer un-
tersucht werden sollen. In dem Block-Gauß-Seidel Verfahren wird hier zusa¨tzlich in jeder
Iteration eine Relaxation des Interfaces durchgefu¨hrt (mit dem festen Relaxationsparame-
ter ω = 0.5), bei dem approximativen Block-Newton Verfahren wurde auf diese Relaxation
verzichtet. Dadurch erkla¨ren sich auch die geringfu¨gigen Unterschiede zwischen den Er-
gebnissen fu¨r diese beiden Verfahren, die insbesondere im Zeitraum [0.2s, 0.4s] auftreten,
wenn die Vera¨nderungen der Struktur und damit auch des Fluidnetzes besonders stark
sind. In der Abbildung 6.8 ist die Anzahl der Iterationen der Block-Gauß-Seidel Iteration
und des approximativen Block-Newton Verfahrens in jedem Zeitschritt aufgetragen. Dabei
wurde beim Block-Gauß-Seidel Verfahren die zusa¨tzliche Relaxation des Interfaces in je-
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Abbildung 6.9: Anzahl der Lo¨sungsschritte fu¨r die stark gekoppelten Lo¨sungsverfahren
(elastische Struktur in Stro¨mung)
dem Iterationsschritt weggelassen, um fu¨r den Vergleich die gleiche Ausgangssituation zu
haben. Es ist zu erkennen, daß die Block-Gauß-Seidel Verfahren mehr Iterationen bis zur
Konvergenz beno¨tigen als die Block-Newton Verfahren. Allerdings kennzeichnet die An-
zahl der Iterationen nicht den numerischen Aufwand des approximativen Block-Newton
Verfahrens, da in diesem wesentlich mehr Aufrufe der iterativen Lo¨ser fu¨r die Teilprobleme
erfolgen. Daher gibt die Anzahl der Lo¨seraufrufe, die in Abbildung 6.9 dargestellt wird,
genauere Auskunft u¨ber den tatsa¨chlichen numerischen Aufwand. Bei der Block-Gauß-
Seidel Iteration werden in jedem Iterationsschritt vier Iterationen des Fluidlo¨sers und ein
Aufruf des Strukturlo¨sers, der in diesem Fall die Lo¨sung eines linearen Gleichungssystems
bedeutet, durchgefu¨hrt. Das approximative Block-Newton Verfahren beno¨tigt zehn Auf-
rufe der Teillo¨ser (vgl. viertes Kapitel). Insgesamt ist fu¨r dieses Beispiel festzustellen, daß
die Effizienz des Block-Newton Verfahrens sich kaum von der des Block-Gauß-Seidel Al-
gorithmus unterscheidet. Zur Unterlegung dieser Aussage werden in der Tabelle 6.1 die
Gesamtanzahl der Lo¨seraufrufe bzw. der Iterationen der Teillo¨ser dargestellt. Der relativ
geringe Unterschied zwischen den beiden stark gekoppelten Lo¨sungsverfahren la¨ßt sich
dadurch erkla¨ren, daß die Verformungen der elastischen Struktur nicht sehr groß sind
(geometrisch linear) und damit das gekoppelte Problem nicht die
”
volle“ Nichtlinearita¨t
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der vorgestellten Modelle entha¨lt. In dem na¨chsten Beispiel wird man erkennen, daß das
approximative Block-Newton Verfahren wesentlich effizienter als die Block-Gauß-Seidel
Iteration ist, wenn das stark nichtlinear gekoppelte Problem betrachtet wird (d.h. große
Verformungen der Struktur auftreten).
Abbildung 6.10: Druckwerte zur Zeit t = 0.03 und t = 0.18 fu¨r die elastische Struktur in
Stro¨mung
In der Abbildung 6.10 werden einige Druckbilder der Stro¨mung gezeigt, die die Wechsel-
wirkung zwischen Fluid und Struktur veranschaulichen. In dem oberen Bild werden die
Druckwerte in der Stro¨mung zum Zeitpunkt t = 0.03s gezeigt, nachdem das konstante
Einstro¨mprofil in ein geringfu¨gig schra¨ges Profil vera¨ndert wurde. Im unteren Bild sind
die Verformung der Struktur zur Zeit t = 0.18s und die entsprechenden Druckwerte in
der Stro¨mung zu erkennen.
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Verfahren Anzahl Iterationen Gesamtzahl von Lo¨seraufrufen
Block-Gauß-Seidel 208 1040
Approx. Block-Newton 97 970
Tabelle 6.1: Vergleich der stark gekoppelten Verfahren (elastische Struktur in Stro¨mung)
6.3 Wirbelerregte elastische Struktur
Dieses Beispiel behandelt ein in [WR98] vorgestelltes Problem der Fluid-Struktur Wech-
selwirkung, bei dem große Verformungen der Struktur auftreten. Dieses Problem kann
als eine Art Modellbeispiel oder Benchmark-Problem angesehen werden, da es bereits
von mehreren Arbeitsgruppen mit verschiedenen Methoden berechnet wurde. So wird in
[Bra00] ein adaptiver Fluidlo¨ser auf dieses Beispiel angewendet, und in [HWD01] wird ein
monolithischer Lo¨sungsansatz mit Raum-Zeit Finite Elementen zur Lo¨sung verwendet.
Wall [WR98], [Wal99] benutzt – wie in unserer Arbeit – partitionierte Verfahren, wobei
allerdings nur gestaffelte Algorithmen eingesetzt werden.
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Abbildung 6.11: Wirbelerregte elastische Struktur
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In diesem Beispiel wird eine elastische Struktur in einer Stro¨mung untersucht, die auf-
grund von in der Stro¨mung entstehenden Wirbeln belastet wird und dadurch eine Wech-
selwirkung mit dem Fluid induziert. Die elastische Struktur ist an einem quadratischen
Starrko¨rper befestigt, von dem bei bestimmten Stro¨mungsgeschwindigkeiten und Reynolds-
zahlen Wirbel abreißen (vgl. Abbildung 6.11). Durch diese Wirbel wird die Struktur zu
Schwingungen angeregt. Im Gegensatz zum vorhergehenden Beispiel ergeben sich hier
wesentlich gro¨ßere Fluidkra¨fte, die zu großen Verformungen der Struktur fu¨hren. Aus die-
sem Grund muß fu¨r dieses Beispiel eine geometrisch nichtlineare Elastodynamik als Mo-
dell fu¨r die Struktur gewa¨hlt werden. Dieses fu¨hrt zu einem stark nichtlinear gekoppelten
Problem, das mit einem gestaffelten Verfahren und den beschriebenen stark gekoppelten
Lo¨sungsverfahren berechnet werden soll.
Als Parameter fu¨r die Simulation werden fu¨r die Struktur der Elastizita¨tsmodul E =
2.5 · 106 N/m2, die Poissonzahl νs = 0.35 und die Dichte ρs = 0.1 kg/m3 und fu¨r das
Fluid die Dichte ρf = 1.18 · 10−3 kg/m3, die Viskosita¨t νf = 1.82 · 10−4 Ns/m2 und die
Einstro¨mgeschwindigkeit vx = 51.3 m/s, vy = 0 m/s gewa¨hlt. Die Ausgangsgeometrie mit
den genauen Abmessungen ist in der Abbildung 6.11 dargestellt. Die Breite der elastischen
Struktur betra¨gt d = 0.06. Wir zeigen die Resultate der Simulation im Zeitraum von
t = 1s bis t = 4s, in dem die Struktur durch die sich ablo¨senden Wirbeln zu großen
Schwingungen angeregt wird. Die Bewegung der elastischen Struktur wird dabei von der
ersten Eigenform dominiert.
Wie beim letzten Beispiel erfolgt die Zeitintegration der Strukturgleichungen mit dem
Hilber-Hughes-Taylor-Verfahren, wobei α = −1
6
gesetzt wird. Die raumdiskreten Fluid-
gleichungen werden mit der Zwischenschritt-θ-Methode berechnet. Als Zeitschrittweite
wird ∆t = 0.02 gewa¨hlt. Die Struktur wird mit 40 vollintegrierten Elementen (mit neun
Knoten) im Raum diskretisiert, im Fluid werden 10.016 Rechteckselemente mit 19.744
Freiheitsgraden verwendet. Die Bewegung des Fluidnetzes wird wieder mit dem Netz-
bewegungsalgorithmus, der im dritten Kapitel eingefu¨hrt wurde, berechnet. In der Ab-
bildung 6.16 werden die Gitter zur Anfangskonfiguration t = 0.0 und zum Zeitpunkt
t = 1.2 gezeigt. Eine Neuvernetzung des Stro¨mungsgebietes ist auch fu¨r dieses Beispiel
nicht notwendig, obwohl die Verformungen der Struktur wesentlich gro¨ßer sind als bei
dem vorhergehenden Beispiel. Dieses spricht fu¨r die Qualita¨t des verwendeten Netzbewe-
gungsalgorithmus.
Als erstes soll versucht werden, mit einem gestaffelten Verfahren (unter Verwendung einer
Extrapolation erster Ordnung fu¨r die Strukturvariablen) die Lo¨sung dieses gekoppelten
Problems zu berechnen. Dabei zeigt sich jedoch, daß bei einer Wahl von ∆t = 0.02 das
gestaffelte Verfahren instabil wird (s. Abbildung 6.12). Die Verformungen der Struktur
werden dabei zu groß, so daß die Konvergenzbedingungen des Fluid- und Strukturlo¨sers
in jedem Zeitschritt nicht mehr erfu¨llt werden ko¨nnen. Weiterhin kann man bei dem
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Abbildung 6.12: Instabilita¨t des gestaffelten Verfahrens fu¨r ∆t = 0.02 (wirbelerregte ela-
stische Struktur)
gestaffelten Verfahren eine Phasenverschiebung der Lo¨sung erkennen, wenn man diese
Lo¨sung mit dem Ergebnis der stark gekoppelten Lo¨sungsverfahren vergleicht (s. Abbildung
6.13). Daher wurde diese Rechnung nach t = 1.8s abgebrochen.
Die Resultate, die mit den stark gekoppelten Lo¨sungsverfahren erzielt wurden, werden in
der Abbildung 6.13 gezeigt. Dabei werden sehr a¨hnliche vertikale Verschiebungen wie in
[WR98] und in [HWD01] erhalten. Die kleinen Unterschiede zu den Ergebnissen von Wall
lassen sich durch die Verwendung eines gestaffelten Verfahrens durch Wall erkla¨ren, wobei
ein sehr kleiner Zeitschritt (∆t = 0.01) verwendet wurde. Die Verformungen der Block-
Gauß-Seidel Iteration und des approximativen Block-Newton Verfahrens unterscheiden
sich nicht, da bei beiden Verfahren eine Iteration fu¨r die Kopplungsbedingungen durch-
gefu¨hrt wurde. Weiter wurde in beiden Methoden auf eine Relaxation des Interfaces ver-
zichtet und nur – wie bei dem gestaffelten Verfahren – ein Pra¨diktor fu¨r die Strukturva-
riablen bzw. die Position des Interfaces eingesetzt. Bei den stark gekoppelten Verfahren
ist keine Instabilita¨t zu erkennen, und die Lo¨sung na¨hert sich einem periodischen Zustand
an (vgl. Abbildung 6.13).
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Abbildung 6.13: Verschiebungen des Strukturendes fu¨r die stark gekoppelten Lo¨sungsver-
fahren (wirbelerregte elastische Struktur)
Im folgenden sollen wie im vorhergehenden Beispiel die Effizienz der Block-Gauß-Seidel
Iteration mit der des approximativen Block-Newton Verfahrens verglichen werden. In
Abbildung 6.14 wird die Anzahl der Iterationen dargestellt, die die stark gekoppelten
Lo¨sungsverfahren in jedem Zeitschritt bis zur Konvergenz beno¨tigen. Zur U¨bersichtlichkeit
wird nur der Zeitraum von t = 1s bis t = 2s gezeigt. Es ist hier schon zu erkennen, daß
das Block-Gauß-Seidel Verfahren wesentlich mehr Iterationen pro Zeitschritt beno¨tigt.
A¨hnlich verha¨lt es sich bei der Anzahl der Lo¨seraufrufe. Bei diesem Beispiel werden in
dem Block-Gauß-Seidel Verfahren vier Iterationen des Fluidlo¨sers und zwei Iterationen
des Strukturlo¨sers durchgefu¨hrt, da das Strukturproblem in diesem Beispiel auch nicht-
linear ist. Das approximative Block-Newton Verfahren beno¨tigt pro Iteration insgesamt
zehn Aufrufe der Teillo¨ser (wie in Kapitel 4 beschrieben). Die Anzahl der Lo¨seraufrufe in
jedem Zeitschritt ist in Abbildung 6.15 zu sehen. Das approximative Block-Newton Ver-
fahren ist hier wesentlich besser als die Block-Gauß-Seidel Iteration, was man auch an der
Gesamtzahl der Lo¨seraufrufe in der Tabelle 6.2 erkennen kann. Es ist also festzustellen,
daß sich das approximative Block-Newton Verfahren effizienter als die Block-Gauß-Seidel
KAPITEL 6. ANWENDUNGEN UND BEISPIELE 120
1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2
0
2
4
6
8
10
12
14
16
18
20
Simulationszeit t: dt = 0.02
Ite
ra
tio
ns
za
hl
Approximatives Block−Newton
Block−Gauß−Seidel          
Abbildung 6.14: Anzahl der Iterationen bei den stark gekoppelten Lo¨sungsverfahren (wir-
belerregte elastische Struktur)
Methode verha¨lt, wenn stark nichtlinear gekoppelte Probleme der Fluid-Struktur Inter-
aktion mit großen Strukturverformungen berechnet werden.
Um die Wechselwirkung zwischen Fluid und Struktur in diesem Beispiel zu veranschau-
lichen, werden in der Abbildung 6.17 einige Druckbilder der Stro¨mung gezeigt. Dabei
werden verschiedene Druckbilder wa¨hrend einer Schwingungsperiode dargestellt, in denen
die Ablo¨sung der Wirbel und die Interaktion der Struktur mit dem Fluid deutlich zu
erkennen ist.
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Abbildung 6.15: Anzahl der Lo¨sungsschritte fu¨r die stark gekoppelten Lo¨sungsverfahren
(wirbelerregte elastische Struktur)
Verfahren Anzahl Iterationen Gesamtzahl von Lo¨seraufrufen
Block-Gauß-Seidel 769 3845
Approx. Block-Newton 344 3440
Tabelle 6.2: Vergleich der stark gekoppelten Verfahren (wirbelerregte elastische Struktur)
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Abbildung 6.16: Verformung des Netzes zu verschiedenen Zeitpunkten
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Abbildung 6.17: Druckbilder der wirbelerregten elastischen Struktur zu verschiedenen Zeit-
punkten
Kapitel 7
Zusammenfassung und Ausblick
In dieser Arbeit wurden stark gekoppelte Probleme der Fluid-Struktur Interaktion ma-
thematisch untersucht und numerisch simuliert. Als mathematische Modelle fu¨r das Fluid
wurden die inkompressiblen Navier-Stokes Gleichungen auf einem sich zeitlich vera¨nder-
lichen Gebiet und fu¨r die Struktur eine geometrisch nichtlineare und materiell lineare
Elastodynamik gewa¨hlt. Durch die Wahl dieser Modelle lassen sich zahlreiche realistische
Probleme der Fluid-Struktur Wechselwirkung darstellen.
Zur numerischen Simulation dieser stark gekoppelten Probleme wurden partitionierte Ver-
fahren eingesetzt, die das Multi-Physics Problem in seine Teilprobleme und die Kopp-
lungsbedingungen aufteilen und anschließend die Teilprobleme mit den entsprechenden
Randbedingungen getrennt voneinander berechnen. Dadurch ko¨nnen in den Teilproble-
men effiziente Diskretisierungs- und Lo¨sungsverfahren verwendet werden. Dieses erlaubt
insbesondere den Wiedereinsatz von existierender Software fu¨r das Fluid- und Struktur-
problem. Durch die Anwendung der partitionierten Verfahren ergeben sich verschiedene
Probleme bzw. Fragestellungen, die in dieser Arbeit untersucht wurden. Zum einen mu¨ssen
die Lo¨ser fu¨r die Teilprobleme und zum anderen die vorhandenen Programme fu¨r das
Fluid- und das Strukturproblem miteinander gekoppelt werden, um das stark gekoppelte
Interaktionsproblem zu berechnen.
Bei der ra¨umlichen Diskretisierung der Kopplungsbedingungen treten Probleme auf, da
die Teillo¨ser im allgemeinen unterschiedliche Diskretisierungstechniken verwenden und
dadurch am Interface inkompatible Gitter aufeinandertreffen. Dieses fu¨hrt dazu, daß spe-
zielle Algorithmen fu¨r den Geometrie- und Lasttransfer entwickelt werden mu¨ssen. Diese
Verfahren wurden in dieser Arbeit vorgestellt und diskutiert.
Fu¨r die zeitliche Diskretisierung der Kopplungsbedingungen wurden in dieser Arbeit ver-
schiedene Kopplungsalgorithmen pra¨sentiert. Diese reichten von schwach gekoppelten
Algorithmen (gestaffelte Verfahren) bis zu stark gekoppelten Lo¨sungsverfahren (Block-
Gauß-Seidel, Block-Newton). Fu¨r die gestaffelten Verfahren wurde anhand von mehreren
Beispielen gezeigt, daß diese numerisch instabil werden und daher nur mit kleinen Zeit-
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schritten und sehr großem Berechnungsaufwand angewendet werden ko¨nnen. Aus diesem
Grund sind stark gekoppelte Lo¨sungsverfahren notwendig, die die Kopplungsbedingungen
in jedem Zeitschritt iterativ erfu¨llen. Im wesentlichen wurden dazu bisher Block-Gauß-
Seidel Iterationen und damit verwandte Relaxationsverfahren eingesetzt. Eine numerische
Analyse dieser iterativen Verfahren in dieser Arbeit zeigte, daß das Block-Gauß-Seidel
Verfahren eine ho¨here zeitliche Konvergenzordnung als das gestaffelte Verfahren besitzt.
Außerdem wurde nachgewiesen, daß die Block-Gauß-Seidel Iteration nicht immer konver-
gieren muß. Aus diesem Grund wurde hier als Alternative ein stark gekoppeltes Lo¨sungs-
verfahren vorgestellt, das auf Block-Newton Verfahren beruht und die dabei beno¨tigten
Ableitungen numerisch approximiert.
Die Kopplung der verschiedenen Softwaretools fu¨r das Fluid- und das Strukturproblem
erfolgte in dieser Arbeit u¨ber das Kopplungsinterface GRISSLi, das fu¨r die Kopplung
von parallelen Anwendungsprogrammen auf einem Parallelrechner entwickelt wurde. In
GRISSLi wurden die entwickelten Kopplungsalgorithmen aufgrund der vorhandenen Fle-
xibilita¨t implementiert und auf einer CRAY T3E an verschiedenen Beispielen getestet.
Die gestaffelten Verfahren, die Block-Gauß-Seidel Iteration und das approximative Block-
Newton Verfahren wurden in dieser Arbeit auf zwei komplexe zweidimensionale Beispiele
der Fluid-Struktur Wechselwirkung angewendet und miteinander verglichen. Dabei wurde
am zweiten Beispiel die Instabilita¨t des gestaffelten Verfahrens demonstriert. Als Resul-
tat fu¨r die stark gekoppelten Lo¨sungsverfahren la¨ßt sich festhalten, daß die Block-Newton
Iteration wesentlich weniger Iterationen als das Block-Gauß-Seidel Verfahren beno¨tigt,
allerdings die Anzahl der eingesetzen Lo¨sungsschritte (d.h. der numerische Aufwand) bei
dem approximativen Block-Newton Verfahren nur etwas geringer ist als bei der Block-
Gauß-Seidel Iteration. Wenn das Problem wie bei dem zweiten Beispiel eine starke Nicht-
linearita¨t besitzt (z.B. durch große Strukturverformungen), dann ist der numerische Auf-
wand des approximativen Block-Newton Verfahrens jedoch wesentlich kleiner als bei der
Block-Gauß-Seidel Iteration. Ein weiterer Vorteil des Block-Newton Verfahrens besteht
in den Konvergenzeigenschaften. So wurde in dieser Arbeit gezeigt, daß die Block-Gauß-
Seidel Verfahren nicht immer konvergent sind, wohingegen das Block-Newton Verfahren
unter schwa¨cheren Bedingungen an die Lo¨sung konvergiert. Die approximativen Block-
Newton Verfahren bieten insgesamt also eine reale Alternative zu den Block-Gauß-Seidel
Verfahren und stellen eine sinnvolle Erweiterung zu diesen dar. Allerdings mu¨ssen noch
weitere Mo¨glichkeiten zur starken Kopplung der Teillo¨ser untersucht werden – wie z.B.
nichtlineare Konjugierte Gradienten Verfahren (nichtlineares GMRES) oder Gebietszer-
legungsmethoden (
”
Domain Decomposition“), die auch nur die Iterationsoperatoren der
Teilprobleme verwenden.
Weitere offene Probleme, die bei der Berechnung der Fluid-Struktur Interaktion mit parti-
tionierten Verfahren auftreten und in dieser Arbeit behandelt wurden, sind die Fragen der
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Last- und Energieerhaltung am Interface in jedem Zeitschritt. Insbesondere die Mortar-
Element Methoden bieten hier einen interessanten Ansatz, um den Lasttransfer mathema-
tisch zu untersuchen. Außerdem muß noch die Frage genauer untersucht werden, welcher
Zusammenhang zwischen der Energieerhaltung und der Stabilita¨t der partitionierten Ver-
fahren besteht.
Eine sehr große Bedeutung hat auch die Weiterentwicklung der geometrischen Erhaltungs-
gesetze (
”
Geometric Conservation Law“). So ist die Bedeutung und der Einfluß dieser
geometrischen Bilanzgleichungen erst in den letzten Jahren richtig erkannt worden. Ins-
besondere die Stabilita¨t und auch die Konvergenzordnung des Zeitschrittverfahrens im
Fluidproblem wird davon wesentlich beeinflußt.
Es existieren also sowohl auf dem Gebiet der Lo¨serkopplung als auch in den verschiedenen
Teilgebieten noch zahlreiche Probleme und Fragestellungen, die in den kommenden Jahren
erforscht werden ko¨nnen.
Anhang A
Das eindimensionale Modellbeispiel
Eine numerische Analyse der partitionierten Verfahren wird oft an eindimensionalen Mo-
dellbeispielen durchgefu¨hrt, da die Analyse von dreidimensionalen Problemen der Fluid-
Struktur Interaktion aufgrund der Komplexita¨t dieser Probleme ha¨ufig nicht mo¨glich ist.
Das bekannteste und am ha¨ufigsten untersuchte Modellbeispiel stammt von Piperno [Pip94],
[PFL95], in dem die Bewegung eines starren Kolbens in einem Stro¨mungskanal betrachtet
wird (s. Abbildung A.1). Das Fluid in dem Kanal wird dabei als eindimensional ange-
nommen und durch die kompressiblen Euler-Gleichungen modelliert. In der ersten Arbeit
[PFL95] werden die Fluidgleichungen um den Gleichgewichtszustand linearisiert und Sta-
bilita¨tsaussagen fu¨r die gestaffelten Verfahren mit Hilfe von Energiemethoden hergeleitet.
Die zweite Arbeit [Pip94] behandelt das nichtlineare Fluidproblem. Aufbauend auf die-
sem Artikel werden in [Blo98] die gestaffelten Algorithmen mit einem monolithischen
Lo¨sungsansatz verglichen. In dieser Arbeit wurden die betrachteten stark gekoppelten
Lo¨sungsverfahren mit beiden Methoden verglichen.
Ein weiteres eindimensionales Modellbeispiel wird in der Dissertation von Grandmont
[Gra98] behandelt, bei dem das Fluid durch die nichtlineare Burgers-Gleichung und die
Struktur durch eine eindimensionale Wellengleichung modelliert wird. Dabei werden ver-
schiedene explizite und ein semi-impliziter Kopplungsalgorithmus mathematisch auf ihre
Konsistenz und Stabilita¨t untersucht. Fu¨r das semi-implizite Lo¨sungsverfahren wird ge-
zeigt, daß es absolut stabil ist, fu¨r die expliziten Verfahren ergibt sich nur bedingte Stabi-
lita¨t. In diesem Beispiel besitzt das Fluidmodell allerdings keine physikalische Bedeutung,
so daß wir in dieser Arbeit das Modellbeispiel aus [Pip94] betrachtet haben.
Wir wollen in diesem Kapitel das Modellbeispiel und die ra¨umliche und zeitliche Dis-
kretisierung des eindimensionalen gekoppelten Problems kurz vorstellen. Im wesentlichen
werden a¨hnliche Techniken wie im dritten Kapitel eingesetzt, allerdings existieren einige
kleine Unterschiede (wie z.B. die Diskretisierung der Fluidgleichungen mit Finiten Volu-
men), die hier genauer dargestellt werden. Fu¨r eine ausfu¨hrliche Beschreibung verweisen
wir auf [Pip94] und [Blo98], deren Bezeichnungen wir in diesem Abschnitt zum gro¨ßten
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Teil u¨bernehmen. Das Modellbeispiel, das ha¨ufig auch als
”
Kolbenproblem“ bezeichnet
wird, besteht aus einer Fluidkammer, die am rechten Rand durch einen sich bewegenden
Kolben geschlossen ist (s. Abbildung A.1). Der linke Rand der Kammer wird als fest
angenommen und befindet sich im Nullpunkt der x-Achse.
Fluid Kolben
0
m
k
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p0
Abbildung A.1: Geometrie des Modellbeispiels
Die eindimensionale Stro¨mung in der Kammer wird durch die kompressiblen Euler-Gleichungen
modelliert. In Gleichgewichtslage hat die Kammer eine La¨nge l und das System besitzt
den folgenden Zustand:
• Die Stro¨mung ist gleichfo¨rmig mit Geschwindigkeit v = 0, und der Druck p in der
Stro¨mung ist gleich dem externen Druck p0.
• Der Kolben bewegt sich nicht und ist an der Position x = l.
Das Kolbenproblem la¨ßt sich mathematisch folgendermaßen formulieren: u seien die Ver-
schiebungen des Kolbens, so daß das Fluidproblem im Gebiet [0, l+u] gelo¨st werden muß.
Die Euler-Gleichungen fu¨r das kompressible Fluid lauten
∂ρ
∂t
+
∂
∂x
(ρv) = 0, (A.1)
∂(ρv)
∂t
+
∂
∂x
(ρv2 + p) = 0, (A.2)
∂E
∂t
+
∂
∂x
(v(E + p)) = 0. (A.3)
Hierbei sind ρ die Dichte des Fluides, v die Geschwindigkeiten im Fluid, p der Druck und
E die Energie des Systems. Das Fluid wird als ein perfektes Gas angenommen, und der
Druck ergibt sich aus der Gleichung
p = (γ − 1)(E − 1
2
ρv2), (A.4)
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wobei γ = 1.4 gesetzt wird. Als Randbedingungen fu¨r das Fluid erha¨lt man
v(0) = 0, v(l + u) = u˙ (A.5)
mit der Kolbengeschwindigkeit u˙. Die Bewegung der Struktur wird durch die einfache
Feder-Da¨mpfer-Gleichung
mu¨+ du˙+ ku = f (A.6)
gegeben, wobei m, d und k die Masse, interne Da¨mpfung und Steifigkeit der Struktur
sind. Die a¨ußere Kraft f ergibt sich aus dem anliegenden Druck
f = p(l + u)− p0. (A.7)
Fu¨r die Struktur werden Anfangsbedingungen von der Form
u(0) = u0, u˙(0) = w0 (A.8)
vorgegeben. Als Zeitschrittverfahren fu¨r die Struktur wa¨hlen wir das bekannte Newmark-
Verfahren, fu¨r das mit den Parametern γ und β gilt:
un+1 = un + ∆twn +
∆t2
2
an+2β, (A.9)
wn+1 = wn + ∆tan+γ. (A.10)
Hierbei sind un+1 die Verschiebungen, wn+1 die Geschwindigkeiten und an+1 die Beschleu-
nigungen der Struktur zum Zeitpunkt tn+1. Weiter sind die Gro¨ßen zn+θ fu¨r θ ∈ [0, 1]
durch
zn+θ = (1− θ)zn + θzn+1 (A.11)
definiert. Die Beschleunigungen an+1 lassen sich aus der Gleichung
man+1 + dwn+1 + kun+1 = fn+1 (A.12)
berechnen. Fu¨r die Werte γ = 1
2
, β = 1
4
erha¨lt man das bekannte Trapezverfahren. Zur
Lo¨sung des Strukturproblems ist also in jedem Zeitschritt ein lineares Gleichungssystem
zu lo¨sen.
Zur ra¨umlichen Diskretisierung der Fluidgleichungen sollen hier Finite Volumen Verfah-
ren verwendet werden. Dazu schreiben wir die kompressiblen Euler-Gleichungen in Erhal-
tungsform als
d
dt
(∫
Ωf
W dx
)
+
∫
Ωf
∂F¯
∂x
dx = 0 (A.13)
mit den konservativen Variablen W = (ρ, ρv, E)t und dem durch eine ALE-Formulierung
modifizierten Fluß-Vektor
F¯ =
 ρv¯ρvv¯ + p
Ev¯ + pv
 , (A.14)
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wobei v¯ = v − x˙ mit der Gittergeschwindigkeit x˙ gilt. Ωf bezeichnet hierbei das aktuelle
Fluidgebiet. Zur Diskretisierung der Erhaltungsgleichung (A.14) wird ein implizites Finite
Volumen Schema verwendet. Dazu zerlegen wir das Intervall [0, l] in N gleichgroße Inter-
valle mit den Gitterpunkten x0, x1, . . . , xN . Die Finite Volumen Zellen Ci werden durch
die jeweiligen Mittelpunkte der Intervalle begrenzt, d.h. Ci := [xi− 1
2
, xi+ 1
2
]. Das implizite
Finite Volumen Schema wird dann durch
An+1i W
n+1
i − AniW ni + ∆t
(
Φ¯(W n+1i ,W
n+1
i+1 )− Φ¯(W n+1i−1 ,W n+1i )
)
= 0. (A.15)
fu¨r i = 1, . . . , n gegeben. Hierbei bezeichnenAni die Fla¨che der i-ten Zelle C
n
i := [x
n
i− 1
2
, xn
i+ 1
2
]
und W ni die Werte der konservativen Variablen in den Knoten xi zur Zeit tn. Die zeitliche
Vera¨nderung der Zellfla¨chen wird aufgrund der Gittergeschwindigkeiten x˙n
i+ 1
2
durch ein
explizites Verfahren berechnet:
xn+1
i+ 1
2
= xn
i+ 1
2
+ ∆tx˙n
i+ 1
2
,
An+1i = A
n
i + ∆t(x˙
n
i+ 1
2
− x˙n
i− 1
2
),
= xn+1
i+ 1
2
− xn+1
i− 1
2
.
Weiter ist Φ¯ eine numerische Approximation des Flußes, so daß gilt
Φ¯(W n+1i ,W
n+1
i+1 ) ≈ F¯ (xn+1i+ 1
2
). (A.16)
Der Fluß-Vektor Φ¯ wird nach dem Schema von Van Leer [Blo98] diskretisiert:
Φ¯(W n+1i ,W
n+1
i+1 ) = Φ¯
+(W n+1i ) + Φ¯
−(W n+1i+1 ). (A.17)
Dabei lautet der Van Leer Fluß in einem sich bewegenden Koordinatensystem folgender-
maßen:
Φ¯±(W n+1i ) = ±
ρ
4c
(v¯ ± c)2
 1± 1γ (2c− v¯) + v
v2
2
− 1
γ
(v¯ ∓ 2c)x˙+ 2c2
γ2−1 +
(1−γ)v¯2±2(γ−1)v¯c
γ2−1
 . (A.18)
In (A.18) werden dazu
ρ = ρn+1i , c
2 = γ
pn+1i
ρn+1i
, v = vn+1i , x˙ = x˙
n+1
i± 1
2
, v¯ = v − x˙
gesetzt. Als Randbedingungen werden fu¨r den Fluß am linken Randpunkt (x = 0)
Φ¯(W n+10 ,W
n+1
1 ) = (0, p
n+1
1 , p
n+1
1 x˙
n+1
1 )
t
und am rechten Randpunkt (x = l + u)
Φ¯(W n+1N ,W
n+1
N+1) = (0, p
n+1
N , p
n+1
N w
∗)t
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festgelegt, wobei
w∗ =
1
2
(wn + wn+1)
als Randbedingung fu¨r das Fluid gewa¨hlt wird. Abschließend muß noch ein Algorithmus
fu¨r die Gitterbewegung bestimmt werden. Dazu wird eine einfache lineare Interpolation
eingesetzt:
xn+1i =
i− 1
N − 1(l + u
n+1), x˙n+1i =
i− 1
N − 1w
n+1
i . (A.19)
Die entsprechenden Positionen und Gittergeschwindigkeiten fu¨r die Zellra¨nder xn+1
i+ 1
2
lassen
sich dann aus diesem Algorithmus berechnen.
Insgesamt erha¨lt man damit fu¨r (A.15) ein nichtlineares Gleichungssystem fu¨r die Varia-
blen W n+1, das in jedem Zeitschritt zu lo¨sen ist. Wir setzen dazu eine Newton-Raphson
Iteration ein, in dem die Ableitungen der numerischen Flußvektoren nach den Varia-
blen W n+1i zu bestimmen ist (vgl. [Blo98]). Wir haben jetzt in unserem Modellbeispiel die
gleiche Ausgangssituation, die wir im vierten Kapitel bei der Entwicklung der Kopplungs-
algorithmen als Grundlage hatten. Es sind jeweils (iterative) Lo¨ser fu¨r die Teilprobleme
vorhanden, die miteinander gekoppelt werden sollen. Also ko¨nnen die im vierten Kapitel
entwickelten stark gekoppelten Lo¨sungsverfahren auf dieses Modellbeispiel angewendet
und mit den Ergebnissen aus [Pip94] und [Blo98] verglichen werden. Zur numerischen
Simulation des Modellbeispiels werden die folgenden Werte fu¨r die Parameter gewa¨hlt:
l = 1m, ρ0 = 1.3kg/m, c = 328.17m/s, p0 = 1 · 105Pa, m = 0.8kg, ωs = 100rad/s.
Die Da¨mpfung d der Struktur wird auf d = 0 gesetzt und die Steifigkeit k la¨ßt sich durch
den Zusammenhang mω2s = k berechnen. Die numerischen Ergebnisse der Simulation sind
im vierten Kapitel zu finden.
Anhang B
Verwendete Software fu¨r die
Beispiele
Wir ko¨nnen bei unseren Berechnungen keine kommerzielle Software wie z.B. ANSYS,
PERMAS, MARC, CFX oder STAR-CD einsetzen, da bei diesen Programmen die Quel-
len im allgemeinen nicht verfu¨gbar sind und damit auch das Testen neuer Kopplungsal-
gorithmen nicht mo¨glich ist. Daher verwenden wir zwei an Universita¨ten entwickelte und
frei verfu¨gbare Programme (FEAP und FEATFLOW), die in den folgenden Abschnit-
ten genauer beschrieben werden. Dieses hat den Vorteil, daß wir direkten Zugriff auf die
Programmquellen haben, beinhaltet allerdings auch den Nachteil, daß fu¨r die Berech-
nung der Wechselwirkung von Fluid und Struktur einige Erweiterungen implementiert
werden mu¨ssen, die in den kommerziellen Softwarepaketen gro¨ßtenteils schon enthalten
sind. So wurden hier insbesondere im Fluidlo¨ser mehrere Erweiterungen implementiert,
um Stro¨mungen mit sich bewegenden Ra¨ndern zu simulieren. Die theoretischen Grundla-
gen fu¨r diese Erweiterungen wurden bereits im dritten Kapitel erla¨utert, im zweiten Teil
des Anhangs B wird daher im wesentlichen nur noch die praktische Umsetzung in dem
Stro¨mungslo¨ser kurz beschrieben.
B.1 Strukturmechanik (FEAP)
Fu¨r die Strukturmechanik setzen wir FEAP (
”
Finite Element Analysis Program“) ein,
das an der Universita¨t von Kalifornien in Berkeley von Robert Taylor und anderen ent-
wickelt wurde. Mit FEAP ko¨nnen lineare oder nichtlineare und statische oder dynamische
Probleme der Strukturmechanik und Thermodynamik berechnet werden. Eine detaillierte
Beschreibung des Programms ist in den entsprechenden Monographien von Zienkiewicz
und Taylor [ZT91, ZT94] oder in dem Handbuch [Tay98] zu finden.
FEAP besteht im wesentlichen aus einzelnen Modulen, die dem Benutzer eine Problem-
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macr ! Beginn des Makros
beta, 0.25, 0.5 ! Newmark-Verfahren
dt,,0.05 ! Zeitschrittweite
cmas ! Konsistente Massenmatrix
loop,time,10 ! Beginn der Zeitschleife
mac1
time ! Na¨chster Zeitschritt
loop,iter,5 ! Beginn der Newton-Iteration
tang,,1 ! Lo¨sen des linearen Systems
next,iter ! Na¨chster Iterationsschritt
disp,all ! Ausgabe der Verschiebungen
velo,all ! Ausgabe der Geschwindigkeiten
stre,all ! Ausgabe der Spannungen
mac2
next,time ! Ende der Zeitschleife
end ! Ende des Makros
Abbildung B.1: Berechnungsalgorithmus in FEAP-Makrosprache
beschreibung (
”
Preprocessing“), den Lo¨sungsschritt (
”
Solution Step“) und eine Visuali-
sierung der Ergebnisse (
”
Postprocessing“) ermo¨glichen. Dazu bietet es dem Benutzer eine
Makrosprache an, mit der das Problem (Geometrie, Netzerzeugung, Randbedingungen,
etc.) und ein Berechnungsalgorithmus (Newton-Iteration, Zeitschrittverfahren, usw.) de-
finiert werden kann. Zusa¨tzlich besteht die Mo¨glichkeit, neue Makros zu schreiben, so daß
weitere Funktionen in das Programm eingebaut werden ko¨nnen. Diese Technik wird hier
zum Beispiel verwendet, um den Datentransfer zwischen Stro¨mungsprogramm und FEAP
zu ermo¨glichen. So wurde in einem Makro (mac1 in der Abbildung B.1) die Berechnung der
Strukturlasten aufgrund der Fluidkra¨fte am Interface realisiert. In einem weiteren Makro
(mac2) wird der Transfer der Verschiebungen bzw. Geschwindigkeiten der Struktur am
Rand zum Fluidlo¨ser integriert. Als Beispiel fu¨r die Makrosprache ist in Abbildung B.1
der Berechnungsalgorithmus aus einem Makroprogramm zu sehen, der fu¨r ein gestaffeltes
Verfahren eingesetzt wurde.
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In FEAP sind zahlreiche Finite Elemente Typen in einer Elementbibliothek vorgegeben.
Dabei kann man zwischen ein-, zwei- und dreidimensionalen Elementen fu¨r lineare und
nichtlineare Probleme der Strukturmechanik auswa¨hlen. Zum Beispiel sind geometrisch
lineare und nichtlineare Balkenelemente oder auch komplexere Platten- und Schalenele-
mente implementiert. Weiter ist zu jedem Element ein Materialmodell festzulegen, wobei
verschiedene Modelle fu¨r Elastizita¨t, Viskoelastizita¨t und Plastizita¨t vorhanden sind. Zu-
dem ist es mo¨glich, weitere Elementtypen in FEAP einzubauen.
Zur Lo¨sung der auftretenden linearen Gleichungssysteme werden entweder direkte (Front-
bzw. Hu¨llenmethoden) oder iterative Verfahren (vorkonditionierte konjugierte Gradien-
ten Verfahren) verwendet. Bei der Berechnung von nichtlinearen Problemen werden das
Newton-Verfahren und verschiedene Varianten davon angeboten. Fu¨r dynamische Proble-
me kann man – abha¨ngig vom Problem – zwischen verschiedenen Methoden auswa¨hlen:
dem impliziten Euler-Verfahren, dem verallgemeinerten Mittelpunktsverfahren oder der
Familie der Hilber-Hughes-Taylor Methoden fu¨r Probleme zweiter Ordnung.
B.2 Stro¨mungsmechanik (FEATFLOW)
Als Stro¨mungslo¨ser verwenden wir das Programm FEATFLOW, das an der Univer-
sita¨t Heidelberg von Stefan Turek und seiner Arbeitsgruppe entwickelt wurde. In diesem
Programm werden die instationa¨ren inkompressiblen Navier-Stokes Gleichungen berech-
net. Fu¨r eine ausfu¨hrliche Beschreibung des Programms sei auf das Handbuch [TB99]
verwiesen, die zugrundeliegenden mathematischen Methoden werden in [Tur99] genauer
erla¨utert. FEATFLOW baut auf dem Programmpaket FEAT (
”
Finite Element Analy-
sis Tool“) auf, das die einzelnen Bausteine eines Finite Elemente Programmes (Elemente,
Aufbau von Massen- und Steifigkeitsmatrizen, Lo¨sen von linearen oder nichtlinearen Glei-
chungssystemen, etc.) zur Verfu¨gung stellt.
Das Programm kann – genauso wie FEAP – in drei Komponenten zerlegt werden. In
einem Preprocessing-Schritt (OMEGA2D) werden die Geometrie des Problems und ein
erstes sehr grobes Gitter erzeugt. Anschliessend kann eine Verfeinerung des Gitters mit
dem Modul TRIGEN2D erfolgen. Zur numerischen Lo¨sung der Navier-Stokes Gleichun-
gen kann zwischen einem Projektionsschema (PP2D) und voll gekoppelten Lo¨sungsver-
fahren (CC2D oder CP2D) gewa¨hlt werden. Fu¨r den Postprocessing-Schritt ko¨nnen die
verschiedenen Lo¨sungskomponenten (wie z.B. der Druck, die Geschwindigkeiten oder die
Stromlinien) in unterschiedlichen Datenformaten ausgegeben werden. Wir werden hier ei-
ne Visualisierung der Daten mit AVS (
”
Advanced Visualization System“) vornehmen, es
sind jedoch auch andere Formate (z.B. GMV) mo¨glich.
Die Diskretisierung der Navier-Stokes Gleichungen in FEATFLOW findet im Raum mit
Finiten Elementen und in der Zeit mit Finiten Differenzen statt. Als Finite Elemen-
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te Ansatzfunktionen werden Rechteck-Elemente benutzt, die analog zu den bekannten
Dreiecks-Stokes Elementen von Crouzeix und Raviart hergeleitet werden ko¨nnen [Tur99].
Dabei werden in einem Rechteck-Element im zweidimensionalen Fall stu¨ckweise rotierte
bilineare Formfunktionen fu¨r die Geschwindigkeiten und stu¨ckweise konstante Approxi-
mationen fu¨r den Druck verwendet. Die Vorteile dieses nichtkonformen Ansatzes werden
in [Tur99] beschrieben. Die konvektiven Terme werden entweder mit einem Upwinding-
Verfahren (Samarskij-Upwinding) oder mit einem Streamline-Diffusion Ansatz behandelt.
Als Zeitschrittverfahren werden in FEATFLOW implizite Methoden eingesetzt. Diese
Verfahren haben gegenu¨ber expliziten Verfahren den großen Vorteil, daß sie ein wesent-
lich gro¨ßeres Stabilita¨tsgebiet besitzen und daher gro¨ßere Zeitschritte verwendet werden
ko¨nnen. Allerdings haben sie den Nachteil, daß in jedem Zeitschritt ein nichtlineares Glei-
chungssystem gelo¨st werden muß, was einen ho¨heren Berechnungsaufwand bedeutet. Man
kann zwischen dem impliziten Euler-Verfahren, dem Crank-Nicolson-Schema oder der
Zwischenschritt-θ-Methode auswa¨hlen. Fu¨r die Lo¨sung der nach der Diskretisierung ent-
stehenden nichtlinearen Gleichungssysteme gibt es zwei verschiedene Ansa¨tze:
• Die nichtlinearen Gleichungen werden durch ein gekoppeltes Lo¨sungsverfahren be-
rechnet. Dazu wird eine adaptive Fixpunkt-Defektkorrektur-Methode eingesetzt.
Dieses Verfahren besitzt die besten Stabilita¨tseigenschaften, aber es bedeutet auch
den gro¨ßten numerischen Aufwand. Die gekoppelten Lo¨sungsverfahren sind in den
Modulen CC2D und CP2D implementiert.
• Alternativ werden Projektionsverfahren verwendet, bei denen der Druck und die
Geschwindigkeiten entkoppelt werden. Dadurch entsteht eine Folge von einfacheren
diskreten Problemen, die in jedem Zeitschritt berechnet werden mu¨ssen. Allerdings
fu¨hrt dieses dazu, daß aus Stabilita¨tsgru¨nden kleinere Zeitschritte als bei den ge-
koppelten Lo¨sungsverfahren gewa¨hlt werden mu¨ssen. Die Projektionsverfahren sind
in PP2D realisiert worden.
Wir haben fu¨r unsere Beispiele eines der gekoppelten Lo¨sungsverfahren (CC2D) und als
Zeitschrittverfahren die Zwischenschritt-θ-Methode verwendet. Die dabei entstehenden
diskreten Gleichungsysteme werden daraufhin mit effizienten Mehrgitterverfahren gelo¨st.
B.3 Erweiterungen des Fluidlo¨sers
In diesem Abschnitt sollen kurz die Erweiterungen beschrieben werden, die in dem Fluid-
programm zur Berechnung von Stro¨mungen mit sich bewegenden Ra¨ndern durchgefu¨hrt
wurden.
In FEATFLOW existiert bereits ein Modul, mit dem auch Stro¨mungen mit beweglichen
Ra¨ndern berechnet werden ko¨nnen. Hierbei wird ein Verfahren verwendet, das auf der
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”
Fictitious Boundary“-Methode beruht [GPP94]. Diese Methode berechnet die Navier-
Stokes Gleichungen auf einem festen Gitter, bei dem diejenigen Elemente, die zu dem
sich bewegenden Ko¨rper geho¨ren, getrennt behandelt werden. Fu¨r diese Elemente wird
eine feste Geschwindigkeit vorgegeben, und der Druck in diesen Elementen wird auf null
gesetzt. Diese Technik a¨hnelt also der bei Finiten Differenzen Verfahren bekannten
”
Cell-
and-Marker“-Technik [GDN95]. Fu¨r Probleme der Fluid-Struktur Interaktion ist diese
Methode allerdings nur bedingt einsetzbar, da der Rand nicht sehr gut approximiert
wird. Außerdem muß mit sehr feinen Gittern gerechnet werden, um den Rand u¨berhaupt
genau genug darstellen zu ko¨nnen. Hierdurch erho¨ht sich die Rechenzeit um einen sehr
großen Faktor. Wir haben im ersten Beispiel diese Technik eingesetzt und mit dem von
uns verwendeten Verfahren verglichen. Dabei haben wir festgestellt, daß die
”
Fictitious
Boundary“-Methode fu¨r Fluid-Struktur Interaktion mit großen Verformungen der Struk-
tur nicht geeignet ist.
Aus diesem Grund wurden in FEATFLOW mehrere Erweiterungen implementiert, die
im folgenden kurz beschrieben werden sollen. Zum einen handelt es sich dabei um ei-
ne ALE-Formulierung der Navier-Stokes-Gleichungen, damit sich bewegende Ra¨nder im
Fluid berechnet werden ko¨nnen, zum anderen um die Bewegung des Fluidgitters, die eng
mit der ALE-Formulierung verbunden ist. Wir haben die ALE-Formulierung dadurch in
den Fluidlo¨ser integriert, daß wir in der Variationsform der Impulsgleichung (2.15) die
Terme, in denen die Gittergeschwindigkeit x˙ auftritt, auf die rechte Seite der Gleichung
gebracht haben:
∫
Ωf (t)
(
ρ
∂v
∂t
∣∣∣∣
x0
)
· vˆ dx+
∫
Ωf (t)
(ρv · grad v) · vˆ dx+ ν
∫
Ωf (t)
grad v · grad vˆ dx
+
∫
Ωf (t)
p div vˆ dx =
∫
Ωf (t)
g · vˆ dx+
∫
Γf,2
τf · vˆ ds+
∫
Ωf (t)
(ρx˙ · grad v) · vˆ dx ∀vˆ ∈ V f
Der Term auf der rechten Seite, der die Gittergeschwindigkeit x˙ entha¨lt, ha¨ngt linear
von v ab und kann mit den bekannten Finite Elemente Techniken diskretisiert werden.
Die diskrete Gittergeschwindigkeit X˙n+1 wird in den Fluidelementen bzw. in den Knoten
der Fluidelemente so bestimmt, daß das geometrische Erhaltungsgesetz erfu¨llt wird (vgl.
Abschnitt 3.2):
X˙n+1 =
Xn+1 −Xn
∆t
.
Das Fluidgitter wird als Pseudo-Struktursystem betrachtet und mit dem in Abschnitt
3.2 vorgestellten Netzbewegungsalgorithmus berechnet, dabei ist in jedem Zeitschritt ein
lineares Gleichungssystem der Form K˜Xn+1 = F˜ zu lo¨sen. Alternativ dazu haben wir zum
Vergleich auch Interpolationsverfahren mit quadratischer Interpolation verwendet, die auf
sehr a¨hnliche Ergebnisse wie der eingesetzte Algorithmus zur Netzbewegung fu¨hrten.
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