In computer vision, convolutional networks (CNNs) often adopt pooling to enlarge receptive field which has the advantage of low computational complexity. However, pooling can cause information loss and thus is detrimental to further operations such as features extraction and analysis. Recently, dilated filter has been proposed to tradeoff between receptive field size and efficiency. But the accompanying gridding effect can cause a sparse sampling of input images with checkerboard patterns. To address this problem, in this paper, we propose a novel multi-level wavelet CNN (MWCNN) model to achieve a better tradeoff between receptive field size and computational efficiency. The core idea is to embed wavelet transform into CNN architecture to reduce the resolution of feature maps while at the same time, increasing receptive field. Specifically, MWCNN for image restoration is based on U-Net architecture, and inverse wavelet transform (IWT) is deployed to reconstruct the high resolution (HR) feature maps. The proposed MWCNN can also be viewed as an improvement of dilated filter and a generalization of average pooling and can be applied to not only image restoration tasks, but also any CNNs requiring a pooling operation. The experimental results demonstrate the effectiveness of the proposed MWCNN for tasks, such as image denoising, single image super-resolution, JPEG image artifacts removal, and object classification.
I. INTRODUCTION
Nowadays, convolutional networks have become the dominant technique behind many computer vision tasks, e.g. image restoration [1] - [5] and object classification [6] - [10] . With continual progress, CNNs are extensively and easily learned on large-scale datasets, speeded up by increasingly advanced GPU devices, and often achieve state-of-the-art performance in comparison with traditional methods. The reason that CNN is popular in computer vision can be contributed to two aspects. First, existing CNN-based solutions dominate on several simple tasks by outperforming other methods with a large margin, such as single image super-resolution (SISR) [1] , [2] , [11] , image denoising [5] , image deblurring [12] , compressed imaging [13] , and object The associate editor coordinating the review of this manuscript and approving it for publication was Jianqing Zhu. classification [6] . Second, CNNs can be treated as a modular part and plugged into traditional method, which also promotes the widespread use of CNNs [12] , [14] , [15] .
Actually, CNNs in computer vision can be viewed as a non-linear map from the input image to the target. In general, larger receptive field is helpful for improving fitting ability of CNNs and promoting accurate performance by taking more spatial context into account. Generally, the receptive field can be enlarged by either increasing the network depth, enlarging filter size or using pooling operation. But increasing the network depth or enlarging filter size can inevitably result in higher computational cost. Pooling can enlarge receptive field and guarantee efficiency by directly reducing spatial resolution of feature map. Nevertheless, it may result in information loss. Recently, dilated filtering [8] is proposed to trade off between receptive field size and efficiency by inserting ''zero holes'' in convolutional filtering. However, the receptive field FIGURE 1. The running time vs. PSNR value of representative CNN models, including SRCNN [1] , FSRCNN [18] , ESPCN [4] , VDSR [2] , DnCNN [5] , RED30 [20] , LapSRN [3] , DRRN [17] , MemNet [19] and our MWCNN. The receptive field of each model are also provided. The PSNR and time are evaluated on Set5 with the scale factor ×4 running on a GTX1080 GPU.
of dilated filtering with fixed factor greater than 1 only takes into account a sparse sampling of the input with checkerboard patterns, thus it can lead to inherent suffering from gridding effect [16] . Based on the above analysis, one can see that we should be careful when enlarging receptive field if we want to avoid both increasing computational burden and incurring the potential performance sacrifice. As can be seen from Figure 1 , even though DRRN [17] and MemNet [19] enjoy larger receptive fields and higher PSNR performances than VDSR [2] and DnCNN [5] , their speed nevertheless are orders of magnitude slower.
In an attempt to address the problems stated previously, we propose an efficient CNN based approach aiming at trading off between performance and efficiency. More specifically, we propose a multi-level wavelet CNN (MWCNN) by utilizing discrete wavelet transform (DWT) to replace the pooling operations. Due to invertibility of DWT, none of image information or intermediate features are lost by the proposed downsampling scheme. Moreover, both frequency and location information of feature maps are captured by DWT [21] , [22] , which is helpful for preserving detailed texture when using multi-frequency feature representation. More specifically, we adopt inverse wavelet transform (IWT) with expansion convolutional layer to restore resolutions of feature maps in image restoration tasks, where U-Net architecture [23] is used as a backbone network architecture. Also, element-wise summation is adopted to combine feature maps, thus enriching feature representation.
In terms of relation with relevant works, we show that dilated filtering can be interpreted as a special variant of MWCNN, and the proposed method is more general and effective in enlarging receptive field. Using an ensemble of such networks trained with embedded multi-level wavelet, we achieve PSNR/SSIM value that improves upon the best known results in image restoration tasks such as image denoising, SISR and JPEG image artifacts removal. For the task of object classification, the proposed MWCNN can achieve higher performance than when adopting pooling layers. As shown in Figure 1 , although MWCNN is moderately slower than LapSRN [3] , DnCNN [5] and VDSR [2] , MWCNN can have a much larger receptive field and achieve higher PSNR value.
This paper is an extension of our previous work [24] . Compared to the former work [24] , we propose a more general approach for improving performance, further extend it to high-level task and provide more analysis and discussions. To sum up, the contributions of this work include:
• A novel MWCNN model to enlarge receptive field with better tradeoff between efficiency and restoration performance by introducing wavelet transform.
• Promising detail preserving due to the good timefrequency localization property of DWT.
• A general approach to embedding wavelet transform in any CNNs where pooling operation is employed.
• State-of-the-art performance on image denoising, SISR, JPEG image artifacts removal, and classification.
The remainder of the paper is organized as follows. Sec. II briefly reviews the development of CNNs for image restoration and classification. Sec. III describes the proposed MWCNN model in detail. Sec. IV reports the experimental results in terms of performance evaluation. Finally, Sec. V concludes the paper.
II. RELATED WORK
In this section, the development of CNNs for image restoration tasks is briefly reviewed. In particular, we discuss relevant works on incorporating DWT in CNNs. Finally, relevant object classification works are introduced.
A. IMAGE RESTORATION
Image restoration aims at recovering the latent clean image x from its degraded observation y. For decades, researches on image restoration have been done from the view points of both prior modeling and discriminative learning [25] - [30] . Recently, with the booming development, CNNs based methods achieve state-of-the-art performance over the traditional methods.
1) IMPROVING PERFORMANCE AND EFFICIENCY OF CNNS FOR IMAGE RESTORATION
In the early attempt, the CNN-based methods don't work so well on some image restoration tasks. For example, the methods of [31] - [33] could not achieve state-of-the-art denoising performance compared to BM3D [27] in 2007. In [34] , multilayer perception (MLP) achieved comparable performance as BM3D by learning the mapping from noise patches to clean patches. In 2014, Dong et al. [1] for the first time adopted only a 3-layer FCN without pooling for SISR, which realizes only a small receptive field but achieves state-of-theart performance. Then, Dong et al. [35] proposed a 4-layer ARCNN for JPEG image artifacts reduction.
Recently, deeper networks are increasingly used for image restoration. For SISR, Kim et al. [2] stacked a 20-layer CNN with residual learning and adjustable gradient clipping. Subsequently, some works, for example, very deep network [5] , [36] , [37] , symmetric skip connections [20] , residual units [11] , Laplacian pyramid [3] , and recursive architecture [17] , [38] , had also been suggested to enlarge receptive field. However, the receptive field of those methods is enlarged with the increase of network depth, which may has limited potential to extend to deeper network.
For better tradeoff between speed and performance, a 7-layer FCN with dilated filtering was presented as a denoiser by Zhang et al. [12] . Santhanam et al. [39] adopt pooling/unpooling to obtain and aggregate multi-context representation for image denoising. In [40] , Zhang et al. considered to operate the CNN denoiser on downsampled subimages. Guo et al. [41] utilized U-Net [23] based CNN as non-blind denoiser. On account of the speciality of SISR, the receptive field size and efficiency could be better traded off by taking the low-resolution (LR) images as input and zooming in on features with upsampling operation [4] , [18] , [42] . Nevertheless, this strategy can only be adopted for SISR, and are not suitable for other tasks, such as image denoising and JPEG image artifacts removal.
2) UNIVERSALITY OF IMAGE RESTORATION
On account of the similarity of tasks such as image denoising, SISR, and JPEG image artifacts removal, the model suggested for one task may be easily extended to other image restoration tasks simply by retraining the same network. For example, both DnCNN [5] and MemNet [19] had been evaluated on all these three tasks. Moreover, CNN denoisers can also serve as a kind of plug-and-play prior. Thus, any restoration tasks can be tackled by sequentially applying the CNN denoisers via incorporating with unrolled inference [12] . To provide an explicit functional for defining regularization induced by denoisers, Romano et al. [14] further proposed a regularization-by-denoising framework. In [43] and [44] , LR image with blur kernel is incorporated into CNNs for nonblind SR. These methods not only promote the application of CNN in low level vision, but also present solutions to deploying CNN denoisers for other image restoration tasks.
3) INCORPORATING DWT IN CNNS
Several studies have also been given to incorporate wavelet transform into CNN. Bae et al. [45] proposed a wavelet residual network (WavResNet) with the discovery that CNN learning can benefit from learning on wavelet subbands with features having more channels. For recovering missing details in subbands, Guo et al. [46] proposed a deep wavelet superresolution (DWSR) method. Subsequently, deep convolutional framelets (DCF) [47] , [48] had been developed for low-dose CT and inverse problems. However, only one-level wavelet decomposition is considered in WavResNet and DWSR which may restrict the application of wavelet transform. Inspired by the view point of decomposition, DCF independently processes each subband, which spontaneously ignores the dependency between these subbands. In contrast, multi-level wavelet transform is considered by our MWCNN to enlarge receptive field where computational burden is barely increased.
B. OBJECT CLASSIFICATION
The AlexNet [6] is a 8-layers network for object classification, and for the first time achieved state-of-the-art performance than other methods on the ILSVRC2012 dataset. In this method, different sized filters are adopted for extracting and enhancing features. However, Simonyan and Zisserman [7] found that using only 3 × 3 sized convolutional filter with deeper architecture can realize larger receptive field and achieve better performance than AlexNet. Yu and Koltun [8] adopted the dilated convolution to enlarge the receptive field size without increasing the computation burden. Later, residual block [9] , [10] , inception model [49] , pyramid architecture [50] , doubly CNN [51] and other architectures [52] , [53] were proposed for object classification. Some measures on pooling operation, such as parallel grid pooling [54] and gated mixture of second-order pooling [55] , were also proposed to enhance feature extractor or feature representation to promote performance. In general, pooling operation, such as average pooling and max pooling, is often adopted for downsampling features and enlarging receptive field, but it can result in significant information loss. To avoid this downside, we adopt DWT as our downsampling layer by replacing pooling operation without changing the main architecture, resulting in more power for enhancing feature representation.
III. METHOD
In this section, we first briefly introduce the concept of multi-level wavelet packet transform (WPT) and provide our motivation. We then formally present our MWCNN based on multi-level WPT, and describe its network architecture for image restoration and object classification. Finally, discussion is presented to analyze the connection of MWCNN with average pooling and dilated filtering.
A. FROM MULTI-LEVEL WPT TO MWCNN
Given an image x, we can use 2D DWT [56] with four convolutional filters, i.e. low-pass filter f LL , and high-pass filters f LH , f HL , f HH , to decompose x into four subband images, i.e. x LL , x LH , x HL , and x HH . Note that the four filters have fixed parameters with convolutional stride 2 during the transformation. Taking Haar wavelet as an example, four filters are defined as
It is evident that f LL , f LH , f HL , and f HH are orthogonal to each other and form a 4 × 4 invertible matrix. The operation of DWT is defined as
x HL = (f HL ⊗ x) ↓ 2 , and x HH = (f HH ⊗ x) ↓ 2 , where ⊗ denotes convolution operator, and ↓ 2 means the standard downsampling operator with factor 2. In other words, DWT mathematically involves four fixed convolution filters with stride 2 to implement downsampling operator. Moreover, according to the theory of Haar transform [56] , the (i, j)-th value of x LL , x LH , x HL and x HH after 2D Haar transform can be written as
Although the downsampling operation is deployed, due to the biorthogonal property of DWT, the original image x can be accurately reconstructed without information loss by the IWT, i.e., x = IWT (x LL , x LH , x HL , x HH ). For the Haar wavelet, the IWT can defined as following:
Generally, the subband images x LL , x LH , x HL , and x HH can be sequentially decomposed by DWT for further processing in multi-level WPT [22] , [57] . To get results of twolevel WPT, DWT is separately utilized to decompose each subband image x i (i = LL, LH , HL, or HH ) into four subband images x i,LL , x i,LH , x i,HL , and x i,LL . Recursively, the results of three or higher levels WPT can be obtained. Correspondingly, the reconstruction of each level subband images are implemented by completely inverse operation via IWT. The above-mentioned process of decomposition and reconstruction of an image are illustrated in Figure 2 (a). If we treat the filers of WPT as convolutional filters with predefined weights, one can see that WPT is a special case of FCN without the nonlinearity layers. Obviously, the original image x can be first decomposed by WPT and then accurately reconstructed by inverse WPT without any information loss.
In image processing applications such as image denoising and compression, some operations, e.g., soft-threshold and quantization, are usually required to process the decomposition part [58] , [59] as shown in Figure. 2(a). These operations can be treated as some kind of nonlinearity tailored to FIGURE 2. From WPT to MWCNN. Intuitively, WPT can be seen as a special case of our MWCNN without CNN blocks as shown in (a) and (b). By inserting CNN blocks to WPT, we design our MWCNN as (b). Obviously, our MWCNN is a generalization of multi-level WPT, and reduces to WPT when each CNN block becomes the identity mapping. specific task. In this work, we further extend WPT to multilevel wavelet-CNN (MWCNN) by plugging CNN blocks into traditional WPT-based method as illustrated in Figure 2 (b). Due to the biorthogonal property of WPT, our MWCNN can use subsampling and upsampling operations safely without incurring information loss. Obviously, our MWCNN is a generalization of multi-level WPT, and reduces to WPT when each CNN block becomes the identity mapping. Moreover, DWT can be treated as downsampling operation and extend to any CNNs where pooling operation is required.
As mentioned previously in Sec. III-A, we design the MWCNN architecture for image restoration based on the principle of the WPT as illustrated in Figure 2 (b). The key idea is to insert CNN blocks into WPT before (or after) each level of DWT. As shown in Figure 3 , each CNN block is a 3-layer FCN without pooling, and takes both lowfrequency subbands and high-frequency subbands as inputs. More concretely, each layer contains convolution with 3×3 filters (Conv), and rectified linear unit (ReLU) operations. Only Conv is adopted in the last layer for predicting the residual result. The number of convolutional layers is set to 24. For more details on the setting of MWCNN, please refer to Figure 3 .
Our MWCNN modifies U-Net in three aspects. (i) In conventional U-Net, pooling and deconvolution are utilized as downsampling and upsampling layers. In comparison, DWT and IWT are used in MWCNN. (ii) After DWT, we deploy another CNN blocks to reduce the number of feature map channels for compact representation and modeling inter-band dependency. And convolution are adopted to increase the number of feature map channels and IWT is utilized to upsample feature map. In comparison, conventional U-Net adopting convolution layers are used to increase feature map channels which has no effect on the number of feature map channels after pooling. For upsampling, deconvolution layers are directly adopted to zoom in on feature map. (iii) In MWCNN, element-wise summation is used to combine the feature maps from the contracting and expanding subnetworks. While in conventional U-Net, concatenation is adopted. Compared to our previous work [24] , we have made several improvements such as: (i) Instead of directly decomposing input images by DWT, we first use conv blocks to extract features from input, which is empirically shown to be beneficial for image restoration. (ii) In the 3rd hierarchical level, we use more feature maps to enhance feature representation. In our implementation, Haar wavelet is adopted as the default wavelet in MWCNN. Other wavelets, e.g., Daubechies 2 (DB2) , are also considered in our experiments.
Denote by the network parameters of MWCNN, i.e., and F (y; ) be the network output. Let {(y i , x i )} N i=1 be a training set, where y i is the i-th input image, x i is the corresponding ground-truth image. Then the objective function for learning MWCNN is given by
The ADAM algorithm [60] is adopted to train MWCNN by minimizing the objective function.
2) EXTEND TO OBJECT CLASSIFICATION
Similar to image restoration, DWT is employed as a downsampling operation often without upsampling operation to replace pooling operation. The compression filter with 1 × 1 Conv is subsequently utilized after DWT transformation.
Note that we don't modify other blocks or loss function. With this improvement, feature can be further selected and enhanced with adaptive learning. Moreover, any CNN using pooling can be considered instead of DWT operation, and the information of feature maps can be transmitted to next layer without information loss. DWT can be seen as a safe downsampling module and plugged into any CNNs without the need to change network architectures, and may benefit extracting more powerful features for different tasks.
The DWT in the proposed MWCNN is closely related to the pooling operation and dilated filtering. By using the Haar wavelet as an example, we explain the connection between DWT and average pooling. According to the theory of average pooling with factor 2, the (i, j)-th value of feature map x l in the l-th layer after pooling can be written as
where x l−1 is the feature map before pooling operation. It is clear that Eq. 5 is the same as the low-frequency component of DWT in Eq. 2, which also means that all the highfrequency information is lost during the pooling operation.
In Figure 4(a) , the feature map is first decomposed into four sub-images with stride 2. The average pooling operation can be treated as summing all sub-images with fixed coefficient 1/4 to generate new sub-image. In comparison, DWT uses all sub-images with four fixed orthometric weights to obtain four new sub-images. By taking all the subbands into account, MWCNNs can therefore avoid the information loss caused by conventional subsampling, and may benefit restoration and classification. Hence, average pooling can be seen as a simplified variant of the proposed MWCNNs.
2) CONNECTION TO DILATED FILTERING
To illustrate the connection between MWCNN and dilated filtering, we first give the definition of dilated filtering with factor 2:
where ⊗ 2 means convolution operation with dilated factor 2, (s, t) is the position in convolutional kernel k, and (p, q) is the position within the range of convolution of feature x l . Eq. (6) can be decomposed into two steps, sampling and convoluting. Sampled patch is obtained by sampling at center position (i, j) of x with one interval pixel under the constraint p + 2s = i, q + 2t = j. Then the value x l+1 (i, j) is obtained by convolving sampled patch with kernel k. Therefore, dilated filtering with factor 2 can be expressed as first decomposing an image into four sub-images and then using the shared standard convolutional kernel on those sub-images as illustrated in Figure. 4(b) . We rewrite Eq. (6) for obtaining the pixel value x l+1 (2i − 1, 2j − 1) as following:
Then the pixel value x l+1 (2i − 1, 2j), x l+1 (2i, 2j − 1) and x l+1 (2i, 2j) can be obtained in the same way. Actually, the value of x l at the position (2i − 1, 2j − 1), (2i − 1, 2j), (2i, 2j − 1) and (2i, 2j) can be obtained by applying IWT on subband images x LL l , x LH l , x HL l and x HH l based on Eqn. (3) . Therefore, the dilating filtering can be represented as convolution with the subband images as following,
Different from dilated filtering, the definition of MWCNN in Figure 4 (c) can be given as Concat(x LL l , x LH l , x HL l , x HH l ), and Concat(·, ·) denotes concatenate operation. If k is group convolution [61] with factor 4, the equation can be rewritten as:
Note that x LL l , x LH l , x HL l , x HH l can accurately reconstruct x l by using IWT. Compared to Eq. (8), the weights of each subband x i l and the corresponding convolution k i are different. That means that our MWCNN can be reduced to dilated filtering if the subbands x LL l , x LH l , x HL l , x HH l are replaced by subimages after IWT in Eq. (3), and the convolution k i in k is shared to each other. Hence, the dilated filtering can be seen as a variant of the proposed MWCNN.
Compared with dilated filtering, MWCNN can also avoid the gridding effect. With the increase of depth, dilated filtering with fixed factor greater than 1 only considers a sparse sampling of units in the checkerboard pattern, resulting in large amount of information loss (see Figure 5 (a)). Another problem with dilated filtering is that the two output neighboring pixels may be computed from input information from totally non-overlapped units (see Figure 5 (b)), and may cause the inconsistence of local information. Figure 5 (c) illustrates the receptive field of MWCNN, which is quite different from dilated filtering. With dense sampling, convolution filter takes multi-frequency information as input, and results in double receptive field after DWT. One can see that MWCNN is able to well address the sparse sampling and inconsistency problems of local information, and is expected to benefit restoration quantitatively.
IV. EXPERIMENTS
In this section, we first describe application of MWCNN to image restoration. Then ablation experiments is presented to analyze the contribution of each component. Finally, the proposed MWCNN is extended to object classification.
A. EXPERIMENTAL SETTING FOR IMAGE RESTORATION 1) TRAINING SET
To train our MWCNN, we adopt DIV2K [62] as our training dataset. Concretely, DIV2K contains 800 images with about For image denoising, we consider three noise levels, i.e., σ = 15, 25 and 50, and evaluate our denoising method on three dataset, i.e., Set12 [5] , BSD68 [63] , and Urban100 [64] . For SISR, we take bicubic upsampling as the input to MWCNN with three specific scale factors, i.e., ×2, ×3 and ×4, respectively. Four widely used datasets, Set5 [65] , Set14 [66] , BSD100 [63] and Urban100 [64] , are adopted to evaluate SISR performance. For JPEG image artifacts removal, we follow the setting as used in [35] , i.e., four compression quality settings Q = 10, 20, 30 and 40 for the JPEG encoder. Two datasets, Classic5 [35] and LIVE1 [67] , are used for evaluating our method.
2) NETWORK TRAINING
In image restoration, a MWCNN model is learned for each degradation setting. The ADAM algorithm [60] with β 1 = 0.9, β 2 = 0.999 and = 10 −8 is adopted for optimization and we use a mini-batch size of 24. The learning rate is decayed exponentially from 10 −4 to 10 −5 in the 200 epochs. Rotation or/and flip based data augmentation is used during mini-batch learning. The MatConvNet package [68] with NVIDIA GTX1080 GPU is utilized for training and testing.
B. QUANTITATIVE AND QUALITATIVE EVALUATION ON IMAGE RESTORATION TASKS
Comprehensive experiments are conducted to evaluate our 24-layer MWCNN using the same setting as in Sec. III-B on three representative image restoration tasks, respectively.
Here, we also provide the results of our previous work and denote it as MWCNN(P) [24] .
1) IMAGE DENOISING
For image denoising, only gray images are trained and evaluated for the reason that most denoising methods are only trained and tested on gray images. Moreover, we compare with two classic denoising methods, i.e., BM3D [27] and TNRD [26] , and five CNN-based methods, i.e., DnCNN [5] , IRCNN [12] , RED30 [20] , MemNet [19] , and FFDNet [40] . Table 1 lists the average PSNR/SSIM results of the competing methods on these three datasets. Since RED30 [20] and MemNet [19] doesn't train the models on level 15 and level 25, we use the symbol '-' instead. Obviously, the performance of all the competing methods are worse than our MWCNN. It's worth noting that our MWCNN can outperform DnCNN and FFDNet by about 0.3 ∼ 0.5dB in terms of PSNR on Set12, and slightly surpass with 0.2 ∼ 0.3dB on BSD68. On Urban100, our MWCNN generally achieves favorable performance when compared with the competing methods. Specially, the average PSNR by our MWCNN can be 0.5dB higher than that by DnCNN on Set12, and 1.2dB higher on Urban100 when the noise level σ is 50. Figure 6 shows the denoising results of the images ''Test044'' from Set68 with the noise level σ = 50. One can see that our MWCNN is promising in removing noise while recovering image details and structures, and can obtain visually more pleasant result than the competing methods due to the reversibility of WPT during downsampling and upsampling.
2) SINGLE IMAGE SUPER-RESOLUTION
We also train our MWCNN on SISR task with only the luminance channel, i.e. Y in YCbCr color space following [1] . Bicubic interpolation is used for image degradation, and upsampling by bicubic interpolation is used before sending degradation image to network. For qualitative comparisons, we use source codes of nine CNN-based methods, including VDSR [2] , DnCNN [5] , RED30 [20] , SRResNet [11] , Lap-SRN [3] , DRRN [17] , MemNet [19] , WaveResNet [45] and SRMDNF [44] . Since the source code of SRResNet is not released, their results as shown in Table 2 are incomplete. And the results of LapSRN with scale ×3 are not listed here since they are not reported in the authors' paper. Table 2 summarizes the average PSNR/SSIM results of the competing methods on the four datasets by citing the results in their respective papers. In terms of both PSNR and SSIM indexes, the proposed MWCNN outperforms other methods in all cases. Compared with well-known VDSR, our MWCNN achieves a notable gain of about 0.4∼0.8dB by PSNR on Set5 and Set14. Surprisingly, our MWCNN outperforms VDSR by a large gap with about 1.0∼1.6dB on Urban100. Even though SRMDNF is trained on RGB space, it is still slightly weaker than our MWCNN. It can also be seen that our MWCNN outperforms WaveResNet by no less than 0.3dB. We provide quantitative comparisons with the competing methods on the image ''253027'' from BSD100 in Figure 7 . As one can see, our MWCNN can correctly recover the fine and detailed textures, and produce sharp edges due to the frequency and location characteristics of DWT.
3) JPEG IMAGE ARTIFACTS REMOVAL
We apply our method to JPEG image artifacts removal to further demonstrate the applicability of our MWCNN on image restoration. Here, both JPEG encoder and JPEG image artifacts removal are only focused on the Y channel. Following [35] , we consider four settings on quality factor, e.g., Q = 10, 20, 30 and 40, for the JPEG encoder. In our experiments, MWCNN is compared to four competing methods, i.e., ARCNN [35] , TNRD [26] , DnCNN [5] , and MemNet [19] . The results of MemNet [19] and TNRD [26] are incomplete according to their paper and released source codes. Table 3 shows the average PSNR/SSIM results of the competing methods on Classic5 and LIVE1. Obviously, our MWCNN obtains superior performance than other methods in terms of quantitative metrics for any of the four quality factors. Compared to ARCNN on Classic5, our MWCNN surprisingly outperforms by 1dB in terms of PSNR. On can see that the PSNR value of MWCNN can be 0.2∼0.3dB higher than those of the second best method (i.e., MemNet [19] ). In addition to perceptual comparisons, we also provide the image, i.e. ''carnivaldolls'' form LIVE1 with the quality factor of 10. Compared with other methods, our MWCNN is effective in better removing artifacts and restoring detailed textures and sharp salient edges.
4) RUNNING TIME
As mentioned previously, the efficiency of CNNs is also an important measure of network performance. We consider the CNN-based methods with source code and list the GPU running time of the competing methods for the three tasks in Table 4 . Note that the Nvidia cuDNN-v7.0 deep learning library with CUDA 9.2 is adopted to accelerate the GPU computation under Ubuntu 16.04 system. In comparison to the state-of-the-art methods, i.e., RED30 [20] , DRRN [17] and MemNet [19] , our MWCNN costs far less time but obtain better performance in terms of PSNR/SSIM metrics. Meanwhile, our MWCNN is moderately slower by speed but can achieve higher PSNR/SSIM indexes compared to the other methods. This means that the effectiveness of MWCNN should be attributed to the incorporation of CNN and DWT rather than increase of network depth/width.
C. COMPARISON OF MWCNN VARIANTS
Using image denoising and JPEG image artifacts as examples, we mainly focus on two variants of MWCNN: (i) Ablation experiments to demonstrate where the improved performance comes from. (ii) The related methods, such as wavelet-based approach and dilated filtering are presented for verifying the effectiveness of the proposed method. Note that MWCNN with 24-layer is employed as our baseline, and all the MWCNN variants are designed using the same architecture for fair comparison.
1) ABLATION EXPERIMENTS
Ablation experiments are provided for verifying the effectiveness of additionally embedded wavelet: (i) the default U-Net with the same architecture to MWCNN, (ii) U-Net+S: using sum connection instead of concatenation, and (iii) U-Net+D: adopting learnable conventional downsampling filters, i.e. convolution operation with stride 2 to replace max pooling. We also compare with the modified MWCNN(P) method which adds one layer of CNN right after inputting and another layer of CNN before outputting, and denote it as MWCNN(P+C). Three MWCNN variants with different wavelet transform are also considered, including: Table 5 lists the PSNR and running time results of these methods. We have the following observations. (i) The ablation experiments indicate that adopting sum connection instead of concatenation can slightly improve efficiency with almost no decrease of PNSR. (ii) Due to the biorthogonal and time-frequency localization properties of wavelet, our wavelet based method possesses more powerful abilities for image restoration. The pooling operation causes the loss of high-frequency information and leads to difficulty of VOLUME 7, 2019 recovering damaged image. Our MWCNN can easily outperform U-Net+D method which adopts learnable downsampling filters. This indicates that learning alone is not enough and the violation of the invertibility can cause information loss. (iii) Compared with MWCNN (P+C), the proposed method still performs slightly better despite the fact that MWCNN (P+C) has more layers, thereby verifying the effectiveness of the proposed method. (iv) Compared with MWCNN (DB2) and MWCNN (HD), using Haar wavelet for downsampling and upsampling in network is the best choice in terms of quantitative evaluation. MWCNN (Haar) has similar running time as dilated CNN and U-Net but achieves higher PSNR results, which demonstrates the effectiveness of MWCNN for trading off between performance and efficiency.
2) MORE MWCNN VARIANTS
We compare the PSNR results by using more related MWCNN variants. Two 24-layer dilated CNNs are provided: (i) Dilated: the hybrid dilated convolution [16] to suppress the gridding effect, and (ii) Dilated-2: the dilate factor of all layers is set to 2 following the gridding effect. The WaveRes-Net method in [45] is provided for comparison. Moreover, since the source code of deep convolutional framelets (DCF) is not available, a re-implementation of deep convolutional framelets (DCF) without residual learning [48] is also considered in the experiments. DCF with residual learning (denoted as DCF+R) is provided for fair comparison. Table 6 lists the PSNR and running time results of these methods. We have the following observations. (i) The gridding effect with the sparse sampling and inconsistence of local information authentically has adverse influence on restoration performance. (ii) The worse performance of DCF also indicates that independent processing of subbands harms intra-frequency information dependency. (iii) The fact that our MWCNN method sightly outperforms the DCF+R method means that the adverse influence of independent processing can be eliminated after several non-linear operations.
3) HIERARCHICAL LEVEL OF MWCNN
Here, we discuss the suitable level of our MWCNN even if it can be extended to higher level. Nevertheless, deeper network and heavier computational burden also come with higher level. Thus, we select a suitable level for better balance between efficiency and performance. As shown in Table 7 , the PSNR and running time results of MWCNNs with the levels of 0 to 4 (i.e., MWCNN-0 ∼ MWCNN-4) are reported. We note that MWCNN-0 is a 6-layer CNN without WPT. In terms of the PSNR metric, MWCNN-3 is much better than MWCNN-1 and MWCNN-2, while negligibly weaker than MWCNN-4. Meanwhile, the speed of MWCNN-3 is also moderate compared with other levels. Based on the above analysis, we choose MWCNN-3 as the default setting.
D. EXTEND TO OBJECT CLASSIFICATION
Using object classification as an example, we test our MWCNN on six famous benchmarks: CIFAR-10, CIFAR-100 [69] , SVHN [70] , MNIST [71] , ImageNet1K [6] and Places365 [72] for our evaluation. CIFAR-10 and CIFAR-100 consist of 60000 32 × 32 colour images in 10 classes, including 50,000 images for training and 10,000 images for testing. MNIST [71] is handwritten digit database with 28 × 28 resolution, which has a training set of 60,000 examples, and a test set of 10,000 examples. The SVHN dataset contains more than 600,000 digit images. ImageNet1K is a resized dataset which consists of two resolutions, 32 × 32 denoted as ImageNet32, and 64 × 64 as ImageNet64. Places365 is resized to 100 × 100 for training and testing in our work. Here, we modify and compare several CNN methods, such as pre-activation ResNet (PreResNet) [10] , All-CNN [73] , WideResNet [53] , PyramidNet [50] , DenseNet [52] and ResNet [9] . Specifically, we follow [55] to verify our MWCNN on ResNet architecture. As our MWCNN, we use DWT transformation with 1 × 1 convolution to instead of avg-pooling operation as described in Sec. III-B.2, and denote it as 'MW', while the original CNN is denoted as 'Base'. Table 8 shows the detailed results of accuracy with the competing methods PreResNet [10] , All-CNN [73] , WideResNet [53] , PyramidNet [50] , DenseNet [52] on CIFAR-10, CIFAR-100, SVHN, MNIST and ImageNet32. Table 9 and Table 10 show Top-1 and Top-5 error of ResNet [9] on imagenet64 and Place365. One can see that MWCNN can easily surpass the original CNN because of the powerful DWT used. Our MWCNN is quite different from DCF [48] : DCF combines CNN with DWT during decomposition, where different CNNs are deployed for each subband. However, the results in Table 5 indicates that independent processing of subbands is not suitable for image restoration. In contrast, MWCNN incorporates DWT into CNN from the perspective of enlarging receptive field without information loss, allowing embedding DWT with any CNNs with pooling operations. By taking all subbands as input, MWCNN is more powerful in modeling inter-band dependency. Moreover, our MWCNN is formulated as a single, generic, plug-and-play module that can be used as a direct replacement of downsampling operation without any adjustments in the network architecture.
V. CONCULSION
In this paper, we present MWCNN to better trade off the receptive field and efficiency. To this end, DWT is introduced as a downsampling operation to reduce spatial resolution and enlarge the receptive field, and can be embedded into any CNNs using pooling operation. More specifically, MWCNN takes both low-frequency and high-frequency subbands as input and is safe to perform downsampling without information loss. In addition, WPT can be treated as pre-defined parameters to ease network learning. We first design an architecture for image restoration based on U-Net, which consists of a contracting sub-network and a expanding subnetwork (for object classification, only the contracting network is employed). Due to the invertibility of DWT and its frequency and location property, the proposed MWCNN is effective in recovering detailed textures and sharp structures from degraded observation. Extensive experiments demonstrate the effectiveness and efficiency of MWCNN on three restoration tasks, i.e., image denoising, SISR, and JPEG image artifacts removal, and object classification task when using different CNN methods. In future work, we aims at designing novel network architecture to extend MWCNN to more restoration tasks such as image deblurring. We will also investigate flexible MWCNN models for handling blind restoration tasks. High-level dense prediction tasks, such as object detection and image segmentation, often is accomplished by adopting pooling for downsampling and then performing upsampling for dense prediction. Therefore, the limitations of pooling operation may still be unfavorable in these tasks. In the future work, we will modify to extend the proposed MWCNN to these tasks for better preserving of fine-scale features.
