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of iterations).

51
The rest of the paper is organized as follows. In Section 2, we review the basic definition 52 and properties of envelopes, envelope regression and the 1D envelope algorithm. In Section 3, 53 we develop the ECS and the ECD algorithms and their variants. Finally, Section 4 contains 54 some simulation studies and a real data analysis from near-infrared spectroscopy. Proofs are 55 included in the Online Supplementary Materials.
56
The following notations and definitions will be used in our exposition. Let R m×n be the set 57 of all real m × n matrices and let S p×p be the set of all real p × p symmetric matrices. The
58
Grassmannian consisting of the set of all u dimensional subspaces of R p , u ≤ p, is denoted 
Definition of an envelope
64
In this section we briefly review definitions and some properties of reducing subspaces and 65 envelopes.
66
Definition 1. A subspace R ⊆ R p is said to be a reducing subspace of M ∈ R p×p if R 67 decomposes M as M = P R MP R + Q R MQ R . If R is a reducing subspace of M, we say that 68 R reduces M.
69
This definition of a reducing subspace is equivalent to the usual definition found in func-70 tional analysis (Conway, 1990 ) and in the literature on invariant subspaces, but the underlying 71 notion of reduction is incompatible with how it is usually understood in statistics. Nevertheless,
72
it is common terminology in those areas and is the basis for the definition of an envelope (Cook 73 et al., 2010) which is central to our developments.
74
Definition 2. Let M ∈ S p×p and let U ⊆ span(M). Then the M-envelope of U, denoted by 75 E M (U), is the intersection of all reducing subspaces of M that contain U.
76
The intersection of two reducing subspaces of M is still a reducing subspace of M. This
77
means that E M (U), which is unique by its definition, is the smallest reducing subspace contain-
78
ing U. Also, the M-envelope of U always exist because of the requirement U ⊆ span(M). If 79 span(U) = U for some matrix U, then we write E M (U) := E M (U) to avoid notation prolifer-80 ation. And we let E ⊥ M (U) denote the orthogonal complement of E M (U).
81
The following proposition from Cook et al. (2010) gives a characterization of envelopes.
82
Proposition 1. If M ∈ S p×p has q ≤ p eigenspaces, then the M-envelope of U ⊆ span(M)
83
can be constructed as E M (U) = q i=1 P i U, where P i is the projection onto the i-th eigenspace
84
of M.
85
If the eigenvalues of M are distinct so q = p then it follows from this proposition that the 86 M-envelope of U is the sum of the eigenspaces of M that are not orthogonal to U; that is, In this section, we review the 1D algorithm (Cook and Zhang, 2016) by Cook and Zhang (2016) for estimating E M (U):
where G ∈ R p×u is semi-orthogonal with given envelope dimension 0 ≤ u ≤ p. Since
97
F(G) = F(GO) for any orthogonal u × u matrix O, the minimizer of F(G) is not unique and
98
Algorithm 1 The 1D algorithm (Cook and Zhang, 2016) .
) be an orthogonal basis for R p and set initial value g 0 = G 0 = 0. For k = 0, . . . , u − 1, repeat Step 1 and 2 in the following.
MG 0k and the unconstrained objective function
the above optimization is essentially over G p,u . However, we are interested only in the span of 99 the minimizer, which is unique as shown in the following proposition (Cook and Zhang, 2016) .
100
Proposition 2. Let Γ be any minimizer of F(G). Then span( Γ) = E M (U).
101
When u is large, the minimization of (2.1) can be computationally expensive and it requires 102 a good initial value to avoid local minima. Algorithm 1 summarizes the 1D algorithm which 103 breaks down the optimization of (2.1) to "one-direction-at-a-time". In the following Theorem 1,
104
we review the √ n-consistency of Algorithm 1 that was established by Cook and Zhang (2016) 105 and is the theoretical foundation to the √ n-consistency of our ECD algorithm (Corollary 2).
106
Theorem 1. Suppose M > 0, U ≥ 0 and M and U are √ n-consistent estimators for M and 107 U. Let G u denote the estimator obtained from Algorithm 1 with M, U and the true envelope for an introductory example of the working mechanism of envelope regression and for a more 122 detailed discussion of the connections between various envelopes and the choice of M and U.
123
Beyond regression models, envelope estimation is a way to improve estimative efficiency in
124
multivariate parameter estimation problems as described by is adapted into the 1D algorithm framework and speeds up each iteration of the 1D algorithm.
135
In this section, we assume that M > 0 and U ≥ 0 in all the algorithmic and theoretical results. 
The ECS algorithm
137
We start with the following key proposition that leads to the ECS algorithm. Here and in later 138 statements we use the objective function F(·) defined at (2.1), but we no longer require that the 
Evaluate
, and then order then as
p×d with a pre-specified number d.
Estimate
column dimension of its semi-orthogonal argument be a given envelope dimension. contains the envelope and span(A 0 ) lies within the orthogonal complement of the envelope.
160
Then A 0 is discarded and we pursue envelope estimation via AE A T MA (A T UA).
161
The following proposition justifies the ECS algorithm (Algorithm 2) in the population.
162
Proposition 4. In the population ECS algorithm,
where u satisfies u ≤ u ≤ p and is the number of eigenvectors from the eigen-decomposition
165
Proposition 4 has two implications. First, the u-dimensional envelope is contained within less than the number u. Since u ≥ u, we need to specify d such that d ≥ u ≥ u.
171
We have introduced u because of an identification issue related to the eigenvectors of M.
172
To gain intuition about this issue, let (Γ, Γ 0 ) ∈ R p×p be an orthogonal matrix, where Γ ∈ R p×u 173 is a basis matrix for E M (U). Then we can write
where Ω, Ω 0 > 0 and Φ ≥ 0. Suppose there is an eigenvalue of M corresponding to a two- between (p − u) and (p − u − K) subject to the particular eigen-decompositions.
196
In the sample version of the algorithm, estimators M and U are substituted into Algorithm 
as n → ∞ similar to the convergence of F( A 0 ). We have the following results.
203
Proposition 6. Suppose M and U are √ n-consistent estimators for M > 0 and U ≥ 0.
204
If d ≥ u is used in the sample ECS algorithm, then F( the data other than pre-specified. Unlike selecting the envelope dimension u using information 211 criteria or cross-validation, the selection for d is less crucial and is performed with negligible 212 computational cost. Since F n ( A 0 ) ≤ 0 is monotonically increasing in the number of compo-213 nents d, we may select d as the largest number such that F n ( A 0 ) > C 0 for some pre-specified 214 cutoff value C 0 < 0. Because F n ( A 0 ) goes to zero at rate √ n, we would choose C 0 to have a 215 smaller order so that no important components is missed with high probability. Based on our 216 experience, the cutoff value C 0 = −n −1 in Step 3 performs well. We conjecture that the ECS 217 algorithm is √ n-consistent if M and U are √ n-consistent estimators and the estimation of
at the final step is from any √ n-consistent envelope algorithm, 1D algorithm 219 or the ECD algorithm in Section 3.3. To further speed computation, F n ( A 0 ) can be well ap-
We will illustrate this data-driven approach for selecting 221 d in the numerical analysis in Section 4, where C 0 is chosen as −n −1 and
. We will note that C 0 = −n −1 is quite conservative in most cases where d 223 was much bigger than u. We also varied C 0 = −n −0.5 to C 0 = −n −1.5 and the results was not 224 sensitive to the choice of C 0 .
225
The ECS algorithm is rather general and can be easily modified for specific problems of 226 interests, as we will discuss in the next section. 
Variations on the ECS algorithm 228
The following corollary is a useful implication of Proposition 3. and is guaranteed to not increase the value of the objective function at each iteration. Since the
274
ECD algorithm is built within the 1D algorithm framework, for simplicity we outline only the 275 part of the ECD algorithm for solving φ k (w) in (2.2) of Algorithm 1.
276
The coordinate descent algorithm can be more efficient when the objective function is sep-277 arable in coordinates. We transform the basis to canonical coordinate w → v so that the 278 first term in the objective function become more separable: log(w
. This in fact speeds up the algorithm and makes the optimization more accurate.
280
Step 5 in Algorithm 3 approximates the solution to ∂ϕ k (v)/∂v j = 0, which can be written
The approximate solution is obtained by treating the denominators v T Λv, v T Nv and v T v as
283
Algorithm 3 The envelope coordinate descent (ECD) algorithm for solving φ k (w).
1. Eigenvalue decomposition of M k as M k = VΛV T where V is an orthogonal matrix and Λ = diag(λ 1 , . . . , λ p−k ) is a diagonal matrix.
Transform the original objective function into canonical coordinates
3. For t = 1, . . . , T max , where T max is the maximum number of iterations, update v (t) following Step 4-7 and terminate iteration if ϕ k (v (t) ) − ϕ k (v (t−1) ) ≤ , for some tolerance value > 0. At the termination, transform back to w k+1 = arg min φ k (w) = Vv.
Update a
6. If the objective function is not decreased by moving v
7. If none of the coordinates is updated, then run one iteration of any standard nonlinear optimization method to update v.
constants at the current step, and solving the resulting linear equation in v j from the numerators.
284
Step 6 is then a back-tracking step to make sure that the objective function is monotonically 285 non-increasing.
Step 7 guarantees that the algorithm will converge because of basic properties 286 of the standard nonlinear optimization method chosen in Step 7. In other words, this ECD al-
287
gorithm has convergence rate bounded below by the convergence rate of the standard nonlinear 288 optimization method chosen in Step 7. Our experience suggests that the approximated solution 289 in
Step 5 is usually very close to the true minimizer for the coordinate in practice, and in rare 290 situations we actually need to rely on the update in Step 7.
291
The √ n-consistency of the ECD algorithm follows as a result of the 1D algorithm consis-292 tency (Theorem 1) and also because that the ECD algorithm is guaranteed to solve φ k (w) from 293 steps 6-7 of Algorithm 3.
294
Corollary 2. Suppose M > 0, U ≥ 0 and M and U are √ n-consistent sample estimators 295 for M and U. Let G u denote the estimator obtained from the ECD algorithm using M and U
296
where u is the dimension of the envelope. Then P Gu is √ n-consistent for the projection onto 297 E M (U).
298
Numerical Studies
299
In this section, we compare the 1D algorithm to our proposed algorithms. In the simulated data 300 studies of Section 4.1, because the true envelope structure is known, we find that there is no Table 2 : Computing time in seconds using simulated matrices M and U with p = 20 and n = 100. Each cell of the table was averaged over 100 runs with standard error in parenthesizes. The estimation accuracies P Γ − P Γ F for the three models are 0.42, 1.20 and 0.14, respectively, and there was no significant difference between any two methods at any of the three settings. Therefore, estimation accuracy is not reported the table. Computing time in seconds using simulated matrices M and U with p = 50 and n = 100. Each cell of the table was averaged over 100 runs with standard error in parenthesizes. The estimation accuracies P Γ − P Γ F for the three models are 0.98, 1.94 and 0.29, respectively, and there was no significant difference between any two methods at any of the three settings. Therefore, estimation accuracy is not reported the table. Table 4 : Computing time in seconds using simulated matrices M and U with p = 2000 and n = 100. Each cell of the table was averaged over 100 runs with standard error in parenthesizes. The ECS n is the pre-process step of applying the ECS algorithm to reduce the dimension from p = 2000 to d = n = 100. Then we recorded the computing time of the four methods (ECD, 1D, ECS-ECD and ECS-1D) applied on the reduced data. The estimation accuracies P Γ −P Γ F for the three models are 1.31, 1.45, 3.16, respectively, and there was no significant difference between any two methods at any of the three settings. Therefore, estimation accuracy is not reported the table.
Simulated data
319
In this section, we consider the problem of estimating a generic envelope E M (U), where matri-320 ces were generated as
where Γ ∈ R p×u was randomly generated by first filling in with random numbers from the 322 Uniform (0, 1) distribution and then transforming so that Γ is semi-orthogonal, Γ 0 ∈ R
was the completion of Γ such that (Γ, Γ 0 ) was orthognal, Ω was generated as AA T ≥ 0, where
324
A had the same size of Ω and was filled in with random numbers from Unifrom (0, 1), Ω 0 and 325 Φ were both generated in the same way as Ω with A matching the dimensions of Ω 0 and Φ.
326
Finally, to guarantee M > 0 in Model I, we added 0.00001I p to M after it was simulated.
327
The first set of simulations compares the methods primarily on the time it takes to recover 328 the envelope in the population, using the true values for M and U in the objective function F .
329
For each of the three models, we fixed u = 5 and generated 20 pairs of M and U for each ECS method worked as a stand along method because M and U were population quantities.
333
We recorded the estimation error, defined as the Frobenius norm P Γ − P Γ F , and also the 334 computing time for each run. The results were summarized in Table 1 . All three methods had 335 the same accuracy in these settings, since we used appropriate tolerance and maximum iteration 336 numbers, the estimation errors were simply due to rounding errors in the program. In terms of 337 computation time, ECS and ECD were equally fast, and were about a hundred times faster than 338 the 1D algorithm.
339
In the next set of simulations we applied the algorithms to estimates M ∼ W p (M/n, n) and to mimic the small (p < n), moderate (p n) and high (p n) dimensional situations.
343
For the p = 20 scenario, the ECS algorithm will not be needed as both the ECD and 1D
344
algorithms are fast and accurate for relatively small p. The direct comparison of the ECD 345 algorithm and the 1D algorithm is summarized in Table 2 where ECD was at least ten times 346 faster.
347
For the p = 50 scenario, both the ECD and 1D algorithms are still applicable and the ECS 348 algorithm may also be used as a preparation step for both 1D and ECD algorithms. We choose d or ECD algorithms. The results were summarized in Table 3 . Table 4 . The estimation accuracy P Γ − P Γ F for Model (III) was 
Real data study
366
We revisit the meat protein data set from Cook et al. (2013) and Cook and Zhang (2016) .
367
Following these previous studies, we use the protein percentage of n = 103 meat samples and also showed that the 1D envelope estimator was superior to the FG envelope estimator on 384 the two criteria: the computation time for the 1D estimator was 10 to 100 times faster than the 385 FG estimator and the prediction error of the 1D estimator was always less than or equal to that 386 of the FG estimator for all the values of u from 1 to 25. As such, we next compare the proposed 387 algorithms only to the "best available" method: the 1D algorithm.
388
We randomly split the data into a testing sample and a training sample in a 1:4 ratio and by roughly doubling its speed, and it improved the ECD algorithm speed even more drastically, 413 sometimes more than 10 times faster. This could be explained by the fact that both the ECD 414 and the ECS algorithms work on the same envelope components or coordinates, which were the principal components of the 50 predictors in this application, and variables in this data set 416 are highly correlated leads to an even faster convergence of the ECS-ECD algorithm.
417
If we consider choosing the envelope dimension from 1 to 25 using 5-fold cross-validation, In this paper, we proposed two computational tools to speed up the non-convex Grassmannian also be applied to estimate a general envelope, provided the objective function F is reasonable.
439
The general approach may also be adapted to Grassmannian optimizations that arise in other 440 multivariate statistical context like likelihood acquired directions (Cook and Forzani, 2009 ).
