variabilities induce significant variations in the physiological response subject to the same drug infusion. Accordingly, single-model-based methods with fixed parameters have been shown to be inadequate to describe drug infusion physiological responses of different patients as well as of the same patient over time.
Blood pressure response modeling efforts have been motivated by research on computerized closed-loop drug delivery. Adaptive control methods have been mainly proposed to achieve blood pressure reduction in postsurgical hypertension [14] via the closed-loop infusion of vasodilators. Such methods include self-tuning regulators with recursive identification algorithms for model parameter estimation (see [1] , [33] ), model reference adaptive control methods (see [18] ), and multiple-model control methods, using blended inputs from a finite number of controllers [13] , [29] , [37] .
Drug infusion to raise the arterial blood pressure of a patient to a target value is critical in many clinical emergency care applications. Examples include the cardiovascular resuscitation of hypotensive patients with hemorrhage, traumatic brain injury, septic shock, and the maternal hypotension treatment during cesarean section after spinal anesthesia [4] , [9] . Common vasopressor drugs that can achieve this objective are phenylephrine (PHP), vasopressin, epinephrine, and norepinephrine. Accurate dosage administration of the drug is critical to achieving fast blood pressure recovery at a desired target to sustain perfusion of vital organs without overdosing that could lead to excessive cardiac work and associated increased myocardial oxygen demands [28] , [34] .
In this paper, a framework for online estimation of a time-varying blood pressure dynamic model to drug infusion is developed that can support pharmacological treatment and closed-loop drug control. Computerized pharmacological decision support can be assisted via the development of individual patient response curves that provide drug dosage recommendations to doctors. From the perspective of closedloop control design, the approach can assist the recursive model identification in self-tuning regulators or can provide a computationally attractive tool for multiple-model or linear parameter-varying control of drug delivery.
This paper addresses the dynamical modeling and real-time parameter estimation of blood pressure response to the vasopressor drug PHP. However, the approach can be extended to the administration of other vasoactive drugs. PHP is a synthetic selective α-agonist with proven capability to increase blood pressure by changing the vascular resistance [6] , [26] [27] [28] . It is a short-acting drug: a single dose of PHP generally lasts less than 20 min with an effective half-life of 5 min [6] . Clinical applications of PHP include hypotensive treatment after spinal anesthesia for cesarean section (see [26] , [34] ), trauma, or septic shock (see [3] , [8] ).
The real-time estimation of system parameters in dynamical systems using recursive least-squares methods has been widely examined in dynamic systems [10] , [20] , [24] , including its application in bioengineering systems [1] , [33] . In contrast to previous approaches, a parametric model is utilized in this paper, as a basis for system identification. A first-order time-delayed model is considered to represent the blood pressure response to PHP. The model represents the response observed in animal experiments well and is consistent with past relevant models utilized for blood pressure control. The parameter estimation problem is formulated as state estimation with an augmented state vector representing the unknown parameters [22] . Accordingly, extended Kalman filtering (EKF) methods can be introduced for parameter estimation. However, estimation of the dynamic process delay cannot be accomplished with a single EKF algorithm and is addressed via a multiple-model EKF configuration. The advantage of the methodology, compared with past auto-regressive solutions, is the real-time gathering of hemodynamic response parameters. Furthermore, the approach can ease the computational need of multiple-model control algorithms, since the multiple-model paradigm is shifted from the controller design phase to the identification step. The experimental data utilized in this paper have been obtained using PHP injection on anesthetized healthy pigs as well as on anesthetized pigs after hemorrhage.
The mathematical notation of this paper is standard: s stands for the Laplace variable and t is the continuous time, while k is the discrete-time variable. The time derivative and the estimated value of a state vector x(t) are represented byẋ(t) andx(t), respectively. The transpose of matrix A is denoted by A T and A 0 ( ) indicate positive (semi)definiteness of the matrix A, respectively. E{x(t)} is the expected value of a stochastic process x(t). δ i j is the standard notation for the Kronecker-delta operator. This paper is organized as follows. After Section I, a time-varying time-delayed first-order blood pressure dynamical model is introduced in Section II to describe the blood pressure response to PHP infusion. A multiple-model extended Kalman filter (MMEKF) is proposed in Section III for the real-time estimation of the blood pressure dynamical model parameters. The performance and convergence of the MMEKF algorithm are investigated in Section IV utilizing animal experiment response data to PHP injection. Comparison of results with an offline identification method, construction of PHP dose-response curves, and an application of the method for the detection of abrupt physiological changes take place in Sections IV-C-IV-E, respectively. Final remarks and future research directions conclude this paper in Section V.
II. DYNAMIC BLOOD PRESSURE RESPONSE MODEL
In this section, a simplified model describing blood pressure change due to PHP drug infusion is proposed. For this purpose, 
Here, K represents the patient's sensitivity to the given drug, T is the initial transport lag, and τ is the lag-time constant representing the uptake, distribution, and biotransformation of the drug [15] , [32] . This model appears to well capture the physiological response observed in experiments. Fig. 1 shows the comparison of a typical MAP response due to a step PHP injection along with a matched response of model (1) . The MAP response in Fig. 1 is obtained from a swine experiment conducted at the Resuscitation Research Laboratory of the University of Texas Medical Branch (UTMB), Galveston, Texas.
Step PHP response experiments on anesthetized healthy and hypotensive pigs demonstrated similar behavior. Similar model structures as in (1) have been proposed (see [29] ) for control design purposes for other vasoactive drug treatments. 
Equation (1) is equivalent to the following continuous-time dynamical equation:
By introducing state, input, and output variables as
, and y(t) = MAP(t), respectively, the following input-delayed continuous-time state-space formulation is established:
where the latter equation (5) is obtained from (2) . For digital implementation of the model, an explicit discrete formulation is obtained by discretizing the continuous model using a forward Euler discretization with sampling time T s [21] 
with k being the discrete-time index, i.e., t = kT s . Accordingly, the following discrete-time state-space model is obtained:
The discretized input-delayed state equation (7) together with the measurement equation (8) will be used throughout this paper for model parameter estimation and adaptation. Clinical observations and experiments show a large variability in the patients' MAP response to drug infusion (see [1] , [15] , [29] ). Furthermore, not only the variation among patients has been observed but also the drug effect on a single patient changes over time. These observations can be incorporated in the model (7) and (8) as a priori unknown variations on the model parameters K, τ, and T. It is also noted that in a clinical environment MAP is approximated using the values of diastolic pressure (DP) and systolic pressure (SP) as [30] MAP ≈ 2DP + SP 3 .
Accordingly, the aim of this paper is to develop an adaptive algorithm that does not rely on a priori information on physiology and is able to estimate in real-time blood pressure response dynamics to PHP infusion. In addition, a filtered value of blood pressure will be provided to estimate MAP. The process can be used as a part of a computer-aided closed-loop drug delivery system for automated hypotension treatment or drug dosage recommendations.
III. EKF-BASED MODEL PARAMETER ESTIMATION
A Kalman-filter-based formulation of the blood pressure dynamic model parameter estimation problem is considered in the sequel. First, an augmented state-space model is introduced. Subsequently, an extended Kalman filter (EKF) estimation algorithm is formulated, and a multiple-model EKF estimation scheme is proposed.
A. Augmented Model
The Kalman filter is an optimal recursive estimator for reconstructing the states of a linear system corrupted by state and measurement noises [17] , [21] . Its use for estimating unknown model parameters can be accomplished by appropriate state augmentation (see [22] , [23] ). In that aspect, the parameters are formulated as costate variables by assuming random-walk dynamics [22] . In the context of the blood pressure dynamic model (7) and (8), to estimate the unknown parameters K, MAP b , and τ, their dynamical evolutions are formulated as follows:
where w (·) denotes zero-mean Gaussian white noise processes. Consequently, an augmented state vector X (k) is defined as
Equations (7) and (8) then take the following forms:
Due to the parameter dynamics in (10)- (12), the augmented state equation (14) becomes nonlinear in X (k), i.e., one can write
where
The augmented state-space model includes generalized state and measurement noise vectors w(k) and v(k) with the following standard stochastic assumptions:
That is, w and v are assumed to be mutually uncorrelated zero-mean Gaussian white noise sequences with known covariances Q 0 and R 0 [21] .
B. EKF Formulation
The extended Kalman filter (EKF) algorithm is based on a locally linearized description of the nonlinear process [22] . More precisely, nonlinear functions are linearized and evaluated around the current state estimation and measured input signals. For (14) and (15) , the Jacobian matrices can be analytically computed in advance, under the following closed form expression:
with nonzero elements
Thus, the EKF algorithm can be implemented using the following guidelines. 1) Initialization of the EKF involves an initial estimate of the state, denoted byX(0). Furthermore, the initial covariance of the state estimation is defined as
The stochastic information on the state and measurement noises in (17) and (18) are assumed to be known.
Remark 1:
The choice of Q and R significantly effects the estimation performance. Although there is no systematic method for the determination of these values, the following guidelines can be given for the underlying problem. a) Only the diagonal elements of the state noise covariance matrix Q are used, i.e., the elements of w(k) are assumed to be uncorrelated. b) The value of R can be interpreted as representing the diastolic-systolic oscillations around the MAP value. Accordingly, R is set to a higher value than the diagonal elements of Q in order to obtain an acceptable MAP estimation. c) In addition, it is possible to characterize the measurement noise covariance as
Here, R 0 0 is a constant covariance matrix, which is updated after the first N R time steps using the standard deviation σ (·) of the available measurement sequence. d) MAP b is assumed to be slow varying, therefore, the covariance of w b is the lowest among the state noise channels. e) Stochastic model uncertainty as well as K and τ variations can be represented by Q, where a general tuning rule would be a simple scaling for normalizing the magnitude of these quantities. Hence, the EKF algorithm proceeds as follows starting with k = 0. 2) Time update is computed by virtue of (14)
for the MAP change and by (10)-(12) for the costates. Here, X (k) denotes the a priori state estimation without output information (prediction). The Jacobian matrix in (19) is then evaluated at the current operation point (X (k), u(k)), and the a priori covariance is projected as
Finally, the Kalman gain F(k) is computed using the constant output mapping matrix H = [1 0 0 1] as obtained from (15), that is
3) Measurement update is then followed to correct the a priori state estimate using the available actual measurement y(k). X(k) in (23) is updated using the computed Kalman gain in (25) and the innovation term
and accordingly, the state estimation covariance is updated
Subsequently, the iteration continues from the time update step setting k = k + 1. The above algorithm provides a real-time estimation of the augmented state vector consisting of MAP, K , MAP b , and τ using blood pressure measurements. 
C. Delay Estimation
The EKF approach in Section III-A is not suitable for delay estimation since the input delay T in the model (7) cannot be captured by a random walk. Therefore, a multiple-model EKF (MMEKF) framework is proposed for delay estimation. The basic idea is to use an N number of identical EKFs in a parallel structure, as illustrated in Fig. 2 . Each Kalman filter is fed the same measurement signals, but each one assumes a different input delay value denoted by T i (i = 1, . . . , N) and used for distinguishing between the filters. Accordingly, each EKF provides a state estimationX i (k) along with residuals r i (k) = y(k) −ŷ i (k). These estimates can then be compared through a hypothesis testing algorithm [12] . The algorithm is based on the fact that if T i matches the actual time delay, then the residual of the corresponding i th Kalman filter is a white noise process with zero mean and covariance given as [12] , [21] 
Accordingly, the conditional probability density function of the measurement y(k) for the i th Kalman filter is
where m is the number of measurements, i.e., m = dim{y(k)}. Then, using the estimates of all Kalman filters, the conditional probability of each hypothesis can be computed as [12] , [21] 
Recall that p i (k) is the conditional probability of the hypothesis T = T i under the current observation y(k). In addition, (31) leads to normalized values
One approach to use the residual correlation information of (31) is to use thresholding: a hypothesis is chosen only if its conditional probability is greater than the predefined threshold value. Such strategy is widely used in fault detection applications, aiming to distinguish between a finite number of fault modes [36] . However, for the underlying problem, this approach would result in selecting one specific candidate from the time-delay bank, offering limited accuracy of the delay estimation. Therefore, instead of using the most likely value from a large number of filters, the conditional probabilities are used to weight and blend the different hypotheses from a limited number of filters [12] . The blending can be still combined with a different thresholding approach that removes unlikely candidates from the model bank whose conditional probability is less than the prespecified threshold. Although, this would ease the computational burden of the method, the unknown time variation of the delay may require previously excluded model candidates, and hence it has not been incorporated in the present algorithm. Accordingly, the time-delay estimation is computed asT
Furthermore, the same weighting principle can be used to improve the overall estimation performance by blending the EKF outputs according to their conditional probabilities (see Fig. 2 
Equation (34) also provides additional motivation on the selection of the low-complexity first-order time-delayed model in Section II. Weighting the individual estimations offers a flexible model structure, constructed from the building blocks of the simplified dynamics in (1). A similar model bank has been used in [29] for constructing multiple-model predictive control algorithms. In summary, the proposed MMEKF algorithm for the complete blood pressure dynamics estimation consists of N parallel Kalman filters and a hypothesis testing algorithm. The algorithm uses available information on drug injection along with blood pressure measurements to estimate the MAP value as well as pharmacological response parameters of the patient.
IV. VALIDATION STUDIES AND APPLICATIONS

A. Case Study
The proposed MMEKF model parameter estimation algorithm was tested and validated with experimental data from anesthetized pigs conducted at the Resuscitation Research Laboratory, Department of Anesthesiology, UTMB in Galveston, Texas. The pigs were sedated with intramuscular injection of ketamine with anesthesia maintained with continuous infusion of propofol. In addition, the animals were intubated and ventilated. A Philips MP2 transport monitor was used for recording the blood pressure (among other variables) with a sampling time of 0.05 s, while PHP was injected through a bodyguard infusion pump. The specific experiment discussed below was performed on November 8, 2012, involving an anesthetized pig with a weight of 55 kg. Fig. 3 illustrates the applied piecewise constant PHP injection profile and the corresponding blood pressure response, recorded during the about 6-h-long experiment. The experimental data have been resampled with T s = 5 s to conform with the bodyguard infusion pump operating frequency.
In the MMEKF design, the number of selected EKFs naturally affects the estimation accuracy. Although, there is no systematic method for designing the filter bank, an analysis of the experimental data was conducted before determining the number of filters. The first criterion is that the filter bank must encompass all possible delays [29] . To this end, an approximate delay upper bound was identified from the available data sets, which is then overestimated in order to take uncertainties into account. Consequently, a time-delay range of T i ∈ [0 140] s was selected. This domain is then covered by a finite number of delay values. A 20-s gridding interval was chosen, which limits the computational burden, but still offers sufficient coverage. The previously discussed nature of the conditional probabilities allows the representation of all possible delays of the preset domain. Consequently, the Kalman filter bank was built from N = 8 parallel EKFs. The estimation results were compared with a finer 10-s interval configuration of N = 16 EKFs, and no significant difference was observed. Once the model bank was set, the individual Kalman filters were initialized and tuned as outlined in Section III-B.
Subsequently, the proposed algorithm was tested with the experimental data given in Fig. 3. Fig. 4 illustrates the MAP estimation obtained from the proposed MMEKF algorithm. It can be seen that the methodology is able to remove diastolic and systolic pressure variations from the raw blood pressure measurements and provides a valid estimation of MAP. Fig. 4 also compares the estimated MAP value provided by the MMEKF algorithm with the clinically computed one.
The model sensitivity estimation of the parameter K is given in Fig. 5 along with the PHP injection profile. It can be observed that, as expected, the relative effect of the drug has a decreasing tendency with increased injection rate (see also Section IV-D). In addition, an increasing trend can be seen in the sensitivity as the PHP injection is gradually decreased, indicating the gradual release of the drug from the body [6] . Furthermore, no sharp transients can be depicted during the multistep injection between 0.4 and 2.1 h compared with the single-step injections after 2.4 h. This can be explained by the difference between continuous and sequential injection profiles and the corresponding presence or lack of PHP in the body due to its pharmacodynamics [6] .
The MMEKF MAP baseline estimation provided an almost constant value, according to the clinical observations, and is omitted here because of space limitations. The lag-time estimation increased during the period of multistep injections, suggesting dynamic changes in PHP receptor availability and affinity. During the single-step injection regime a repeating pattern was observed in the lag-time variation independently of the injected drug volume. The lag-time constant τ reaches a value of approximately 200 s after the initial transients followed by individual injections. Finally, the estimated injection delay T was investigated. During the first injection the body inherits a large 70-80-s transport delay, which rapidly decreases and reaches a steady-state value of approximately 20 s.
B. Convergence Analysis
In order to investigate the sensitivity of the proposed methodology to various initial conditions, the MMEKF algorithm was initialized with random estimates. Although general convergence of the proposed structure cannot be guaranteed, such analysis provides useful information. Fig. 6 compares the sensitivity estimates of the MMEKF with three different (random) initial conditions. It can be observed that the estimation of K is not sensitive to the initialization, i.e., the estimations converge to the same value rapidly. Also note that before the first PHP injection around 0.4 h, no sensitivity estimation is available, in correspondence with the model dynamics (1). Similar observations were made for the baseline, as well as for the MAP estimation. A slightly different convergence trend has been observed for the estimation of the lag-time τ and the input delay T . Fig. 7 illustrates the time evolution of the lag-time estimates under different initial values. The estimation of τ shows a much slower convergence compared with the sensitivity estimation in Fig. 6 . A similar trend has been observed for the estimation of the dead time T . These results indicate that these two effects, i.e., the injection delay and the lag-time, are coupled and cannot be completely separated in the data. Hence, possibly different MMEKF estimates of these parameters can be considered acceptable according to Fig. 7 , where the initial mismatch of different initial values gradually vanishes.
The developed MMEKF algorithm has been tested with several experimental data sets from different swine studies with similar performance and convergence behavior.
C. Offline Validation
In order to further validate the MMEKF model parameter estimation results, offline system identification was applied and compared with the real-time recursive MMEKF solution. For this purpose, the following steps were carried out.
1) The baseline MAP identification was performed first, based on the first segment of the data set, where no PHP was injected.
2) The data set was then normalized with the identified baseline value, smoothed to remove diastolic-systolic variations, and subdivided according to the PHP injection profile. 3) For each constant input, an individual input delay value was determined using a cross-correlation technique [23] . 4) Using the computed delay values, an input-delayed state-space structure was identified using a subspace identification method in an observable canonical form [21] , [23] . Subsequently, the subspace-based results can easily provide the physiological parameters comparing the identified state-space equations with the model representation in (7) and (8). Fig. 8 shows a comparison of the sensitivity estimates of the MMEKF method and the offline subspace-based identification. It can be clearly seen that the proposed MMEKF algorithm provides a reasonable estimate and has a good match with the offline identification results. At the same time, the EKF-based solution offers more flexible identification through the use of arbitrarily varying parameters and real-time adaptation capability, in contrast to the linear time-invariant structure of the subspace-based identification.
D. Dose-Response Curve Identification
Using the static representation of the blood pressure response process in (4), one can investigate the dose-response characteristic of PHP [3] , [6] . Let us denote a constant PHP injection with I * PHP , resulting in a steady-state value in MAP according to (4) . Hence, the steady-state value of the blood pressure change is given by
where K * denotes the patient's steady-state sensitivity. Using different experimental data sets, K * values can be extracted and compared. Accordingly, Fig. 9 shows the average dose-response behavior reconstructed from the sensitivity estimations. A cubic expression has been fitted on the collected data to characterize average response, showing a good match with PHP drug-response curves published in [3] . Average dose-response curves as in Fig. 9 can provide estimated drug dosage recommendations. On the other hand, real-time estimation of the steady-state sensitivity K * can provide an individualized response curve for a specific patient leading to a more accurate pharmacological decision support.
E. Hemorrhage Detection
The blood pressure dynamics could potentially abruptly vary due to sudden physiological changes, such as internal hemorrhage, having a critical need for prompt detection and appropriate treatment. Information extracted from the output residual of the MMEKF can be used to detect such abrupt physiological changes in the blood pressure response and alert medical personnel.
Using the stochastic properties of the Kalman filter, it can be shown that a signal constructed from the weighted output residuals of the filter is a chi-squared random variable with M × m degrees of freedom [36] . In other words
follows a χ 2 distribution, where M is the length of the past time window, while r ( j ) and R( j ) are defined in (29) . The signal l(k) can be considered as an indicator of system abnormality and has been used for fault detection in dynamical systems [5] , [19] . Abrupt changes modify the statistics of the residual r (k), and of the corresponding signal l(k). In order to detect sudden changes, the following decision rule can be given [19] , [36] :
where is a small positive scalar defining an appropriate threshold for abrupt change. In practice, the desired false alarm rate is set by the operator and the corresponding scalar can be obtained as a function of M using χ 2 tables. This information can be useful in automated clinical supervision or can be directly embedded in a fault tolerant estimation-based adaptive drug delivery framework.
The proposed detection algorithm was tested on animal experiments where the pharmacological treatment with PHP was combined with sudden induced hemorrhage. Fig. 10 shows the dynamics of the obtained l(k) signal (36) with a past time window M = 10 steps, along with a sudden change threshold representing a false alarm rate of 10 −8 . According to Fig. 10 , the detection signal exceeded the threshold, as the hemorrhage occurred right after the 2.5 h of the experiment. The diagnostics performance of the proposed hemorrhage detection algorithm is evaluated by constructing a receiver operating characteristic (ROC) curve [25] . ROC curves are widely used for the characterization of diagnostic tests, with special emphasis on biomedical applications [11] . In order to investigate the detection performance, the true positive fraction (TPF, also known as sensitivity) and the false positive fraction (FPF) is defined first as 
Obviously, these parameters are independent of each other, but dependent on the decision making threshold . Accordingly, varying the value of results in a diagram in the FPF-TPF plane, called ROC curve. Fig. 11 shows the constructed experimental ROC curve for the hemorrhage detection algorithm. The theoretical false alarm rate had been varied from 1 to 10 −10 , resulting in the range 3-60 for the threshold . The ROC curve in Fig. 11 shows the tradeoff between TPF and FPF as the decision threshold is varied, independently of the prevalence of hemorrhage. Selecting strict threshold (FAR < 10 −3 ) implies high and consequently negligible FPF is observed, as expected. At the same time, the algorithm was unable to detect about 20% of the hemorrhages using a strict threshold. Moderate thresholds (10 −3 ≤ FAR ≤ 10 −1 ) are offering higher rate of true detection at the price of increased FPF values. Finally, in order to achieve 100% hemorrhage detection, lax thresholds (with 10 −1 < FAR) are necessary.
The overall performance of the decision algorithm is considered appropriate as it lies in the upper-left corner in the FPF-TPF plane, i.e., true decisions are significantly more likely than false ones.
V. CONCLUSION
This paper presented a novel application of a Kalman-filter-based approach for estimating the dynamic blood pressure response to vasorestrictive drug infusion. First-order dynamics with input delay was considered to describe the change in MAP due to PHP injection. Because of the a priori unknown time-varying response of the patient, a multiple-model extended Kalman filter (MMEKF) structure on an augmented system model has been proposed to estimate in real time the dynamic model parameters along with the MAP value. A weighted conditional probability approach has been established to reduce the number of filters and to produce an accurate estimation of the injection delay. The method was validated based on animal experiments and showed consistent results with offline identification. In addition, the method was implemented to establish drug dosage response curves and to detect abrupt physiological changes in the dynamic response, such as the presence of hemorrhage.
It is expected that in a clinical environment, the developed MMEKF blood pressure dynamics estimation can provide pharmacological decision support for drug administration or assist in the implementation of automated closed-loop drug delivery for the resuscitation of critically hypotensive patients. Based on the similarity between swine cardiovascular response and human physiology, it is expected that the developed methods would be applicable to human patients with appropriate adjustment of the EKF covariance values [35] .
