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1. Introduction
In this paper we study the nonlinear Dirichlet problem{
pu + g(u) = 0 in Ω,
u = 0 on ∂Ω, (1)
where Ω = {x ∈ RN : ‖x‖ < 1} is the unit ball in RN , N  2, g ∈ C1(R), g(0) = 0 and p is the p-Laplacian operator deﬁned
by
pu := div
(|∇u|p−2∇u), p > 1.
Let us deﬁne ϕp(t) := |t|p−2t for t = 0 and ϕp(0) = 0. Let {μk(p)}k∈N be the sequence of radial eigenvalues for the problem{(
rN−1ϕp(u′)
)′ + μrN−1ϕp(u) = 0, 0 < r < 1,
u′(0) = 0 = u(1). (2)
We assume the following hypotheses on the nonlinearity g:
(g1) There are positive numbers β1, β2 such that g(β1) = 0 and
β2 = inf
{
t ∈ [β1,∞): ∀s > t, g(s) > 0
}
.
(g2) For some j ∈ N, μ j(p) < lim|t|→∞ g(t)ϕp(t) =: λ∞ ∈ R.
(g3) limt→0 g
′(t)
ϕ′p(t)
= λ∞ .
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limsup
t→βi
∣∣∣∣ g(t)ϕp(t − βi)
∣∣∣∣ C for i = 1,2.
Because of (g2), problem (1) is called p-asymptotically linear at inﬁnity. Our goal is to study the existence of radial solutions
to (1), and to extend a result due to A. Castro and J. Cossio in [1] for the semilinear case, that is when p = 2.
The main result is the following:
Theorem 1.1. Let us assume p  2. Under the hypotheses (g1)–(g4), problem (1) has at least 4 j − 1 radially symmetric solutions.
In order to show the main theorem we study the following bifurcation problem{
pu + λg(u) = 0 in Ω,
u = 0 on ∂Ω, (3)
where λ ∈ R is a positive bifurcation parameter.
The main tools that we use are a radial version for the p-Laplacian of the celebrated global bifurcation theorem due
to P. Rabinowitz, a type of Crandall–Rabinowitz result, due to J. García-Melián and J. Sabina de Lis, and bifurcation from
inﬁnity.
Problem (1) has been studied by many authors, we point out some of them like [3–6,8,9]. M. del Pino and R. Manásevich
studied in [3] the bifurcation phenomena associated with the p-Laplacian operator. As an application, in the radial case,
they proved that problem (1) has n− k+ 1 nontrivial radial solutions assuming that g is continuous, g(0) = 0, g(t)/ϕp(t) is
bounded, and
lim
t→0
g(t)
ϕp(t)
< μk(p)μn(p) < lim inf|t|→∞
g(t)
ϕp(t)
,
where n and k are natural numbers with k n.
In [4], M. García-Huidobro et al. studied radial solutions of (3) using a technique that extends the results in [3]. In [5],
by using blow-up methods, the authors proved the existence of positive radial solutions. On the other hand, S. Liu and S. Li
in [8], showed the existence of solutions for problem (1) using Morse Theory via critical groups. Other references for the
study of problem (1) can be found in [9].
The paper is organized as follows: In Section 2 we present some important facts. One of them is the global bifurcation
theorem in the radial case, which will give us, for each natural k, an unbounded connected component Gk whose closure
contains the bifurcation point (μk(p)/λ∞,0). In Section 3 we prove a uniqueness result for the p-Laplacian associated with
the radial solutions of (3). In Section 4 we prove Theorem 1.1.
2. Preliminaries
We ﬁrst note that radial solutions to problem (3) correspond to solutions of{−(rN−1ϕp(v ′))′ = rN−1λg(v(r)), r ∈ (0,1),
v ′(0) = 0 = v(1),
where v(r) = u(x), with r = ‖x‖.
We ﬁrst consider the radial problem associated to (1), that is,{(
rN−1ϕp
(
u′(r)
))′ + rN−1g(u(r))= 0, 0 < r < 1,
u′(0) = 0 = u(1). (4)
For r ∈ [0,1] we deﬁne the Energy function associated to (4),
E(r) := 1
p′
∣∣u′(r)∣∣p + G(u(r)),
where G(ξ) = ∫ ξ0 g(t)dt and 1/p + 1/p′ = 1. Differentiating the function E and using (4) we get
E ′(r) = −N − 1
r
∣∣u′(r)∣∣p  0,
that is, E is a decreasing function.
Let f : R → R be the function deﬁned by
f (t) := g(t) − λ∞ϕp(t).
The function f has the following properties:
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( f1) limt→0 f (t)|t|p−1 = 0;
( f2) lim|t|→∞ | f (t)||t|q−1 = 0, 1 < p  q < p∗,
where
p∗ :=
{
Np/(N − p) for p < N,
+∞ for p  N.
Hence the bifurcation problem (3) is equivalent to{
pu + λ
[
λ∞ϕp(u) + f (u)
]= 0 in Ω,
u = 0 on ∂Ω, (5)
with radial version{(
rN−1ϕp(v ′)
)′ + λrN−1[λ∞ϕp(v) + f (v)]= 0, 0 < r < 1,
v ′(0) = 0 = v(1), (6)
where v(r) = u(x), with r = ‖x‖.
Let E be the Banach space of radially symmetric functions in C1(Ω¯) satisfying u(x) = 0 if ‖x‖ = 1. We are interested in
classical radial solutions of (5), that is, in pairs (λ,u) with λ in bounded intervals of (0,+∞) and v ∈ E such that v is a
solution of problem (6).
Lemma 2.1. If Γ is a connected component in R × E of the set of nontrivial solutions to (6), then there exists a positive integer m such
that if (λ, v) ∈ Γ , then v has exactly m − 1 simple zeroes in (0,1).
Proof. Let (λ, v) ∈ Γ. Therefore v ∈ C1[0,1], v = 0, and v is a solution of (6). Furthermore we have[
v(r)
]2 + [v ′(r)]2 > 0 (7)
for all r ∈ [0,1]. This is a consequence of a uniqueness result due to del Pino and Manásevich (see Lemma 5.1 in [3]). Now
we prove that v has a ﬁnite number of zeroes. Arguing by contradiction, we assume that v has inﬁnite zeroes, thus there
exists a sequence of zeroes {rn} ⊂ [0,1] such that rn → r¯ ∈ [0,1]. By continuity of v we have v(r¯) = 0. If rk and rk+1 are
two consecutive zeroes, Rolle’s Theorem gives us a ξk ∈ (rk, rk+1) with v ′(ξk) = 0. By continuity of v ′ we get v ′(r¯) = 0. This
implies v ≡ 0, which is a contradiction.
If m denote the number of zeroes of v in [0,1], (7) implies that all of them are simple.
Let Σm be the set of pairs (λ,w) ∈ Γ such that w has exactly m − 1 simple zeroes in (0,1). We shall prove that Σm
is an open and closed subset of Γ. In fact, let (λ¯,u) ∈ Bε((λ, v)) ∩ Γ with Bε((λ, v)) ⊂ R × C1, where ε > 0 is to be ﬁxed
later. In order to prove that Σm is open in Γ it is suﬃcient to show that u has exactly m − 1 simple zeroes in (0,1). Let
0 < a1 < a2 < · · · < am−1 < am = 1 be the zeroes of v in [0,1] and suppose v(0) > 0. By continuity of v , it turns out to be
positive in [0,a1]. Because the energy function is decreasing it follows that v(r) v(0) for r ∈ [0,a1]. Let
b1 = v(0) = max[0,a1] v, b2 = min[a1,a2] v, b3 = max[a2,a3] v, . . . , and ε0 > 0,
where ε0 < b/2, and b := min{|bi |: 1  i m} > 0. Let C = {c1, c2, . . . , cm} be the set of critical points of v . It is easy to
check that u and v have the same sign in C , i.e. u(ci)v(ci) > 0 for all i = 1,2, . . . ,m. By the mean value theorem there
exists αi ∈ (ci, ci+1) such that u(αi) = 0. Thus, u has at least m − 1 simple zeroes in (0,1).
We prove now that u has exactly m − 1 zeroes in (0,1). Let δ > 0 be suﬃciently small such that for some γ1 > 0 and
γ2 > 0
(i) |v ′(s)| γ1 ∀s ∈ C := [a1 − δ,a1 + δ] ∪ [a2 − δ,a2 + δ] ∪ · · · ∪ [1− δ,1];
(ii) |v(s)| γ2 ∀s ∈D := [0,1]  C.
Let ε < min{ 12γ1, 12γ2, ε0}. If s ∈D,∣∣u(s)∣∣ ∣∣v(s)∣∣− ∣∣v(s) − u(s)∣∣ γ2 − ∣∣u(s) − v(s)∣∣> γ2 − ε > γ2 − 1
2
γ2 > 0.
Hence u has no zeroes in D. Suppose that there exists another zero s¯, different from ai , such that s¯ ∈ [a j − δ,a j + δ]. By
Rolle’s Theorem there exists c between a j and s¯ such that u′(c) = 0. Thus |v ′(c)| = |v ′(c) − u′(c)| < ε < 12γ1, which is a
contradiction. Therefore Σm is an open subset of Γ.
Finally, we prove that Σm is closed. Let {(λn,un)} be a sequence in Σm such that (λn,un) → (λ,u) ∈ Γ . As in our
previous proof we can conclude that u has a ﬁnite number of zeroes in (0,1). Since un has exactly m − 1 simple zeroes
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closed in Γ . The proof of the lemma is completed. 
In [3], M. del Pino and R. Manásevich proved the following theorem.
Theorem 2.2. The set of scalars μ such that (2) admits a nontrivial solution consists of an unbounded increasing sequence
0 < μ1(p) < μ2(p) < · · · < μk(p) < · · · .
Moreover, the set of solutions of (2) for μ = μk(p) is the one-dimensional subspace spanned by a solution φk of (2)with exactly k− 1
simple zeroes in (0,1).
Following the main ideas of M. del Pino and R. Manásevich in [3], we prove the next result and for the sake of com-
pleteness we sketch its demonstration.
Theorem 2.3. For each k ∈ N there exists a connected component Gk ⊆ R × C[0,1] of the set of nontrivial solutions of problem (6)
such that its closure Gk contains (μk(p)/λ∞,0). Moreover, Gk is unbounded in R × C[0,1], and if (λ, v) ∈ Gk, then v has exactly
k − 1 simple zeroes in (0,1).
Proof. By the results of M. del Pino and R. Manásevich (see Proposition 4.2 and the proof of Theorem 1.1 in [3]) there exists
a component Gk ⊂ R × C[0,1] whose closure Gk contains (μk(p)/λ∞,0) and such that it is unbounded or contains another
point (μi(p)/λ∞,0) for some i = k.
It is not diﬃcult to prove that there exists a neighborhood N of (μk(p)/λ∞,0) such that (λ, v) ∈N ∩ Gk implies that v
has exactly k − 1 simple zeroes in (0,1).
Let Gk = Γ and Σk be as in Lemma 2.1. Σk = ∅ because (μk(p)/λ∞,0) ∈ Gk implies that there exists a (μ, V ) ∈N ∩ Gk
such that V has exactly k − 1 simple zeroes in (0,1), thus (μ, V ) ∈ Σk . Since Σk is a closed and open set in Gk , we have
that Σk = Gk. Hence Gk is unbounded. The theorem is proved. 
3. A uniqueness result for the p-Laplacian
In this section we will show the existence and uniqueness of solutions to the initial value problem{(
rN−1ϕp(u′)
)′ + rN−1g(u) = 0, 0< r < 1,
u(r0) = α, u′(r0) = γ , (8)
for r0 ∈ [0,1), where α and γ are real numbers.
We observe that u satisﬁes (8) if and only if u satisﬁes the integral equation
u(r) = α +
r∫
r0
ϕp′
(
(r0/t)
N−1ϕp(γ ) −
t∫
r0
(s/t)N−1g
(
u(s)
)
ds
)
dt.
That is, u is a solution of (8) if and only if u is a ﬁxed point of the operator T : C[0,1] → C[0,1] deﬁned by
(Tu)(r) := α +
r∫
r0
ϕp′
(
(r0/t)
N−1ϕp(γ ) −
t∫
r0
(s/t)N−1g
(
u(s)
)
ds
)
dt. (9)
Theorem 3.1. Problem (8) has a solution u ∈ C1[0,1].
Proof. First we prove local existence over an interval of the form [r0, r0 + δ1], where 0 < δ1 < 1 is a number to be chosen
such that [r0, r0 + δ1] ⊂ (0,1).
From (g3) it follows that limt→0 g(t)ϕp(t) = λ∞ . From the deﬁnition of λ∞ and the continuity of the functions ϕp and g ,
there exists a positive constant C such that |g(t)| C |ϕp(t)|, for all t ∈ R.
Let T be the operator deﬁned by (9) for u ∈ C[r0, r0 + δ1]. If ‖u‖ := ‖u‖C[r0,r0+δ1] , then for r0  r  r0 + δ1,
∣∣(Tu)(r)∣∣ |α| +
r∫
r0
ϕp′
(∣∣∣∣∣(r0/t)N−1ϕp(γ ) −
t∫
r0
(s/t)N−1g
(
u(s)
)
ds
∣∣∣∣∣
)
dt
 |α| +
r∫
ϕp′
(
|γ |p−1 + C‖u‖p−1 t
N − rN0
NtN−1
)
dtr0
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r∫
r0
(|γ |p−1 + C‖u‖p−1|t − r0|)p′−1 dt
 |α| + 2p′−1
r∫
r0
(|γ | + (Cδ1)p′−1‖u‖)dt
 |α| + 2p′−1|γ | + (2C)p′−1δp′1 ‖u‖
= A + (2C)p′−1δp′1 ‖u‖, where A := |α| + 2p
′−1|γ |.
Since the energy is a decreasing function it follows that E(r0) E(0) = G(d), where d = u(0). Thus
G(d) 1
p′
∣∣u′(r0)∣∣p + G(u(r0)).
In addition, by (g2), it is easy to prove that there exist constants b > 0 and b1 ∈ R such that
G(s) b
p
|s|p + b1, for all s ∈ R.
Then, if K := min{1/(p′2p(p′−1)),b/p}, we get
G(d) 1
p′
∣∣u′(r0)∣∣p + b
p
∣∣u(r0)∣∣p + b1 = 1
p′
|γ |p + b
p
|α|p + b1
 K
(|α|p + (2p′−1|γ |)p)+ b1
 21−p K Ap + b1.
Therefore
A  21/p′
[
G(d) − b1
K
]1/p
=: C(d).
Thus, the norm of T depends only on the initial data in zero. Let R > C(d), and δ1 < 1 be such that (2C)p
′−1δp
′
1 
(R − C(d))/R. It follows that T maps the closed ball BR(0) ⊂ C[r0, r0 + δ1] into itself. The Arzèla–Ascoli Theorem implies
that T is a compact operator. By Schauder’s ﬁxed point theorem we see that problem (8) has a local solution u. It is clear
that u ∈ C1[r0, r0 + δ1].
We now consider problem (8) with initial data u′(r0 + δ1) = γ1 and u(r0 + δ1) = α1, and r0 + δ1  r  r0 + δ1 + δ2, where
0 < δ2 < 1 is the number that gives us a local solution. Following a similar method as above we ﬁnd that δ2 = δ1. Hence,
we can extend the solution to the interval [r0, r0 + 2δ1]. Repeating this argument, in a ﬁnite number of steps we extend the
solution to the interval [r0,1]. 
Theorem 3.2. Problem (8) has a unique solution u ∈ C1[0,1].
Proof. First we prove local uniqueness. By Theorem 3.1 there exists a solution to (8) in [0,1]. Let r¯ ∈ [0,1) and u1 and u2
be local solutions of (8) such that ui(r¯) = α and u′i(r¯) = γ , i = 1,2. We prove that there exists an interval V¯ := [r¯, r¯ + ]
such that u1|V¯ = u2|V¯ . From now on the letter C will denote different constants. For i = 1,2, we have∣∣∣∣∣
t∫
r¯
(s/t)N−1g
(
ui(s)
)
ds
∣∣∣∣∣ C‖ui‖p−1 |t
N − r¯N |
NtN−1
→ 0, as t → r¯.
Hence, if r¯ > 0, for i = 1,2, we see that
Θi(t) := (r¯/t)N−1ϕp(γ ) −
t∫
r¯
(s/t)N−1g
(
ui(s)
)
ds → ϕp(γ ), as t → r¯. (10)
We discuss the case r¯ > 0 for different values of α and γ . Suppose r¯ > 0, γ = 0 and α ∈ R. Thus, ϕp(γ ) = 0. Since ϕp is C1
near ϕp(γ ), from the mean value theorem and (10), we see that there are 0 > 0 and C1 > 0 such that, for r ∈ [r¯, r¯ + 0],
∣∣u1(r) − u2(r)∣∣ C1
r∫ ∣∣Θ1(t) − Θ2(t)∣∣dt.r¯
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∣∣Θ1(t) − Θ2(t)∣∣
t∫
r¯
(s/t)N−1
∣∣g(u1(s))− g(u2(s))∣∣ds C‖u2 − u1‖ tN − r¯N
tN−1
 C‖u2 − u1‖
which implies that∣∣u1(r) − u2(r)∣∣ CC10‖u1 − u2‖, for all r ∈ [r¯, r¯ + 0].
Choosing 0 > 0 such that CC10 < 1, we see that u1(r) = u2(r) in [r¯, r¯ + 0]. In a similar way we prove uniqueness over
an interval of the form [r¯ − , r¯].
In the case r¯ > 0, γ = 0 = α, it is easy to show that the solution is the trivial one. In fact, since
u(r) = −
r∫
r¯
ϕp′
( t∫
r¯
(s/t)N−1g
(
u(s)
)
ds
)
dt,
if u ≡ 0 in an interval of the form [r¯, r¯ + ], with  small, then
∣∣u(r)∣∣ C‖u‖
r∫
r¯
ϕp′
(
tN − r¯N
tN−1
)
dt  C‖u‖.
This implies that 1 C, which is a contradiction. We observe that this argument also holds when r¯ = 0.
Small modiﬁcations of the latter arguments gives us uniqueness in case r¯ > 0, γ = 0, α = 0, and α = β , where β = βi ,
i = 1,2.
Now we study the case r¯ > 0, γ = 0, and α = β. Let v(r) := u(r)−β , where u is a solution of the differential equation (8)
with initial conditions u(r¯) = β , u′(r¯) = 0. Then v is solution of{(
rN−1ϕp(v ′)
)′ + rN−1 g˜(v) = 0, 0< r < 1,
v ′(r¯) = 0 = v(r¯), (11)
where g˜(t) = g(t + β). Therefore,
v(r) = −
r∫
r¯
ϕp′
( t∫
r¯
(s/t)N−1 g˜
(
v(s)
)
ds
)
dt.
Since |g(t)| C |t|p−1 for t ∈ R, it follows that |g˜(t)| C |t + β|p−1. For t near r¯ we have
C 
∣∣∣∣ g˜(t)ϕp(t + β)
∣∣∣∣=
∣∣∣∣ g˜(t)ϕp(t)
∣∣∣∣
∣∣∣∣ϕp
(
t
t + β
)∣∣∣∣.
Near r¯, the second factor in the previous inequality is bounded from below by a positive constant. Hence there is C˜ > 0
such that∣∣∣∣ g˜(t)ϕp(t)
∣∣∣∣ C˜ .
Repeating the same arguments as above we obtain v ≡ 0 in [r¯, r¯ + ]. This shows that u ≡ β in such an interval.
Suppose now that r¯ = 0, γ = 0, and α = β. By hypothesis
limsup
t→β
∣∣∣∣ g(t)ϕp(t − β)
∣∣∣∣ C,
|g˜(t)| C |ϕp(t)| for t near zero. Hence v := u − β satisﬁes the ordinary differential equation in (11) with v ′(0) = 0 = v(0).
Thus
v(r) = −
r∫
0
ϕp′
( t∫
0
(s/t)N−1 g˜
(
v(s)
)
ds
)
dt,
and we have |v(r)|  C‖v‖. If v ≡ 0 in an interval of the form [0,], with  small, then 1 C for all  > 0, which is
a contradiction. Therefore there exists  > 0 such that v ≡ 0 in [0,]. Thus u ≡ β in such an interval. This proves local
uniqueness.
In order to show global uniqueness, let U and V be solutions of class C1[0,1] of (8) in [0,1], and let r1 ∈ [0,1]. By local
uniqueness, the problem has a unique solution in an interval of the form [r1, r1 + ], which implies U (r1) = V (r1). Because
r1 is arbitrary in [0,1], we see that U (r1) = V (r1) for all r1 ∈ [0,1]. 
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For d ∈ R and λ > 0 we will denote by u(·, λ,d) the solution to⎧⎨
⎩
(
ϕp
(
u′
))′ + N − 1
r
ϕp(u
′) + λg(u) = 0, 0 < r < 1,
u′(0) = 0, u(0) = d.
(12)
Standard arguments on dependence on parameters show that u is a differentiable function in the variable (r, λ,d) (see [2,
Theorem 4.5.1]). An elementary calculation shows that if α > 0, then
u(r/α,λ,d) = u(r, λ/αp,d).
Differentiating this relation with respect to α and taking α = 1 we obtain
ru′(r, λ,d) = pλuλ (r, λ,d).
By using the implicit function theorem and arguing as in the proof of Lemma 2.3 in [1], we can prove the following lemma,
which will be used to show that the connected components bifurcating from radial eigenvalues are unbounded in the
λ-direction.
Lemma 4.1. If J is a connected component of {(λ,d): d = 0,u(1, λ,d) = 0}, then there exist an open interval (a,b) ⊂ R  {0} and
a continuous function h : (a,b) → (0,∞) such that (λ,d) ∈ J if and only if d ∈ (a,b) and λ = h(d). Moreover, if a ∈ R  {0}, then
limd→a h(d) = ∞. Similarly, if b ∈ R  {0}, then limd→b h(d) = ∞.
By uniqueness of solutions to the initial value problem it is clear that for λ in bounded intervals of (0,∞) the problems{(
rN−1ϕp(u′)
)′ + λrN−1[λ∞ϕp(u) + f (u)]= 0, 0 < r < 1,
u′(0) = 0, u(0) = βi, i = 1,2,
(13)
have a unique solution u(r) ≡ βi . Thus if J is as in Lemma 4.1, then the domain of h cannot include βi .
By Theorem 2.3 we know that for each k ∈ N, (μk(p)/λ∞,0) is a bifurcation point of (6). Moreover, we have
Lemma 4.2. For each k ∈ N, (μk(p)/λ∞,∞) is a bifurcation point of (6).
Proof. Suppose that (λ,u), with u = 0, satisfy (6). Let v = u/‖u‖2. Then v is a solution to{(
rN−1ϕp(v ′)
)′ + λrN−1[λ∞ϕp(v) + fˆ (v)]= 0, 0 < r < 1,
v ′(0) = 0= v(1), (14)
where
fˆ (v) =
{‖v‖2(p−1) f (v/‖v‖2) if v = 0,
0 if v = 0.
Condition ( f2) implies that fˆ ∈ C(R). It is well known that (μk(p)/λ∞,∞) is a bifurcation point of (6) if and only if
(μk(p)/λ∞,0) is a bifurcation point of (14). It is easy to see that fˆ satisﬁes ( f1) and ( f2). Theorem 2.3 implies that for
each k ∈ N there is a connected component G∗k ⊂ R × C[0,1] of the set of nontrivial solutions of (14) whose closure G∗k
contains (μk(p)/λ∞,0). Moreover, G∗k is unbounded in R × C[0,1], and (λ, v) ∈ G∗k implies that v possesses exactly k − 1
simple zeroes in (0,1). This proves that (μk(p)/λ∞,∞) is a bifurcation point of (6). 
Let Gk ⊂ R × C[0,1] be the connected component of nontrivial solutions of (6) which contains (μk(p)/λ∞,0). By Theo-
rem 2.3, Gk is unbounded in R× C[0,1], and if (λ,u) ∈ Gk , then u has k− 1 simple zeroes in (0,1). By the results in [7] (see
Theorem 1), there exists ε = ε(k) > 0 such that for |s| < ε the problem (12) has solutions of the form (λk(s), s[φk + yk(s)]),
where ‖syk(s)‖ = o(s) and |λk(s) − μk(p)/λ∞| = o(1) as s → 0. Similarly, if (λ,u) is a solution to (12) on the branch bifur-
cating from (μk(p)/λ∞,±∞), then u = s(φk + yk(s)), where ‖syk(s)‖ = o(s) and |λk(s) − μk(p)/λ∞| = o(1) as s → ±∞.
We will denote by O+k the connected component of nontrivial solutions to (6) bifurcating from (μk(p)/λ∞,0) and
containing elements of the form (λk(s), s[φk + yk(s)]), with s > 0. Similarly we deﬁne O−k . Also we deﬁne I+k as the con-
nected component of nontrivial solutions to (6) bifurcating from (μk(p)/λ∞,∞) and containing elements of the form
(λk(s), s[φk + yk(s)]), with s > 0 suﬃciently large. Similarly we deﬁne I−k .
Lemma 4.3. Let J = {(λ,u(0)): (λ,u) ∈ I−}. If h,a,b are as in Lemma 4.1, then a = −∞ and b < 0.2
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Proof. Since I−2 contains elements of the form (λ2(s), s[φ2 + y2(s)]) with s < 0 and |s| large, and λ2(s) is near μ2(p)/λ∞ ,
we have a = −∞ and limd→−∞ h(d) = μ2(p)/λ∞. Since ‖sy2(s)‖ = o(s) as s → −∞ we have
lim
s→−∞
[
sφ2(c) + sy2(s)(c)
]→ ∞, (15)
where c is the critical point of the eigenfunction φ2 in (0,1].
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m(d) := max{u(r,h(d),d): r ∈ [0,1]}
is continuous. Let d0 ∈ (a,b) and {dn} be a sequence such that dn → d0. Of course h(dn) → h(d0). Let {tn} ⊆ [0,1] be such
that tn → t¯ , and m(dn) = u(tn,h(dn),dn). Since m(dn) u(r,h(dn),dn), we have
lim
n→∞m(dn) = u
(
t¯,h(d0),d0
)
 u
(
r,h(d0),d0
)
, for all r ∈ [0,1].
Thus, u(·,h(d0),d0) has a maximum in t¯, which is unique because u has exactly one zero in (0,1). Therefore m(dn) →
m(d0) = u(t¯,h(d0),d0). Which proves that m is a continuous function.
From (15) we see that limd→−∞m(d) = +∞. If b = 0, for small d < 0 we obtain that m(d) = |d| and limd→0m(d) = 0. By
the intermediate value theorem there exists di < 0 such that m(di) = βi , i.e., there exists ti ∈ (0,1) with u(ti,h(di),di) = βi
and u′(ti,h(di),di) = 0. By uniqueness of solutions to initial value problem we have u(t,h(di),di) = βi for all t ∈ [0,1]. In
particular di = u(0) = β1 = β2, which contradicts that di < 0. Thus b < 0, which proves the lemma. 
By uniqueness of solutions to (13), O+k does not intersect the line ‖u‖ = β1 and consequently b < β1. Similarly, I+k does
not intersect the line ‖u‖ = β2, thus a > β2. This proves that there is not connection between zero and inﬁnity. More
precisely we have the following lemma.
Lemma 4.4. Let 0 < β1 < β2 be such that g(β1) = g(β2) = 0, g(t) > 0 for t ∈ (0, β1) ∪ (β2,∞). Let (λ,d) be such that (λ,u) ∈ O+k .
Then d < β1. Similarly, for (λ,d) with (λ,u) ∈ I+k we have d > β2.
We observe that O+k and I
+
k do not intersect the axe λ = 0 because the equation{(
rN−1ϕp(u′)
)′ = 0, 0 < r < 1,
u′(0) = 0 = u(1),
has only the trivial solution.
Let us denote by h1 and b1 < 0 the continuous function and the number such that{(
λ,u(0)
)
: (λ,u) ∈ I−2
}= {(h1(d),d): d ∈ (−∞,b1)}.
Imitating the proof of Corollary 3.2 in [1], we can prove the following lemmas.
Lemma 4.5. If J = {(λ,u(0)): (λ,u) ∈ O−k } with k 2, and a,b are as in Lemma 4.1, then a b1.
Lemma 4.6. If J = {(λ,u(0)): (λ,u) ∈ I−k } with k > 2, and a,b are as in Lemma 4.1, then b b1.
Fig. 1 illustrates the bifurcation diagram for problem (6).
Proof of Theorem 1.1. Let k ∈ {1,2, . . . , j} and J = {(λ,u(0)): (λ,u) ∈ O+k }. Let (a,b) and h be as in Lemma 4.1. By the
deﬁnition of O+k we see that a = 0 and limd→0 h(d) = μk(p)/λ∞ < 1. By Lemma 4.1 limd→b h(d) = +∞. By the intermediate
value theorem there exists dk ∈ (a,b) such that h(dk) = 1. Thus (1,u(·,1,dk)) ∈ O+k is a radial solution to (1).
Similarly, if J = {(λ,u(0)): (λ,u) ∈ O−k } with k ∈ {2,3, . . . , j} and (a,b) and h are as in Lemma 4.1, then a  b1, and
limd→a h(d) = +∞, and there exists δk ∈ (a,0) such that with h(δk) = 1. Thus (1,u(·,1, δk)) ∈ O−k is a radial solution of (1).
Similar arguments show that I−k for k = 2,3, . . . , j, and I+k for k = 1,2, . . . , j, contain a radial solution of (1). This proves
Theorem 1.1. 
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