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I. INTRODUCTION 
Although there exists an enormous body of literature on the existence of 
periodic solutions in two-dimensional differential systems, most of this work 
involves either nonanalytic criteria (i.e., conditions not based upon the right- 
hand members; e.g., see [l, 2]), or else is largely confined to the study of 
single second-order equations. In fact, most of the nonlocal theorems in the 
latter category are further restricted to the LiCnard and Levinson-Smith 
equations [3-51. Some exceptions to this are given in [6-81. 
Our purpose here is to establish 
(A) an analytic criterion for the existence of at least one nonconstant 
w-periodic solution for a nonautonomous system of differential equations 
having the form 
2 = P(x, y, t) 
3 = Q(& Y, t) t=3 
, 
whenever P and Q are bounded and w periodic in t; 
(B) two criteria for the existence of at least one stable limit cycle for an 
autonomous system of differential equations of the form 
k = P(x, Jq 
3 = Qb r) 
assuming that (0,O) is the unique critical point in the finite portion of the 
plane. 
* This research represents a part of the author’s doctoral dissertation written under 
the direction of Professor S. S. Shu and submitted to the Illinois Institute of Technology 
in partial fulfillment of the requirements for the Ph.D. degree. 
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The methods we employ to some extent resemble those used earlier by 
N. Levinson [9], in connection with his work on the equations 
2 + f(X, ti) 2 + g(x) = e(t), 
i + f(X, 2) ti + g(x) = 0. 
Thus, we shall construct certain confining regions in the phase plane appro- 
priate to the application of Brouwer’s fixed-point theorem and the PoincarC- 
Bendixon theorem. 
For the sake of completeness and ready comparison, we state the following 
results: 
THEOREM I (Levinson). The nonautonomou~ system 
n=y 
9 = - I%, Y) Y - g(x) + 4th 
e(t + w> = e(t), I e(t)1 < Z 
has at least one nonconstant w-periodic solution whenever 
(i) Xg(x) > 0 for I x I t a. 
(ii) Ig(x)]++co as JxI++co. 
(iii) There exists m > 0 such that f(x, y) > m for j x 1 3 a, 1 y  1 3 b. 
(iv) There exists M > 0 such that f(x, y) 3 - M for all (x, y). 
(v) g(x)/G(x) -+ 0 as / x / --f +co; G(x) = J;g(s) ds. 
THEOREM II (Levinson). The autonomous ystem 
k=y 
3 = -fbY)Y -&) 
has at least one stable limit cycle whenever Condition (i) above is replaced by 
xg(x) > 0 (x # 0), Conditions (ii)-(v) above hold, and, in addition, (vi) 
f (0, 0) < 0. 
In this regard, the reader should note that Condition (i) of Theorem 1, 
Section II generalizes Levinson’s corresponding Conditions (i), (ii), and (iii), 
while Condition (viii) of Theorem 2, Section III generalizes his Condition (vi), 
in view of the subsequent Remark 2. However, whereas our Condition (iv) 
requires two-sided uniform asymptotic bounds on the slopes of trajectories 
in the strips ] x j < a, 1 y 1 < b, his corresponding Condition (iv) is equivalent 
to merely requiring a uniform asymptotic upper bound for the slope in the 
vertical strip 1 x / < a. 
Finally, it should be observed that partial derivatives will be denoted by 
subscripts wherever they appear. 
EXISTENCE OF PERIODIC SOLUTIONS 245 
II. THE W-PERIODIC SOLUTIONS OF i = P&y, t), j = Q(x,y, t) 
In this section we study the existence of harmonic response for the two- 
dimensional nonautonomous differential system 
assuming that at least one of the functions P, Q contains the time t explicitly. 
For this purpose we cite conditions sufficient for the existence of at least one 
nonconstant w-periodic solution, whenever the right-hand members are 
bounded and w periodic in t. Our result is proved by first constructing in the 
xy plane, a piecewise smooth, closed curve r, having the property that every 
trajectory crossing it passes from its exterior to its interior, and then applying 
Brouwer’s fixed-point theorem to locate the periodic solution. Throughout 
the course of the proof, we employ the curve yi [see Conditions (i) and (ii) 
below]. However, in actuality, any one of the curves ‘yj (j = 1,2, 3,4) could 
be used, provided the construction of r is rotated through an appropriate 
multiple of ninety degrees. 
Let P(x, y, t) and Q(x,y, t) denote real-valued, bounded w-periodic 
functions of t, continuous on R2 x [0, co), locally Lipschitzian on R2, and 
nowhere simultaneously vanishing for all t 3 0. 
THEOREM 1. The nonautonomous system 
f  = P(x, y, t) 
9 = Q(x, Y, t) (1) 
has at least one nonconstant w-periodic solution whenever the following conditions 
hold : 
(i) There exist continuous functions p(y), q(x), p,(x, y), p,(x, y), ql(x, y), 
qr(x, y), and numbers a, b > 0 such that 
p(,, y  t) d P(r) + PIT Y> for x 3 4 l~I3b 
’ 3 P(Y) + P&Y) for x d - a, i Y I > b, 
Q@, y t) 6 dx> + ?h(‘y Y> for I x I > a, Y 2 b 
’ 3 4(x) + 42(x, Y) for I 32 I 3 a, r<--b, 
where 
YP(Y)>O foylrl >b, IPb-+a aslyI-++=b 
44 (: 0 for I 32 I 2 a, I q(x)1 -+ +m as I x I -+ +a, 
P,(T Y) G 0 for x 3 4 IYI 3b, 
P&, Y) 3 0 for x < - 0, I y  I 3 b, 
4dx, y) < 0 for I x I 2 a, Y 3 h 
44~ Y) > 0 for I * I 2 a, r<-b, 
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but 
I Pi(% Y>l + I %(X, Y)l f  0 (i,j = 1, 2). 
(ii) The curve yl: p(y) + p,(x, y) = 0 is de$ned and continuous for 
x >, a, y  3 b, where it consists of a single monotonic branch, along which 
x++a3,y-++co. 
(iii) p,(x, b)+ -co as x--+ +a. 
(iv) p(x) = SUP 
w, Y, t) 
~y~a,o<t<+m Q(x, y, t) I 
= O(1) as lXlbf00, 
V(Y) = = O(1) as /Yi++oo. 
(v) For every number k, there exist numbers d,(k), d,(k) > 0 such that 
F(Y + 4 < +iF(Yh whenever I Y I > 44, 
G(x + 4 > 8 G(x), whenever / x / > d,(k). 
Here 
F(Y) = ,; f (r) dr, G(x) = i’g(s) ds, 
0 
where f ( y) and g(x) denote continuous extensions of p( y) and q(x), respectively, to 
I Y I < 4 I x I -=c a, satisfying yf(y) > 0 (y f  0), q(x) < 0 (x # 0). 
(vi) F(Y) + 8G(x) -+ + a~alongy,asx++co,y-++oo. 
Remark 1. Alternatively, we may employ any one of the curves 
P(Y) + PA Y) = 0 (i=2) 
Yj: 
d4 + Qi-2(x, Y) = 0 (j=3,4) 
in place of y1 in (ii), with analogous conditions then replacing (iii) and (vi). 
Proof. We begin by obtaining a rough qualitative description of the 
trajectories of (1) for t 3 0. Since 3i <p(y) + p,(x, y) < 0 for x >, a, 
y < - b, and 3i > p(y) + p,(x, y) > 0 for 3c < - a, y 3 b, it follows that 
along any vertical line x = a, 3 a for y < - b, trajectories proceed from 
right to left, while along any vertical line x = a2 < - a for y > 6, they 
proceed from left to right. In a similar fashion we see that trajectories are 
directed downward along any horizontal line y = b, > b for x >, a, and are 
directed upward along any horizontal line y = b, < - b for x < - a. 
Moreover, since the right-hand members of (1) do not simultaneously vanish 
at any point (x, y) for all t 2 0, we can exclude the existence of point solu- 
tions. 
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Next, we define 
Then in view of Condition (i), X(X, y) is positive definite and h(x, y) = C > 0 
is a one-parameter family of nested closed curves about (0,O). Moreover, the 
curve X(X, y) = C, encloses the curve A(x, y) = C, if and only if C, > C, . 
From y’ = g(x)lf(y), it follows immediately that the curves h(x, y) = C > 0 
have negative slope in Quadrants I and III, while they have positive slope in 
the remaining two quadrants. Finally, through every point (x, y) there passes 
suchacurve,sinceX(x,y)-++coasIx/+Iy/-++co. 
Along the trajectories of (1) we can write 
Ji = f(Y) Q(X> Y, t> - g(4 PC? Y, 9. (3) 
Consequently, by virtue of Condition (i), if x > a, y > b, then 
x <P(Y) [!a + Pd% r)l - 4(4 MY) + PI(X, r>l 
= f(Y) QICT Y) - n(x) I+, Y) < 0. 
In a similar fashion we find that x < 0 in Quadrants II, III, and IV, exterior 
to the strips 1 x 1 ,< a, 1 y 1 < b. Therefore, in these regions the trajectories 
of (1) cut the comparison curves X(X, y) = C > 0 inward, or, equivalently, 
in a direction for which h is decreasing. 
According to Condition (iv), the slope y’ of any trajectory in the vertical 
semi-infinite strip 1 x 1 < a, y > b is uniformly asymptotically bounded as 
y + + co. Hence, there exist numbers y0 > b and M > 0 such that for 
1x1 G&Y 3Y0, we have 1 y’ j < M. Moreover, a trajectory which enters 
this half-strip across its left-hand boundary x = - a, y > y,, must fail to 
exit there, since k = P(x, y, t) > 0 for x = - a, y > b. Consequently, a 
number yr > y,, can be chosen so large that a trajectory which makes entry 
onthelinex=-ufory>y,, say at A(- a, 01), crosses the strip in finite 
time, exiting at a point B(u, p) on the right-hand boundary x = a with 
/3 > y,, . In addition, it can be supposed that x is increasing throughout the 
passage. For if x were to decrease, there would exist a point C(r, r]) with 
1 [ / < a and r] > y,, at which i = 0, and hence the slope is infinite, in con- 
tradiction to (iv). Since /3 -+ + co as OL + + co, any point P(x, y) with 
1 x ( < a and y > yr is reached by some trajectory beginning on the line 
x = - a for y > y0 , whereupon it follows that R > 0 at P for all t > 0. 
Again, in view of (iv), the slope of any trajectory in the horizontal semi- 
infinite strip 1 y 1 < b, x 2 a is uniformly asymptotically bounded away from 
zero as x -+ + co. That is, there exist numbers x0 > a and m > 0 such that 
for x > x,, , 1 y 1 < b, we have I y’ / > m. Furthermore, a trajectory which 
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enters this half-strip across its upper boundary y = 6, x > x0 cannot exit 
there, since j = Q(x, y, t) < 0 fory = b, x > a. It then follows in much the 
same manner as in the preceding paragraph that j < 0 for t 3 0 at all points 
within this strip located sufficiently far to the right. 
Similar considerations apply to the vertical and horizontal half-strips 
1 x 1 < a, y < - b and j y 1 < b, x < - a, respectively. 
We shall begin the construction of r with the point PI on the line x = - a 
at y = yi (see Fig. 1). 
FIGURE I 
PIP, is the segment of the straight line y = M(x + a) + yi of slope 
M > 0, originating at (- a, yl), and Pz is the point of it with x2 = a. Thus 
yZ = yI + 2Ma. Along PIPS the slope y’ = M, while where every trajectory 
crosses PIP, , we have ( y’ / < M and t > 0. Hence, each such trajectory 
will pass from the exterior into the interior of I’. Moreover, 
A, - A, = F(yiJ - F(Y,) - G(a) + G(- a). 
PzP, is an arc of the curve X(x, y) = ha = h(x, , yJ, and P3 is the point of 
it with p(ya) + pi(xa , ya) = 0, or, equivalently, the point of intersection of 
the curve A(x, y) = h, with the curve y1 . It follows immediately that 
A, - A, = 0. 
P3P4 is a segment of the straight line x = x3 , and P4 is the point of it with 
y4 = b. Thus x4 = x3, and on Pap4 , * = P(x, Y, t) < p(r) + pl(x, y) -=c 0, 
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since (iii) holds and (x, y) now lies beneath the curve yr . Consequently, 
solutions are directed from right to left across P3P4 and, hence, from the 
exterior into the interior of r. We also have that 
P4P5 is a segment of the straight line y = - m(x - x4) -+ b of slope 
--m < 0, and P5 is the point of it withy, = - 6. Thus x5 = x4 + 2mb. We 
have shown that 1 y’ 1 > m and j < 0 wherever solutions cross P4P5 , 
provided x4 is large enough. This can be achieved, since x4 -+ + cc as 
yr --+ + co. It follows that along P4Ps , the trajectories of (1) are directed 
from the exterior into the interior of r’, and 
A, - A, = G(x,) - G(xJ + F(- b) -F(b). 
P,P, is an arc of the curve h(x, y) = A, = h(x, , y5), and P6 is the point of it 
with x6 = a. Clearly, A, - A5 = 0. 
P6P, is a segment of the straight line y = M(x - a) + ys , and P, is the 
point of it with x, = - a. Since y6 -+ - co as yr + + co, it follows as with 
PIP, that trajectories are directed across PIP, from the exterior into the 
interior of l? In addition, 
A, - & = F(Y,) - F(Y,) + G(a) - G(- 4. 
P,P, is an arc of the curve X(x, y) = A, = h(x,, y,), and P, is the point of it 
withy, = - b. Thus A, - A, = 0. 
P,P, is a segment of the straight line y = - m(x - x8) - b, and P9 is the 
point of it with ys = b. Since x8 -+ - co as yr + + co, it follows as with 
P4P5 that trajectories will be directed from the exterior into the interior of r, 
if yr is chosen large enough. Moreover, 
A9 - A, = G(xs) - G(x,) + F(b) - F(- 6). 
Ppl,, is an arc of the curve h(x, y) = A, = A(x9 , ye), and PI0 is the point 
of it with xl0 = - a. Hence, A,, - A, = 0. 
P,$l is a segment of the straight line x = - a. Under the condition that 
P,, lies beneath PI , any solution crossing P,,P, will pass from the exterior 
into the interior of r, since L+ = P(x, y, t) > 0 along the line x = - a for 
y > b. 
Finally, we observe that the trajectories of (1) are directed from the 
exterior into the interior of r along the arcs PzP, , P5P6 , P,P8 , and P,P,,, , 
since x < 0 for 1 x 1 > a, 1 y 1 > b. 
Next, we proceed to demonstrate that PI, does indeed lie beneath PI , 
whenever yr is large enough. For this purpose, it suffices to show that 
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h,, < X, , since xrs = x1 and F(y) is increasing for y > 0. Upon adding the 
nine evaluations of the differences ha - X, , X, - ha ,.,., X,, - h, , we obtain 
40 - 4 = F(Y, + 2M4 - F(Y,) - F(YJ + Gh) - G&J 
-F(Y,) +QY,) + G(G) - G&J -k-W. 
(4) 
But in view of Condition (v), and whenever yr is large enough, 
F(y,+ 2444 - F(Y,) < BF(Y,) = iF(Y, - 2J44 < frF(Y,)- 
Therefore, 
ho - 4 < iiF - F(YJ + G(G) - G&J - F(YJ + F(Y,) 
+ G(x,) - G(x, - 2mb) + F(b). 
Again, by virtue of Condition (v), G(x,) - G(x, - 2mb) < - G(xJ, if xs 
is sufficiently large. Consequently, if yr is large enough we can write 
4, - 4 < &F(Y,) - F(YJ + Gh) - G(G) 
- F(Y,) + F(Y,) - G&J + W). 
(5) 
The following tracing argument enables us to relate the difference h,, - X, 
to an expression defined along the curve yr: 
4, - 4 < +F(Y,) - 4 G&J + i Gh) - QYJ + Gh) - GW 
- F(YtJ + F(Y7) - G&3) + VY,) - fTY8) + w 
= $F(Y,) - i GbJ - J’(Y~ + G(G) - G&J - F(Y,) 
+ F(Y,) - GW + F(YJ + W) - F(- b) + 4~ G(a) 
= - IF(YJ - 4 ‘34 + G(G) - G(4 - F(Y,) + ~F(Y, - 2Ma) 
+3’(b) -F(- b) + 4 G(u) - G(- u) 
< - BF(YJ - 4 G(4 + G(G) - G(4 + ~J’(Y,) - 2G(x,) 
+ 2G(x,) + F(b) - F( - b) + 4 G(u) - G(- u) 
= - &F(YJ - t G@J + G(4 - G(4 + OF - 2G(x,) 
+ F(b) - I?( - b) + f G(u) - G( - u) 
= - $F(y,) - 4 G(q) + G(q) - 3G(x, + 2mb) 
+ F(b) + F(- 4 + $ G(a) - G( - a) 
-c - $F(yd - $ G(xa) + G(G) - ; G(4 + W4 
+ F(- b) + $ G(u) - G(- a) 
zz= - :F(yd - + G&J - ; G(G) + W) 
+ F(- b) + $ G(a) - G(- u). 
EXISTENCE OF PERIODIC SOLUTIONS 251 
Hence, we arrive at 
ho - AI -=c - + [F(y3) + 8G(4] + F(b) + F( - b) + + G(a) - G( - a). (6) 
It follows by virtue of Condition (vi) that xa and ys can be chosen so large that 
hl < 4 . 
If we now define r to be the closed curve formed from the union of the 
simple arcs PIP2 , P2P3 ,..., Pplo , Pl,,Pl , then every trajectory crossing I’ 
will pass from its exterior into its interior. 
Finally, if Sz denotes the region of the xy plane enclosed by r, then with 
every point P(x, , y,,) E Sz we can associate the solution of (1) which satisfies 
the initial conditions x(0) = x,, , y(0) = y,, . In conjunction with this solution, 
let P’(xl , yJ be the point defined by x1 = x(w), y1 = y(w), with w the least 
period in t of P(x, y, t) and Q(x, y, t). The transformation 7 mapping P E i2 
into P’ is defined and continuous in J2. In addition, it satisfies r(sZ) C 52. 
Hence, by Brouwer’s fixed-point theorem, there is at least one point 
(X, Y) E 0, such that for the corresponding solution [x*(t), y*(t)], we can 
write x*(w) = x*(O) = X, y*(w) = y*(O) = Y. Furthermore, this solution 
must for t > w trace the same path as for 0 < t < w, since the w periodicity 
in t of P(x, y, t) and Q(x, y, t) implies that (1) is invariant under the transla- 
tion t -+ t + W. The solution [x*(t), y*(t)] is, therefore, w periodic, which 
concludes the proof. 
Remark 2. With respect to the curves yj (i = 2, 3, 4), Conditions (iii) 
and (vi) become 
P,(X, - 4 - + a as 
3%: 
x-+-- 03, 
F(y) + 8G(x) -+ + co along ys as x-+-al, y---co, 
41(- 4 Y> - - a as 
Y3: 
r++ 03, 
8F(y) + G(x) -+ - co along y3 as x--co, y-++co, 
444 Y) - + m as 
3.‘4: 
y---co, 
8F(y) + G(x) -+ - co along ya as x-+03, y-+--m. 
Remark 3. According to Condition (i), P and Q must contain y and x, 
respectively. Furthermore, at least one of P, Q must contain both x and y. 
In case P is independent of x, only ya or y4 should be considered when 
applying (iii) and (vi). Similarly, when Q is independent of y, only y1 or yz 
should be employed. 
Remark 4. Condition (v) is fulfilled whenever p(y) and q(x) are poly- 
nomials satisfying (i). 
(I 
Remark 5. Condition (vi) may be replaced by the stronger condition 
G(x)/F(y) = o(1) along y1 as x--t + co, y-f + co. 
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Remark 6. In case y?(y) < 0 for ) y 1 > b and xg(x) > 0 for ) x j >, Q, 
a theorem similar to Theorem I can be proved. It is then convenient to choose 
PI on the line x = a for y > b and proceed to construct r counterclockwise. 
The following generalization of the van der Pol equation fulfills all of the 
conditions of Theorem 1, and must, therefore, possess at least one non- 
constant w-periodic solution. 
Consider the differential system 
* = Pl(l - Y2) x + y + q(t), 
9 = P2(1 - x”) Y - x + ez(t>, (7) 
(CL1 TP2 3 07 /CL11 + IP2l f 01, 
where e,(t) (i = 1, 2) are continuous periodic functions with least period w 
and, in addition, 1 ei(t)l < Ei . In this case we can write 
Rx, Y, 9 
d - (wx - El) + Y for x > 01, 
2 - (kmx + 4) + Y for x < - a, 
Q(x, Y, t> d - (p2my - 4) - x 
for 1 x 1 > 01, 
2 - (cL2my + E2) - x for / x ( > 01, 
(a = (1 + rn)lj2, m > 0), 
so that 
P(Y) = Y, q(x) = - x, 
P&G Y) = - tclmx + El , p,(x, Y) = - tex - 4 , 
dxj Y> = - c12my + E2 T 42(x, Y> = - p2v - E2. 
Consequently, Condition (i) is satisfied whenever / x / > a, / y / > 6, where 
a and b are defined, respectively, by 
a = ma+, El/w4 b = max(oc, E,/,u.,m). 
The verification of Conditions (ii)-( vi now follows by routine calculation. ) 
More generally, if f,(y), f2( x are polynomials and ei(t) (i = 1, 2) are > 
continuous w-periodic functions, then the LiCnard-type system 
2 = A(Y) x + Y + W 
9 =hW y - x + e2(t) 
(8) 
fulfills all of the conditions of Theorem 1, whenever there exist numbers 
a, b > 0 such that f,(y) < 0 for 1 y 1 > b, f&x) < 0 for 1 x j > a, but there 
exists no point (x, y) for which j x [ > a, 1 y / > b, and 
Ifl(Y)l + l.fib)l = 0. 
It is easy to construct numerous other examples to which Theorem 1 may 
be applied. 
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III. THE LIMIT CYCLES OF f f  = P&y), j = Q(x,y) 
Here we establish the existence of at least one stable limit cycle for the 
two-dimensional autonomous differential system 
f  = P(x, y) 
3 = Qb Y) 
assuming that P : R2 ---t R1 and Q : R2 + R1 are continuous and satisfy a 
local Lipschitz condition throughout R2. It is further supposed that P(x, y) 
and Q(x,y) are continuously differentiable with respect to x and y, respectively, 
in some neighborhood of (0, 0), and that (0, 0) is the unique critical point in 
the finite portion of the plane. Our results are then obtained by constructing a 
region to which the Poincark-Bendixon theorem can be applied. 
THEOREM 2. The autonomous ystem 
9 = P(x, y) 
P = Qb Y) 
has at least one stable limit cycle, whenever Conditions (i)-(vi) qf Theorem 1 
hold with the suppression of t, and, in addition, 
(vii) yP(0, y) > 0 for 0 < / y 1 < 6, , xQ(x, 0) < Ofor 0 < 1 x 1 < 6, , 
(viii) P,(O, 0) > 0, Q,(O, 0) > 0. 
Proof. An application of the mean value theorem in a sufficiently small 
neighborhood of the origin allows us to write (9) in the form 
k = xP,(% Y) + P(Q Y), 3 = YQ&, 9) + Q@> 01, (10) 
where f lies between 0 and X, and 9 lies between 0 and y. 
We next define 
X(X, y) = 1: P(0, r) dr - IzQ(s, 0) ds. 
0 
(11) 
Then in view of Condition (vii), h(x, y) is locally positive definite at (0,O). 
Hence, the curves /\(x, y) = C, with C > 0 sufficiently small, are closed, 
enclose the origin, and are completely contained in the neighborhood U of 
the origin where PJx, y) > 0 and Q,,(x, y) > 0. Moreover, the curve 
h(x, y) = C, encloses the curve X(X, y) = C, if and only if C, > C, . 
Along the trajectories of (9) that fall within U, we can write 
1 = YP(O, Y) Q&, 9) - xQ(x, 0) P& Y>, (12) 
254 COOPER 
from which it follows that x > 0 throughout U. Consequently, the trajectories 
of (9) cut the comparison curves X(x, y) = C > 0 outward, whenever C 
is sufficiently small. Let r, denote one such X curve. 
According to the proof of Theorem 1, there is a closed curve rs enclosing 
r 1, with the property that every trajectory crossing I’, passes from the exte- 
rior into the interior of r, . Moreover, the annular region Sz whose inner and 
outer boundaries are r, and r, , respectively, contains no critical points. The 
existence of a stable limit cycle in JJ now follows by application of the 
Poincare-Bendixon theorem. 
Remark 1. The remarks following Theorem 1 also apply to Theorem 2. 
Remark 2. In the event that P is independent of x, the condition 
P*(O, 0) > 0 may be dropped. Similarly, we can omit Q,(O, 0) > 0, whenever 
Q is independent of y. 
Remark 3. Theorem 2 includes the van der Pol equation 
2 - p(l - x”) ji + x = 0 (P > Oh 
and more generally the LiCnard equation 
E + f(x) ji + x = 0, 
providedf(x) is any polynomial satisfyingf(0) < 0 andf(x) > 0 for 1 x 1 > a. 
Our final result establishes an alternative to Theorem 2, in that the 
inequalities on P(x, y) and Q(x, y) in Condition (i) are replaced by sign condi- 
tions on the first-order partial derivatives PE(x, y) and QW(x, y). Primary 
consideration is now attached to the isoclinal curves P(x, y) = 0 and 
f;o;b,=,o’ M ore P recisely, we employ the curves yj (i = 1, 2, 3,4) defined 
Yl:p(x,Y) =o x > a, Y>b 
Y2 : P(%Y) = 0 x<-a, y<--b, 
~3 :Q&Y) = 0 x<-a, y>b, 
(13) 
~4 :Q(+-GY) = 0 x > a, y<-b. 
Through the use of an argument involving the product of the ratios h,/X, , 
h,/Jf, ,-*a, h,,/h, , as opposed to the sum of the differences A2 - X, , h, - X2 ,..., 
h - h, , we are, in addition, able to replace the growth condition (vi) by the 
$&ker condition G(x)/F( y) = 0( 1) along y1 . 
THEOREM 3. The autonomous system 
k = P(x, y) 
3 = Qh Y) 
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has at least one stable limit cycle whenever the following conditions hold: 
(9 YWA r> > 0 (O<lr/<~,>l~I>b)> 
xQ(x, 0) < 0 (0 < I x I < as, I x I > a>, 
(ii) *” 
I mAY) 4 = + 00, I 
kmQ(x, 0) dx = - 03, 
0 0 
(iii) P=(O, 0) > 0, Q,(O, 0) > 0, 
(iv) P&G Y) G 0 for I Y I > 6 Q&G Y) < 0 for I x I > a, but 
I P&t r>l + I Q&, r)l f 0, 
(v) P(x, b) ---f - co as x -+ + 00, 
(vi) the curve yl: P(x, y) = 0 is dejined and continuous for x > a, y > 6, 
where it consists of aJinite number of monotonic branches, along which x -+ + co, 
y++=4 
(vii) sup i !Zo 1 
~.-$~<a P(x, y) = O(l) as 
lYI++% 
P(x, Y) 
,:$i Q(x, y) = O(l) I I as 
/xl++% 
(viii) for all k > 0, 
F(y+k)+l+ as /y/-f+ 
F(Y) 
*, G(x+k)-+l- as Ix/++ 
G(x) 
00, 
(ix) G(x)/F(y) = 0( 1) along 3/l as x -+ + co, y -+ + co, 
F(y) = j ’ P(0, Y) dr, 
0 
G(x) = jz Q(s, 0) 03. 
0 
Proof. If we define A(x, y) by (1 I), then sufficiently far from the origin, 
the curves h(x, y) = C will be closed, encircle the origin, and possess the 
property that the curve h(x, y) = C, encloses the curve h(x, y) = C, if and 
only if C, > C, . Since along the trajectories of (9), an expression for x is 
given by (12), we also have that x < 0 exterior to the strips 1 x 1 < a, I y 1 < b, 
at all points far enough away from (0,O). 
With the horizontal and vertical strip analysis proceeding exactly as in the 
proof of Theorem 1, the only change in the construction of r is that P3 is now 
taken to be the point of intersection of the curve A(x, y) = A, with the last 
branch of y1 , as arrived at clockwise. It follows from Condition (v) that the 
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vector field defined by (9) is directed from right to left across P3P4, and, 
hence, from the exterior into the interior of lY 





F(YI + 2Mu) - G(a) 
I( 
F(b) - G(x3) F(- b) - G(x, + 2mb) 
F(YI) - G(- 4 F(Ys) - W4 H W - G(G) 1 
x 
i 
F(y, + 2Ma) - G(- a) F(b) - G(x, + 2mb) 
- F(Ys) - G(a) I( F(- b) - G(x,) j ’ 
(14) 
By virtue of Condition (viii), all of the terms of this product, with the excep- 
tion of the second, tend to unity as yr + + 00, while according to Condition 
(ix), the second term has a positive limit less than one or else tends to zero. 
Consequently, if yr is chosen large enough, we will have h,, < h, and, there- 
fore, yiO < y1 . The remainder of the proof is the same as that of Theorem 2. 
Remark 1. Alternatively, we may employ any one of the curves yj 
(j = 2, 3,4) in Condition (vi), whereupon Conditions (v) and (ix) become 
as 
Y2’2: 
P(x, - b) --f + co X--t-CO, 
G(x)/F( y) = 0( 1) along yz as x+-co, y--00, 
Q(- U,Y)-t - CYJ as 
Y3: 
Y-f$Q 
F(y)/G(x) = O(1) along y3 as x-+-co, y++ a, 
as 
1/4: 
Q(%Y)+ + CfJ y---co, 
F(y)/G(x) = O(1) along y4 as x--t+co, y+--co. 
Remark 2. In the event that P(x, y) and Q(x, y) are polynomials, Theo- 
rem 3 remains valid with Conditions (ii), (v), and (viii) removed. 
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