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Superconducting transitions are driven by thermal fluctuations close to the transition temperature,
Tc. These fluctuations are averaged out in global measurements, leaving imprints on susceptibility
and resistance measurements. Here, we use a scanning superconducting quantum interference
device to image thermal superconducting fluctuations in Nb, a conventional BCS superconductor.
We observe fluctuations in both space and time which manifest themselves as grains of weaker and
stronger diamagnetic response, exhibiting telegraph-like noise as a function of time. Local fluctua-
tions are also found in the imaginary component of the susceptibility demonstrating that the local
vortex dissipation can also be used as a probe of the fluctuations. An important outcome of our
measurements is the observation and realization that the susceptibility decrease to zero as the tem-
perature is raised towards Tc always occurs in quantized steps irrespective of the sample geometry.
The technique described here is expected to be a useful tool for studying the nature of fluctuations
in more complex superconductors, providing important information on critical properties such as
fluctuation length, time scales, and local viscosity. VC 2018 Author(s). All article content, except
where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/1.5037702
Superconductors are characterized by a sharp transition
at a critical temperature, Tc, where electrons pair, the resis-
tivity drops to zero, and diamagnetism sets in. However, the
presence of fluctuations broadens this transition. These fluc-
tuations are well described within the framework of the
Ginzburg-Landau theory1 yielding length and time scales
which diverge at Tc
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Although the presence of superconducting fluctuations is
well established and their thermodynamic properties are well
understood,2,3 they have never been directly imaged. Here, we
present an experiment designed to study the local aspects of
superconducting fluctuations. Our measurements enable us to
observe fluctuations of the diamagnetic response in both time
and space in a very narrow temperature window around the
critical temperature. We demonstrate the ability to investigate
superconducting fluctuations on a conventional BCS super-
conductor, and suggest it as a powerful tool for studying the
local nature of criticality in more complex superconductors.
For this purpose, we use a scanning superconducting
quantum interference device (SQUID) with excellent mag-
netic sensitivity4,5 to probe the local diamagnetic response
from a 150 nm thick Nb film. We record the magnetic
response of the sample (units of U0) to an alternating mag-
netic field applied by an on-chip field coil, concentric with
the SQUID’s sensing area, the pickup loop [see Fig. 1(a)].
This measurement detects the diamagnetic response of a
superconductor to a magnetic excitation, in units of U0=A
(flux reading in the pickup loop divided by the current in the
field coil). Unlike magnetization measurements, we probe
the local response of a film to an applied magnetic excitation
at a chosen frequency. The a.c. measurements allow
extraction of the local full response function6 v ¼ v0 þ iv00,
where the in-phase component, v0, is generally associated
FIG. 1. Scanning SQUID measurements of superconducting fluctuations. (a) A
sketch, not to scale, showing how the scanning SQUID measures the local dia-
magnetic response. The SQUID loop (red), with the inner diameter of 1:8lm,
which sets our separation limit, is surrounded by a single turn loop, the field coil
(light blue), used to apply local magnetic field. The sample’s response to the
local magnetic field is recorded using the pickup loop and presented in units of
flux over the current in the field coil, U0=A. (b) and (c) Scanning SQUID sus-
ceptibility scans of a certain area at different temperatures, plotted with the same
span (b) and with individual color spans (c). We define Tc as the temperature
above which no local diamagnetic response is detected. Here, Tc ¼ 8:986K.
Above Tc, at T ¼ 8:99K, no diamagnetic response is detected and the image
taken represents the SQUID’s noise. Near Tc, at T ¼ 8:925K, different levels of
diamagnetic response are measured, showing strong modulations relative to the
ones measured below Tc, at T ¼ 8:734K. (d) Susceptibility at a specific point
recorded as a function of time. The susceptibility signal fluctuates between two
different values. The measurement temperature was 8:921K.
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with the superfluid density, qS, and the out-of-phase compo-
nent, v00, measures the viscosity of the flux-flow, related to
dissipation.7 While the former drops from the full diamag-
netic response at low temperature to zero as the temperature
approaches Tc, the latter is measurable only at a narrow tem-
perature region near Tc.
8–10
Employing the scanning SQUID, we image variations in
the superconductivity close to Tc in two ways. The first is by
rastering the excitation coil over the sample, and recording
the measured flux close to the sample, as a function of posi-
tion, thus generating maps of the local diamagnetic response
on a scale of microns.11,12 Figure 1 shows that above Tc no
diamagnetism is detected, and the recorded image reflects
the noise of our measurement. Below Tc the diamagnetic
response is again uniform, interrupted only by sample inho-
mogeneities. In a narrow region near Tc, the susceptibility
maps reveal a rich structure, arising from superconducting
fluctuations [Figs. 1(b) and 1(c)]. The second way we probe
fluctuations is by parking the SQUID at a certain location
and measuring v as a function of time. This way, we continu-
ously check, at a chosen frequency (923Hz), what is the
local ability to shield the applied magnetic field. This method
is different than a continuous d.c. measurement of magne-
tism which detects flux flow of mobile vortices at elevated
temperatures.13 Close to Tc the time-traces show a telegraph-
like noise, such as that of Fig. 1(d). The discrete values in
the telegraph-like time trace describe a discrete change in
ability of the superconductor to eliminate the applied field.
Fixing the position of the SQUID enables the measure-
ment of local diamagnetic response, v, as a function tempera-
ture [Fig. 2(a)]. The temperature of the SQUID is decoupled
from the temperature of the sample, allowing high sensitivity
SQUID measurements of the sample below and above its Tc.
As expected,14 v0 drops to zero at Tc. Interestingly, close to
Tc the decrease in v0 with increasing T occurs in jumps
between discrete levels as depicted in the inset of Figs. 2(a)
and 2(c). In Fig. 2(b), we use images of a single vortex and
its dependence on the penetration depth, k, to show that the
amplitude of the steps is consistent with the signal from a
vortex with a large k. This result, of a step-like decrease in
the susceptibility signal, is a natural manifestation of the
way supercurrents shield magnetic field. When the magnetic
field is applied to a superconductor, the supercurrents flow in
closed paths, maintaining flux quantization.15,16 Therefore,
sensitive susceptibility measurements should detect discrete
levels originating from the addition or subtraction of an indi-
vidual fluxoid. Our measurements demonstrate that these
effects are not limited to obvious ring geometries where the
flux is naturally quantized13,17 but are a general feature of
susceptibility measurements on any superconductor, since
the flowing screening currents involve 2p phase quantiza-
tion. Figure 2(c) shows that the amplitude of these jumps
decreases with increasing the temperature, in agreement with
the conjecture that the size of the jumps is due to a change of
one fluxoid.
The steps in the susceptibility signal appear only in a
narrow region of few mK. In this temperature window, we
observe susceptibility jumps not only as a function of tem-
perature but also as a function of time, as seen in Fig. 3.
These result from thermal fluctuations in the very near
vicinity of the transition.20 On the average, the typical fluctu-
ation time, s, is expected to diverge at the transition accord-
ing to Eq. (1). Locally, however, the situation is more
complicated. The nucleation and growth of regions of
weaker and stronger superconducting islands leads to a wide
spread of characteristic times even at a fixed temperature.
FIG. 2. Measurements of the local susceptibility. (a) The local susceptibility
measured far from the edges of the sample as a function of temperature.
Inset: Close to Tc, the susceptibility decreases in discrete steps. We convert
to flux (mU0), by multiplying v0 (U0=A) by the current driven through the
field coil. The system temperature was set to 8.921K and was allowed to
naturally drift up in a regime of a few mK. (b) The peak of a vortex signal as
a function of temperature,18,19 as imaged by the SQUID. The blue and green
circles are values measured by imaging individual vortices at the relevant
temperatures. Two insets show the flux image recorded by scanning SQUID
over an individual vortex. Each vortex contains one U0, extends over a dis-
tance determined by k, and is resolution limited by the size of the probe and
the height of the scan, which do not change as a function of temperature.
Therefore, the amplitude of the flux signal decreases with increasing k,
reaching mU0 for k of 6:5 lm. The amplitude of the steps we observe is con-
sistent with the amplitude of a phase change of 2p, a fluxoid. Profiles
extracted from the locations marked by white lines are also presented in the
insets. The red circle corresponds to the susceptibility signal depicted in the
inset of (a). (c) Several discrete steps in the susceptibility taken by setting
the system temperature to 8:919K; 8:932K, and 8:934K, respectively, and
allowing it to naturally drift up in a regime of a few mK. The measured sus-
ceptibility becomes weaker as the temperature is increased, as well as the
amplitude of the steps, with measured jump amplitudes of 3:8U0=A; 2U0=A,
and 1:5U0=A.
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Note that the temperature uncertainty of our measurement is
1 mK. Depending on the location, we observe characteristic
switching times that range from tens of milliseconds to tens
of seconds for a single sample as depicted in Fig. 3. In cer-
tain areas, we do not observe switching events (Fig. 3), pre-
sumably because our applied field is not sufficient to induce
a vortex or that the switching time is longer than the duration
of our measurements. All in all, the range of s in this sample
is probably much larger than tens of milliseconds, but we are
limited by our excitation frequency on one hand and by the
measurement duration on the other.
The wide spread of s leads to the presence of fluctua-
tions in space which can be detected by our probe. Rastering
the SQUID upon the sample reveals a rich spatial distribu-
tion of v0, such as that seen in Fig. 4(a), which shows suscep-
tibility maps (20 8 lm2 ) close to the transition, featuring
regions of weaker and stronger response that develop with
temperature. Such spatial variation of susceptibility values
near Tc is often related to local Tc variations in unconven-
tional superconductors.21 Choosing to study a basic BCS
superconductor minimizes the influence of the inevitable
spatial distribution of Tc and allows observation of dynamic
fluctuations.
Figure 4(a) also shows v00 maps at different tempera-
tures. These images, which reflect the local distribution of
the dissipative component of the susceptibility related to the
vortex viscosity, exhibit the structure that is similar to that of
v0. Similarly, Fig. 4(b) shows that the time traces of v00
exhibit telegraph like noise that resembles those of v0. This
demonstrates that the imaginary component of v can also be
used as a tool to analyze the local aspects of superconductiv-
ity near criticality.
To conclude, we demonstrate that the scanning
SQUID provides a unique means to study local fluctuation
phenomena close to criticality which is not accessible in a
global measurement. Apparently, even for the conventional
BCS superconductor, Nb, the measurements provide a
number of unforeseen (though logical) results such as the
quantized decrease in susceptibility to zero close to the
transition with step magnitudes of single fluxoids, and the
spread of fluctuation times observed in a single sample.
We expect this method to serve as a powerful analysis tool
for fluctuations in more complicated systems. One example
is the study of quantum fluctuations close to a quantum
critical point.22
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