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Evaluator? 2???? x1; x2??????????????????????????
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? E?????????????????? 3.3?????????
vˆc = E(x1; x2jE) (3.3)
?????????????????????????????????vc? 0???
1????????? x1; x2??????????? v1; v2?????? 3.4??????
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LE =  vc log(vˆc)   (1   vc) log(1   vˆc) (3.5)
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LG =   log(vˆc;G) (3.8)
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? 4.1: Evaluator???
???? ???? ???? stride padding batch ????? Dropout
??? norm
?? 64  64  3 - - - - - -
Convolution 32  32  64 4  4 2  2 X  Leaky ReLU 0:5
Convolution 16  16  128 4  4 2  2 X X Leaky ReLU 0:5
Convolution 8  8  256 4  4 2  2 X X Leaky ReLU 0:5
Convolution 1  1  257 8  8 1  1   ???? 
?????? 1  1  514 - - - - - -
??? 1  1  512 - - X X Leaky ReLU 0:5
??? 1  1  512 - - X X Leaky ReLU 0:5
??? 1  1  1 - - X  Sigmoid 
?? 1  1  1 - - - - - -
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? 4.2: Generator???
???? ???? ???? stride padding batch ?????
??? norm
?? 64  64  3 - - - - -
Convolution 32  32  64 4  4 2  2 X  Leaky ReLU
Convolution 16  16  128 4  4 2  2 X X Leaky ReLU
Convolution 8  8  256 4  4 2  2 X X Leaky ReLU
Convolution 4  4  512 4  4 2  2 X X Leaky ReLU
Avelage Pooling 1  1  512 4  4 1  1   -
??? 1  1  512 - -  X Leaky ReLU
??? 1  1  1 - -   exp
????? 64  64  3 - - - - -




Leaky ReLU Slope 0:2
????? Adam[15]
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