This paper stresses the role of co-coercivity and related notions in the convergence of iterative schemes for solving monotone, but not necessarily strongly or even strictly monotone variational inequalities. The analysis will be conducted within the conceptual framework of the \auxiliary problem principle".
Introduction
Let C denote a nonempty, closed, convex subset of R n , F a continuous mapping from C into R n and f a continuous convex function from C into R. We say that a point x is a solution of the variational inequality VIP if it satis es VIP :
hF(x ); x ? x i + f(x) ? f(x ) 0 8x 2 C; (1) where h ; i denotes the standard dot product in R n . Throughout the paper, we assume that the mapping F is monotone over C and that the function f is convex over C.
Various iterative schemes have been proposed for solving variational inequalities. The interested reader may consult the survey of Harker and Pang 6] for a good introduction to the subject. For several iterative methods, the convergence proof requires the mapping F to be strongly monotone over C. Recently, Tseng 11] and Marcotte and Wu 8] studied the convergence of iterative processes when the mapping F is a ne and co-coercive. It is the main purpose of the current paper to investigate iterative schemes for solving nonlinear variational inequalities under the co-coercivity assumption. The paper will proceed as follows: Various properties of co-coercive mappings are introduced in section 2; in section 3 we address the global convergence of a very general iterative scheme; in section 4 we study a variant of the iterative scheme introduced in section 3 and consider various realizations of this method. In particular we will stress the relationships with asymmetric projection methods and consider its application to the tra c equilibrium problem. Next we introduce the notion of partial co-coercivity that will prove useful in the analysis of algorithms for solving systems of variational inequalities. Finally we will propose a primal-dual realization of our general algorithmic framework.
Co-coercive mappings and their properties
In the paper we will denote by kxk B the norm induced by the positive de nite matrix B, i.e. kxk B = hBx; xi 1=2 : Also, kxk 2 will denote the standard norm in R n . For any vector norm k k, the corresponding matrix norm is kAk = max kxk=1 kAxk:
De nition 1 The mapping F is co-coercive on C if there exists a positive constant such that hF(y) ? F(x); y ? xi kF(y) ? F(x)k 2 (2) for all x, y in C.
It is clear that co-coercive mappings are monotone, but not necessarily strongly monotone (consider a constant mapping). Conversely, strongly monotone and Lipschitz continuous mappings are co-coercive, and it follows that co-coercivity is an intermediate concept that lies between simple and strong monotonicity.
The sum of co-coercive mappings is trivially co-coercive. As shown below, co-coercivity is also preserved under a ne transformations, which include scalings and translations as particular cases. Proof. Straightforward from the de nitions.
2 As shown by Marcotte and Wu 8], a su cient condition for a mapping F to be co-coercive on a closed convex set C is that the Jacobian F 0 (x) and the square of the Jacobian F 0 (x) 2 be both positive semide nite on C.
In the a ne case, the concept of co-coercivity can be related to that of psd-plus matrices.
By de nition, a matrix M is psd-plus if it is positive semide nite, and Mx = 0 whenever hMx; xi = 0. Recently, Luo and Tseng 7] and the mapping Mx is co-coercive on R n . 2 3 A general iterative scheme
The co-coercivity condition can be used to analyze the convergence behavior of iterative schemes based upon the auxiliary problem framework developed by Cohen 4] . The following lemma will be required in our analysis.
Lemma 1 Let h be a continuously di erentiable function de ned on a convex subset C of R n . We now introduce the basic algorithmic framework. From now on, we assume that the solution set of VIP is nonempty. Let be a positive parameter and consider, for a given iterate x k , the auxiliary VIP that consists in nding a point x k+1 that satis es the variational inequality h F(x k ) + ?(x k+1 ) ? ?(x k ); x ? x k+1 i + (f(x) ? f(x k+1 )) 0 8x 2 C; (5) where ? is a mapping approximating the mapping F.
If we select ? to be a gradient mapping, e.g., ?(x) = h 0 (x), we have the following conver-
Theorem 1 Let F be co-coercive over C (with modulus ) and ? = h 0 . Let h be strongly convex over C (with modulus b) and its derivative h 0 be Lipschitz continuous over C (with Lipschitz constant B). Then there exists a unique solution x k+1 to (5) . If in addition we take 0 < < 2b , then the sequence fx k g is bounded and converges to a solution of the VIP.
Proof. Since the function h is strongly convex over C, the solution x k+1 of (5) is unique. Let x denote any xed solution of the original variational inequality VIP and consider, for x in C, the function (x) = h(x ) ? h(x) ? hh 0 (x); x ? xi (b=2)kx ? x k 2 ; where the last inequality follows from the strong monotonicity of h 0 . We have:
where the second term of the inequality is obtained by setting x = x in equation (5). If we set x = x k+1 in (1) and combine (1) and (7), we obtain If x k+1 = x k , it is easily shown that x k is a solution of the variational inequality. Otherwise, the assumption < 2b implies that the sequence (x k ) ? (x k+1 ) is nonnegative, and we must have: lim
Furthermore, since kx k ? x k 2 (2=b) (x k ) and the sequence f (x k )g is decreasing, we can a rm that the sequence fx k g is bounded. Let x be any cluster point of the sequence fx k g. taking the limit in (5), we conclude that x is a solution of the variational inequality. If we replace x by x, the above analysis remains valid for x and its associated metric function . The sequence f (x k )g still strictly decreases and, from Lemma 3.1, we have:
This shows that the sequence (x k ) converges to zero. This result, together with the inequality (x k ) b 2 kx k ? xk 2 allows us to conclude that the entire sequence fx k g converges to x. 2
Remark 1 The previous convergence result constitutes an extension of Cohen's result to the co-coercive case. Cohen 4] gave an example, involving a monotone mapping F, where the iterative method did not converge. In his example, however, the mapping F failed to be cocoercive.
Remark 2 A related algorithm has been studied in Mataoui 10] in the case f = 0, where the author only proved the existence of a convergent subsequence.
From a practical point of view, the solution of the auxiliary variational inequality cannot be obtained in closed form, and a trade-o has to be achieved between the amount of work spent on solving the auxiliary problem and the accuracy of the corresponding solution. More precisely one can, at step k, nd an approximate solution of the auxiliary problem, i.e. a point x k+1 of C satisfying h F(x k ) + h 0 (x k+1 ) ? h 0 (x k ); x ? x k+1 i + (f(x) ? f(x k+1 )) ? k 8x 2 C 0 ; (8) where k is a positive number. If C is bounded we let C 0 = C. Otherwise, we de ne C 0 = C \ fxjkxk Rg where R is a suitably large constant. Although such a number always exists (recall that the sequence fkx k ? x kg is bounded), it could be di cult to estimate in practice.
One possibility is to update R whenever the sequence of iterates converges to a non equilibrium point at the boundary of the set C 0 .
Theorem 2 
Then there exists a unique solution x k+1 to (9) . Also the sequence fx k g is bounded and converges to a solution of VIP.
Proof. Let 2 ] kx k ? x k+1 k 2 : As in the preceding proofs, the sequence f (x k )g is nonnegative, strictly decreasing (unless x k+1 = x k ) and must therefore converge. The inequality (x k ) b 2 kx k ? x k 2 G holds for all solutions x to VIP and implies (i) that the sequence fx k g is bounded (ii) that the sequence kx k+1 ? x k k converges to zero. The proof of convergence of the entire sequence to a unique solution uses the same arguments as the proof of Theorem 1. 
Decomposition
The preceding result is important. Indeed it allows the decomposition of monotone, but not necessarily co-coercive, variational inequalities. In particular, assume that F can be expressed as the sum of a co-coercive mapping F 1 and a monotone mapping F 2 . If we set ? 1 = F 2 in the modi ed auxiliary problem method, x k+1 is then characterized as the solution to the auxiliary variational inequality h (F 1 (x k ) + F 2 (x k+1 )) + ? 2 (x k+1 ) ? ? 2 (x k ); x ? x k+1 i + (f(x) ? f(x k+1 )) 0 8x 2 C: If F 2 happens to be symmetric or separable, the above auxiliary problem is easier to solve than the original variational inequality.
Since any monotone mapping can be expressed as the sum of the zero mapping (which is trivially co-coercive) and itself, we recover as a special instance the general proximal variational inequality h F(x k+1 ) + ? 2 (x k+1 ) ? ? 2 (x k ); x ? x k+1 i + (f(x) ? f(x k+1 )) 0 8x 2 C: If, more speci cally, f(x) = 0 and we take ? 2 (x) = x then we recover Martinet's regularization method 9] as a special case of our general method.
Relation to the asymmetric projection algorithm
Let f = 0, let D be an n n positive de nite matrix and consider the algorithm where, at iteration k, the original variational inequality is approximated by the a ne, but not necessarily symmetric, variational inequality:
hF(x k ) + D(x k+1 ? x k ); x ? x k+1 i 0 8x 2 C: (12) Tseng 11] showed that the convergence of this algorithmic scheme followed from general convergence conditions given by Gabay 
Application to the tra c equilibrium problem
Let A be a matrix representing the arc-path incidence relationships over a multicommodity network. In this case, the feasible set C assumes the very simple form: where > 0, D is a positive de nite, symmetric matrix and Proj D denotes the projection operator over the set C with respect to the norm induced by the matrix D. Under the assumptions that C be a polyhedral set, F be strongly monotone, Lipschitz continuous on C and be su ciently small, they proved the convergence of the above projection algorithm. Their method clearly ts into our general framework, and convergence follows directly from the co-coercivity of the mapping A t F(Ax), which in general is not strongly monotone. In our analysis, the set C is only required to be a general convex set, not necessarily a polyhedron.
Partially co-coercive mappings and systems of variational inequalities
In this section we consider the system of variational inequalities hF 1 (x ; y ); x ? x i 0 8x 2 C x (16) hF 2 (x ; y ); y ? y i 0 8y 2 C y ;
where C x (respectively C y ) is a nonempty, closed convex subset of R n (respectively R m ) and F 1 , F 2 are continuous mappings from C x C y into R n and R m , respectively. Furthermore, assume that F 1 (x; y) is strongly monotone on C x with respect to the variable x, and denote by y its modulus.
De nition 2 The mapping F(x; y) = (F 1 (x; y); F 2 (x; y)) is partially co-coercive if for any x 1 ; x 2 2 C x and any y 1 ; y 2 
where the gradient h 0 is strongly monotone (with modulus b) over C y , and Lipschitz continuous over C y with constant L.
Theorem 4 Let F 1 be strongly monotone on C x with respect to the variable x with modulus y , F = (F 1 ; F 2 ) be partially co-coercive with modulus and either (i) y is independent of y or (ii) F 1 (x; y) is Lipschitz continuous in y and its Lipschitz constant is independent of x. Then the sequence f(x k ; y k )g generated by the algorithm converges to a solution of the system (16)-(17) whenever 0 < < 2b .
Proof. Let (x ; y ) be any xed solution of the variational system (17)- (18) Since < 2b , (y k ) ? (y k+1 ) is positive and the sequence f (y k )g, which is strictly decreasing unless y k = y k+1 , must converge to some number. Now, the facts that (y k ) b 2 ky k ? y k 2 and fy k g is bounded imply that ky k+1 ? y k k converges to zero. Thus there exists a subsequence fy k 0 g which converges to some limit point y of C y . Now let x(y) satisfy the variational inequality hF 1 (x(y); y); x ? x(y)i 0 8x 2 C x :
and let x = x( y). The above convergence analysis holds for any solution (x ; y ) of the system of variational inequalities. Taking (x ; y ) = ( x; y), we can prove that the entire sequence f(x k ; y k )g converges to ( x; y). Using the Lipschitz constant L of h 0 , we can indeed write b 2 k y ? y k k 2 (y k ) 1
2 Lk y ? y k k 2 : This, together with the convergence of the sequence y k 0 to y, implies that the entire sequence fy k g converges to y. Then it follows from the continuity of x(y) that the entire sequence fx k+1 g converges to x. 2
Although the above method can be applied to any asymmetric variational inequality satisfying the partial co-coercivity condition, it is more speci cally suited to problems that are \partially" asymmetric, i.e. where the mapping F 1 is a gradient mapping, in which case (20) reduces to an optimization problem.
A primal-dual framework
In this section we consider the variational inequality hF(x ); x ? x i 0 8x 2 E = C \ fx 2 R n jB(x) 0g (23) where C is a nonempty closed convex subset of R n , F is strongly monotone (with modulus a) on E and B(x) = (f 1 (x); f 2 (x); : : :; f m (x)) is a constraint mapping explicitly de ned by the convex, Lipschitz continuous and continuously di erentiable functions f i , i = 1; : : :; m. Assume that there exists x 0 2 C such that f i (x 0 ) < 0, i = 1; :::; m (Slater's constraint quali cation). which implies that the mapping ? is partially co-coercive. We can apply the iterate 
In particular, if we take h(y) = kyk 2 =2, the solution of the auxiliary variational inequality is given by the closed form expression y k+1 = maxf0; y k + B(x k+1 )g (29) and our algorithm reduces to a Uzawa type method (see Bensoussan, Lions and Temam 2]).
If F and rB are separable our primal-dual algorithm lends itself naturally to decomposition. Otherwise, decomposition can still be achieved by applying the auxiliary problem technique to the pair of variational inequalities (24)-(25).
