Automatic segmentation and classification of the reflected laser dots during analytic measurement of mirror surfaces  by Wang, ZhenZhou
Optics and Lasers in Engineering 83 (2016) 10–22Contents lists available at ScienceDirectOptics and Lasers in Engineeringhttp://d
0143-81
E-mjournal homepage: www.elsevier.com/locate/optlasengAutomatic segmentation and classiﬁcation of the reﬂected laser dots
during analytic measurement of mirror surfaces
ZhenZhou Wang
State Key Labs for Robotics, Shenang Institute of Automation, Chinese Academy of Sciences, No. 114 Nanta Street, Shenhe District, Shenyang, Liaoning
Province, PR Chinaa r t i c l e i n f o
Article history:
Received 6 January 2016
Received in revised form
20 February 2016
Accepted 28 February 2016
Available online 22 March 2016
Keywords:
Image processing
Image enhancement
Segmentation
Classiﬁcationx.doi.org/10.1016/j.optlaseng.2016.02.025
66/& 2016 The Author. Published by Elsevier L
ail address: zzwangsia@yahoo.coma b s t r a c t
In the past research, we have proposed a one-shot-projection method for analytic measurement of the
shapes of the mirror surfaces, which utilizes the information of two captured laser dots patterns to
reconstruct the mirror surfaces. Yet, the automatic image processing algorithms to extract the laser dots
patterns have not been addressed. In this paper, a series of automatic image processing algorithms are
proposed to segment and classify the projected laser dots robustly and efﬁciently during measuring the
shapes of mirror surfaces and each algorithm is indispensible for the ﬁnally achieved accuracy. Firstly, the
captured image is modeled and ﬁltered by the designed frequency domain ﬁlter. Then, it is segmented by
a robust threshold selection method. A novel iterative erosion method is proposed to separate connected
dots. Novel methods to remove noise blob and retrieve missing dots are also proposed. An effective
registration method is used to help to select the used SNF laser and the dot generation pattern by
analyzing if the dot pattern obeys the principle of central projection well. Experimental results veriﬁed
the effectiveness of all the proposed algorithms.
& 2016 The Author. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Image processing algorithms play fundamental roles in many
intelligent vision systems to extract useful information from the
visual scenes. It is believed that image processing and machine
vision techniques will lead the development of the next generation
intelligent robotic machines since human beings recognize the sur-
rounding environments mainly based on the visual information
obtained by eyes and processed by the brain. Image processing
algorithms are the fundamental techniques to guarantee the mea-
surement accuracy for many proﬁlometries. For instance, the
method proposed in [1] needs automatic image processing algo-
rithms to segment and classify the projected laser dots robustly. In
[1], the 3D shape of the mirror is measured accurately with analytic
solutions by the proposed method that uses three cameras to cap-
ture the projected laser patterns and calculates the coordinates of
the mirror surface based on the segmented and classiﬁed laser
patterns. Thus, the accuracy of the image processing results of the
laser patterns is fundamental to the 3D reconstruction accuracy of
the mirror shape. However, the important image processing issue is
not addressed fully in [1]. As supplementary, we propose a series of
automatic image processing algorithms in this paper to segment,td. This is an open access article uclassify and register the three laser patterns robustly and efﬁciently
for the on line measurement system proposed in [1].
To obtain as much surface information as possible, the used
laser pattern in [1] was designed to contain as many laser points as
possible by considering two facts. Firstly, the size of the projected
pattern should be small to guarantee they are captured fully by the
imaging planes. Secondly, the laser dots contained in the pattern
should be distinguishable from each other. As can be seen, it is
difﬁcult to make these facts simultaneously true. As a result, the
captured laser dots are usually fuzzy because the close distance
could not avoid the great optical interaction between each other.
The fuzziness becomes most severe during the system calibration
stage when the laser dots are closest to each other. Since the
accuracy of system calibration determines the 3D reconstruction
accuracy, coming up with robust image processing algorithms
becomes important and challenging.
To understand the captured image better, we modeled the
image with the assumption that the laser center is an ideal point
light source. From the model, we found that the intensity of the
laser dots distributed unevenly and inverse to their squared
Euclidean distances to the laser center. To remove the image fuz-
ziness and intensity unevenness, we proposed a frequency domain
ﬁlter for image quality enhancement. To segment the laser dots
from the background accurately, we propose an effective threshold
selection method instead of trying and testing so many state of art
segmentation methods [2–14]. To separate the connected lasernder the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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niﬁcantly more accurate than the well known ultimate erosion
method [15]. In addition, effective methods are also proposed to
remove the noise blobs, retrieve missing laser dots and register the
laser dots from different views. Finally, the two patterns in dif-
ferent camera views are registered efﬁciently and robustly based
on the line and column information instead of the complex geo-
metrical information of the image. All the proposed algorithms are
veriﬁed by the on line captured images.
This paper is organized as follows. Section 2 describes the
proposed image processing algorithms with illustrative results. To
analyze if the identiﬁed pattern obeys central projection, a novelFig. 1. Demonstration of image ﬁltering effect; (a) original image; (b) ﬁltered image in sp
component shifted to the center; (d) the line proﬁle of the center spectrum of the desigmethod was proposed to register the identiﬁed pattern with an
ideal pattern in Section 3. In Section 4, experimental results are
shown and discussions are given. Section 5 concludes the paper.2. Proposed image processing algorithms
A series of image processing algorithms are proposed in this
section to segment and classify the laser dots robustly and
efﬁciently.atial domain; (c) the line proﬁle of the center spectrum after FFT and zero frequency
ned ﬁlter; (e) designed low pass ﬁlter; and (f) ﬁltered image in frequency domain.
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The center of the laser generator could be treated as an ideal
point light source and thus the intensities of the imaged laser dots
on the imaging planes are affected by their distances to the center
of the laser center. The surface brightness Ib of a speciﬁc position
pðx; yÞ on the imaging plane caused by the laser is modeled by the
following equation:
Ibðx; yÞ ¼
βðx; yÞC I!0
  N!  cos α
r2
ð1Þ
where N
!
is the surface normal at position p, α is the angle
between the surface normal and the incident light, C denotes the
color value, r is the distance between the laser center and position
p, I0 denotes the brightness of laser center, and βðx; yÞ denotes the
light scattering coefﬁcient at ðx; yÞ by the laser illumination.
From the above model, it is seen that the intensities of the laser
dots are uneven and inverse to their squared Euclidean distances
to the laser center. In addition, the laser scattering coefﬁcient
βðx; yÞ makes them appear fuzzy. To segment this type of fuzzy
gray images, threshold selection methods are better choices
because the fuzzy edges and the great number of laser dots would
fail many well-known image segmentation and time-consuming
methods. However, the unevenly distributed intensities of the
laser dots make segmentation by applying a global threshold
directly on the original images fail. Hence, we need to enhance the
image quality and remove the uneven intensity distribution
caused by the distances before applying the threshold selection
method.
2.2. Image ﬁltering
One of the captured laser dot patterns was shown in Fig. 1(a).
The laser dots, especially the bottom parts appear much fuzzy,
which was caused by the close distances. To enhance the image
quality, we use the image ﬁlters [4].
There are two major ways for image ﬁltering, (1), spatial
domain ﬁltering and (2), frequency domain ﬁltering. For the spa-
tial domain ﬁlters, the Gaussian weighted kernel moving average
ﬁlter is very popular and it is formulated as
hðx; yÞ ¼ 1
σ
ﬃﬃﬃﬃﬃﬃ
2π
p exp ðxμxÞ
2þðyμyÞ2
2σ2
 !
ð2Þ
where ðμx;μyÞ is the coordinate of the center pixel in the kernel. σ
is the variance of the kernel pixels. The ﬁltered image is shown in
Fig. 1(b). It is seen that the laser dots remain fuzzy although their
visibility was improved. In addition, the unevenness of the
intensity from the top to the bottom becomes more obvious. The
fuzziness of the image corresponds to the low frequency part of
the frequency domain because of their slow change rate across the
image. Similarly, the change of the intensity unevenness across the
image is also very slow, which also corresponds to the low fre-
quency part in the frequency domain. The fast Fourier Transfor-
mation is applied to the image to obtain the spectrum. After the
zero-frequency component is shifted to the center of spectrum,
the line proﬁle of the center spectrum is shown in Fig. 1(c).
According to its line proﬁle, a low pass ﬁlter with the line proﬁle of
the center spectrum shown in Fig. 1(d) was designed to eliminate
the high frequency parts of the spectrum and it is formulated as
Fðf x; f yÞ ¼ ðf x f xcÞ2þðf y f ycÞ2
 1=4
ð3Þ
where ðf xc; f ycÞ denotes the center of the image in the frequency
domain after Fourier transformation and ðf x; f yÞ denotes the fre-
quency component that meets the condition ðf x f xcÞ2þðf y f ycÞ2o9000. Fig. 1(e) shows the designed ﬁlter and Fig. 1
(f) shows the ﬁltering result with this designed ﬁlter. It is seen that
the clarity of the laser dot is improved signiﬁcantly which veriﬁes
the effectiveness of the proposed frequency domain ﬁlter in
removing the fuzziness and intensity unevenness of the captured
images.2.3. Image segmentation
After the image was ﬁltered, the subsequent processing is
image segmentation which is most critical and challenging due to
the large amount laser dots with different imaging quality. In [16],
a threshold selection method was proposed to segment the
reﬂected laser lines, which had been proved to be more accurate
than other state of art threshold selection methods [2–14] in
separating the objects from the background as complete as pos-
sible. Compared to the research in [16], there are major differences
between the captured images and the purpose of segmentation. In
[16], the laser line was large and only three or ﬁve lines with
similar quality exist. The purpose of the segmentation was to
separate the laser lines as complete as possible from the back-
ground. Different from [16], the laser dots are smaller with sig-
niﬁcantly different quality determined by the neighboring dis-
tances. All the laser dots need to be segmented accurately and
separated from each other with one global threshold. When the
proposed threshold selection method was applied directly on the
ﬁltered image, the segmentation results were unacceptable as
shown in Fig. 2(a) and (b). However, the segmentation results
veriﬁed the effectiveness of the proposed threshold selection
method in [16] further in separating the object from the back-
ground as a whole as complete as possible.
In [16], the histogram is smoothed by a low pass ﬁlter with a
bandwidth of 10 which retains a great deal of image details. These
image details belong to the laser dots for this class of the image
and these details connect the dots as a whole. As a result, the
segmentation results appear to be one complete object.
To separate the laser dots from each other accurately, much less
image details should be kept and hence the sketchy histogramwas
used for threshold selection in this research work. The sketchy
histogram was obtained by a low pass ﬁlter with a bandwidth of
2 that only retains the DC value and the ﬁrst component of the
Fourier transformation. The modiﬁed threshold selection method
are as follows.
Firstly, we re-arrange the gray-scales in the interval [1,255] and
compute the normalized histogram distribution PðxÞ of the image:
Pðx¼ iÞ ¼Ni
Nj
; i¼ 1;…;255; j¼ arg max
~J A 1;255½ 
N~J ð4Þ
where Ni denotes the frequency of the gray-scale i and Nj denotes
the maximum frequency which occurs at j in the interval ½1;255.
Secondly, we transform the normalized histogram, PðxÞ into the
frequency domain by the Discrete Fourier Transform (DFT):
FðkÞ ¼
X255
x ¼ 1
PðxÞe i2πkx255 ; k¼ 1;…;255 ð5Þ
Thirdly, we choose the DC part and the ﬁrst component of the
frequency transformation by the following equation:
F
0 ðkÞ ¼
FðkÞ; k¼ 1;2;
FðkÞ; k¼ 254;255;
0; k¼ 3;…;253
8><
>: ð6Þ
Fig. 2. Segmentation results by the threshold selection method in [16] (a) segmentation result of spatial domain ﬁltered image; (b) segmentation result of frequency domain
ﬁltered image; (c) threshold selection process for the spatial domain ﬁltered image; and (d) threshold selection process for the frequency domain ﬁltered image.
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space–time domain and get the ﬁltered histogram.
P0ðxÞ ¼ 1
T
X255
k ¼ 1
F 0ðkÞe i2πxk255 ; x¼ 1;…;255 ð7Þ
P
0 ðxÞ is the smoothed histogram distribution.
There are two slopes for each point on the smoothed histogram
distribution, P
0 ðxÞ. One is on the left and the other is on the right.
They are computed respectively by two line models that are ﬁtted
with N adjacent points on each side. The line model is formulated
as:
yi ¼ axiþb ð8Þ
½a; bT ¼ ðBTBÞ1BTY ð9Þ
B¼
x1 1
x2 1
⋮ ⋮
xN 1
2
6664
3
7775 ð10Þ
Y ¼ ½y1; y2;…; yN T ð11Þ
The slopes arightðiÞ and aleftðiÞ at point i are obtained from Eq. (9)
and its difference is then computed as:
sðiÞ ¼ arightðiÞaleftðiÞ; i¼Nþ1;…;255N ð12Þ
We deﬁne the continuous slope difference function, sðxÞ as the
slope difference distribution. To ﬁnd the valleys of the slopedifference distribution, we set the derivative of sðxÞ to zero.
dsðxÞ
dx
¼ 0 ð13Þ
Solving the above equation, both the valleys Vi; i¼ 1;…;Nv and
the peaks Pi; i¼ 1;…;Np of the slope difference distribution are
obtained. We select the valley Vi as the candidate threshold that
separates laser dots from the background. Since there are usually
more than one valley existing in the slope difference distribution,
the scheme to select the correct valley as the threshold becomes
important. We try all the available candidate thresholds ofﬂine and
determine which candidate threshold is the optimal threshold for
this speciﬁc type of images. It is found that the candidate
threshold occurring at the ﬁrst valley position is the optimal
threshold to separate the laser dots effectively from the back-
ground for this speciﬁc type of image. This process could be
treated as an ofﬂine calibration that ﬁnds the optimal threshold.
Another ofﬂine calibration process is to ﬁnd the optimal parameter
N for ﬁtting the line models. We tested all the reasonable numbers
from 3 to 60 on this type of laser dots images and found that the
numbers from 9 to 21 are the most effective parameters for the
histogram range from 1 to 255. We choose the average of them,15
as the optimal parameter.
We use the calibrated parameters to segment the laser dots and
Fig. 3 shows the segmentation results. As can be seen, the accuracy
is improved signiﬁcantly compared to that of Fig. 2. The separation
of the laser dots in (b) is signiﬁcantly better than that in (a), which
Fig. 3. Segmentation results by the modiﬁed threshold selection method (a) segmentation result of spatial domain ﬁltered image; (b) segmentation result of frequency
domain ﬁltered image; (c) threshold selection process for the spatial domain ﬁltered image; (d) threshold selection process for the frequency domain ﬁltered image.
Fig. 4. Results of noise blob elimination and parts mergence (a) binary image after noise blob elimination ; (b) binary image after parts mergence.
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the spatial domain ﬁlter.
2.4. Noise blobs elimination and parts mergence
After the image was segmented, there are noise blobs that
impede accurate clustering of the laser dots. Hence, they must be
eliminated in advance before the laser dots are classiﬁed. The
noise blob elimination algorithm contains the following steps:Step 1: Compute the area, Ai; i¼ 1;…;ND of each segmented
blob (laser dot or noise blob). Then the average area of all the blobs
is obtained as:
AT ¼
1
N
XND
i ¼ 1
Ai ð14Þ
where ND is the total number of the segmented blobs in the binary
image and Ai denotes the area of the ith segmented blob in the
binary image.
Fig. 5. Identiﬁed laser dots by iterative erosion (a) identiﬁed laser dots for the binary image shown in Fig. 4(b); (b) identiﬁed laser dots for another binary image with more
connected laser dots.
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morphological area opening [15].
Fig. 4(a) shows the image after noise blobs elimination. There
are situations in which one laser dot splits into two parts in the
segmented image as shown in Fig. 4(a). Accordingly, the parts
mergence algorithm is needed. The algorithm to connect split
parts is proposed as follows and it dilates the image twice to
connect the split parts with the following equation.
I1 ¼ I  B¼ zAEj ðBsÞz \ Iaϕ
  ð15Þ
Bs ¼ fxAEj xABg ð16Þ
B¼ fð0;0Þg ð17Þ
where E denotes the Euclidean space and I denotes the binary
image shown in Fig. 4(a). Fig. 4(b) shows the binary image after
parts mergence.
2.5. Separation of laser dots by iterative erosion
In the binary image shown in Fig. 4(b), there are situations in
which two neighboring laser dots are connected into one. To
accurately separate them, the following iterative morphological
erosion method is proposed.
Step 1: Initialization of the binary image as the image after
parts mergence.
Ib
1 ¼ I1 ð18Þ
Step 2: Compute an area threshold based on the binary image
after parts mergence.
TA ¼
1
N
XND
i ¼ 1
Ai ð19Þ
where Ai denotes the area of the ith laser dot in the binary image
I1.
Step 3: Use the structure element B to erode the laser dots
morphologically in Ib
i with the following equations.
Ib
0 ¼ Ibi⊝B¼ z Bð ÞzD Ibi
n o
ð20Þ
ðBÞz ¼ fcj c¼ aþz; aABg ð21Þ
where z is the translation vector.Step 4: Compute the union of all the separated laser dots based
on the area threshold.
Ic
iþ1 ¼ [ Cð~JÞ; ~J ¼ arg
j
areaðCðjÞÞoTA ð22Þ
Ib
iþ1 ¼ Ib0  Iciþ1 ð23Þ
TA is the area threshold to distinguish the separated laser dots
and the connected laser dots.
Step 5: Repeat step 3 and step 4 until the area of each seg-
mented laser dot is smaller than TA. Then all the separated laser
dots are formulated as:
Is ¼ [Ni ¼ 1Ici ð24Þ
After all the laser dots are identiﬁed, the coordinate ðxkc ; ykc Þ of
the center of kth laser dot is computed as:
xkc ¼
1
M
XM
j ¼ 1
xkj ð25Þ
ykc ¼
1
M
XM
j ¼ 1
ykj ð26Þ
where j denotes the pixel index of the segmented laser dot and M
is the total number of pixels contained in the segmented laser dot.
Fig. 5 shows the results of the identiﬁed laser dots by the
proposed iterative erosion method. Fig. 5(a) shows the results for
the binary image shown in Fig. 4(b). As can be seen, most con-
nected laser dots are separated successfully. Fig. 5(b) shows
another binary image with all the connected laser dots separated
successfully.
The proposed iterative erosion method is signiﬁcantly better
than the well-known ultimate erosion method [15]. Given two sets
A and B, BDA, the union of the connected components of A that
have a nonempty intersection with B is denoted as ρAðBÞ. The
ultimate erosion for the set X of overlapping convex components is
deﬁned as:
Ult Xð Þ ¼ ⋃
nϵN
½ðX⊖nBÞ=ρX⊖nB X⊖ðnþ1ÞBð Þ ð27Þ
Two facts make the ultimate erosion fail in segmenting the
connected laser dots. Firstly, not all the segmented laser dots are
convex. Thus, the ultimate erosion will produce more seeds than
the actual number if no area threshold is used to constrain the
erosion process. Secondly, ultimate erosion could not distinguish
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clutter seeds will be detected if applying ultimate erosion directly.2.6. Retrieval of missing laser dots and clustering
From Fig. 5(a), it is seen that some laser dots at the bottom
parts of the binary image are missing due to the poor quality of the
captured image. To retrieve them, the following retrieval algo-
rithm is proposed:
Step 1: Sort the y coordinates of all the laser dots and then
calculates their y coordinate differences. Fig. 6 shows the computed
y coordinate differences for the identiﬁed laser dots in Fig. 5(a).
There are 18 peaks caused by the change of lines.
Step 2: Detect the 18 peaks caused by the change of lines and
divide the laser dots into 19 groups (lines).
Step 3: For each horizontal line, compute its equation by ﬁtting
all the laser dots belonging to the line (group) as follows:
ykc ¼ aixkcþbi ð28Þ
½ai; biT ¼ ðBiTBiÞ1BiTYi ð29ÞFig. 6. The y coordinate differences for the detection of line change.
Fig. 7. The identiﬁed and classiﬁed laser dots (a) calculated laser dots in green ovBi ¼
x1c 1
x2c 1
⋮ ⋮
xNic 1
2
66664
3
77775 ð30Þ
Yi ¼ ½y1c ; y2c ;…; yNic T ð31Þ
where i denotes the index of lines and Ni denotes the number of
the laser dots contained in the ith line.
Step 4: If the horizontal line contains 19 laser dots, set this line
as the candidate line for computing the vertical lines.
Step 5: Compute the equations of the 19 vertical lines with the
laser dots in the candidate line. The index of the laser dot in the
candidate line determines which vertical line this laser dot belongs
to. The equations are formulated the same as (Eqs. (28)–31).
Step 6: Compute the intersections of the horizontal lines and
vertical lines and these intersections are the ﬁnal coordinates of
the laser dots, which are clustered line by line horizontally.
Fig. 7(a) shows the ﬁnally computed intersections denoted in
green overlaying the binary image shown in Fig. 5(a). Fig. 7(b) shows
the ﬁnally identiﬁed and classiﬁed laser dots based on the horizontal
lines they belong to.erlaying the binary image shown in Fig. 5(a) and (b) the classiﬁed laser dots.
Fig. 8. The diagram of the proposed method in [1].
Fig. 9. Modeling results for laser pattern captured with zoom in view (a) original laser pattern image; (b) segmented laser pattern with identiﬁed coordinates overlaying on
it (c) comparison of the segmented dots and modeled dots in x coordinate; (d) comparison of the segmented dots and modeled dots in y coordinate; (e) the absolute
differences of the x coordinates between the modeled points and the original points; (f) the absolute differences of the y coordinates between the modeled points and the
original points; (g) comparison of the segmented dots and modeled dots in three dimension.
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Fig. 10. Modeled laser dots against the segmented laser dots (a) comparison of the segmented dots and modeled dots in three dimension; (b) comparison of the segmented
dots and modeled dots in x coordinate; (c) comparison of the segmented dots and modeled dots in y coordinate; (e) the absolute differences of the x coordinates between the
modeled points and the original points; and (f) the absolute differences of the y coordinates between the modeled points and the original points.
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Fig. 8 shows the diagram of the proposed method in [1] and the
laser pattern is projected and captured by three cameras. The
projected pattern was treated as the imaging pattern in the virtual
camera whose center is at C 0 and the equations of the two diffusive
planes, p2 and p3 are computed based on the virtual camera and
two real cameras. Since the camera obeys the principle of central
projection, it thus requires the projected laser pattern to obey
central projection too. Or large errors will occur for the equations
computed from non-central projection. Although the leastdeformation principle has been proposed in [1] to successfully
rectify the equation errors, it requires great effort and time for the
practical implementation. For example, it took about 20 h for the
controlled searching in the three dimensions one by one inde-
pendently. It took months or longer to search in three dimensions
altogether blindly. Hence, it is necessary to check if the projected
laser pattern meets the requirement of central projection after it is
segmented and classiﬁed.
To test if the segmented pattern obeys central projection or not,
a ﬂexible modeling algorithm is used to register the projected
pattern with an ideal pattern. If the two patterns match well, it
Fig. 11. Processed results of patterns captured by the other two cameras (a) original laser pattern image; (b) identiﬁed and classiﬁed laser dots; (c) original laser pattern
image; and (d) identiﬁed and classiﬁed laser dots.
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The ideal pattern was generated based on the parameters provided
by the SNF laser vendor. The registration method contains the
following steps:
Step 1: we assign an additional z coordinates to the identiﬁed
laser dots to make them three-dimensional and assign an arbitrary
projection center Cðxc; yc; zcÞ to be the center of the virtual camera.
The unit of the laser dots are chosen as pixel and the assigned z
coordinates are chosen as 0 for computation convenience. From
the assigned projection center to each laser dot, the laser ray is
modeled as:
xxc
xixc
¼ yyc
yiyc
¼ zzc
zizc
¼ ti ð32Þ
where ðxi; yi; ziÞ is the ith laser dot in the identiﬁed pattern.
Step 2: we use the plane axþbyþcz¼ 1 to intercept the
modeled laser rays and compute the distances between the center
laser dots and other laser dots around it.
dmi ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðxmi xm0 Þ2þðymi ym0 Þ2
q
ð33Þ
Step 3: we generate the ideal pattern with equal distances for
all the horizontally neighboring and vertically neighboring dots
based on the vendor provided information. We then compute the
distances between the center dot and other dots around it by the
following equation.
dpi ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðxpi x
p
0Þ2þðypi y
p
0Þ2
q
ð34ÞStep 4: we compute the total difference of all the distances by
the following equation.
Δd¼
X
Δdi ¼
X
dmi dpi
  ð35Þ
Step 5: we compute the optimal interception plane Pða; b; cÞ
that makes Δd minimum.
P ¼ arg min
P
Δd ð36Þ
After the optimal plane is determined, the interception points
are determined. However, all these interception points are com-
puted in virtual coordinate systems instead of the world coordi-
nate system. A registration is thus required to transform the
interception points from the virtual coordinate system into the
world coordinate system. We use the least squared errors method
to register these two set of points by ﬁnding the transformation
matrix A that makes the sum of square errors, dγ minimum.
xpi
ypi
zpi
1
2
66664
3
77775¼ω
a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44
2
6664
3
7775
xmi
ymi
zmi
1
2
6664
3
7775 ð37Þ
dγ ¼
X44
i ¼ 1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðxpi x
p
i Þ2þðy
p
i y
p
i Þ2þðz
p
i z
p
i Þ2
q
ð38Þ
A ¼ arg min
A
dγ ð39Þ
Fig. 12. Processed results of one image captured by camera 2 (a) original image; (b) identiﬁed and segmented laser dots; (c) detection of line changes; and (d) classiﬁed
laser dots.
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Fig. 9 shows the modeling results of the projected laser pattern
with a zoom-in view. The center laser ray was kept out as the
reference point. It can be seen that the modeled pattern matches
the segmented pattern well, which indicates that the generated
ideal pattern based on the vendor provided parameters is correct.
Fig. 10 shows the results of modeling the segmented laser dots
in Fig. 7(b) with the same ideal pattern. If this laser obeys central
projection, the modeled pattern should also match the ideal pat-
tern well. Unfortunately, there are obvious mismatches, especially
in y coordinate as shown in (c). That indicates that the used laser is
not central projection and explains why the reconstruction in [1] is
distorted greatly and needs the least deformation principle to
rectify the error. For the imaging and measurement system
developed in [1], the used laser should be selected with the above
method in advance for better accuracy and efﬁciency. Unfortu-
nately, there is no such kind of method or knowledge at that time.4. Results and discussion
4.1. Experimental results
As shown in Fig. 8, the projected pattern was captured by three
cameras and hence three images need to be processed during the
calibration stage. Fig. 11 shows the processed results with the
proposed image processing algorithms in Section 2. Different lines
of the laser dots are denoted in different colors to distinguish from
each other. As can be seen, the laser dots are identiﬁed and clas-
siﬁed well. For 3D reconstruction, we use the index of the line and
the index of the laser dots in each line to register the laser dot in
three cameras.
During the on line measurement stage, camera 1 is not used
any more and the image processing algorithms become com-
pletely unsupervised. Figs. 12 and 13 show the image processing
results during 3D reconstruction of a dynamic mirror surface
(GTAW weld pool) on line. Fig. 12 shows the processing results of
the image captured by camera 2 and Fig. 13 shows the results of
the image captured by camera 3. The classiﬁcations of the laser
dots are based on the peaks of line changes. As shown in (c), there
are four peaks that indicate that there are ﬁve lines in the image.
They are classiﬁed in the intervals deﬁned by these peaks and the
results are shown in (d). As can be seen, the results are accurate
enough for the subsequent 3D reconstruction. Because the number
of laser dots are much less than the dots used during the cali-
bration stage and all the proposed image processing algorithms
Fig. 13. Processed results of the other image captured by camera 3 (a) original image; (b) identiﬁed and segmented laser dots; (c) detection of line changes; and (d) classiﬁed
laser dots.
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could achieve real time 3D reconstruction speed with the pro-
posed algorithms in this paper.4.2. Discussion
The major contributions of this paper include the following:
(1) As complementary to [1], a series of automatic image pro-
cessing algorithms are proposed to segment, identify and classify
the laser dots robustly and efﬁciently.
(2) The image is modeled and analyzed, based on which an
effective frequency domain ﬁlter is proposed to remove the
intensity unevenness and fuzziness as a whole.
(3) The proposed threshold selection method in this paper
could be calibrated for the optimal parameters and it is thus
superior to the method proposed in [16] in segmenting this type of
fuzzy images.
(4) An effective morphological iterative erosion method is
proposed to separate the connected laser dots robustly.
(5) The registration method is used to test if the projected
pattern is central projection or not, which is critical for the 3D
reconstruction accuracy and efﬁciency of the proposed method
and system in [1].
(6) Effective methods are also proposed to remove noise blob,
merge split parts and retrieve missing dots.Since measurement of the shape of the mirror is very impor-
tant in many industrial applications, e.g. welding manufacturing,
astronomical telescope mirror manufacturing and testing, thus the
research conducted in this paper is signiﬁcant.5. Conclusion
It is very important to measure the shape of mirror surface in
many industrial applications. For different proposed proﬁlome-
tries, the measurement accuracy is critical while all of them are
affected by the accuracy of image processing algorithms. As a
result, automatic image processing algorithms to extract the
required information accurately and efﬁciently become essential
for these proﬁlometries. To address this issue for our proposed
mirror proﬁlometry in the past research, we propose a series of
automatic image processing algorithms to segment, identify and
classify the laser dots robustly and efﬁciently for the 3D recon-
struction of mirror surfaces and experimental results veriﬁed their
effectiveness.References
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