In this paper we study the representations of loop Affine-Virasoro algebras. As they have canonical triangular decomposition,we define Verma modules and its irreducible quotients. We give necessary and sufficient condition for an irreducible highest weight module to have finite dimensional weight spaces. We prove that an irreducible integrable module is either an highest weight module or a lowest weight module whenever the canonical cental element acts non-trivially. At the end we construct Affine central operators for each integer and they commute with the action of the Affine Lie algebra.
Introduction
In recent times the loop algebras are gaining importance and several authors have studied the representations of loop algebras of a simple finite dimensional Lie Algebra. See [1, 15] and references there in. In the theory of Toroidal Lie algebras, the study of irreducible modules with finite dimensional weight spaces has been reduced to the study of modules for the loop affine Lie algebras [4] and [6] . On the other hand the semidirect product of Virasoro algebra and affine Lie algebra is very important and occurs in physics literature [12, 13] . They have been also studied from a mathematical point of view [8, 9, 10] . In fact Virasoro Algebra acts on any highest weight module of an affine Lie algebra except at critical level. See Chapter 12 of [11] and [14] . We do not have this at loop level. So in this paper we consider the loop algebra of the semidirect product of Virasoro and affine Lie algebra.
Let g be a simple finite dimensional Lie algebra andg be the corresponding affine Lie algebra (without the degree derivation). Let Vir be the Virasoro algebra and let τ be the semidirect product of V ir ⋉g. Now let A be associative commutative finitely generated algebra with unit. We consider the loop algebra τ (A) in this paper. The classical loop algebra is when A is a Laurent polynomial in one variale. When A is Laurent polynomial in several variables it is called multi loop algebra and they occur naturally in Toroidal Lie algebras [4] .
In this paper we consider general A in tune with the recent literature. We now explain the contents of the paper. There is a natural triangular decomposition of τ (A) induced from by the triangular decomposition of affine Lie algebra and Virasoro algebra. See (1.8) . Using this decomposition we define Verma modules and irreducible highest weight modules. The irreducible highest weight modules need not have finite dimensional weight spaces. In Proposition(1.1) we give a necessary and sufficient condition for an irreducible highest weight module to have finite dimensional weight spaces.
In Section 2 we define integrable modules and prove that any irreducible integrable module with finite dimensional weight spaces is an highest weight module or a lowest weight module when ever the canonical central element acts non-trivially (Proposition 2.1). In Theorem(2.2) and (2.3) we give a necessary and sufficient condition for an highest weight module to be integrable. Section 3, which is more challenging, we define a category O of τ (A) modules which includes Verma modules and its subquotients. We define Affine central operators which acts on objects of category O and commutes with the antion of g. These operators are very useful as it will allows us to understand the decomposition of τ (A) module with respect tog. We define the operators T r (a, b) for any r ∈ Z, a, b ∈ A and they are motivated by Sugawara operators but they are not Sugawara operators. See [5] where T 0 (a, b) is defined and more examples are worked out to show its effectiveness in decomposing a tensor product module.
Throughout the paper all vector spaces and tensor products are over complex numbers C. Z denotes the set of integers.
(1.1) Let g be any simple finite dimensional Lie Algebra.
CK be the corresponding affine Lie Algebra with Lie bracket
n ∈ Z and ( , ) be a non-degenerate symmetric bilinear form on g.
3)Then consider the Lie Algebra τ = V ir ⋊g with common center and Lie
(1.4) We fix a commutative associative finitely generator algebra A with unit.
For any Lie Algebra g ′ , let g ′ (A) = g ′ ⊗ A be a Lie algebra with obvious Lie bracket. Denote X(a) = X ⊗ a, X ∈ g ′ , a ∈ A. U (g ′ ) always denote the universal enveloping algebra.
(1.5) In this paper we study the Lie Algebra τ (A) and classify irreducible integrable modules for τ (A) with finite dimensional weight spaces and center K and non-trivially.
(1.6) For any ideal I of A define the radical ideal √ I = {a ∈ A | a n ∈ I, for some n > 0}. It is standard fact (see [6] ) that (1.7) In particular, for any Lie Algebra g ′ we have a surjective map g ′ ⊗A → g ′ (k-copies) and the kernel is g ′ ⊗ √ I.
(1.8) We now define a triangular decomposition for τ (A). Let h be Cartan subalgebra of g and leth
where
(1.9) Let ψ : τ 0 (A) → C be a linear map and consider the Verma module
Cv where Cv is a one dimensional representation of τ + (A) ⊕ τ 0 (A) and τ + (A) acts trivially and τ 0 (A) acts via ψ. By standard arguments it follows that M (ψ) has a unique irreducible quotient say V (ψ).
Clearly M (ψ) is weight module with respect toh =h CL 0 . M (ψ) does not have finite dimensional weight spaces whenever A is infinite dimensional. V (ψ) may have finite dimensional weight spaces depending on ψ. We will now investigate when V (ψ) has finite dimensional weight spaces. Proof. Suppose V (ψ) has finite dimensional weight spaces. As in the proof of Lemma 2.3 of [6] there exists a co-finite ideal of I 1 of A such thath(I 1 ))v = 0.
and as in [6] it is easy to prove I 2 is a co-finite idel of A.
which is also co-finite ideal of A by Lemma 2.2 of [6] . We havē h(I)) = 0. Now suppose there exists a co-finite ideal I of A such thath(I)) = 0.
We use the technique of [6] . We prove that X −α (I)v = 0, α > 0 by induction on the height of α. It is proved in the Proposition 2.4 of [6] that
The first term zero and the second term is zero by induction. This proves X −α (I)v is a highest weight vector for τ (A)
inside an irreducible module V (ψ). Thus proving X −α (I)v = 0. Now consider
which can be verified to be τ (A)-module. From above we know that v ∈ W . Hence W is a non-zero submodule of V (ψ) which means W = V (ψ). Thus it follows that τ (I)V (ψ) = 0. Now it is easy to see that V (ψ) has finite dimensional weight spaces as it is a module for τ (A/I). See [6] for details.
Integrable modules for non-zero level
In this section we define integrable modules for τ (A) and classify them when K acts non-trivially.
is called integrable if the following holds.
where X α is a root vector of g α and a ∈ A.
Proposition 2.1. Suppose V is an irreducible integrable module for τ (A).
Suppose the canonical central element K acts non-trivially. Then V is an highest weight module or a lowest weight module.
Proof. It is a standard fact that K acts by an integer in an integrable module.
We can assume K acts by a positive integer.
Now by arguments similar to the proof of Proposition 2.4 of [2] , it follows that V is a highest weight module. The proof in [2] is given only for Laurent polynomial algebra in several variables. But the proof works for any algebra A. See also [3] for similar result.
We will now classify integrable highest weight modules V (ψ). In other words we will indicate for what ψ the module V (ψ) is integrable. We already know that there is a co-finite Ideal I of A such that (h ⊗ I) = 0 since we are assuming the weight spaces are finite dimensional(see Proposition 1.1) We will now prove the converse. is integrable
Before proving the theorem we need few Lemmas.
Lemma 2.4. With above notation let
Proof. Suppose M is not irreducible forg(A), then there exists a highest weight vector w ∈ Cv. We can assume that w is of maximal weight.
claim: w is a highest weight for τ (A)
we need to prove that L n (a).w = 0 for n > 0 and a ∈ A. It is sufficient to check 
Letg be the i th copy of g. Then one can take V (λ i ) asg module generated by v. Further V (λ i ) is also module for 
Affine central operators
In this section we study τ (A) modules in category O. We construct affine central operators acting on objects of O and commute with affine Lie algebrag.
We need some notation for that: (3.2) We recall some known facts from [11] . Let α 0 = −β+δ, where β is a highest root of g and δ is the standard null root of g. Let ( , ) be the non-degenerate bi-
This isomorphism induces a non degenerate bilinear form on (h) * .
2.8 of [11] ) where h ∨ is the dual Coxter number. Note that γ(d) = δ (see 6.23. of [11] ).
Let ∆ = {α + nδ, mδ, 0 = m ∈ Z, n ∈ Z, α ∈ ∆}. Let ∆ + be the positive roots.
2(e) of [11] . Then the Casimir operator for g is defined by Ω = 2γ
8.3 of [11] and note that
. This is exactly the operator defined in 2.4 of [5] . There it is defined for any symmetrizable Kac-Moody Lie algebra. But here we defined only for the affine Kac-Moody Lie algebra. Proof. The proof is exactly as given in Theorem 2.5 of [5] .
Definition. An operator z acting on objects of O is called affine central operator if z commutes withg.
For example Ω(a, b) is an affine central operator.
Theorem 3.2. T j (a, b) for j ∈ Z is an affine central operator Proof. We can assume j = 0 as we already know for j = 0. Let x ∈ g, k ∈ Z, 0 = j ∈ Z.
The first term is zero by Proposition 3.1. The second term is also zero by the same proposition by noting that [x(k), L j ] = −kx(j + k). This completes the proof of theorem.
We now give an expression for T j (a, b). We need some lemmas for that.
is zero and hence (a) is proved and (b) is similar
Proof. proof of (a) Follows from Lemma 3.3(a) by sending n + j to −n and noting that when α varies in
• ∆ then so is −α.
(b) The proof is similar by noting that the sum is independent of the dual basis.
Lemma 3.5. For 0 = j ∈ Z,
Proof. By sending −n to n + j in both sums of A we see that
Then by Lemma 3.4(a) we see that
This completes the proof of the lemma.
Now by replacing n by −n in the first sum using Lemma 3.3(a) we see that
Now we have
= A(as defined in Lemma 3.5)
Proof. Follows from Lemma 3.6 and by noting the following brackets:
b,a ] = 0. We will now record the following useful bracket
Proof. For j + k = 0, the Proposition follows easily by earlier arguments.
Let j +k = 0 and assume that j > 0 write
change n by −n in the second sum and apply L k .
In the first sum replace −n + k by −n, in the fourth sum replace −n + j by −n then we have
use the fact that j + k = 0
So the above sum = 2j(Ω
Example 1. We end this paper by giving an example where we apply our operators. Take z2−z1 there polynomials are very special in the same P i (z j ) = δ ij . X ⊗ P 1 (t)P 2 (t) is zero on V (ψ 1 ) ⊗ V (ψ 2 ) as P 1 (t)P 2 (t) ∈ M 1 ∩ M 2 For example X ⊗ P 1 (t) acts only on the first component of V (ψ 1 ) ⊗ V (ψ 2 ) see [5] for more general setup. Let ψ i (h) = λ i and ψ i (K) = c i then it is straightforward calculation to see the following. Here v i is the highest weight vector of V (ψ i ).
T −2 (P 1 (t), P 2 (t))v 1 ⊗v 2 = Y v 1 ⊗(X ⊗t
One can also directly verify that the above vectors and highest weight vector forg . It is suffice to check for X and Y (1) as they generate N + .
