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We study the structure of stable and unstable manifolds. Let $a$ be a saddle point and let $W^{u}(a)$
be its unstable manifold. There exists a biholomorphic mapping $H$ : $\mathbb{C}arrow W^{u}(a)$ . Then each of
$H=(h_{1}, h_{2})$ becomes a transcendental entire function. Because such a function has many interesting
properties, we can investigate about $W^{u}(a)$ . In this paper, first we inquire into the properties as
functions. We show that an arbitrary algebraic variety intersects with $W^{u}(a)$ infinitely countable
times. Secondly we examine the structure of $W^{u}(a)$ on C. We prove Yoccoz inequality when $H^{-1}(K)$
is not connected. We explain the $\mathrm{c}\mathrm{o}\mathrm{U}\mathrm{i}\mathrm{s}\mathrm{i}\mathrm{o}\mathrm{n}$ phenomenon.
1 Introduction
In this paper we use a notation $z=(x, y)\in \mathbb{C}^{2}$ and define $\pi_{1}(z)=x,$ $\pi_{2}(z)=y$ . Let $p_{j}(y)$ be monic
polynomials $\mathrm{d}e\mathrm{g}d_{j}>1$ for $j=1,$ $\ldots,$ $m$ . We call $g_{j}(x, y)=(y,pj(y)-\delta jX)$ generalized H\’enon mappings,
where $\delta_{j}\neq 0$ . Moreover we define
$F=gm^{\mathrm{O}\cdots \mathrm{O}}\mathit{9}1$ , $\delta=\delta_{1}\cdots\delta_{m}$ , $d=d_{1}\cdots d_{m}$ .
For convenience, we define $F_{j}=\mathit{9}j^{\circ\cdots \mathrm{O}}g1$ .
In [$\mathrm{F}\mathrm{M}$ Friedland and Milnor have classified polynomial automorphisms of $\mathbb{C}^{2}$ into three types: affine
mapping, elementary mapping, composite of generalized H\’enon mappings. They have investigated the
former two mappings completely. So we study the last one, i.e. $F$ which we have defined.
Easily we obtain $g_{j}^{-1}(x, y)=( \frac{1}{\delta}p_{\mathrm{j}}(x)-\frac{1}{\delta}y,x)$ . It is similar to $g_{j}(x, y)$ if $x$ and $y$ are exchanged.
Therefore once we obtain a property about $F$ , immediately we can apply it to the case of $F^{-1}$ with a
little modification.
1.1 Definitions and basic properties
We define $K^{\pm}=$ { $z\in \mathbb{C}^{2}|\{F^{\pm n}(z)|n\in \mathrm{N}\}$ is bounded}, $J^{\pm}=\partial K^{\pm},$ $K=K^{+}\cap K^{-},$ $J=J^{+}\cap J^{-}$ .
They are closed sets and invariant under $F$ .
Let $a$ be a $k$-periodic point and let eigenvalues of $DF^{k}(a)$ be $\lambda,$ $\lambda’(|\lambda|\geq|\lambda’|)$ . We call $a$
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. a source if $|\lambda|,$ $|\lambda’|>1$ ,
$\bullet$ a sink if $0<|\lambda|,$ $|\lambda’|<1$ ,. a saddle point if $0<|\lambda’|<1<|\lambda|$ .
Katok showed the following theorem in [Ka].
Theorem 1.1. There exist saddle points.
In this paper we assume $a$ is a fixed point, since we can replace $F^{k}$ by $F$ .
Let $d( , )$ be an appropriate distance in $\mathbb{C}^{2}$ . For arbitrary $X\subset \mathbb{C}^{2}$ , define a stable set $W^{s}(X)$ and an
unstable set $W^{u}(X)$ as follows:
$W^{s}(X)=\{z\in \mathbb{C}^{2}|d(F^{n}(z), F^{n}(x))arrow 0 (narrow\infty)\}$ ,
$W^{u}(X)=\{z\in \mathbb{C}^{2}|d(F^{n}(z), F^{n}(x))arrow 0 (narrow-\infty)\}$.
The next theorem is well-known. See [MNTU, chapter 6] for example. The following equations act the
main role in applying Nevanlinna theory to dynamical systems.
Theorem 1.2. Assume $a$ is a fixed point of saddle type. Then there exists a biholomorphic mapping
$H:\mathbb{C}arrow W^{u}(a)$ such that
$F\circ H(t)=H(\lambda t)$ $(t\in \mathbb{C})$ .
Similarly there is a biholomorphic mapping $H’$ : $\mathbb{C}arrow W^{s}(a)$ such that
$F\circ H’(t)=H’(\lambda’t)$ $(t\in \mathbb{C})$ .
By the theorem we can call $\mathrm{s}\mathrm{t}\mathrm{a}b\mathrm{l}\mathrm{e}/\mathrm{u}\mathrm{n}\mathrm{s}\mathrm{t}\mathrm{a}\mathrm{b}\mathrm{l}\mathrm{e}$set $\mathrm{s}\mathrm{t}\mathrm{a}b\mathrm{l}\mathrm{e}/\mathrm{u}\mathrm{n}\mathrm{s}\mathrm{t}\mathrm{a}\mathrm{b}\mathrm{l}\mathrm{e}$manifold when $a$ is a $s$addle point.
Let $us$ recall the notion of access. In general, let $a$ be a fixed point and A be a component of compliment
of (filled) Julia set (e.g. $K^{+/-}$ ). Suppose $a\in\partial\Lambda$ . Then we say that $a$ is accessible from A if and only if
there exists a curve $\gamma$ : $[0,1]arrow\overline{\Lambda}$ which suffices:
$\gamma(0)=a$ and $\gamma((0,1])\subset\Lambda$ .
We call such $\gamma$ an access. Moreover we call 7 a periodic access, if it satisfies $F^{q}(\gamma)\subset\gamma$ or $F^{q}(\gamma)\supset\gamma$ ,
where $q\in \mathrm{N}$ is the period of A.
1.2 The main theorems
At first we will show the properties of $H$ : $\mathbb{C}arrow W^{u}(a)$ as holomorphic mapping.
Theorem 2.1. Each of $H$ is a transcendental entire function. Moreover they are of mean type of order
$\rho=\log d/\log|\lambda|$ .
In addition, if $f$ is a holomorphic or rational function on $\mathbb{C}^{2}$ , it will be shown that $f\circ H$ is also
transcendental in Proposition 2.8 and 2.9. Using the fact, we can see the following.
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Theorem 2.11. Let $P(x, y)$ be a non-constant polynomid of two variables. Then $P\circ H$ has no Picard’s
exceptional values, $i.e$ . an arbitrary 1-dimensional algebraic variety intersects with $W^{u/s}(a)$ infinitely
countable times.
Using the order $\rho$ , we $b$egin to investigate the dynamical structure on an unstable manifold. Suppose
$\tilde{K}=H^{-1}(K+)$ . The followings decide the structure of $\tilde{K}$ .
Theorem 3.1. If $\rho<1/2$ then any component of $\overline{K}$ is compact and $\mathbb{C}\backslash \overline{K}$ is connected.
Theorem 3.3. The number of components of $\mathbb{C}\backslash \tilde{K}$ never exceeds $\max\{2\rho, 1\}.$ There.fore evew com-
ponent of $\mathbb{C}\backslash \tilde{K}$ is periodic.
Corollary 3.7. $0$ is periodically accessible from every component of $\mathbb{C}\backslash \tilde{K}$ . Especially each saddle point
is $acces\mathit{8}ible$ from $\mathbb{C}^{2}\backslash K^{\pm}$ .
Theorem 3.11. (Yoccoz inequality). $As\mathit{8}ume\overline{K}$ is bridged $i.e$ . the component of $\overline{K}$ containing $0$ is
not a point. Then the following holds.
$\frac{{\rm Re}\log\lambda}{|\log\lambda-2\pi ip/q|^{2}}\geq\frac{Nq}{2\log d}$
where we choose an appropriate branch of $\log\lambda$ .
The above Yoccoz inequality doesn’t need connectivity. Instead, we introduce the notion of $br\dot{\iota}dge$ . We
say that $\tilde{K}$ is bridged if and only if some component of $\tilde{K}$ is unbounded and contains $0$ . In Proposition
3.10, we will show that $\overline{K}$ is bridged when the component of $\tilde{K}$ containing $0$ is not a point. It seems that
the notion of $b$ridge is the weakest topological criterion for Yoccoz inequality. But we will see that the
bridgedness is not nessecity criterion in Example 4.2.
In the sequel, we will proceed the relation $b$etween $K^{+}$ and $\tilde{K}^{+}$ . A set meeting $W^{s}(a)$ approaches to
$W^{u}(a)$ by iteration. Then the structure in $W^{u}(a)$ reflect$s$ the original set.
Proposition 4.1. If a point $z_{0}\in W^{s}(a)$ is accessible from int $K^{+}$ then $\tilde{K}^{+}=H^{-1}(K^{+})$ is bridged.
Therefore Yoccoz inequality holds there.
By the argument we will show in Example 4.2 that there exists $W^{s}(a)$ such that any points on it are not
accessible $\mathrm{h}\mathrm{o}\mathrm{m}$ int $K^{+}$ though $W^{s}(a)$ is a dense subset of $\partial \mathrm{i}\mathrm{n}\mathrm{t}K^{+}$ . It contrasts sharply with Corollary
3.7.
2 Transcendental entire function
We denote $H=(h_{1}, h_{2})$ and $H’=(h_{1}’, h_{2}’)$ .
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2.1 $\mathrm{R}\mathrm{a}\mathrm{n}\mathrm{S}\mathrm{c}\mathrm{e}\mathrm{n}\mathrm{d}\mathrm{e}\mathrm{n}\mathrm{c}\mathrm{e}$
We recall that the order $\rho$ of $f\in O(\mathbb{C})$ is:
$\rho=\mathrm{o}\mathrm{r}df=\lim_{rarrow}\sup_{\infty}\frac{\log\log\sup_{||=}xr|f(_{X)|}}{\log r}$ .
Moreover if $\rho$ is finit$e$ , the type $\tau$ is:
$\tau=\lim_{rarrow}\sup\frac{\log\sup_{|x|}=r|f(X)|}{r^{\rho}}\infty$ .
We say $f$ is of minimum type, mean type, maximum type of order $p$ when $\tau=0,0<\tau<\infty,$ $\tau=\infty$ ,
respectively.
Theorem 2.1. $h_{1},$ $h_{2},$ $h’h’1’ 2$ are $tran\mathit{8}cendental$ entire functions. They are of mean type of orders:
$\rho=\mathrm{o}\mathrm{r}\mathrm{d}h_{1}=\mathrm{o}\mathrm{r}\mathrm{d}h_{2}=\frac{\log d}{\log|\lambda|}$ , $\rho’=\mathrm{o}\mathrm{r}\mathrm{d}h_{1}’=\mathrm{o}\mathrm{r}\mathrm{d}h_{2}’=\frac{\log d}{\log\frac{1}{|\lambda|}},\cdot$
To prove the theorem, we quote the following.
Lenma 2.2. [BS1]. For $R>0$ , define $V^{+}=\{(x, y)\in \mathbb{C}^{2}||x|>R, |x|>|y|\},$ $V^{-}=\{(x, y)\in \mathbb{C}^{2}|$
$|y|>R,$ $|y|>|x|\},$ $V=\{(x, y)\in \mathbb{C}^{2}||x|\leq R, |y|\leq R\}$ . Then for sufficiently large $R>0$ ,
$K^{+}\subset V\mathrm{U}V^{+}$ , $F_{j}(K^{+})\subset V\cup V^{+}$ $(j=1, \ldots, m-1)$ ,
$K^{-}\subset V\cup V^{-}$ , $F_{j}(K^{-)}\subset V\cup V^{-}$ $(j=1, \ldots, m-1)$ ,
$K\subset V$,
$V^{-}\subset F^{-1}(V^{-})\subset F^{-2}(V^{-})\subset\cdots\nearrow \mathbb{C}^{2}\backslash K^{+}$ ,
$V^{+}\subset F(V^{+})\subset F^{2}(V^{+})\subset\cdots\nearrow \mathbb{C}^{2}\backslash K^{-}$
Let us proceed to prove the theorem.
Lemma 2.3. $h_{2}$ is non-constant.
Proof. Assume that $h_{2}$ is constant. Since $H$ is non-constant, $h_{1}$ is not bounded. On the other hand
$(h_{1}(t), h_{2})\in W^{u}(a)\subset V\cup V^{-}(t\in \mathbb{C})$ , it contradict$s$ . $\square$
Lemma 2.4. $h_{2}$ is of mean type of order $\rho=\log d/\log|\lambda|$ .
Proof. We assume that the order is $\rho=\log d/\log|\lambda|$ and compute the type. If it is of mean type, we see
the tentative order is true.
In this proof, we define for $(\overline{y}_{-1},\overline{y}0)=H(t_{0})$ ,
$(^{\sim\sim}y-1,y0)\underline{g_{1\sim}}(\overline{y}0, y1)\underline{\mathit{9}2}$ . .. $\underline{g_{m}}(\overline{y}_{m-}1, \overline{y}_{m})$
and
$y_{n}=\pi_{2}\mathrm{o}F^{n}(y_{-}1,y0)\sim\sim$ $(n=0,1,2, \ldots)$ .
Notice that $y_{0}=\sim y0,$ $y_{1}=\overline{y}_{m}$ .
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At first, we show that the type is greater than zero. Let $(x, y)=H(t)$ . Then we can take $|y|$ large as we
like. By Lemma 2.2, $|p_{j}(y)-X| \geq|p_{j}(y)|-|x|\geq|p_{j}(y)|-\max\{|y|, R\}$ . For any $\epsilon>0$ an$d$ sufficiently large
any $|y|,$ $|p_{j}(y)|- \max\{|y|, R\}\geq(1-\mathcal{E})|y|d_{j}$ . Therefore if $|y0|\sim$ is sufficiently large, we obtain inductively
$|^{\sim}y_{j+1}|=|p_{j}+1(^{\sim}yj)-y_{j-}1|\sim\geq(1-\epsilon)|\overline{y}_{j}|^{d_{j}}+1$ $(j=0, \ldots, m-1)$ .
By repetition
$|y|\sim_{m}\geq C-\in|\overline{y}0|d$ ,
where $C_{-\in}=(1-\Xi)^{d\cdots d_{m}+d_{3}}2\ldots d_{m}+\cdots+1$. Therefore we have
$|y_{n}|\geq C_{-}\epsilon|yn-1|^{d}$ $(n=1,2, \ldots)$
and obtain by repetition
$|y_{n}|\geq C^{d^{n-}d^{n}+}-\epsilon|+-2\ldots y1+10|d^{n}=C^{\frac{d^{n}-1}{-\epsilon d-1}}|y_{0}|d^{n}$
Recall $y_{0}=h_{2}(t_{0})$ . By Theorem 1.2, $y_{n}=h_{2(\lambda^{n}}t0$ ). Therefore
$\lim\sup\frac{\log\max_{|t}|=r|h_{2}(t)|}{r^{\rho}}\geq rarrow\infty\lim_{narrow}\sup_{\infty}\frac{\log|h_{2}(\lambda nt_{0})|}{|\lambda^{n}t_{0}|\rho}$
$\geq\lim_{narrow}\sup_{\infty}\frac{\log C^{\frac{d^{n}-1}{-\mathcal{E}\mathrm{d}-1}}|y_{0}|^{d}n}{d^{n}|t_{0}|^{\rho}}=\frac{\frac{1}{d-1}\log c_{-}\in+\log|y\mathrm{o}|}{|t_{0}|\rho}>0$ .
In the above calculation, we employ $|\lambda|^{\rho}=d$.
Secon$d1\mathrm{y}$, we show that the type is bounded. Let $(x, y)=H(t)$ . Then $|p_{j}(y)-x|\leq|p_{j}(y)|+|x|\leq$
$|p_{\mathrm{j}}(y)|+ \max\{|y|, R\}$ . For any $\epsilon>0$ there exi$s\mathrm{t}\mathrm{s}M>1$ such that $|p_{j}(y)|+ \max\{|y|, R\}\leq(1+$
$\epsilon)(\max\{|y|, M\})^{d_{j}}$ . i.e.
$|y_{j+1}| \sim\leq(1+\mathcal{E})(\max\{|y_{j}\sim|, M\})d_{j}+1$ $(j=0, \ldots, m-1)$ (2.1)
Then we obtain
$| \overline{y}_{m}|\leq C_{\mathcal{E}}(\max\{|\overline{y}0|, M\})^{d}$ ,
where $C_{\epsilon}=(1+\epsilon)^{d_{2}\cdots d_{m}}+d3\ldots d_{m}+\cdots+1$ . Therefore we have
$|y_{n}| \leq C_{\epsilon}(\max\{|yn-1|, M\})d$ $(n=1,2, \ldots)$
and obtain by repetition





$\leq\lim_{narrow}\sup_{\infty}\frac{\log\max_{|t\mathrm{o}}|\leq \mathrm{I}t|\leq|\lambda t\mathrm{o}|c^{\varpi^{n}\frac{1}{1}}\epsilon d--(\max\{|h_{2(}t)|,M\})^{d^{n}}}{d^{n}|t_{0}|^{\rho}}$
$= \frac{\frac{1}{d-1}\log C_{\Xi}+\log\max|t\mathrm{o}|\leq|t|\leq 1\lambda t\mathrm{o}|(\max\{|h_{2}(t)|,M\})}{|t_{0}|\rho}<\infty$.
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In the calculation it is employed that $|\lambda|^{\rho}=d$. $\square$
Remark 2.5. Similarly, we can compute the lower order of $h_{2}$ , and it is the same as the order. Indeed,
$\lim_{rarrow}\inf_{\infty}\frac{\log\log\max_{|t}|=r|h_{2}|}{\log r}=\frac{\log d}{\log|\lambda|}$ .
By the following lemma, we complete the proof of Theorem 2.1.




$\lim_{rarrow}\sup_{\infty}\frac{\log\max_{|t|}=r|\pi 2^{\circ}F_{j^{\circ}}H\prime(t)|}{r^{\rho}}=\frac{\tau’}{d_{j+1}\cdots d_{1}}$ ,
where $d_{0}=d_{m},$ $d_{m+1}=d_{1}$ . Especially, all are of mean type.
Proof. For $j=0,$ $\ldots,$ $m$ , let
$\alpha_{j}=\lim_{rarrow}\sup_{\infty}\frac{\log\max_{|t|}=r|\pi_{1}\circ Fj\mathrm{o}H(t)|}{r^{\rho}}$ ,
$\beta_{j}=\lim_{rarrow}\sup_{\infty}\frac{\log\max_{|t}|=r|\pi 2\circ F_{j^{\mathrm{O}}}H(t)|}{r^{\rho}}$ .




$\leq\lim_{rarrow}\sup\frac{\log\max_{|t|}=r(1+\epsilon)(\max\{|\pi 1\circ Fj\circ H(t)|,M\})d_{j}}{r^{\rho}}\infty$
$=d_{j\sup} \lim_{rarrow\infty}\frac{\log\max_{|t|=}|r(\pi_{2}\circ F_{j}\circ Ht)|}{r^{\rho}}=d_{j}\alpha_{j}$.
Moreover by definition of $g_{j}$ , we obtain $\beta_{j}=\alpha_{j+1}$ . Therefore we have
$d0\alpha 0\geq\beta 0=\alpha_{1},$ $d_{1}\alpha_{1}\geq\beta_{1}=\alpha_{2},$
$\ldots,$
$d_{m-1}\alpha m-1\geq\beta_{m-1}=\alpha_{m}$ .




By putting the above inequalities and equations together, we have
$\alpha 0\geq\frac{1}{d_{0}}\alpha_{1}\geq\cdots\geq\frac{1}{d_{m-1}\cdots d_{0}}\alpha_{m}=\frac{d}{d_{m-1}\cdots d_{0}}\alpha 0=\alpha_{0}$.
Lemma 2.4 implies that all of $\alpha_{j}$ are positive and bounded. This concludes the proposition. $\square$
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Corollary 2.7. There exists $C_{1}>0$ such that
$K^{+}\subset\{(x, y)\in \mathbb{C}^{2}||y|\leq C_{1(}|X|^{1/d}1+1)\}$ ,
$F_{j}(K^{+})\subset\{(x, y)\in \mathbb{C}^{2}||y|\leq C_{1}(|x|^{1/}dj+1+1)\}$ $(j=1, \ldots m-1)$ ,
$K^{-}\subset\{(_{X}, y)\in \mathbb{C}^{2}||x|\leq \mathit{0}_{1(}|y|1/d_{m}+1)\}$ ,
$F_{j}(K^{-})\subset\{(x, y)\in \mathbb{C}^{2}||x|\leq c_{1}(|y|^{1/}d_{j}+1)\}$ $(j=1, \ldots m-1)$ .
The degrees $1/d_{j}$ are minimum.
Proof. The former fact is used in [BS2] without proof. Let us prove the last assertion.
Assume some 1 $fd_{j}$ is not minimum. Then ther$e$ exists $\gamma<1/d_{j}$ where the same relation holds. Then
$\lim_{rarrow}\sup_{\infty}\frac{\max_{|t|=r}|\pi_{1}\circ F_{j}\circ H(t)|}{r^{\rho}}\leq\lim_{arrow r}\sup_{\infty}\frac{\max_{|t|=r}C_{1}(|\pi_{2^{\mathrm{o}}}F_{j}\circ H(t)|^{\gamma}+1)}{r^{\rho}}$
$= \gamma\lim_{rarrow}\sup\frac{\max_{|t|=r}|\pi_{2^{\circ}}F_{j}\circ H(t)|}{r^{\rho}}<\infty\frac{1}{d_{j}}\lim_{rarrow}\sup_{\infty}\frac{|\pi_{2}\circ F_{j^{\circ}}H(t)|}{r^{\rho}}$ .
It contradicts with the previous proposition. $\square$
2.2 Compositions with functions on $\mathbb{C}^{2}$
We shall investigate compositions of some kinds of functions and $H$ .
Proposition 2.8. Let $f\in O(\mathbb{C}^{2})$ be non-constant. Then $f\circ H$ is a transcendental entire function.
Proof. First we show that $f\circ H(t)$ does not have $t=\infty$ as a pole. By Picard’s theorem, for some $y_{0}\in \mathbb{C}$
there exist infinitely many $t\in \mathbb{C}$ satisfying $h_{2}(t)=y_{0}$ . By Lemma 2.2, we see that $\{h_{1}(t)|h_{2}(t)=y_{0}\}$
is bounded. Then there exists a sequence $\{t_{j}\}$ such that $t_{j}arrow\infty$ and a limit of $H(t_{g})$ exists. Therefore
the limit of $f\circ H(t_{j})$ also exists. This implies $t=\infty$ is not a pole.
Secondly we prove that $f\circ H$ is not constant. Assume $f\circ H$ is constant. By Picard’s theorem, for any
$y\in \mathbb{C}$ except for at most one point $y_{0}\in \mathbb{C}$ there exist infinitely many $t$ satisfying $h_{2}(t)=y$ . By Lemma
2.2, $\{h_{1}(t)|h_{2}(t)=y\}$ is bounded. Therefore the set has at least one limit point. On the other hand,
$f(h_{1}(t), y)$ is constant where $h_{2}(t)=y$ . By uniqueness theorem we obtain that $f(\cdot, y)$ is constant for $e$ach
fixed $y$ . Then $f(\cdot, h_{2}(t))$ becomes constant, so it is concluded that $f$ is a constant. $\square$
Proposition 2.9. Let $f$ be a non-constant ratiorial function of two variables, $i.e$ . there exist relatively
prime polynomials $P(x, y),$ $Q(X, y)(Q\neq 0)$ which satisfy $f(x, y)=P(x, y)/Q(x, y)$ . Then $f\circ H$ is a
$tran\mathit{8}Cendental$ meromorphic function.
To prove the proposition we prepare a lemma.
Lemma 2.10. Let $P(x, y)$ be a non-constant polynomial. Then $K^{-}\cap P^{-1}(0)$ is compact unless empty.
Proof. Bedford and Smillie have shown in [$\mathrm{B}\mathrm{S}1$ , Proposition 4.2] that for sufficiently large any $n\in \mathrm{N}$ ,
the terms of highest total degree of $P\circ F^{n}(x, y)$ consist of only power of $y$ and some non-zero coefficient.
Then we can have $\{(x, y)|P\circ F^{n}(x, y)=0\}\subset V\cup V^{+}$. Hence $K^{-}\cap\{(x, y)|P\circ F^{n}(x, y)=0\}$ is
compact. Therefore
$K^{-}\cap\{(x, y)|P(x, y)=0\}=K^{-}\cap F^{n}(\{(x, y)|P\circ F^{n}(x, y)=0\})$
$=F^{n}(K^{-}\cap\{(x, y)|P\circ F^{n}(x, y)=0\})$
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is compact, too. $\square$
Proof of Proposition 2.9. When $Q$ is constant it reduces to Proposition 2.8. So we assume $Q$ is non-
constant. We will show that $t=\infty$ is neither a pole nor a regular point.
At first we prove $f\circ H(t)$ doesn’t have $t=\infty$ as a pole. Since $Q\circ H$ is transcendental by Proposition
2.8, there exists $q_{0}\neq 0$ such that infinitely many $t\in \mathbb{C}$ satisfies $Q\circ H(t)=q_{0}$ by Picard’s theorem.
Because the image of $H$ is included in $K^{-}$ , it can $be$ seen that $\{H(t)|Q\circ H(t)=q_{0}\}$ is $b\mathrm{o}u$nded
according to the previous lemma. $P\circ H$ is bounded $on$ the set though $t$ can tend to $\infty$ . Therefore $t=\infty$
$\mathrm{i}s\mathrm{n}’ \mathrm{t}$ a pole.
Similarly it can be shown that $t=\infty$ is not zero point of $f\circ H(t)$ .
Otherwise assume that $\lim_{tarrow\infty}f\circ H(t)=c,$ $(c\neq 0, \infty)$ . Then if we define $\overline{f}(x, y)=f(x, y)-C$, we see
that $f\circ\sim H(t)$ has $t=\infty$ as a zero point. It contradicts with the previous statement. $\square$
From now, we describe a property of $H$ in Nevanlinna theory.
Theorem 2.11. Let $P(x, y)$ be a non-constant polynomial of two variables. Then $P\circ H$ has no Picard’s
exceptional values, $i.e$ . an arbitrcery 1-dimensional algebraic variety intersects with $W^{u/s}(a)$ infinitely
countable times. $Fu\hslash her$ the intersection is bounded.
To prove the theorem, we quote theorems in Nevanlinna theory.
Definition 2.12. [T]. Assume $f(t)i\mathit{8}$ a meromorphic function on complex plane. Let $n(r, a)$ be the
number of zero points of $f(t)-a$ in $|t|<r$ . On the other hand if $a=\infty,$ $n(r, a)mean\mathit{8}$ the number of
poles in $|t|<r$ . We count the numbers with multiplicity. Define
$N(r, a)= \int_{0}^{r}\frac{n(r,a)-n(+0,a)}{r}d\Gamma+n(+0, a)\log r+conSt.$,
$T(r, f)= \int_{0}^{r}\frac{S(r)}{r}dr$ ,
$S(r)= \frac{A(r)}{\pi}=\frac{1}{\pi}\iint\}t|\leq r(\frac{|f’(t)|}{1+|f(t)|^{2}})^{2}rdrd\theta$ , $t=re^{i\theta}$ .
The constant $tem\iota$ is defined appropriately in the theory. We denote $N(r, \infty)=N(r, f)$ if we want express
the function $f$ explicitly.
Theorem 2.13. [$\mathrm{O}$ , Theorem 3.3]. Let $f$ be a meromorphic function on C. $f$ is a mtional function if
and only if
$\lim_{rarrow}\inf_{\infty}\frac{T(r,f)}{\log r}<\infty$
Theorem 2.14. [$\mathrm{O}$ , Theorem 9.2]. Let $f_{1},$ $\ldots,$ $f_{n}$ be meromorphic functions on C. Suppose they satisfy
the followings.
1. $\sum_{1}^{n}c_{j}fj=0$ , where $c_{j}$ are constant,
2. $f_{h}/f_{k}$ is not constant for any $h\neq k$ ,
3. $N(r, f_{j})+N(r, 1/f_{j})=o(T(r))$ when $r\not\in E$ , where $E$ is a set whose length is bounded.
Then $c_{1}=\cdots=c_{n}=0$ . Where $T(r)= \min_{h\neq k}\tau(r, fh/f_{k})$ .
We prove this lemma using above theorems.
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Lemma 2.15. Let $f_{1},$ $\ldots,$ $f_{n}$ be meromorphic functions on C. $As\mathit{8}ume$ all of them has finite zero points
and finite poles. If $c_{1},$ $\ldots,$ $c_{n}\in \mathbb{C}\backslash \{0\}$ satisfies
$c_{1}f_{1}+\cdots+cnf_{n}=0$ ,
then for some $h\neq k,$ $f_{h}/f_{k}$ becomes a rational function.
Proof. Assume that any $f_{h}/f_{k}$ are transcendental. Then by Theorem 2.13
$\lim\inf\frac{T(r,f_{h}/f_{k})}{\log r}rarrow\infty=\infty$ ,
for any $h\neq k$ . Therefore $T(r)>O(\log r)$ .
On the other han$d$ , because all of $f_{j}$ have finite zero points an$d$ finit$e$ poles, we obtain for $j=1,$ $\ldots,$ $n$ ,
$N(r, f_{j})= \int_{0}^{r}\frac{n(r,\infty)-n(+\mathrm{o},\infty)}{r}dr+n(+\mathrm{o}, \infty)\log r+\mathrm{C}\mathrm{o}\mathrm{n}\mathrm{S}\mathrm{t}$. $\leq o(\log r)$ ,
$N(r, 1/f_{j})= \int_{0}^{r}\frac{n(r,0)-n(+0,0)}{r}dr+n(+\mathrm{o}, \mathrm{O})\log r+\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}\mathrm{t}$ . $\leq O(\log r)$ .
. . $N(r, f_{j})+N(r, 1/f_{j})\leq O(\log r)$ .
Hence 1., 2. and 3. in Theorem 2.14 are fulfille$d$ . $\mathrm{B}u\mathrm{t}$ the conclusion never holds. $\square$
Proof of Theorem 2.11. We imitate a technique used in [Nt, Chapter 5].
First we show that at most two non-constant irreducible and relatively prime polynomials can have $0$
as Picard’s exceptional value when they are composed with $H$ .
Let $P_{1},$ $P_{2},$ $P_{3}$ be non-constant, irreducible and relatively prime polynomials of two variables. Assume




Then $w_{1},$ $w_{2},$ $w_{3}$ are entire functions which have finit$e$ zero points. On the other hand, we can utilize the
polynomial ring’s theory to eliminate $h_{1},$ $h_{2}$ in the above equations. In fact, by system of $\mathrm{r}es$ultants there
exists a non-constant polynomial $Q$ which satisfies
$Q(w_{1}, w_{2}, w_{3})=0$ .
Then we have by expanding $Q$ ,
$Q(w_{1}, w_{2}, w_{3})=i, \sum_{j,k}qijkw_{1}^{ijk}ww=023$ .
Since each term has finit$e$ zero points and no poles, by the previous lemma there exist $(i_{1},j_{1}, k_{1})\neq$
$(i_{2},j_{2}, k_{2})$ such that
$\frac{w_{1}^{i_{1}}w_{23}^{jk_{1}}1w}{w_{1}^{i_{2}}w^{j2}2w_{3}^{k_{2}}}=\frac{P_{1}(H)^{i_{1}}P2(H)^{j}1P3(H)^{k_{1}}}{P_{1}(H)^{i_{2P_{2}}}(H)^{j_{2}P}3(H)^{k_{2}}}$
is a rational function. But it contradicts with Proposition 2.9.
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Secondly we prove that no non-constant irreducible and relatively prime polynomials can have $0$ as
Picard’s exceptional val$u\mathrm{e}$ when they are composed with $H$ .
Assume $P$ is a non-constant polynomial such that $P\circ H$ has $0$ as Picard’s exceptional value. We can
limit $P$ to irreducible. Then
$P\mathrm{o}F^{n}\circ H(t)=P\circ H(\lambda^{n}t)$ $(n\in \mathbb{Z})$
also have $0$ as Picard’s exceptional val$u\mathrm{e}$ . By the first conclusion of this proof, all of $P\circ F^{n}$ must
$be$ expressed by a power of two non-constant irreducible and relatively prime polynomials and suitable
coefficient. One of two must be $P$ . Let us denote another $S$ . Hence for any $n\in \mathbb{Z}$ there exist $i,j\in \mathrm{N}\cup\{0\}$
and $c_{n}\neq 0$ such that
$P\circ F^{n}(x, y)=c_{n}(P(x, y))i(S(X, y))^{\overline{g}}$ .
Clearly $\max\{i,j\}arrow\infty$ when $narrow\pm\infty$ . By the way since $F$ is invertible, we obtain
$P(x, y)=c_{n}(P\circ F^{-n}(X, y))^{i}(s_{\circ}F^{-}n(X, y))^{j}$ .
It is clear that the degree of the right side increases when $narrow\pm\infty$ . It contradicts.
The last statement is clear because of Lemma 2.10. $\square$
3 Unstable slice
We denote $\tilde{K}=H^{-1}(K^{+})$ and call it unstable slice. $\overline{K}$ has positive capacity $ne$ar any point. In fact,
let $G^{+}$ be the plurisubharmonic function describing $K^{+}$ (see [BS1]). Then $G^{+}\mathrm{o}H$ is subharmonic and
non-negative. We can see the positivity of capacity easily. Moreover, we observe that $\tilde{K}$ is invariant
under $trightarrow\lambda t$ by Theorem 1.2.
3.1 The case of broken $\overline{K}$
Let us investigate the simplest case. For $A\subset \mathbb{C}$ and $r>0$ , define $1_{A}(r)$ as follows:
$1_{A}(r)=\{$
1 if $A\cap\{|t|=r\}\neq\emptyset$ ,
$0$ otherwise.
Theorem 3.1. If $\rho<1/2$ , for any $r_{0}>0$ ,
$\frac{1}{\log|\lambda|}\int_{r_{\mathrm{O}}}^{1}\lambda|r_{0}\frac{1_{\tilde{K}}(r)}{r}dr\leq 2\rho$.
Especially any components of $\tilde{K}$ are compact and $\mathbb{C}\backslash \tilde{K}$ is connected.
The reverse is false, i.e. $\rho\geq 1/2$ doesn’t have to imply that every component of $\tilde{K}$ is compact. $\mathrm{S}e\mathrm{e}$
Remark 3.12 an$d$ Example 4.2.
To prove the theorem, we quote Precise form of Wiman’s theorem in [T].
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1 $[_{C7t\in n}" on1=\{$
1 if the criterion $i\mathit{8}$ fulfilled,
$0$ otherwise.
Proof of Theorem 3.1. We apply the previous theorem by $f(t)=h_{2}(t)/R$. Let us estimate the integrand
at first:
$1_{[\log} \min_{|t|=r}|h_{2(t)/}R|>r^{\rho}-\epsilon]\leq 1_{[\min_{|i\mathrm{I}=r}}|h_{2}(t)|>R]\leq 1-1_{\tilde{K}}(r)$ .
hence











We examine the structure of components of $\mathbb{C}\backslash \tilde{K}$ .
The number of components of $\mathbb{C}\backslash \tilde{K}$ may $be$ infinite. But fortunately we can obtain the following
theorem.
Theorem 3.3. The number of components of $\mathbb{C}\backslash \tilde{K}$ never exceeds $\max\{2\rho, 1\}$ . Therefore every component
of $\mathbb{C}\backslash \tilde{K}$ is periodic.
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To prove the theorem, we prepare the followings.
Assume $\Omega\subset \mathbb{C}$ is an $\mathrm{u}\mathrm{n}b$ounded domain containing the origin. Let $\Omega_{r}$ be the component of $\{t\in\Omega|$
$|t|<r\}$ which contains the origin. Then define that $r\theta(r)$ is a line measure of $\{|t|=r\}\cap\overline{\Omega_{r}}$. We can
regard $\theta(r)$ as an angle measure of $\Omega_{r}$ . Further let
$\theta^{*}(r)=\{$
$\theta(r)$ . if $\{|t|=r\}\cap\partial\Omega_{r}\neq\emptyset$,
$\infty$ otherwise.
Now, we quote a powerful inequality in [T] which is based on harmonic measure theory. In this paper we
name it Arima-Tsuji inequality.
Theorem 3.4. [$\mathrm{T}$ , Theorem III. 68.]. Let $\Omega\subset \mathbb{C}$ be an unbounded domain. Let $f(t)$ be holomorphic in
$\Omega and|f(t)|\leq 1$ on $\partial\Omega$ . If there enists $t_{0}\in\Omega$ such that $|f(t_{0})|>1$ , then
$\log\log\sup_{\in t\Omega,\mathrm{I}t|=r}|f(t)|\geq\pi\int_{1}^{\kappa r}\frac{dr}{r\theta^{*}(r)}$ –const. $(0<\kappa<1)$ .
Define $D=\{t\in \mathbb{C}||h_{2}(t)|>R\}$ and $D^{n}=\{t\in \mathbb{C}||h_{2}(\lambda^{n}t)|>R\}=\{t\in \mathbb{C}|\lambda^{n}t\in D\}$ for
$n=0,1,$ $\ldots$ . We shall prove that the number of components of $D$ never exceeds $2\rho$ .
Lemma 3.5. Every component of $D,$ $D^{n}i\mathit{8}$ not bounded. $D,$ $D^{n}$ satisfy
$D=D^{0}\subset D^{1}\subset D^{2}\subset\cdots\nearrow \mathbb{C}\backslash \tilde{K}$ .
Therefore each component of $\mathbb{C}\backslash \overline{K}$ is not bounded, too.
Proof. The first assertion is clear because of maximum principle.
Secondly we show that $D^{n}\subset D^{n+1}$ . Let $t\in D^{n}$ , then $|h_{2}(\lambda^{n}t)|>R$. Hence $H(\lambda^{n}t)\in V^{-}b$ecause
$H(\lambda^{n}t)\in V\cup V^{-}$ . Then by Lemma 2.2,
$H(\lambda^{n+1}t)=F\circ H(\lambda^{n}t)\in F(V^{-})\subset V^{-}$ ,
we obtain $|h_{2}(\lambda^{n+}1t)|>R$, i.e. $t\in D^{n+1}$ .
If $t\in \mathbb{C}\backslash \tilde{K},$ $H(t)\not\in K^{+}$ . Hence for some $n\in \mathrm{N},$ $F^{n}\mathrm{o}H(t)\in V^{-}$ because of Lemma 2.2. Since
$F^{n}\circ H(t)=H(\lambda^{n}t)=(h_{1}(\lambda^{n}t), h2(\lambda nt))$ , we obtain $|h_{2}(\lambda^{n}t)|>R$, i.e. $t\in D^{n}$ . $\square$
Lemma 3.6. Each component of $\mathbb{C}\backslash \tilde{K}include\mathit{8}$ some component of $D$ .
Proof. Assume that some component $U$ of $\mathbb{C}\backslash \tilde{K}$ does not intersect with $D$ . If $\mathbb{C}\backslash \tilde{K}$ is connected, it is
clear that it intersects with $D$ . Hence we assume that the number of the connected components is greater
than 1.
Take $t_{0}\in U$ . By the previous lemma, there exists $n\in \mathrm{N}$ such that $\lambda^{n}t_{0}\in D$ . Let $D_{1}$ be the component
of $D$ that contains $\lambda^{n}t_{0}$ . Therefore $h_{2}/R\leq 1$ on $\partial D_{1}$ and $|h_{2}(\lambda^{n}t0)/R|>1$ . On the other hand, $|h_{2}(t)|$
is bounded in $U$ , thus $|h_{1}(t)|$ is also bounded in $U$ because $H(t)\in V\cup V^{-}$ . It implies $|\pi_{2}\circ F^{n_{\mathrm{O}}}H(t)|$ is
bounded in $U$ for fixed $n$ . Then
$\log\log \mathrm{s}\mathrm{u}\mathrm{p}t\in U,|t|=r|\frac{\pi_{2}\mathrm{o}F^{n}\circ H(t)}{R}|=\log\log\sup_{\in tU,|t|=r}|\frac{h_{2}(\lambda nt)}{R}|$
$\geq\log\log \mathrm{s}\mathrm{u}\mathrm{p}t\in D_{1},|t|=\mathrm{I}\lambda|^{n}r|\frac{h_{2}(t)}{R}|$
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Apply Arima-Tsuji inequality (Theorem 3.4)
$\geq\pi\int_{1}^{\kappa|\lambda|^{n}r}\frac{dr}{r\theta^{*}(r)}$ -const. $(0<\kappa<1)$




$= \frac{1}{2}\log\kappa|\lambda|^{n}r$ -const. $arrow\infty$ $(rarrow\infty)$ .
It contradicts with the hypothesis that $|\pi_{2}\circ Fn\circ H(t)|$ is bounded in $U$ . Therefore $U$ must intersect with
$D$ . $\square$
Proof of Theorem 3.3. Assume the number of components of $\mathbb{C}\backslash \overline{K}$ is greater than or equal to $n$ where
$n>1$ . Note that the number of the components may be infinity. By the assumption, there exist at least
$n$ components of $D$ . Name them $D_{1},$ $\ldots,$ $D_{n}$ . Since $|h_{2}/R|$ is $\leq 1$ on $\partial D_{j}$ and $>1$ in $D_{j}$ for $j=1,$ $\ldots,$ $n$ ,
we can apply Arima-Tsuji inequality:
$\log\log t\in\sup_{D_{j},|t|=r}|\frac{h_{2}(t)}{R}|\geq\pi\int_{1}^{\kappa r}\frac{dr}{r\theta_{j}^{*}(r)}$ –const. $(0<\kappa<1)$ ,
where $\theta_{j}$ is the angle measure of $D_{j}$ . Sum the inequality for $j=1,$ $\ldots,$ $n$ ,
$\sum_{j=1}^{n}\log\log\sup_{t\in D_{j},|t|=r}|\frac{h_{2}(t)}{R}|\geq\sum_{j=1}^{n}\pi\int^{\kappa r}1\frac{dr}{r\theta_{j}^{*}(r)}-\backslash$ const.
. . $n$ log log $\sup_{\in tD,|t|=r}|\frac{h_{2}(t)}{R}|\geq\pi\int_{1}^{\kappa r}(_{j}\sum_{=1}^{n}\frac{1}{\theta_{j}^{*}(r)}\mathrm{I}\frac{dr}{r}$ -const.
Because any components of $D$ are not bounded and the number of the compone.nts is greater than 1, we
obtain $\theta_{j}^{*}(r)=\theta_{j}(r)$ for sufficiently large $r$ . Further by Schwarz’s inequality
$n^{2}=(_{j=} \sum_{1}^{n}\frac{\sqrt{\theta_{j}}}{\sqrt{\theta_{j}}})^{2}\leq(\sum\theta_{j})(\sum\frac{1}{\theta_{j}})\leq 2\pi(\sum\frac{1}{\theta_{j}})$ .
Therefore we have
$n$ log log $\sup_{t\in D,\mathrm{I}t|=r}|\frac{h_{2}(t)}{R}|\geq\pi\int_{1}^{\kappa r}\frac{n^{2}}{2\pi}\frac{dr}{r}$ -const. $= \frac{n^{2}}{2}\log/\sigma r$ -const.
Divide the left and the right sides by $\log r$ an$d$ let $rarrow\infty$ , we obtain $n\rho\geq n^{2}/2$ , i.e. $n\leq 2p$ .
Remember we have assumed $n\geq 2$ . Therefore $n=1$ when $1/2\leq p<1$ . $\square$
Corollary 3.7. $0$ is accessible from arbitrary component of $\mathbb{C}\backslash \tilde{K}$ . Moreover the access $\gamma$ can be periodic,
$i.e$ . if $q$ is the $per\cdot iod$ of the component, $\gamma$ satisfies $\gamma([0,1])\subset\lambda^{q}\cdot\gamma([\mathrm{o}, 1])$ .
$EspeCiai_{l}y$, every saddle point is accessible fivm $\mathbb{C}^{2}\backslash K^{\pm}$ .
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Proof. Take arbitrary $t_{0}\in \mathbb{C}\backslash \tilde{K}$ and fix it. We will show there exists the above $\gamma$ such that $\gamma(1)=t_{0}$ .
If $\rho<1/2,$ $\mathbb{C}\backslash \overline{K}$ is connected $b$ecause of Theorem 3.1. If $\rho\geq 1/2$ , Theorem 3.3 implies that all
components of $\mathbb{C}\backslash \tilde{K}$ are periodic of the same period. In any cases, let $q$ be the period. Then $t_{0}/\lambda^{q}$ is also
contained in the same component. Therefore there exists a curve $\tilde{\gamma}$ : $[0,1]arrow \mathbb{C}\backslash \overline{K}$ such that $\sim\gamma(1)=t_{0}$
and $\overline{\gamma}(\mathrm{o})=t_{0}/\lambda^{q}$ .
Let us define $\gamma$ as follows. The $\mathrm{i}\mathrm{d}e$a is to join all of $\{\frac{1}{\lambda^{q(n-1})}\gamma([\mathrm{o}, 1])\}$ for $n\in \mathrm{N}$ . For $0\leq\xi\leq 1$ ,
$\gamma(\xi)=\{$
$0$ if $\xi=0$ ,
$\frac{1}{\lambda^{q(\tau-1)}}‘\gamma\sim(\frac{|\lambda|^{q(n-1)}\xi-\frac{1}{|\lambda|^{q}}}{1-\Pi\lambda \mathrm{r}})$ for $n\in \mathrm{N}$ such that $\frac{1}{|\lambda|^{q}}\leq|\lambda|^{q(1)}n-\xi\leq 1$ .
This $\gamma$ is well-defi$n\mathrm{e}\mathrm{d}$ and continuous and satisfies $\gamma([0,1])\subset\lambda^{q}\gamma([\mathrm{o}, 1])$ . $\square$
Let us prove Yoccoz inequality. By Theorem 3.3 it is clear that all components of $\mathbb{C}\backslash \tilde{K}$ are perio$d\mathrm{i}\mathrm{c}$
and have the same period under $t\mapsto At.$
Definition 3.8. $[\mathrm{B}\mathrm{x}\mathrm{H}]$ . $A_{\mathit{8}Su}me\mathbb{C}\backslash \overline{K}$ has $q’$ components. Because all components have the same
period, suppose a component move to $p’$ -th component under $tarrow>\lambda t$ , counting counterclockwise, where
$0\leq p’<q’$ . Then let $p’/q’=p/q$ by reduction and let $N$ be the greatest common divider of $p’$ and $q’$ .
Definition 3.9. Let $A$ be a subset of C. When an unbounded component of $A$ contains $0$ , we call the
component $a$ bridge. If $A$ has a bridge, we say that $A$ is brid$\mathrm{g}e\mathrm{d}$ .
Proposition 3.10. The following three conditions are equivalent.
1. $\overline{K}$ is bridged.
2. The component of $\tilde{K}$ containing $0$ is not a point.
3. Some component of $\overline{K}$ is unbounded.
Proof. It is clear that 1. implies 2. and 3. Therefore we will show the reverses.
In 2., let $A$ be the component containing $0$ . Then
$\tilde{K}\supset\overline{\bigcup_{j=0}^{\infty}\lambda^{j}A}$ .
The right side has a component which is not bounded. It implies 1.
In 3., let $A$ be an unbounded component and assume $A$ does not contain $0$ . If $A$ is $k$-perio $d\mathrm{i}\mathrm{c}$ , of course
$A= \cup\frac{1}{\lambda^{kj}}Aj=0\infty$
contains $0$ . Therefore we suppose $A$ is not periodic. It holds that $\frac{1}{\lambda}.A\cap\frac{1}{\lambda^{j}}A=\emptyset$ when $i\neq j$ , because if
they intersect then $\frac{1}{\lambda^{t}}A\cup\frac{1}{\lambda^{g}}A$ becomes a component of $\tilde{K}$ . Let us regard the following:
$\mathbb{C}\backslash \bigcup_{j=0}^{[2]}\frac{1}{\lambda^{j}}\rho A$ .
If we take $R>0$ sufficiently large, the number of components of $D$ becomes $\geq[2\rho]+1$ . It contradicts
with the proof of Theorem 3.3. It reduces to 1. $\square$
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In $[\mathrm{B}\mathrm{x}\mathrm{H}]$ Buff an$d$ Hubbard have proved Yoccoz inequality on $W^{u}(a)$ when $\overline{K}$ is connected. The
following theorem is slightly improved because it doesn’t need the connectivity. Instead, we need the
notion of bridge.
Theorem 3.11. (Yoccoz inequality). Assume that $\overline{K}$ is bridged, $i.e$ . the component of $\tilde{K}$ containing
$0$ is not a point. Then
$\frac{{\rm Re}\log\lambda}{|\log\lambda-2\pi ip/q|^{2}}\geq\frac{Nq}{2\log d}$
holds, where we choose an approp$7^{\cdot}iate$ branch of $\log\lambda$ .
Remark 3.12. In Theorem 3.1, we have shown a sufficiency crite$7\sim i_{\mathit{0}}n$ that all components of $\tilde{K}$ become
compact. The above theorem improves the criterion $\mathit{8}lightly$ . In fact, given $d,$ $\lambda$ . If any $p,$ $q,$ $N$ cannot
satisfy Yoccoz inequality, there $exi\mathit{8}t$ no $b_{7^{\tau}}idges,$ $i.e$ . any components of $\overline{K}$ are compact.
After the author had proved Theorem 3.3, Shishikura advised me to generalize the method to prove
Yoccoz inequality. Therefore the following proof is similar to the proof of Theorem 3.3 and is independent
of proofs by torus.
Proof. The way to prove is to transform $t$-plane into $s$-plane by logarithm and apply Arima-Tsuji in-
equality on s-plane.
Fir$s\mathrm{t}$ we classify components of $\mathbb{C}\backslash \tilde{K}$ . We say two components are equivalent when and only when
they map to each other by some iteration of $trightarrow\lambda t$ . We classify the components by the equivalence
relation and let $U_{1},$ $\ldots,$ $U_{N}$ be their representation.
Let $D_{1},$ $\ldots,$ $D_{N}$ be components of $D$ such that $D_{j}$ is a subset of $U_{j}$ . Define $t=e^{s}$ , i.e. $s=\log t$ . Let
$D_{j}’$ be images of $D_{j}$ . Since $\tilde{K}$ is bridged, the transformation is well-defined.
Then
$D_{j}’\ni s\mapsto s+q\log\lambda-2\pi ip\in D_{j}’$ (3.1)
is well-defined for an appropriate branch of $\log\lambda$ . In fact, see Figure 1. The left figure is $t$-plane, the
right $s$-plane. In the right, $D_{j}’$ an$d$ its equivalent branches are illustrated. Suppose A moves to $\mathrm{B}$ on
$t$-plane by multiplying by $\lambda^{q}$ . To move A to $\mathrm{B}$ on $s$-plane, we should add $q\log\lambda$ to $s$ . Moreover, if we
subtract $2\pi ip$ from $s,$ $\mathrm{B}$ moves to $\mathrm{B}$ ’ and returns to the same component involving A.
Therefore, each $D_{j}’$ is a domain distributing along a line whose direction is $\log\lambda-2\pi ip/q$ , i.e.
$|{\rm Re} s- \frac{{\rm Re}\log\lambda}{|\log\lambda-2\pi ip/q|}|s||$ $(s\in\cup D_{j}’)$ (3.2)
is bounded.
On the other hand, since a circle in $t$-plane centered at $0$ is mapped to a $2\pi$-length segment parallel to
the imaginary axis in $s$-plane, the line measure of $\{{\rm Re} s=\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}\mathrm{t}.\}\cap\bigcup_{j}D_{j}’$ is at most $2\pi/q$ in average.
Precisely speaking, if we let $l$ be a line measure, for any $\xi\in \mathbb{R}$
$l( \{{\rm Re} S=\xi\}\cap\bigcup_{1j=n}\cup Nq-=01\log(\lambda^{n}\cdot Uj)\mathrm{I}\leq 2\pi$,
51
$\mathrm{H}1:t$-plane an$\mathrm{d}$ s-plane.
because any two in $\{\lambda^{n}U_{j}\}$ never intersect for $n=0,$ $\ldots,$ $q-1,$ $j=1,$ $\ldots,$ $N$ . Further we employ (3.1),
we can see that $U_{j}$ is invariant $\mathrm{u}\mathrm{n}\mathrm{d}\mathrm{e}\mathrm{r}\ni s\mapsto>s+q\log\lambda-2\pi ip$ , so we obtain by integral
$2 \pi\cdot q\mathrm{R}e\log\lambda\geq\int^{\xi+}\xi q$
Re log
$\lambda l(\{{\rm Re} s=\xi\}\mathrm{n}\cup^{N}\cup\log(\lambda^{n}U_{j}))j=1n=0q-1d\xi$
$=q \int_{\xi}^{\xi+q}$
Re log
$\lambda l(\{{\rm Re} s=\xi\}\cap\cup\log(Uj)\mathrm{I}j=N1d\xi$
$\geq q\int_{\xi}^{\xi q}+$
Re log
$\lambda l(\{\mathrm{R}es=\xi\}\mathrm{n}\cup D\prime jj=1)Nd\xi$ .
Therefore
$\frac{1}{q{\rm Re}\log\lambda}I_{\xi}^{\xi q{\rm Re}}+$
log
$\lambda l(\{{\rm Re} s=\xi\}\cap\cup Djj=1)N\prime d\xi\leq\frac{2\pi}{q}$ .
Now, we apply Arima-Tsuji inequality to $h_{2}(e^{s})/R$ and $D_{\mathrm{j}}’$
$\sum_{j=1}^{N}\log\log s\in’\sup_{Dj’|s|=r}|\frac{h_{2}(e^{s})}{R}|\geq\sum_{j=1}^{N}\pi\int_{1}^{\kappa r}\frac{dr}{r\theta_{j}^{*}(r)}$ -const. $(0<\kappa<1)$ ,
where $\theta_{j}(r)$ are the angle measures of $D_{j}’$ , respectively. Note that $r=|s|$ . We can have $\theta_{j}^{*}(r)=\theta_{j}(r)$ for
sufficiently large $r$ .
We compute the right side. By Schwarz’s inequality, we obtain
$N^{2}=( \sum_{j=1}^{N}\frac{\sqrt{r\theta_{j}}}{\sqrt{r\theta_{j}}})^{2}\leq(\sum r\theta_{j)}(\sum\frac{1}{r\theta_{j}})$ ,
$( \kappa r-1)^{2}=(\int_{1}^{\kappa r}\frac{\sqrt{\sum r\theta_{j}}}{\sqrt{\sum r\theta_{j}}}dr)2\leq(\int_{1}^{\kappa r}\sum r\theta_{j}dr)(\int_{1}^{\kappa r}\frac{dr}{\sum r\theta_{j}})$ .
Therefore
$\sum\pi\int_{1}^{\kappa r}\frac{dr}{r\theta_{j}(r)}\geq\pi N^{2}\int_{1}^{\kappa r}\frac{dr}{\sum r\theta_{j}(r)}\geq\frac{\pi N^{2}(\kappa r-1)^{2}}{\int_{1}^{\kappa r}\sum r\theta j(r)dr}$ .
52
Recall (3.2) and $l(\{{\rm Re} s=\mathrm{C}\mathrm{o}\mathrm{n}\mathrm{s}\mathrm{t}.\}\cap\cup D_{j}’)\leq 2\pi/q$ in average. We obtain by regarding the area $\mathrm{o}\mathrm{f}\cup D_{j}$ ,
$\int_{1}^{\kappa r}\sum r\theta_{j}(r)dr\leq\int_{0}^{\frac{\mathrm{R}\circ 1\circ\lambda}{|\log\lambda-2\pi i\mathrm{p}/q\mathrm{I}}\hslash r_{l(}}\{{\rm Re} s=\xi\}\cap\cup D_{j}’)d\xi+\mathrm{C}\mathrm{o}\mathrm{n}\mathrm{s}\mathrm{t}$ .
$\leq\frac{2\pi}{q}\frac{{\rm Re}\log\lambda}{|\log\lambda-2\pi ip/q|}\kappa(r+\mathrm{c}\circ \mathrm{n}\mathrm{S}\mathrm{t}.)$.
Hence, the right side of Arima-Tsuji inequality can be estimated as:
$\sum_{j=1}^{N}\pi\int_{1}^{\kappa r}\frac{dr}{r\theta_{j}^{*}(r)}\geq\frac{N^{2}q|\log\lambda-2\pi ip/q|}{2\mathrm{R}e\log\lambda}\frac{(\kappa r-\mathrm{l})^{2}}{\kappa(r+\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}\mathrm{t}.)}$ –const.
On the other hand, let us estimate the left side in the Arima-Tsuji inequality. Note that $|t|=|e^{s}|=$
$e^{{\rm Re} s}$ .
$\sum_{j=1}^{N}\log\log s\in’\sup_{Dj\cdot|s|=r}|\frac{h_{2}(e^{s})}{R}|\leq N\log\log s\in\cup^{\sup|()|}D’j’|s|=rh_{2}e^{s}$
$= \sup_{D_{j}s\in\cup J\mathrm{I}\mathit{8}|=r},N{\rm Re} S^{\frac{\log\log|h_{2}(es)|}{\log|e^{S}|}}$.
We put the above inequalities together and obtain
$s \in\cup D_{j}’\mathrm{s}\mathrm{u}\mathrm{p},N\mathrm{R}e|_{S}|=rS\frac{\log\log|h2(e^{s})|}{\log|e^{S}|}\geq\frac{N^{2}q|\log\lambda-2\pi ip/q|}{2{\rm Re}\log\lambda}\frac{(\kappa r-\mathrm{l})^{2}}{\kappa(r+\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}\mathrm{t}.)}-\mathrm{c}\mathrm{o}n$ st.
Divide the both sides by $r$ and let $rarrow\infty$ , we have
$N \frac{{\rm Re}\log\lambda}{|\log A-2\pi ip/q|}\rho\geq\frac{N^{2}q|\log\lambda-2\pi ip/q|}{2\mathrm{R}e\log\lambda}\kappa$ .
We employ that $\rho=\frac{\log d}{{\rm Re}\log\lambda}$ and that $\kappa$ is arbitrary $(0<\kappa<1)$ , we obtain
$\frac{N\log d}{|\log\lambda-2\pi ip/q|}\geq\frac{N^{2}q|\log\lambda-2\pi ip/q|}{2\mathrm{R}e\log\lambda}$ .
It reduces to Yoccoz inequality. $\square$
4 Collision
Suppose a connected closed subset of $K^{+}$ meets $W^{s}(a)$ . Then by iteration the set runs to $a$ along
$W^{s}(a)$ and collides with $W^{u}(a)$ . Marks of the set will $be$ left on the unstable manifold. The marks are
subset$s$ of $K^{+}$ . In this section we investigate how the set collides. But the set does not have to intersect
with $W^{u}(a)$ in finite time. We study the situation after infinit$e$ time passed.
4.1 Explanation
Let us describe precisely. Assume $z_{0}\in W^{s}(a)$ is accessible from int $K^{+}$ , i.e. there exists a curve
$\gamma.‘[0,1]arrow K^{+}$ such that
$\gamma(0)=z_{0}$ and $\gamma((0,1])\subset \mathrm{i}\mathrm{n}\mathrm{t}K^{+}$ .
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The $z_{0}$ runs to $a$ along $W^{s}(a)$ by iteration.
On the other hand, $F$ can $be$ regularized at $a$ as follows. Refer to [MNTU, Chapter 6] for example.
There exist$s$ a local biholomorphic mapping $\Phi$ such that $\Phi(0)=a$ an$\mathrm{d}$ it satisfies
$\tilde{F}(x, y)=\Phi^{-1}\circ F\circ\Phi(x, y)=(\lambda’x+xy\alpha(x, y),$ $\lambda y+xy\beta(x, y))$ (4.1)
in a neighborhood of $0$ , where $\lambda,$ $\lambda’(0<|\lambda’|<1<|\lambda|)$ are eigenvalues of $DF(a)$ and $\alpha,$ $\beta$ are holomorphic
functions near $0$ . We may assume $\overline{F}$ is holomorphic in a neighborhood of $\overline{\mathrm{D}}_{r_{\mathrm{O}}}^{2}$ for some $r_{0}>0$ , where
$\mathrm{D}_{r_{0}}=\{x\in \mathbb{C}||x|<r\mathrm{o}\}$ .
It is clear that $\lim_{narrow\infty}\overline{F}^{n}(x, \mathrm{o})=0$ and $\lim_{narrow\infty}\overline{F}^{-n}(\mathrm{O}, y)=0$. Therefore we have $\Phi(\{(x, \mathrm{o})|x\in$
$\mathrm{D}_{r_{\mathrm{O}}}\})\subset W^{s}(a)$ and $\Phi(\{(0, y)|y\in \mathrm{D}_{r\mathrm{o}}\})\subset W^{u}(a)$ .
Let us study the behavior of $F^{n}(\gamma)$ . For some $n_{0}\in \mathrm{N},$ $F^{n\mathrm{o}}(z0)\in\Phi(\mathrm{D}_{r\mathrm{o}}^{2})$ . Define $L_{j}\subset\overline{\mathrm{D}}_{r_{\mathrm{O}}}^{2}(j=0,1, \ldots)$
as follows.
$L_{0}=\mathrm{t}\mathrm{h}e$ component of $\Phi^{-1}(F^{n\mathrm{o}}(\gamma)\cap\Phi(\overline{\mathrm{D}}_{r_{\mathrm{O}}}^{2}))$ containing $\Phi^{-1}\circ Fn_{\mathrm{O}}(Z0)$ ,
$L_{j+1}=\mathrm{a}$ component of $\tilde{F}(L_{j})\cap\overline{\mathrm{D}}_{r_{\mathrm{O}}}^{2}$ intersecting with $x$-axis $(j=0,1, \ldots)$ .
Suppose $r_{0}>0$ is sufficiently small. By the regular form (4.1), it can be seen that $L_{j}$ approaches y-axis
uniformly when $j$ tends to $\infty$ . In fact, choose small $\epsilon>0$ and $r_{0}>0$ so that $|\lambda’|+r_{0}|\alpha(x, y)|<1-\epsilon$
holds on $\overline{\mathrm{D}}_{r\mathrm{o}}^{2}$ . Then
$|\lambda’x+xy\alpha(x, y)|\leq(|\lambda’|+r_{0}|\alpha(x, y)|)|X|<(1-\mathcal{E})|X|$ .
It reduces to the assertion. Furthermore $L_{j}$ stretches, i.e. there is $j_{0}$ for any $j\geq j_{0},$ $\max|\pi_{2(L_{\mathrm{j}})|}=r_{0}$ .
It can be shown similarly.
Define $L\subset\{0\}\cross\overline{\mathrm{D}}_{r\mathrm{o}}$ as follows.
$z \in L\Leftrightarrow\lim_{jarrow}\inf d(_{Z}\infty’ L_{j})=0\Leftrightarrow z\in\bigcap_{n=0j=}^{\infty}\overline{\cup L_{j}\infty n}$ .
It is clear that $\Phi(L)\subset K^{+}$ . The following holds.
Proposition 4.1. Assume a point $z_{0}\in W^{s}(a)$ is accessible from int $K^{+}$ . Then $L$ is a connected subset
of $\{0\}\mathrm{x}\overline{\mathrm{D}}_{r\mathrm{o}}$ . Hence $\tilde{K}^{+}=H^{-1}(K^{+})$ is bridged. Therefore Yoccoz inequality holds there.
Proof. Assume $L$ is disconnected. Because $L$ is a compact set contained in $y$-axis, the components can
$.\mathrm{b}\mathrm{e}$ separated by a closed curve $\Gamma$ contained in $y$-axis. Take $z_{1}\in L$ such that $z_{1}$ and $0$ are in opposite
sides of $\Gamma$ each other. By definition we can choose a subsequence $\{L_{j_{k}}\}$ so that
$d(z_{1}, L_{j})k \leq\frac{1}{k}d(z_{1}, \mathrm{r})$ $(k\in \mathrm{N})$ .
By the way, because $\{L_{j_{k}}\}$ is connect$e\mathrm{d}$ , we have
$(\overline{\mathrm{D}}_{r_{\mathrm{O}}}\cross\pi_{2}(\Gamma))\cap L_{\mathrm{j}k}\neq\emptyset$
for any $k\in \mathrm{N}$. Therefore it can be concluded that $\Gamma\cap L\neq\emptyset$ because $L_{j}$ approaches $y$-axis uniformly. It
contradicts.
Because $\Phi(L)\subset K^{+}$ and $\Phi(L)\subset W^{u}(a)$ we have
$H^{-1}\circ\Phi(L)\subset H-1(K^{+})=\tilde{K}+$ .
$H^{-1}\circ\Phi(L)$ is a connect$e\mathrm{d}$ set which contains $0$ an$d$ is not a point. Therefore by $\mathrm{P}\mathrm{r}o$position 3.10, $\tilde{K}^{+}$





$\mathrm{H}2$ : Unstable slice for $H(x, y)=(y, y^{2}-1.37-0.36x)$ .
4.2 Example
Example 4.2. In an example of H\’enon mapping which Buff and Hubbard have given in $[\mathrm{B}\mathrm{x}\mathrm{H}]$ , we $s$how
that there exists a stable manifold $W^{s}(a)$ such that any points on it are not accessible from int $K^{+}$
though $W^{s}(a)$ is dense in $\partial \mathrm{i}\mathrm{n}\mathrm{t}K^{+}$ . Especially $a$ is not accessible from int $K^{+}$ . It contrasts sharply with
Corollary 3.7.
The H\’enon mapping is:
$F(x, y)=(y, y^{2}-1.37-\mathrm{o}.36x)$ .
It has two fixed points, $x=y=$. -0.674 and $x=y=$. 2.034.
When $x=y=$. -0.674, eigenvalues $\lambda,$ $A’$ of $DF$ are $\lambda=$. -0.980 and $A’=$. -0.367. Therefore the point
is a sink. Let $U$ be the basin of the sink. In [BS2] Bedford and Smillie have shown that $J^{+}=\partial U$ .
Therefore $W^{s}(a)\subset J^{+}=\partial U=\partial \mathrm{i}\mathrm{n}\mathrm{t}K^{+}$ .
When $x=y=$. 2.034, $\lambda=$. 3.977, $\lambda’=$. 0.091. Therefore the point is of saddle typ$e$ . On $\dot{\mathrm{t}}$he other hand,
the order is:
$\rho=\frac{\log d}{\log|\lambda|}=.\cdot \mathrm{o}.502>\frac{1}{2}$.
Yoccoz inequality doesn’t decide whether $\overline{K}^{+}=H^{-1}(K^{+})$ is bridged or not.
But Buff an$\mathrm{d}$ Hubbar$d$ say that the $\tilde{K}^{+}$ is not $\mathrm{c}\mathrm{o}n$nected according to computer graphics. As far as
the author watches the picture, it seems $n$ot bridg.e$\mathrm{d}$ . See figure 2. The right vertex is $t$he origin.
Therefore by Proposition 4.1, every point on $W^{s}(a)$ is not accessible from int $K^{+}$ . Moreover in [BS2]
it has been shown that $\overline{W^{s}(a)}=J^{+}$ .
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