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Abstract
Let S be a subset of the set of real numbers R. A is called S-factorizable if it can be
factorized as A = BBT with bij ∈ S. The smallest possible number of columns of B in such
factorization is called the S-rank of A and is denoted by rankSA. If S is a set of nonnegative
numbers, then A is called S-cp. The aim of this work is to study {0, 1}-cp matrices. We char-
acterize {0, 1}-cp matrices of order less than 4, and give a necessary and sufficient condition
for a matrix of order 4 with some zero entries, to be {0, 1}-cp. We show that a nonnegative
integral Jacobi matrix is {0, 1}-cp if and only if it is diagonally dominant, and obtain a neces-
sary condition for a 2-banded symmetric nonnegative integral matrix to be {0, 1}-cp. We give
formulae for the exact value of the {0, 1}-rank of integral symmetric nonnegative diagonally
dominant matrices and some other {0, 1}-cp matrices.
© 2004 Elsevier Inc. All rights reserved.
AMS classification: 15A23; 15A48
Keywords: Completely positive matrix; Factorization; Rank; Set system
1. Introduction
Let S be a subset of the set of real numbers R. A is called S-factorizable if it can
be factorized as
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A = BBT, (1.1)
where bij ∈ S. The smallest possible number of columns of B in the factorization
(1.1) is called the S-rank of A and will be denoted by rankSA. It is obvious that if
S ⊆ T ⊆ R and if A is S-factorizable, then it is T -factorizable and
rankSA  rankT A. (1.2)
For S = R the S-factorizable matrices are the real positive semidefinite (psd) matri-
ces. The case S = Z (the integers) was studied by Mordell [9], Ko [7] and Plesken
[10]. For S = R+, the set of all the nonnegative real numbers, the set of R+-factor-
izable matrices is the set of completely positive (cp) matrices (see, for example, the
book [2] and the survey [1]). In particular, if S is a subset of R+, we will refer to
S-factorizable matrices as S-completely positive (S-cp) matrices. We denote the set
of all n× n S-cp matrices by SCPn. For example, NCPn denotes the set of all n× n
matrices A satisfying (1.1) where the entries bij are natural numbers, and Z+CPn
denotes the set of all n× n matrices A with a factorization (1.1) where the entries
bij are nonnegative integers. Note that rankRA is just rankA, and rankR+ A is just
cp-rankA (e.g. [2]).
The main topic of this paper is the case when S = {0, 1}. The main problems of
interest are
• The existence of a {0, 1}-factorization of a given symmetric integral matrix, and
• Computing rank{0,1}A, where A is a {0, 1}-cp matrix.
Observe that as a special case of (1.2) we have
rank{0,1}A  rankZ+A  cp-rankA  rankA. (1.3)
We also remark that if a matrix is {0, 1}-cp, then all its principal submatrices are
{0, 1}-cp.
For any nonempty subset α ⊆ 〈n〉, where 〈n〉 denotes the set {1, 2, . . . , n}, let Jα
be the n× n (0,1) matrix, in which the (i, j)th entry is 1 for any i, j ∈ α, and 0
otherwise. The set α is called the support of Jα , denoted by supp(Jα). For example,
in the case n = 4, α = {1, 3},
Jα =


1 0 1 0
0 0 0 0
1 0 1 0
0 0 0 0

 .
For α = 〈n〉, Jα is J , a matrix full of ones.
It is easy to see from the definition that A is {0, 1}-cp if and only if it can be
written as
A = x1Jα1 + x2Jα2 + · · · + xsJαs , (1.4)
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where x1, . . . , xs are nonnegative integers. Such a sum is called a J-representation of
A. Note that a J -representation (1.4) is a rank 1 representation of A (see [3]). Clearly
the smallest possible value of
∑s
i=1 xi in a J -representation of A is the {0, 1}-rank
of A. The corresponding J -representation is called a minimal J-representation of A.
Every {0, 1}-cp matrix is related to a set configuration. Let A = BBT, where B =
[bij ] is an n× k (0, 1) matrix. Define a set system (X;X1, . . . , Xn) by the following
rule:
X = {v1, v2, . . . , vk} = X1 ∪X2 ∪ · · · ∪Xn,
Xi = {vj ∈ X; bij = 1}. (1.5)
Proposition 1.1. Let A = AT = [aij ] ∈ Zn×n+ . Then A is {0, 1}-cp if and only if
there exists a configuration (X;X1, . . . , Xn) such that
|Xi ∩Xj | = aij ∀1  i, j  n. (1.6)
The smallest cardinality of the set X is rank{0,1}A.
An immediate corollary of this proposition is
Corollary 1.2. Let A ∈ Zn×n+ be {0, 1}-cp. Then
aii  aij ∀1  i, j  n. (1.7)
Furthermore, rank{0,1}A  max{aii : 1  i  n}.
Remark 1.3. The condition in Corollary 1.2 is not sufficient for A to be {0, 1}-cp.
In fact, we will see in the following sections that condition (1.7) is sufficient only in
the case when n = 2.
Remark 1.4. For any n, {cp-rankA; A ∈ CPn} is bounded, e.g. [3]. However, con-
dition (1.6) implies that |Xi | = aii for all i = 1, 2, . . . , n, so for any n, {rank{0,1}A;
A ∈ {0, 1}CPn} is not bounded from above.
A matrix that is both psd and entrywise nonnegative is called doubly nonnegative
(dnn). Clearly, a cp matrix is dnn and a {0, 1}-cp matrix is an integral dnn matrix.
The converse is not true, e.g. [2]. For example,

1 1 0 0 1
1 2 1 0 0
0 1 2 1 0
0 0 1 2 1
1 0 0 1 3


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is (integral) dnn but not cp. However, for matrices of order less than 5, Maxfield and
Minc [8] showed that A is cp if and only if it is dnn. A similar result does not hold
for {0, 1}-cp, as is shown by the following example.
Example 1.5
A =
[
1 2
2 5
]
=
[
1 0
2 1
] [
1 2
0 1
]
.
A is Z+-cp and (thus) integral dnn, but by Corollary 1.2, is not {0, 1}-cp.
We remark that one of the first applications of completely positive matrices was
suggested by Hall [4] in connection with block designs. The completely positive
matrices in this application are in fact {0, 1}-cp matrices. The matrices CCT where
C is a search matrix, studied by Weaver [11], are of course {0, 1}-cp.
The structure of the paper is as follows: In Section 2 we study {0, 1}-cp matrices of
small order (n < 4). In Section 3 we first show that an entrywise nonnegative integral
diagonally dominant matrix is {0, 1}-cp and compute its {0, 1}−rank; we also show
in this section that a nonnegative integral Jacobi matrix A is {0, 1}-cp if and only if it
is diagonally dominant. A necessary condition for a 2-banded matrix to be {0, 1}-cp
is also presented there. In Section 4, we present a necessary and sufficient condition
for a nonpositive 4 × 4 integral matrix to be {0, 1}-cp. In the last section we describe
a special class of {0, 1}-cp matrices.
2. Small {0, 1}-cp matrices
In this section we will deal with the cases when A ∈ Zn×n+ with n  3. The case
n = 1 is trivial since any positive integer a can be written as
a = [1, 1, . . . , 1]


1
1
...
1

 ,
where the number of 1s is a, and of course is {0, 1}-cp. For a = 0, we have [a] =
[0][0]T. Note that rank{0,1}[a] can be arbitrarily larger than rankZ+[a] for [a] ∈ Z1×1+
since rankZ+[a]  4 by Langrange Theorem (see, for example, [5]) and
rank{0,1}[a] = a for any positive integer a. In fact, it is easy to see that rank{0,1}[a] =
rankZ+[a] for a ∈ N if and only if a = 1, 2, 3.
The case n = 2 can be dealt with directly by Corollary 1.2.
Theorem 2.1. Let
A =
[
a11 a12
a12 a22
]
∈ Z2×2+ .
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Then A is {0, 1}-cp if and only if
a12  min{a11, a22}. (2.1)
Moreover,
rank{0,1}A = a11 + a22 − a12.
Proof. The necessity follows directly from Corollary 1.2. Now we prove the suffi-
ciency. Let (2.1) hold, and let
X1 = {1, . . . , a12, a12 + 1, . . . , a11},
X2 = {1, . . . , a12,−(a12 + 1), . . . ,−a22}
and X = X1 ∪X2. Then we have |Xi | = aii , |X1 ∩X2| = a12, so the result follows
from Proposition 1.1. 
Now we consider the case n = 3.
Theorem 2.2. For
A =

a11 a12 a13a12 a22 a23
a13 a23 a33

 ∈ Z3×3+ ,
let
m = min{a12, a13, a23},
M = max{0, a12 + a13 − a11, a12 + a23 − a22, a13 + a23 − a33}.
Then A is {0, 1}-cp if and only if
m  M. (2.2)
In this case,
rank{0,1}A = a11 + a22 + a33 − a12 − a13 − a23 +M. (2.3)
Proof. Suppose A is {0, 1}-cp. Let X ≡ {v1, v2, . . . , vk} and X1, X2, X3 be the sub-
sets of X that correspond to a {0, 1} 3 × k matrix B such that A = BBT. Denote
x123 = |X1 ∩X2 ∩X3|,
x12 = |(X1∩X2)\X3|, x13 = |(X1∩X3)\X2|, x23 = |(X2∩X3)\X1|,
x1 = |X1\(X2 ∪X3)|, x2 = |X2\(X1 ∪X3)|, x3 = |X3\(X1 ∪X2)|.
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It is easy to see from the above picture that
a11 = x1 + x12 + x13 + x123, (2.4)
a22 = x2 + x12 + x23 + x123, (2.5)
a33 = x3 + x13 + x23 + x123 (2.6)
and
a12 = x12 + x123, a13 = x13 + x123, a23 = x23 + x123. (2.7)
From the above six equations, we get
x1 = a11 − a12 − a13 + x123,
x2 = a22 − a12 − a23 + x123, (2.8)
x3 = a33 − a13 − a23 + x123.
Thus if A is {0, 1}-cp, then
x123  0,
x123  a12 + a13 − a11,
x123  a12 + a23 − a22,
x123  a13 + a23 − a33; (2.9)
a12  x123,
a13  x123,
a23  x123,
that is, m  x123  M . Conversely, if m  M , we can find a number x123 that satis-
fies (2.9), and construct the sets X1, X2, X3 by using (2.8)–(2.4), showing that A is
{0, 1}-cp. In this case, its {0, 1}-rank is the smallest possible positive value of
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|X1 ∪X2 ∪X3|=(a11 − a12 − a13 + x123)+ (a22 − a12 − a23 + x123)
+ (a33 − a13 − a23 + x123)+ (a12 − x123)+ (a13 − x123)
+ (a23 − x123)+ x123, (2.10)
which is a11 + a22 + a33 − a12 − a13 − a23 +M . 
Corollary 2.3. LetA be an n×n {0, 1}-cp matrix where n  3, and let a=min{aij :
1  i, j  n}. Then A− aJ is also {0, 1}-cp, where J is the n× n matrix of ones.
Proof. For n = 3, the claim follows directly from Theorem 2.2. For n = 2, it follows
from Theorem 2.1. For n = 1, it is obvious. 
The following example demonstrates the use of Theorem 2.2.
Example 2.4. Let A be the matrix
A =


5 2 3 1
2 4 3 2
3 3 4 3
1 2 3 6

 .
This is an example of a 4 × 4 cp matrix which is not {0, 1}-cp. It is easy to check
that it is psd , and since it is of order 4, it is cp. However, A is not {0, 1}-cp since its
principal submatrix
A(2) =

5 3 13 4 3
1 3 6


obtained by deleting the second row and the second column, does not satisfy (2.2),
since m = min{1, 3} = 1 and M = max{0,−1, 2,−2} = 2. Thus A is not {0, 1}-cp.
A small change in A yields
A′ =


5 2 3 1
2 4 3 2
3 3 4 2
1 2 2 6

 .
A′ is almost the same as A, except for the (3,4) and (4,3) entries. However, this
matrix is {0, 1}-cp since A′ = BBT where
B =


1 1 1 1 1 0 0 0 0 0
0 1 1 0 0 1 1 0 0 0
1 1 1 0 0 1 0 0 0 0
1 0 0 0 0 1 1 1 1 1


(The reader can check that in A′(2), m = M = 1). It is easy to check, using Propo-
sition 1.1, that rank{0,1}A′ = 10.
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3. Diagonally dominant matrices
In [6], Kaykobad has shown that a symmetric entrywise nonnegative diagonally
dominant matrix is always cp. The first part of the proof of the following theorem is
similar to the proof in [6].
Theorem 3.1. Let A = AT ∈ Zn×n+ be diagonally dominant. Then A is {0, 1}-cp. In
this case,
rank{0,1}A = 32 trA−
1
2
σ, (3.1)
where σ is the sum of all the entries of A.
Proof. Let A be an n× n symmetric entrywise nonnegative diagonally dominant
matrix. Associate with A a multigraph G(A) = (V ,E), in which the vertex set V =
{v1, v2, . . . , vn}. For any i, j ∈ 〈n〉, i /= j , there are aij edges connecting the two
vertices vi and vj . At each vertex vi we add
ri ≡ aii −
∑
j /=i
aij
loops if the value ri is positive (ri  0 for all i since A is diagonally dominant). Let
the edge set E be {e1, e2, . . . , el} (including loops, where each loop is counted once).
Then we have
l=
n∑
i=1
ri +
n∑
i=1
∑
i<j
aij
= 3
2
n∑
i=1
aii − 12
∑
i,j
aij
= 3
2
trA− 1
2
σ.
Let B be the incidence matrix of G(A), that is, B = [bij ] is an n×m (0,1)-matrix
where bij = 1 if the vertex vi is incident with the edge ej , and bij = 0 otherwise.
Since A = BBT, A is {0, 1}-cp, with rank{0,1}A  m. To complete the proof we
have to show that rank{0,1}A = m. Recall that rank{0,1}A is the smallest possible
value of
∑s
i=1 xi in a J -representation (1.4) of A. We claim that in a minimal J -
representation of a diagonally dominant matrix,
max |αi |  2, j = 1, 2, . . . , s. (3.2)
Suppose, to the contrary, that (1.4) contains a summand, say, Jα , such that |α| = k >
2. Since A is diagonally dominant, there are k − 2 summands J{i} in (1.4) for any
i ∈ α. These k(k − 2)+ 1 summands
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Jα, J{i}, . . . , J{i}︸ ︷︷ ︸
k−2
, i ∈ α,
can be replaced by the 12k(k − 1) summands J{i,j}; i, j ∈ α. But 12k(k − 1) <
k(k − 2)+ 1. Thus a minimal J -representation of a diagonally dominant matrix A
is of the form
A = x1Jα1 + x2Jα2 + · · · + xsJαs ,
where xi are natural numbers and |αi |  2. For each αi let βi be a (0,1) vector such
that βiβTi = Jαi . Let
B = [β1, . . . , β1︸ ︷︷ ︸
x1
, β2, . . . , β2︸ ︷︷ ︸
x2
, . . . , . . . , βs, . . . , βs︸ ︷︷ ︸
xs
].
Then B is the incidence matrix of G(A), so rank{0,1}A =∑si=1 xi = m =
3
2 trA− 12σ . 
An n× n matrix A is called Jacobi matrix if it is of the following form:
A =


a1 b1 0 · · · · · · 0
b1 a2 b2
.
.
.
...
0 b2 a3 b3
.
.
.
...
...
.
.
.
.
.
.
.
.
.
.
.
. 0
...
.
.
. an−1 bn−1
0 · · · · · · 0 bn−1 an


, (3.3)
where ai are real, and bi are positive.
Theorem 3.2. Let A be a nonnegative integral Jacobi matrix given in form (3.3).
Then A is {0, 1}-cp if and only if it is diagonally dominant, and in this case
rank{0,1}A =
n∑
i=1
ai −
n−1∑
i=1
bi. (3.4)
Proof. If A is diagonally dominant, then by Theorem 3.1 A is {0, 1}-cp satisfying
(3.4). If A is {0, 1}-cp, then each principal submatrix of A is {0, 1}-cp. Then for
i = 2, 3, . . . , n− 1, the 3 × 3 submatrix A[i − 1, i, i + 1] of A, whose rows and
columns are indexed by i − 1, i, i + 1, is {0, 1}-cp. By Theorem 2.2, we have
mi≡min{0, bi−1, bi} = 0
max{0, bi−1 − ai−1, bi−1 + bi − ai, bi − ai+1} ≡ Mi,
which implies that
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ai−1  bi−1, ai  bi−1 + bi, ai+1  bi.
Thus A is diagonally dominant. 
We conclude this section with a necessary condition concerning 2-banded sym-
metric integral nonnegative matrices.
A real matrix A = [aij ] ∈ Rn×n is said to be 2-banded if it satisfies aij = 0 for
all (i, j) : |i − j | > 2, that is of the form
A =


a1 b1 c1 0 · · · · · · · · · 0
b1 a2 b2 c2 0
...
c1 b2 a3 b3 c3
.
.
.
...
0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
...
...
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
...
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. cn−2
...
.
.
.
.
.
.
.
.
.
.
.
. bn−1
0 · · · · · · · · · 0 cn−2 bn−1 an


. (3.5)
When ci = 0 and bi are positive for all i, A is a Jacobi matrix. Here we consider
the case when A in (3.5) is symmetric and integral. This matrix corresponds to an
unbalanced block design (see, for example, [4]). We have the following necessary
condition for this matrix to be {0, 1}-cp.
Theorem 3.3. Let A = AT ∈ Zn×n+ be a 2-banded matrix in form (3.5), where n 
3, and let b0 = bn = c−1 = c0 = cn−1 = cn = 0. Then A is {0, 1}-cp only if
ai  bi−1 + bi + ci−2 + ci − δi−2 − δi−1 − δi, i = 1, 2, . . . , n, (3.6)
where δi = min{bi, bi+1, ci}, i = 1, 2, . . . , n− 2. (So δ−1 = δ0 = δn−1 = δn = 0.)
Proof. Since A is {0, 1}-cp, there exists by Proposition 1.1 a set system (X;X1, . . . ,
Xn) such that
1. |Xi | = ai; i = 1, 2, . . . , n,
2. |Xi ∩Xi+1| = bi; i = 1, 2, . . . , n− 1,
3. |Xi ∩Xi+2| = ci; i = 1, 2, . . . , n− 2,
4. |Xi ∩Xj | = 0; ∀(i, j) : |i − j | > 2.
As in Theorem 2.2, we denote by xi the number of elements that are in Xi but not
in any other set; denote by xij the number of elements that are in the intersection of
Xi and Xj but not in any other set; and xijk the number of elements that are in the
intersection of Xi ,Xj and Xk but not in any other set. Then we have
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ai = xi + xi i+1 + xi i+2 + xi−2 i + xi−1 i
+ xi−2 i−1 i + xi−1 i i+1 + xi i+1 i+2,
bi = xi i+1 + xi−1 i i+1 + xi i+1 i+2,
ci = xi i+2 + xi i+1 i+2.
Thus we have
ai = xi + ci−2 + bi−1 + bi + ci − xi−2 i−1 i − xi−1 i i+1 − xi i+1 i+2.
Since xi  0 and xii+1i+2  δi , (3.6) follows easily. 
Remark 3.4. The condition in Theorem 3.3 is not sufficient. This is shown by the
following example:
Example 3.5
A =


1 1 1 0 0
1 1 1 1 0
1 1 1 1 1
0 1 1 1 1
0 0 1 1 1


satisfies (3.6), but is not {0, 1}-cp (This can be checked easily, but will be proved
anyway, in the following section).
Remark 3.6. For Jacobi matrices, ci = δi = 0, so (3.6) becomes diagonal domi-
nance. Thus Theorem 3.2 follows from Theorem 3.3 and Theorem 3.1.
Remark 3.7. If n = 3, then in (3.6) we have
δi−2 + δi−1 + δi = m, i = 1, 2, 3
and therefore (3.6) becomes
aii 
∑
j /=i
aij −m, i = 1, 2, 3
or equivalently, m  M , where m and M are defined as in Theorem 2.2, so (2.2) also
follows from Theorem 3.3.
4. 4 × 4 {0, 1}-cp matrices
In this section we show how it can be decided if a given 4 × 4 matrix with some
zero entries is {0, 1}-cp. We show it for a matrix with at least 4 zero entries and then
show how a matrix with 2 zero entries can be replaced by one with at least 4 zero
entries.
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If a 4 × 4 integral symmetric nonnegative matrix A has at least 4 zero entries, then
it is not difficult to determine if A is {0, 1}-cp. If a diagonal entry of a psd matrix is
equal to zero, then the corresponding row and column are zero, and the matrix can
be reduced to the case n = 3. Thus it suffices to consider the following two cases.
Case 1. There are two zeros in some row(column), i.e., A is permutation similar to
A1 =


a11 0 0 a14
0 a22 a23 a24
0 a23 a33 a34
a14 a24 a34 a44

 . (4.1)
Case 2. There is one zero in each row(column), i.e., A is permutation similar to
A2 =


a11 0 a13 a14
0 a22 a23 a24
a13 a23 a33 0
a14 a24 0 a44

 . (4.2)
For Case 1, if a14 = 0, then A1 is reduced to the case n = 3, and by Theorem 2.2,
it is {0, 1}-cp if and only if A1(1) satisfies Condition (2.2). If a14 /= 0, then A1’s
being {0, 1}-cp implies a11  a14 and that any J-representation of A1 must contain
the summand a14J{1,4}. It follows that A1 is {0, 1}-cp if and only if A1 − a14J{1,4} is
{0, 1}-cp, for which Theorem 2.2 can be applied.
In the second case, if A2 is {0, 1}-cp, then any J-representation of A2 is of form
A2 =
4∑
i=1
xiJ{i} + x13J{1,3} + x14J{1,4} + x23J{2,3} + x24J{2,4} (4.3)
so A2 can be rewritten as
A2 =


x1 + x13 + x14 0 x13 x14
0 x2 + x23 + x24 x23 x24
x13 x23 x3 + x13 + x23 0
x14 x24 0 x4 + x14 + x24

 .
So, A2 is {0, 1}-cp if (by Theorem 3.1) and only if (by the above representation) it is
diagonally dominant.
If A is {0, 1}-cp, then clearly A+ J is also {0, 1}-cp. Thus it is natural to ask
if, for a positive {0, 1}-cp matrix A, A− J is also {0, 1}-cp. This is true for n  3
by Corollary 2.3. If this corollary was true for n > 3, it would have been possible
to reduce any 4 × 4 symmetric nonnegative matrix to one with some zero entries.
Unfortunately, this is not the case, as is shown by the following example.
A. Berman, C. Xu / Linear Algebra and its Applications 399 (2005) 35–51 47
Example 4.1. Let
A =


4 3 2 3
3 3 1 2
2 1 3 1
3 2 1 3

 .
Then A = BBT where
B =


1 1 0 1 1
1 1 0 1 0
1 0 1 0 1
0 1 0 1 1

 .
But
A− J =


3 2 1 2
2 2 0 1
1 0 2 0
2 1 0 2


is not psd , so it is not cp, and thus not {0, 1}-cp. This shows that Corollary 2.3 can
not be extended for n > 3.
However, something can be said if A has some zero entries, say, a12 = a21 = 0.
The following theorem is useful in characterizing a 4 × 4 {0, 1}-cp matrix, given that
some of its entries are equal to zero.
Theorem 4.2. Let
A =


a11 0 a13 a14
0 a22 a23 a24
a13 a23 a33 a34
a14 a24 a34 a44

 (4.4)
be {0, 1}-cp and have only 2 zero entries. Then at least one of the matrices
A− J{2,3,4}, A− J{1,3,4}
is {0, 1}-cp.
Proof. Since a12 = 0, any J-representation of A cannot contain the summands
J{1,2}, J{1,2,3}, J{1,2,4}, J{1,2,3,4}.
If a J-representation of A contains J{2,3,4} or J{1,3,4}, the claim is clear. Otherwise,
this J-representation can be described as
A=
4∑
i=1
xiJ{i} + x13J{1,3} + x14J{1,4} + x23J{2,3}
+ x24J{2,4} + x34J{3,4}, (4.5)
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where xi and xij are all nonnegative integers. By (4.5) we can rewrite A as
A =


x1 + x13 + x14 0 x13 x14
0 x2 + x23 + x24 x23 x24
x13 x23 x3 + x13 + x23 + x34 x34
x14 x24 x34 x4 + x14 + x24 + x34

 .
Since a12 and a21 are the only zero entries of A, it follows that:
x13, x14, x23, x24, x34
are positive integers. Thus we can replace J{2,3} + J{2,4} + J{3,4} by J{2,3,4} + J{2} +
J{3} + J{4} (we can also replace J{1,3} + J{1,4} + J{3,4} by J{1,3,4} + J{1} + J{3} +
J{4}). 
Example 4.3. In general, it is not necessary that both A− J{2,3,4} and A− J{1,3,4}
are {0, 1}-cp. For example,
A =


1 0 1 1
0 2 1 1
1 1 2 1
1 1 1 2


is {0, 1}-cp since A = BBT where
B =


1 0 0
0 1 1
1 1 0
1 0 1

 .
But the matrix
A− J{2,3,4} =


1 0 1 1
0 1 0 0
1 0 1 0
1 0 0 1


is not {0, 1}-cp since its 3 × 3 principle submatrix
A(2) =

1 1 11 1 0
1 0 1


obtained by deleted the second row and column of A is not {0, 1}-cp, in which m =
0,M = 1. However, the matrix
A− J{1,3,4} =


0 0 0 0
0 2 1 1
0 1 1 0
0 1 0 1


is diagonally dominant, and thus, {0, 1}-cp.
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By Theorem 4.2 any nonpositive 4 × 4 symmetric nonnegative integral matrix
can be reduced to one with at least 4 zeros and the discussion in the beginning of the
section can be used to yield
Theorem 4.4. Let A = AT ∈ Z4×4+ with a12 = 0. Then A is {0, 1}-cp if and only if
one of the matrices
A− xJ{1,3,4} − yJ{2,3,4},
where
x = min{a13, a14}, y  min{a23, a24}, x + y  a24, or
y = min{a23, a24}, x  min{a13, a14}, x + y  a24, or
x  min{a23, a24}, y  min{a13, a14}, x + y = a24
is {0, 1}-cp.
We conclude the section by returning to Example 3.5 to check that A is not {0, 1}-
cp. Suppose A is {0, 1}-cp. Then its principal submatrix
A(5) =


1 1 1 0
1 1 1 1
1 1 1 1
0 1 1 1


is {0, 1}-cp. By Theorem 4.4 either A(5)− J{1,2,3} or A(5)− J{2,3,4} has to be {0, 1}-
cp. But this is impossible since both of these two matrices are not psd .
5. A special class of {0, 1}-cp matrices
Consider the following type of matrices:
A = A[a1, . . . , an] =


a1 a2 a3 · · · · · · an
a2 a2 a3 · · · · · · an
a3 a3 a3 · · · · · · an
...
...
... · · · · · · ...
an an an · · · · · · an

 , (5.1)
where a1, . . . , an ∈ R.
Theorem 5.1
(I) Let A = A[a1, . . . , an] ∈ Rn×n. Then the following are equivalent:
(a) A is dnn.
(b) a1  a2  · · ·  an  0.
(c) A is cp.
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(II) Let A = A[a1, . . . , an] ∈ Zn×n+ . Then the following are equivalent:
(a) A is dnn.
(b) a1  a2  · · ·  an  0.
(c) A is {0, 1}-cp.
Proof. (I). (a)⇒ (b) Let k be the largest index i such that ai > 0 (If A = 0, the
theorem is trivial). Since A is dnn
det
[
ai ai+1
ai+1 ai+1
]
 0, i = 1, 2, . . . , n− 1.
So ai(ai − ai+1)  0, i = 1, 2, . . . , n− 1. Thus
a1  a2  · · ·  ak > ak+1 = · · · = an = 0.
(b)⇒ (c) Since A has a rank 1 representation
A = (a1 − a2)J{1} + (a2 − a3)J{1,2} + · · · (an−1 − an)J<n−1> + anJ, (5.2)
where, by (b), the coefficients a1 − a2, a2 − a3, . . . , an−1 − an, an are all nonnega-
tive, A is cp.
(c)⇒ (a) This is trivial.
(II). The proof is the same as in (I), except that now all the coefficients in the
representation are nonnegative integers, so the rank 1 representation in (I) is a J-
representation, which implies that A is {0, 1}-cp. 
From (5.2) and Corollary 1.2 it easily follows that
Corollary 5.2. Let A = A[a1, . . . , an] ∈ Zn×n+ with a1  a2  · · ·  an  0. Then
A is {0, 1}-cp with
rank{0,1}A = a1.
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