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        Abstract  
A large body of data has identified numerous molecular targets through which ethanol (EtOH) acts 
on brain circuits. Yet how these multiple mechanisms interact to result in dysregulated dopamine 
(DA) release under the influence of alcohol in vivo remains unclear. In this manuscript, we 
delineate potential circuit-level mechanisms responsible for EtOH-dependent dysregulation of DA 
release from the ventral tegmental area (VTA) into its projection areas. For this purpose, we 
constructed a circuit model of the VTA that integrates realistic Glutamatergic (Glu) inputs and 
reproduces DA release observed experimentally. We modeled the concentration-dependent effects 
of EtOH on its principal VTA targets. We calibrated the model to reproduce the inverted U-shape 
dose dependence of DA neuron activity on EtOH concentration. The model suggests a primary 
role of EtOH-induced boost in the Ih and AMPA currents in the DA firing-rate/bursting increase. 
This is counteracted by potentiated GABA transmission that decreases DA neuron activity at 
higher EtOH concentrations. Thus, the model connects well-established in vitro pharmacological 
EtOH targets with its in vivo influence on neuronal activity. Furthermore, we predict that increases 
in VTA activity produced by moderate EtOH doses require partial synchrony and relatively low 
rates of the Glu afferents. We propose that the increased frequency of transient (phasic) DA peaks 
evoked by EtOH results from synchronous population bursts in VTA DA neurons. Our model 
predicts that the impact of acute ETOH on dopamine release is critically shaped by the structure 





While ethanol (EtOH) has broad and diffuse actions throughout the brain, its direct effects on 
dopamine (DA) neurons in the VTA are well-defined (Morikawa & Morrisett, 2010). Increases in 
VTA DA neuron firing are observed following direct application of EtOH in vitro (Brodie & 
Appel, 1998) and animals will willingly self-administer EtOH into the posterior pVTA in vivo (	
Gatto et al., 1994; Rodd et al., 2004). These observations have led to the hypothesis that the direct 
effects of EtOH on VTA DA neurons play a key role in the perceived hedonic properties of the 
drug (Dyr	et	al.,	1993;	Gatto et al., 1994; Rodd et al., 2004) and the initial stages of transition to 
alcohol use disorder. However, the numerous direct targets of EtOH found in the VTA in vitro 
have not yet been integrated to provide a coherent account of how EtOH alters function of the 
VTA. Answering this question is critical for understanding how alcohol affects neural circuits that 
encode reward and motivation and therefore critical to understand the neural underpinnings of 
addiction. 
When measured in vivo, ethanol yields concentration-dependent alterations in the firing rate of DA 
neurons (Gessa et al. 1985 and Mereu et al., 1984). EtOH influences DA neuron firing in an 
inverted-U like manner, where low concentrations increase DA neuron firing and high 
concentrations decrease firing. Furthermore, acute ethanol administration increases the frequency 
and amplitude of DA transients in projection areas (Covey et al., 2014). These data indicate that, 
EtOH not only changes the average firing rate of the DA neuron, but also affects burst firing, which 
is responsible for DA transients. The hypothesis of the current study is that alcohol directly 
influences the computational properties of the VTA, which leads to dysregulation of DA levels in 
projection areas. 
A significant body of in vitro data has identified multiple targets of EtOH in the VTA that affect 
the intrinsic dynamics of VTA neurons and their inputs. Among intrinsic EtOH targets, its impact 
on hyperpolarization-activated cyclic nucleotide–gated (HCN) and G protein-coupled inwardly-
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rectifying potassium channel (GIRK) currents has been clearly documented (Brodie & Appel, 
1998; Kobayashi et al., 1999; Lewohl et al., 1999; Okamoto et al., 2006; McDaid et al., 2008; 
Aryal et al., 2009; Tateno & Robinson, 2011). As for the synaptic inputs to the VTA, acute EtOH 
facilitates Glu transmission (Xiao et al. 2009, Ding et al. 2012), increases the AMPA-to-NMDA 
current ratio (Saal et al., 2003) and enhances GABA transmission onto DA neurons (Theile et al., 
2008; Morikawa & Morrisett, 2010). The model proposed herein is built to directly assess the 
contributions of these biophysical alterations to tonic and phasic firing of the DA neuron and DA 
release observed in vivo. In particular, we focus on the increase in DA neuron firing rate and 
bursting observed in vivo (Morikawa & Morrisett, 2010) as ethanol-induced bursting is, to our 
knowledge, not observed in in vitro experiments. Our working hypothesis is that DA neuron 
bursting seen in vivo reflects firing rate fluctuations in DA neurons induced by inputs, but not 
intrinsic bursting seen in vitro (Ping and Shepard 1996). 
The processes that underlie the computational properties of the VTA are becoming increasingly 
clear. In particular, the DA neuron is hypothesized to play a critical role in valuing environmental 
stimuli (Fonzi et al 2017) by performing a subtraction operation that calculates the difference 
between its excitatory and inhibitory inputs (Eshel et al. 2015). In order to investigate the 
computational properties of the VTA circuit, we have previously introduced a novel microcircuit 
model of the VTA (Morozova et al., 2016a). This model investigated the factors that control 
bursting and tonic firing of DA neurons and outlined a mechanism whereby synchronized firing 
of GABAergic neurons is capable of increasing DA neuron bursting (Morozova et al., 2016a). 
The model lead to a prediction of complex computational functions performed by the VTA circuit 
where the temporal properties of VTA inputs (e.g. synchronization and average level of activity) 
play a key role in determining how the inputs are mapped to the DA release events. Natural 
variations of synchrony and activity levels are widely observed during the presentation of 
environmentally salient stimuli (Buschman et al. 2012, Baker et al. 2001), and our model provided 
a unique tool to understand how these modulations are processed by VTA microcircuits and 
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eventually lead to alterations in DA release. In this paper, we investigate how EtOH alters input-
driven responses in the VTA neurons. These analyses are critical in order to understand how drugs 
of abuse alter the reinforcing efficacy of different behavioral events, thus, changing their 
evaluation and setting the path towards addiction. 
In this paper, first we describe the VTA circuit model and analyze how external input proprieties 
(synchronization and average activity) affect the DA population activity. We then model the 
modulation produced by principal EtOH targets in the VTA, calibrating our model to reproduce 
the inverted U-shape dependence of DA neuron average firing rate on the EtOH dose. We show 
that partial synchrony among Glu inputs to the VTA is essential to reproduce the EtOH dose 
dependence of DA population firing. Further, the model predicts that the bursts seen in the VTA 
DA neuron population are due to the synchrony among the Glu inputs, and that EtOH increases 
this burst firing in a dose-dependent manner. Our simulations show that the mechanism responsible 
for the elevated DA bursting is the synchronization of the DA neuron population. Furthermore, the 
increase in DA population bursting produced by EtOH, as predicted by the model, explains EtOH-
evoked amplification of DA transients observed in vivo. 
 
Methods 
We developed a circuit spiking model of the VTA incorporating a population of DA and a 
population of GABA neurons (projecting to the DA neurons and interconnected with one another) 
together with a putative model of inputs to this circuit and its dopamine output. The following 
subsections describe the structure of the model.  
 
VTA circuit: DA neuron population  
In the model we consider heterogeneous population of 100 DA neurons, each one receiving inputs 
from different subset of GABA neurons and with different leak currents assigned randomly in the 
interval [0.13:0.23] mS/cm2. This choice determines DA neurons intrinsic peacemaking activity in 
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the range of 1-4Hz. The choice of the number of DA and GABA neurons was based on our 
previous model (Morozova et al. 2017). While this choice has a certain degree of freedom as no 
clear data, to our knowledge, give such information, the results we describe do not depend 
qualitatively on this choice. 
Each DA neuron is described by a single-compartment biophysically-based model:  
𝑐" 𝑑𝑣𝑑𝑡 = 𝐼( + 𝐼*+ + 𝐼(,*+ + 𝐼-.+ + 𝐼/01( + 𝐼2 + 𝐼34+5 + 𝐼.+ + 𝐼6786 + 𝐼.796 + 𝐼/6:6	 
 
Where v is the voltage, and the first eight currents represent intrinsic currents: a potassium current 
IK, a calcium current ICa, a calcium-dependent potassium current IK,Ca, a subthreshold sodium 
current IsNa, a G protein-coupled inwardly-rectifying potassium current IGIRK, an H-type 
hyperpolarization-activated cationic current, a leak current Ileak and a sodium current INa. AMPA 
and NMDA receptor currents (IAMPA and INMDA, respectively) model excitatory inputs and GABA 
receptor current (IGABA) models inhibitory inputs. The intrinsic currents contribute to the 
excitability and pacemaking mechanisms of DA neuron, while synaptic inputs produce bursts and 
pauses. Gating of these currents, which follows the standard Hodgkin-Huxley scheme, is described 
in detail in supplementary material S2  and is based on our previous work (see (Morozova et al., 
2016a)). Parameters of the currents are given in Table 1.  
 
VTA circuit: GABA neuron population 
The circuit contains 50 heterogeneous GABA interneurons, forming a circuit that fires tonically at 
higher rates around 20Hz (Margolis et al., 2012). The voltage dynamics of each GABA neuron is 
described by Wang-Buszaki model (see supplementary material S2) with parameters distributed 
to reflect heterogeneity: Experimental data suggests that the range of firing rates of recorded VTA 
GABA neurons is very broad with the mean of 19Hz (Steffensen et al., 1998). The differences in 
frequencies are modeled by changing the leak conductance glg, according to  glg=0.05+0.05*(rnd-
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0.5), where glg=0.05 corresponds to the frequency of 17 Hz. Note that the model can fire at much 
higher rates in response to excitatory inputs, reflecting the experimental data. 
The GABA neurons are interconnected through gap-junctions, in accordance with experimental 
data (Allison et al. 2006) and modeled by the typical electrical coupling function (Kepler et al., 
1990). Specifically, each GABA neuron is coupled with all the other neurons in the population 
with the typical electrical coupling Iel=gel(vi-vj), where vi and vj are the voltages of neurons 
indexed i and j. 
 
Intra-circuit coupling: interneuron to DA neuron feed-forward connections 
GABA interneurons project to the DA neurons. Inputs from a subpopulation of 10 GABA neurons 
in the circuit converge on each DA neuron. The GABA gating variable is described by the standard 
synaptic model (Wang and Buzsaki, 1996) calibrated according to (Richards	et	al.,	1997): 𝑑𝐺𝐴𝐵𝐴?𝑑𝑡 = 𝑔-A?54(𝑣?)(1 − 𝐺𝐴𝐵𝐴?)𝜏G+HI − (1 − 𝑔-A?54 𝑣? )𝐺𝐴𝐵𝐴?𝜏GJ4+HI  
                                              where     𝑔-A?54 = KKLMNO	(PQR/T) 
The overall GABA gating variable for a given DA neuron is an average over M=10 randomly 
chosen units in the GABA population: 
𝐺𝐴𝐵𝐴 𝑡 = 𝐺𝐴𝐵𝐴?/𝑀7?  
The inhibitory post-synaptic current flowing into the DA neuron is then IGABA= 
gGABAGABA(t)(EGABA-v), where v is the voltage of the DA neuron. The exact number of 
projecting GABA neurons to DA neurons is not known. As we described in our previous paper 
(Morozova et al. 2017) and since GABA neurons modulate DA neuron activity through 
monosynaptic inhibitory connections (Bourdy and Barrot, 2012; van Zessen et al., 2012), one 
can expect multiple GABA neurons to make connections with a single DA neuron. We made a 
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judicious choice of GABA to DA convergence and we verified that our results do not depend 
qualitatively on the specific choice of this number. 
 
Glutamatergic inputs to the circuit 
To model the temporal structure of the excitatory synaptic inputs impinging on the VTA 
microcircuit, we designed a model of spike trains generated by a population of 50 glutamatergic 
neurons that project to the VTA. These inputs can come from putative cortical pyramidal neurons 
that project to the VTA and/or glutamatergic neurons from the pontine nuclei. In particular, the 
inputs could be associated with a newly identified pathway that monosynaptically links fronto-
cortical pyramidal neurons to VTA neurons that in turn project to the striatum (Beier et al 2017). 
The spike trains are characterized by two main parameters: the average level of activity and the 
synchrony among the spiking units. Each individual unit emits spikes according to a Poisson 
process with an average firing rate controlled by the parameter νGlu. To modulate synchrony, we 
constrain a fraction Ns of units to emit spikes synchronously within a pre-defined time windows 
of 5 msec.  The duration of synchronous and asynchronous intervals is extracted from a Poisson 
distribution with a mean period Ts=4s. Fig.1A shows example rasterplots of the generated input 
spike trains with νGlu =4Hz, Ns=0 (no synchronous units) and 0.14 (units 0 to 7 are synchronous).  
By changing Ns we can control the fluctuations in the number of spikes in a time bin (e.g. 50ms 
in Fig. 1A).  The generated spike trains are used as input to the VTA through AMPA and NMDA 
receptors located on both GABA and DA neurons. The dynamics of AMPA and NMDA synapses 
follow the same dynamical role in both GABA and DA neurons, depending on the receptor type 
(AMPA or NMDA). Nevertheless, they are different between GABA and DA neurons having 
different maximal conductances (e.g. gDA,AMPA and gGABA,AMPA for AMPA). 
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The AMPA synaptic current on a DA neuron is given by IAMPA=gAMPApAMPA(t)(EAMPA-V(t)), where 
gAMPA is the maximal AMPA conductance and pAMPA(t) is the open probability, which depends on 
the Glu input (see below; we drop the subscript DA here for simplicity). The NMDA conductance 
has the voltage dependence 
𝑔.796 𝑣 = 𝑔.7961 + 0.1 𝑀𝑔TL 𝑒P"YQ 
where  denotes magnesium concentration, taken to be 1.4 mM (Li et al., 1996), and 
as in our previous model (Ha & Kuznetsov, 2013). Similar to the AMPA, the NMDA 
current is INMDA=gNMDA(v)pNMDA(t)(ENMDA-V(t)).  
The open probabilities pNMDA and pAMPA for the synaptic channels are calculated as a product of 
activation and desensitization gating variables for AMPA, and just equal to the activation variable 
for NMDA because its desensitization is assumed negligible: 𝑝6786 = 𝑠+HI,6786𝑠J4-,6786 , 𝑝.796 = 𝑠+HI,.796, where the gating variables obey the equations 
    J-\]^JI = _ KP-\]^`\]^ − (KP_)-\]^`aY\]^ , 
    J-aYbJI = (KP_) KP-aYb`aYbcYd − _-aYb`aYb , 
where, 𝜏+HI,	𝜏J4+HI, 𝜏J4-e43, 𝜏J4- are timescales of activation, deactivation, desensitization release 
and desensitization respectively.  
The variable 𝑗 follows the time series for the Glu inputs and reflects their nonlinear summation. 
The nonlinearity reflects the fact that sparse, asynchronous activation of synapses scattered across 
the dendritic tree will not trigger a somatic spike, whereas, synchronous synaptic activation is 
required to evoke a spike (Reyes 2001).  The dynamics of Glu synaptic concentration is normalized 
in the model so that each spike in the input increases it by one unit for one msec. The cumulative 
signal Q(t) is calculated as a sum of these signals from all 50 Glu units and, due to the 
normalization, equals to the number of spikes the DA neuron receives at time t. We use the sigmoid 




constants are calibrated for the channels to open at 4 and higher simultaneous presynaptic spikes. 
In our previous work (Morozova et al. 2017) the opening was considered as a step function 
activating at two simultaneous spikes while here we use a continuous activation. This choice 
allows for summation effects of several spikes instead of a dichotomous role. Nevertheless, both 
choices (and in particular the amount of spikes for receptor activation) are not driven by clear 
experimental evidences as, at our knowledge, there are not. In our model, this calibration allows 
for weak background activation of the AMPA and NMDA gating variables when Glu inputs are 
asynchronous and firing around 𝜈/3k = 4𝐻𝑧.  
 
Output from the circuit: DA release 
According to Wightman & Zimmerman (1990), the dynamics of the DA concentration in the 
striatum is described by the following equation: 𝑑 𝐷𝐴𝑑𝑡 = 𝐷𝐴 "+p 𝛿(𝑡 − 𝑡-)- − 𝐷𝐴 𝑉"+p𝐾" + 𝐷𝐴  
The first term describes DA release by DA neurons following spiks at times {ts}:  the delta function 
δ(t-ts) instantly increases DA concentration by a fraction [DA]max at the time of a spike. The 
second term models the DA reuptake described by the Michaelis-Menten equation, where 
Vmax=0.004 µM /ms  is the maximal rate of uptake by the DA transporter in NAcc and Km=0.2 
µM is the affinity of the transporter. In these units, the DA concentration is obtained in µM. The 
total DA concentration DAT (see Fig.6) is the linear sum of the dopamine released by each DA 
neuron [DA]i: 
𝐷𝐴t = 𝐷𝐴 ??  
 
Ethanol effects: EtOH concentration and ETOH effects on model parameters 
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Ethanol effects are taken into account by modulating the model parameters. It changes the Ih 
currents maximal conductance, gh, and the GIRK currents maximal conductance gGIRK (Okamoto 
et al., 2006, McDaid et al. 2008). Furthermore, it affects DA neuron AMPA and GABA channel 
maximal conductances, gAMPA and gGABA (Saal et al., 2003; Theile et al., 2008; Morikawa & 
Morrisett, 2010). To implement the simplest smooth dependence of each of these four parameters 
on EtOH concentration, i.e. the function P([EtOH]) where P stands for gh, gGIRK, gAMPA, or gNMDA, 
it is modeled as a sigmoidal function: 
𝑃 𝑥 = 𝑃w + 𝑃7 − 𝑃w1 + 𝑒P((pPH\)/Hb) 
where x indicates the EtOH concentration [EtOH] in g/Kg, P0  is the parameter value for zero EtOH 
concentration, PM the parameter value at saturation (i.e. at high EtOH concentration), ca indicates 
the concentration level at which the parameters P becomes affected, and cs is the slope of the 
dependence. The values for the parameters of each sigmoid were calibrated by the known range 
of values for each conductance without EtOH and their changes during EtOH influence from the 
in vitro experimental literature listed above. They were further adjusted to reproduce the inverted 
U-shape of the DA neuron firing rate on EtOH dose in vivo (Mereu et al., 1984). Specifically, the 
value of cs is equal to cs=0.1 g/Kg for all the parameters P, while ca= 0.4 g/Kg for all the parameters 
but GABA conductance for which ca=0.8 g/Kg. This allows us to separate the excitatory and 
inhibitory influence of EtOH at growing concentrations. The values of P0  and PM are listed in the 
table of parameters and have been calibrated according to experimental findings (see Result). In 
particular, we should also note that we calibrated our model to qualitatively reproduce the inverted-
U effects of EtOH on DA neuron firing. As such we did not explicitly incorporate differences in 
the sensitivity to EtOH between the different neuronal populations. However, the EtOH activation 
function we constructed could be adjusted to reflect differences in sensitivity to EtOH across 
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neural populations. We expect that, for example, in the case of GABA conductance, the more it is 
sensitive to ETOH, the more the inhibitory effect of EtOH at high concentration will be 
pronounced. 
 
DA neuron electrical coupling  
Gap junctions between DA neurons have been reported (Grace & Bunney 1993), and we model 
them as electrical coupling between DA neurons i and j of the form gDA,el(vi-vj). For simplicity, 
we consider all-to-all coupling: any neuron i receives an additional current IDA,el=gDA,el(vi-V), 
where V is the average voltage of DA neuron population. The maximal conductance gDA,el is used 
as a free parameter to study the impact of gap junctions on the DA neuron firing. In 
Supplementary Fig. S1, we show that the effects of EtOH on the DA neuron firing rate and 
bursting hold for a wide range of low gDA,el values. 
 
The GIRK current 
The GIRK current is a Potassium current whose opening depends on DA concentration, thus 
creating a functional coupling between DA neurons (Ford et al. 2009). The current is written as 
IGIRK=gGIRKSD2(EK-V), where gGIRK  is the maximal conductance and V is the neuron voltage. The 
activation variable SD2 incorporates a dependence of the GIRK current conductance on D2 
receptor activation and evolves according to the following equation: 𝑑𝑆9T𝑑𝑡 = 1 + 𝑘9T𝐷𝐴 − 𝑆9T𝜏  
 
where τ=500ms, DA is the dopamine level and kD2 represents the strength of GIRK modulation 
by DA concentration. In the Supplementary Fig. S1, we show that the effects of EtOH on the DA 
neuron firing rate and bursting hold for a wide range of low to intermediate values of kD2. Thus, 
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in all the simulations reported in Results, we assumed no GIRK modulation by DA (kD2=0 M-1) 
for simplicity, so that it becomes a potassium leak current. 
 
Burst Analysis 
To characterize burst firing of DA neuron we calculate two different measures. The first one is the 
classical percentage of spikes within a burst (%SWB). This measure is calculated over 5 minutes 
of simulation time with a minimum 200 spikes in this time interval. Bursts are identified as discrete 
events consisting of a sequence of spikes with the burst onset defined by two consecutive spikes 
within an interval less than 80 msec, and the burst termination defined by an interspike interval 
greater than 160 msec (Grace & Bunney, 1984). The %SWB was calculated as a number of spikes 
within bursts divided by the total number of spikes.  Moreover, we introduced a new measure BCV 
= CVISI*SWB, where CVISI is the coefficient of variation of the Inter-Spike-Interval series of the 
neuron. The CVISI measures spike times variability, i.e. CVISI=0 for a regular tonic firing and 
CVISI=1 for a Poisson spike train. The burst measure BCV combines high-frequency firing with high 
interspike interval variability. In other words, this measure is low if firing is tonic regardless of its 
rate (as the CV is low) and is high only when spikes are fast and occur in bursts.  
 
Results 
1.  VTA input-output processing: overview of the circuit model 
The computational model constructed herein considers how VTA microcircuit dynamics 
influence DA neuron firing and how these processes are altered by EtOH. The VTA is modelled 
as a feed-forward inhibitory network of electrically (gap-junction) coupled inhibitory GABAergic 
neurons that project to a heterogeneous population of DAergic neurons (Margolis et al. 2012 and 
Roeper 2013; Steffensen et al. 1998). Experimental observations from Steffensen at al. (1998) 
suggest that VTA GABA neurons have a heterogeneous firing rate distribution with the mean 
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around 19Hz. Accordingly, we model GABA neurons to fire with a distribution of different 
intrinsic frequencies (see Methods) centered around the experimentally observed mean. 
 
Figure 1: Model description. A) Schematic of the network. Glu inputs project to the VTA, which is composed of a 
population of electrically connected GABA neurons and a population of DA neurons. B) An example of firing pattern 
of the Glu units in the asynchronous and weakly synchronous (Ns=16%) cases. The Glu firing rate (bottom) has been 
calculated through a normalized spike count of the population in a time bin of 10ms. C) Schematic view of an 
individual DA neuron model. The channels and conductances affected by EtOH are shown in red. D) Schematic view 
of an individual GABAergic neuron model. ETOH changes the strength of inhibitory projections to the DA neurons. 
Details of the models are reported in methods section. 
 
  Furthermore, the VTA receives excitatory inputs from a number of sources, including from 
pyramidal neurons of the PFC (Carr & Sesack, 2000) the anterior cortex (Beier et al. 2015); as 
well as the pedonculopontine tegmentum (Floresco et al. 2003). This excitatory activity furnishes 
inputs to the VTA through AMPA and NMDA receptors located on both GABA and DA VTA 
neurons. These inputs project to all GABA and DA neurons but the conductance of DA and GABA 
neurons receptors is different (see table of parameters). To simulate these Glu inputs, we use a 
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model that generates 50 Poisson-distributed spike trains with a variable degree of synchronization 
between them that we define as a free parameter. The choice of Poisson-distributed spike trains is 
implemented to model the excitatory inputs to the VTA, for example stemming from cortical firing 
activity (Deghani et al. 2016, Okun et al. 2010). 
In order to manipulate the correlations between the Glu neuron spike times we impose a partial 
synchrony, i.e. we force a fraction fs= Ns / NGlu  of the excitatory inputs to fire within a common 5 
ms time window (see method for more details and Fig. 1B as an example). These glutamatergic 
VTA inputs are thus characterized by two main parameters, the average firing rate (common to all 
units) νGlu and their synchronicity Ns. In addition to the Glu inputs, in our model the simulated 
DA neurons also receive inhibitory inputs from the VTA GABA neurons through GABAA 
receptors (see method section, Fig. 1A). The output of the VTA is defined as DA release, which is 
computed via the model developed by Wightman & Zimmerman (1990; see methods).   
Fig.1B shows two examples of the firing pattern of Glu units (asynchronous and partially or 
weakly synchronous in Fig.1B) with the relative measure of the population firing rate (normalized 
spike count) showing lower fluctuations in the asynchronous case. In panels C and D we show the 
model of DA and GABA neurons, described in detail in the method section. Targets of EtOH taken 
into account in the model are shown in red. Model parameter values are from (Morozova et al., 
2016a) and listed in table 1, see methods for detailed description. 
 
DA neuron activity depends on Glu input rate and synchronization  
To set a baseline for the effects of EtOH, we first analyze processing of Glu input in the VTA 
circuit model in the absence of EtOH. This will provide a basis to understand the input-output 
response of the VTA in the presence of EtOH. The two major parameters for the Glu input are its 
firing rate and the degree of synchrony. We characterize the DA neuron activity response by the 
firing rate and two measures of variability: the coefficient of variation of the interspike interval 
(ISI) (CVISI), and the percent of spikes within bursts (%SWB, Grace and Bunney 1984); see  
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Figure 2: DA neuron activity and Glutamatergic inputs. The heat-maps represent the DA neuron average firing 
rate (left) and bursting BCV (right) depending on Glu average firing rate and synchronicity. Time traces of DA neuron 
voltage are shown for the parameter regions as marked (a,b,c,d) in the heatmaps. The activity measures are obtained 
by averaging simulations over a 200 sec period.  
 
Methods for further details. We also combine these measures and define a burst measure, BCV = 
CVISI*SWB, which is above zero only for phasic activity at frequencies above 12 Hz. In Fig. 2 we 
plot the dependence of the firing rate, and the burst measure BCV on the parameters of Glu input 
synchronization Ns and average rate νGlu. Shown in Fig. 2 (left panel), the DA neuron average 
firing rate grows significantly with the growing input rate, yet the growth is only moderate when 
input synchrony is increased. By contrast, the DA neuron burst measure, BCV, strongly increases 
when the Glu input becomes more synchronous (Fig. 2, right). In fact, high values of BCV are 
reached only for a sufficiently strong synchrony (>8%) and a sufficiently low input rate. To 
illustrate the transitions, we show time traces for the regions of the diagrams marked a, b, c, and d 
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in Fig. 2. When the input synchrony is low (Fig. 2 a,c) the synaptic input generates an almost tonic 
current and the DA neuron responds tonically. At the higher input synchrony, the DA neuron firing 
reflects inhomogeneity in the input (Fig. 1b) as an irregular firing pattern (Fig. 2b). However, at 
higher average input frequencies the DA neuron is unable to follow the yet greater excitation 
within the bursts and its firing remains almost tonic. Therefore, the simulations predict that, as Glu 
afferent activity varies during a behavioral task in vivo, the DA neuron activity follows these 
variations if the input frequency stays below 30Hz. 
 
Calibrating the EtOH dose-dependent effects in the model  
We now proceed to determine how EtOH, through its action at the level of the VTA, influences 
how VTA excitatory inputs are mapped to its outputs (i.e. DA release). For this purpose, we model 
the most well-validated effects of EtOH on the biophysical properties of VTA neurons:  
(1) the DA neuron intrinsic excitability change due to increased HCN (Okamoto et al., 2006) 
and the GIRK channel conductances (McDaid et al. 2008, see method section).  
and  
(2) the synaptic effects, i.e. the increase in the GABA conductance as well as in the ratio of 
AMPA and NMDA synaptic currents in DA neurons (Saal et al., 2003; Theile et al., 2008; 
Morikawa & Morrisett, 2010). 
 
DA intrinsic excitability: EtOH affects the intrinsic properties of DA neurons by increasing the 
maximal conductance of the GIRK and the HCN currents. Fig. 3a shows the effects of changing 
gh and gGIRK on the DA neuron firing rate in the model. The increase in gh has a nonmonotonic 
effect: an initial increase (0-2 nS/cm2) increases DA neuron firing rate (up to 150%), whereas at 
high values of gh (2-4 nS/cm2) the firing rate gradually decreases to zero. In vitro EtOH (160 nM) 
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increases the DA neuron firing rate by approximately 150%; yet when the Ih  current is blocked, 
ethanol produces a decrease in the firing rate (McDaid et al. 2008).  
 
Figure 3. Model calibration for EtOH influence. (A) Combined effect of increasing Ih and GIRK currents on the 
average firing rate of an isolated DA neuron (no synaptic inputs). The red arrow represents the parameter modulation 
in EtOH (see Methods for details). (B) Calibration of gh and gGIRK modulation in the presence of EtOH allows the 
results by McDaid et al. 2008 to be reproduced: EtOH increases DA firing rate by ~180% and has inhibitory effect 
when Ih is blocked (C) Dose dependence of DA neuron firing rate on EtOH that reproduces that measured in vivo by 
(Mereu et al., 1984). To match the observed rate growth and the increase in the AMPA/NMDA receptor current ratio 
measured in vitro (Saal et al. 2003), the AMPA component was amplified (black). The figure also shows that an 
alternative way to achieve the increase in the AMPA/NMDA ratio by decreasing the NMDAR conductance leads to 
insufficient increase in the firing rate (red). (D) Dose dependence of DA neuron spike within burst (SWB) on EtOH 
concentration predicted by the model. Again, black and white curves show the difference in modulating the AMPA 
vs. modulating the NMDA receptor conductance to manipulate their ratio. Glu input parameters are the same as for 
the weakly synchronous case in Fig. 1.  
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We calibrate the modulation of these conductances to reproduce the above results (Fig. 3b). To 
reproduce the in vitro influence of EtOH (Fig 2b, McDaid et al. 2008), Ih and IGRIK conductanes 
are modulated as shown by the arrow in Fig. 3a (gh passes from 0.2mS/cm2 to 0.8 mS/cm2 and 
gGIRK from 0.08 mS/cm2 to 0.1 mS/cm2). Through this calibration, we obtain the values for these 
intrinsic conductances in the DA neuron that correspond to the control conditions and the presence 
of high EtOH concentration in the slice (equivalent to 160 nM in McDaid et al. 2008). We model 
the increase of HCN and GIRK conductances with respect to EtOH concentration with a sigmoidal 
activation function (see methods). This potentiation of the Ih current contributes to the raising 
phase of the inverted U-shape dependence of the DA neuron firing rate on EtOH dose observed in 
vivo (Mereau et al. 1984). We have reproduced this dependence (Fig 3c) and normalized the 
conductance variations by the in vivo dependence, matching the maximum with 1.5 g/Kg EtOH 
dose (Mereu et al., 1984). 
Synaptic modulations. To reproduce synaptic EtOH effects, we consider an increase in 
AMPA/NMDA ratio and an increase in the GABA conductance on DA neurons. The AMPA 
/NMDA ratio was increased by a factor of 1.5 at an EtOH concentration of 0.02 g/Kg (Saal et al., 
2003). As we are considering concentrations up to 2g/Kg we choose an AMPA/NMDA ratio 
increase up to a factor of four for high EtOH concentrations, that turns out to be enough in order 
to reproduce the EtOH dose dependence as reported by (Mereu et al., 1984). Further, we model 
the increase in the ratio by the increase in the AMPAR conductance and assume no change in the 
NMDAR (Ding et al., 2012). To eliminate alternative mechanisms, first, we show in Fig. 3c that 
decreasing NMDAR conductance does not increase DA neuron firing rate sufficiently. Second, 
the firing rate increase may also be driven by concurrent increases in the AMPA and NMDA 
receptor conductances, but their increasing ratio would suggest yet higher increase in the AMPAR 
conductance, which is more difficult to justify physiologically. Thus the most parsimonious 
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mechansism for EtOH-mediated increases in firing rate of the DA neuron is increases in AMPA 
receptor conductance.  
Additionally, ethanol enhances GABA transmission onto the VTA DA neurons in vitro primarily 
via a direct allosteric facilitation of the GABAA receptors (Theile et al. 2008; see for review Weiner 
& Valenzuela 2006). We model this influence as an increase in gGABA and calibrate this modulation 
to reproduce the decreasing phase of the DA neuron firing rate dose dependence on EtOH in 
(Mereu et al., 1984) at concentrations above 2g/Kg. Specifically, we choose the dependence of 
gGABA on EtOH concentration to activate at higher levels than other EtOH targets (see Methods).  
Our calibration shows that the above targets are sufficient to reproduce the inverted U-shape dose-
dependence of DA neuron activity level on EtOH concentration. We further considered what effect 
might inter-DA neuron coupling by gap junctions and by D2 autoreceptor activation of the GIRK 
current have on the DA neuron response to ETOH. Our simulation results (see Fig S1 panels B 
and C) show that these factors do not alter the results qualitatively.  Furthermore, data indicate that 
DA neuron activity is strongly modulated by NMDA receptors. In the simulations above, we 
considered AMPA-mediated inputs as the primary vehicle for structuring DA cell activity. To 
determine if our simulations are compatible with data on NMDA function, we simulated the effects 
of progressively blocking NMDAR currents in our model. Indeed, DA neuron bursting is 
prevented by the simulated NMDAR block (see FigS1 A). However, partial decreases in the 
NMDAR conductance give responses that are decreased in strength (rate and bursting), but follow 
the general trend of our results above. Other targets may be added to the model later as it is used 
to answer other questions arising from experiments (Morikawa & Morrisett, 2010). 
2.  EtOH changes DA activity response to external inputs 
To characterize the interaction between Glu excitation and the influence of EtOH on DA neuron 
activity, we analyze its average firing rate and bursting for different parameters of the Glu signal 
and EtOH concentrations. 
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EtOH boosts response to synchronous Glu inputs 
First we fix the average rate of Glu excitation (e.g. 4Hz in Fig. 4) to match the background activity 
levels in the cortex (Deghani et al. 2016; Linsenbardt & Lapish 2015), and vary the 
synchronization level of the input. The heat-map in Fig. 4 left shows that, while increasing the Glu 
input synchrony always increases the average DA neuron firing rate (horizontal slice), the inverted 
U-shape EtOH dose dependence persists for all synchronization levels tested (vertical slice). This 
dependence can be explained by the amplified endogenous DA cell excitability and Glu synaptic 
transmission at low EtOH concentrations, and the potentiated GABA transmission at high EtOH 
concentrations. In more detail, at sufficiently low EtOH concentrations (0-2 g/Kg), the increase in 
the AMPA and HCN channel conductances by EtOH produces an increase in DA neuron average 
firing rate. At these concentrations, the GABA receptor conductance is not strongly affected by 
EtOH. On the contrary, at high EtOH concentrations (2-3g/Kg), the GABAR conductance on the 
DA neuron becomes sufficiently high to decrease the DA neuron firing rate and eventually (e.g. 
3g/Kg) drives it below the values observed at baseline (no EtOH). Thus, the model predicts that 
the local influence of the EtOH in the VTA on DA neuron excitability and synaptic currents on 
the DA neurons is sufficient to account for the inverted U-shaped dose dependence observed in-
vivo (Mereu et al., 1984). We note that this effect is independent of the synchronization level in 
the Glu inputs. 
The heat-map in Fig. 4 right characterizes the DA neuron bursting, BCV, depending on the 
synchrony of the Glu input and the EtOH concentration. Experiments have shown that EtOH 
increases bursting in DA neurons (Foddai et al. 2004). Interestingly, our simulations predict that 
this increase is highly dependent on the synchrony in the Glu drive. At the synchrony levels below 
7%, the burst measure stays very low (smaller than 0.05) for any EtOH concentration. Therefore, 
under the influence of an asynchronous Glu drive, EtOH modulates only the firing rate of the 
nearly tonic DA neurons (Fig. 4 cases a and b). For higher synchronization levels of Glu inputs 
(from 7%), the DA neuron firing pattern is characterized by the presence of bursts with a high 
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intra-burst firing rate (>12 Hz) and periods of tonic activity with low firing frequency (1-6 Hz). 
EtOH greatly amplifies bursting (Fig. 4, transition c -> d). Interestingly, a hotspot of high bursting 
activity emerges at high EtOH concentrations (Fig. 4 region d), where the average DA spiking rate 
is low, and most spikes are thus clustered in bursts. 
 
Figure 4: Interaction of EtOH and Glu input synchronization determines DA neuron response. Heat-plots of 
the DA neuron average firing rates (left) and the burst measure BCV (right) depending on EtOH concentration and 
synchrony in the Glu input. Time traces of the DA neuron voltage are shown for the parameter regions marked (a,b,c,d) 
in the heat-plot. The activity measures are averaged over 200 sec simulation.  
 
The mechanism for the EtOH-induced increase in DA neuron bursting can be understood as 
follows: Our simulations reveal that bursts are produced by episodes of synchronous Glu inputs. 
The inputs are mediated by NMDA and AMPA receptor activation, yet only AMPAR conductance 
is affected by EtOH in the model. Thus, EtOH-induced amplification of bursting in DA neurons is 
mediated by the synchronous AMPA EPSPs. At high EtOH concentrations (e.g. 3g/Kg), an 
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increase in the GABAR conductance on DA neurons starts to dominate (firing rate decreases, Fig 
4 d). Nevertheless, such an increase selectively inhibits tonic DA neuron activity rather than spikes 
grouped in bursts (also observed experimentally Lobb et al. 2010). In our simulations, this is true 
for the bursts induced by synchronous AMPAR barrages, for the inhibition of which much higher 
GABAR conductance values are necessary. As a result, the DA neuron bursts are maintained also 
at high EtOH concentration, when GABAR conductance is increased, while tonic periods of firing 
are inhibited. This further boosts the fraction of spikes within bursts at EtOH concentrations that 
decrease the overall average firing rate. Thus, our model predicts distinct effects of EtOH on tonic 
and phasic DA neuron firing under partially synchronous Glu inputs.  
 
 EtOH inhibits DA activity response to high-frequency Glu inputs 
Next, we fix the input synchronization level at 14% (this number permits to obtain EtOH-evoked 
increase in bursting in DA neurons) and vary the average input rate to model how the influence of 
EtOH in DA neuron responses depends on this rate. The average firing rate of the DA neuron 
shown in the heat-map of Fig. 5 left retains the inverted U-shape for a range of low Glu input rates 
(<20Hz). At higher input rates, it is replaced by a monotonic decrease in the firing rate of the DA 
neuron (Fig. 5, transition c to d). The mechanism for this change lies in the difference between the 
influence of pulsatile vs. tonic AMPA receptor current. In vitro studies show that tonic AMPAR 
activation does not increase the firing frequency of DA neurons (see e.g. (Deister et al., 2009)). 
Our model takes this limitation into account (Ha & Kuznetsov, 2013), but, as shown here, can 
respond at higher frequency if AMPAR activation is pulsatile. However, at higher input 
frequencies, the tonic component of AMPA activation increases (data not shown) and impedes 
repolarizations of the membrane, thus, blocking high-frequency responses. Therefore, the model 
predicts that EtOH may only inhibit DA neuron firing during time intervals when it is driven by 




Figure 5: Interaction of EtOH and Glu input average rate determines DA neuron response.  Heat-plots of the 
DA neuron average firing rate (left) and the burst measure BCV (right) depending on EtOH concentration and the Glu 
input rate. Time traces of the DA neuron voltage are shown for the parameter regions marked (a,b,c,d) in the heatplot. 
The activity measures are averaged over 200 sec simulation.   
 
Bursting of the DA neuron is also low at high-frequency Glu inputs for all EtOH concentrations 
(heat-map in Fig. 5 right). This result follows directly from those in Fig 2: the DA neuron could 
not follow the yet greater excitation during the input bursts due to its limited excitability. Some 
increase in bursting is still achieved at EtOH concentrations around 1.5g/Kg (Fig. 5 transition c to 
d), and this is mostly due to inhibition of the tonic spiking. This gives a greater contrast between 
the bursts and the inter-burst tonic firing as described above. At the lower Glu input rates, EtOH 
causes a much greater increase in the burst measure. The greatest BCV is reached at input 
frequencies around 10-20 Hz and at EtOH concentrations above 1g/Kg. 
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3. EtOH amplifies high-concentration DA transients through DA neuron 
synchronization 
 
The above simulation and analysis establish how acute EtOH together with glutamatergic inputs 
leads to complex response patterns from single DA neurons. However, the VTA is composed of a 
heterogeneous population of DA neurons (Lammel et al. 2008, Blythe et al. 2009, Roeper 2013), 
whose firing activity, collectively, regulates DA release. Multiple currents are differentially 
expressed in DA neurons which result in heterogeneous excitability properties among the neurons. 
For simplicity, we modelled such heterogeneity in a population of DA neurons by setting the leak 
conductances in each DA neuron to a value selected from a uniform distribution in [0.13:0.23] 
mS/cm2 range, in order to have a heterogeneous excitability (e.g. firing rate ranges from 0.5 to 3Hz 
for partially synchronous Glu inputs at 4Hz and no EtOH)). Overall dopamine release was model 
as a sum of all the dopamine transients produced by individual neurons. We use our simulations 
to examine our working hypothesis that the significant transient increases observed in the target 
DA concentrations are due to simultaneous firing of multiple DAergic neurons. Hence we 
hypothesize that synchronization of the VTA DA neurons is key to DA dynamics. Available data 
(Lin et al. (2003)) suggests that there are no direct connections among the VTA DA neurons 
capable of synchronizing them. Hence, it is a common external drive that could act as a 
synchronizing mechanism.  If this drive is tonic, (i.e. the input signal shows little variability due 
to a low level of synchronization) DA neurons with heterogeneous proprieties will not synchronize 
their spike times. On the contrary, a transient peak in excitatory input would cause most DA 
neurons to fire together, thus generating a synchronous population burst. 
In order to test this hypothesis, we simulated a heterogeneous population of 100 DA neurons all 
receiving common partially synchronized glutamatergic inputs (Ns=14%, see Fig.1). The average 
DA concentration exhibited an inverted U-shape dose dependence on EtOH with a maximum at 
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an intermediate EtOH concentration around 1.5 g/Kg (see Fig. 6A). The mechanisms behind the 
inverted U-shape is the same discussed above for the average firing rate of a single DA neuron 
(see Fig.3), i.e. an increase in each DA neuron firing activity due to HCN and AMPA channel 
conductance increase at relatively low EtOH concentrations (0-1.5 g/Kg)  followed by an activity 
decrease due to GABA potentiation at higher EtOH concentration (1.5-3 g/Kg).  
 
Figure 6. EtOH enhances transient DA peaks by eliciting population bursts of DA neurons.  
(A) Average DA concentration (𝐷𝐴) released by the population of 100 DA neurons at various EtOH concentration. 
Averaging is over one minute and over all DA neurons in the model. (B) Histogram of the normalized DA 
concentration DA/	𝐷𝐴 for two EtOH concentration as reported in the legend. The histogram is calculated by sampling 
DA concentration time trace with a bin of 100ms (C) The dependence of the Pearson coefficient between Glu input 
spike count (as in Fig.1B) and DA concentration time trace on EtOH dose. (D) Time trace of DA concentration at the 
corresponding EtOH doses (0, 2 and 3 g/Kg. (E) Raster plot of a subpopulation of DA neurons at the same EtOH 
doses. Glutamatergic inputs are partly synchronous (Ns=14%) and νGlu =14 Hz.  
 
27		
A critically important aspect of DA release, apart from its average level, are transient DA peaks 
that signal behaviorally-relevant events (Schultz 2002). DA transients are amplified by the 
majority of addictive drugs (Covey et al., 2014). In order to investigate the DA transients, we 
computed the distribution of DA concentration values over time. In particular, we sampled DA 
concentration in 180 ms bins and calculated the distribution of the DA levels over an extended 
period (5 minutes, Fig. 6B). Fig. 6 shows the DA concentration distributions at zero (control) and 
at an intermediate (2g/Kg) EtOH dose. The distributions are normalized by the mean so that the 
graph emphasizes the changes in the width. In control conditions, the DA concentrations are 
Gaussian distributed. At the intermediate ETOH concentration, the distribution has a large tail in 
the range of high concentrations, meaning that there is a significant number of large-amplitude DA 
transients. Accordingly, the DA time series (Fig. 6D) shows a clear increase in the temporal 
variability of DA levels at the intermediate EtOH concentrations. Thus EtOH increases the 
frequency of large deviations from the basal DA level in the simulations. We observe that in 
control condition (zero EtOH dose) DA stays at an almost constant level with relatively few peaks. 
At intermediate EtOH dose, the basal DA level is increased and transient DA peaks are much more 
frequent (Fig. 6C middle panel). It is crucial to note that for high EtOH concentrations, the basal 
level of DA is reduced, but the peaks are maintained, yielding a lower DA average level combined 
with high fluctuations.  
To elucidate the mechanism driving these phasic DA events, a raster for the DA neuron population 
is shown in Fig. 6E. We observed that DA peaks are driven by closely timed spikes in DA neuron 
population, which can be perceived as population bursts. These events are seldom at low EtOH 
dose, and therefore DA concentration shows little deviation from the baseline. At higher EtOH 
dose (1-2g/Kg), the increase in the AMPA conductance permits the AMPA EPSCs to evoke 
closely-timed spikes in DA neurons, increasing the number of transients (Fig. 6D middle panels, 
2g/Kg). The baseline DA level is also increased at this EtOH dose. Together with the stronger 
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excitatory input, the changes in DA neuron’s intrinsic excitability caused by EtOH through Ih 
potentiation are responsible for this as they increase firing activity throughout the simulation. 
At high EtOH doses (EtOH>1.5 g/Kg), the increase in the GABA input inhibits the background 
asynchronous activity of the DA population. This, in turn, reduces the basal DA levels. 
Nevertheless, the population bursts of DA neurons are little affected by EtOH-induced inhibition 
(Fig. 6E bottom). This persistence of population burst and DA transients increasing EtOH doses 
is consistent with persistence of high burst measures described in previous section (see Fig. 3). 
Accordingly, at high EtOH doses DA concentrations are characterized by a lower baseline level 
but still a greater frequency of transient DA peaks. Finally, panel C of Fig. 6 shows the Pearson 
coefficient between the DA release time trace and the Glu input spike count, measuring their 
correlation. We observe a decrease in the correlation between Glu input and DA release at high 
EtOH doses. This is a prediction of the model that could be tested experimentally. 
 
Discussion 
Understanding the major factors that control DA signalling and how they are altered by addictive 
drugs is essential to understand the causes of addiction. A long-standing hypothesis is that ethanol, 
as well as other drugs of abuse, change the reinforcing value of events and cues by affecting DA 
signalling (e.g. (Covey et al., 2014)). A large body of work has highlighted the multiple and 
complex ways in which alcohol can influence dopamine circuits and the brain regions they 
innervate. In this work, we analysed the collective impact of EtOH-related single cell and circuit 
mechanisms on how the ventral tegmental area processes its input and generates its dopamine 
output.   
While the effects of alcohol on the brain are broad and influence most, if not all, neural circuits, 
the effects on VTA circuits are direct, robust, and among the most well-validated. Therefore, 
prior to modelling the broad effects of alcohol on the entire brain it is necessary to first 
understand how it influences the neural circuits, such as the VTA, where its effects have been 
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assessed in depth. The goal of the current work was to specifically identify the underlying 
mechanisms whereby EtOH influences activity of DA neurons in the mesolimbic system. This 
information provides a more refined understanding of how alcohol alters the integration of 
afferent signals by the VTA. This is a necessary first step, prior to determining the effects of 
ethanol on brain-wide activity.  
We constructed a computational model of the VTA to determine the critical parameters that control 
computation in this brain region and how they are influenced by alcohol. This work builds on our 
previous studies that show how the intrinsic properties of the VTA circuitry, especially synchrony 
among GABA neurons, play a central role in shaping DA neuron firing and, therefore, DA release 
throughout the brain (Morozova et al., 2016a). Our current work examines synchrony in excitatory 
drive to the VTA and the role it plays in determining DA neuron activity in acute EtOH. Without 
EtOH, Glu receptor activation in vitro mimics an asynchronous Glu input and excites DA neurons 
if it affects them directly and inhibits them if it also affects the neighbouring GABA neurons 
(Paladini and Roeper 2014). Our model reproduces this (Morozova et al., 2016a) and shows that 
Glu input synchrony reverses this inhibition. We observed that Glu synchrony interacts with the 
direct effects of alcohol on the intrinsic properties of neurons in VTA circuits to blunt background 
(i.e. tonic) DA release whereas it enhanced evoked (i.e. phasic) release events. Collectively these 
data indicate that alcohol alters the computational properties of the VTA, which may be critical 
for the progression toward alcohol abuse. EtOH modulation of the currents and firing patters 
reproduced in our model suggests a significant role of the AMPA receptors on DA neurons in the 
amplification of burst firing and DA transients in vivo. A classical view is that NMDA receptors 
are responsible for burst firing in DA neurons (as in the seminal work by Grace and Bunney 1984; 
Chergui et al 1993; Overton and Clark 1992). Our model brings together the in vitro data on 
increasing AMPA/NMDA ratio in EtOH (Saal et al 2003) and in vivo data on increasing DA 
neuron firing rate and bursting (Meure et al. 1984, Foddai et al. 2004). The model suggests that 
AMPA contributes to bursting if the excitatory afferents are at least partially synchronous. 
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Synchrony levels in areas sending Glu projections to the VTA, such as PFC and PPN, are strongly 
dependent on the behavioral state of the animal (Bushman et al. 2012, Baker et al. 2001). 
Furthermore, in our simulations, if the NMDAR current is blocked, DA neuron bursting is almost 
completely abolished (see Supplementary material). Thus, the contribution of AMPA receptors to 
DA neuron bursting in vivo may have been overlooked. This suggests that in vivo AMPA 
contribution to bursting mechanism is mediated by dynamical AMPA-NMDA current interaction. 
In vitro, it has been shown that pulsatile electrical stimulation can trigger firing at intra-burst 
frequencies in DA neurons that is dependent on AMPA receptor activation (Blythe et al. 2007). 
Interestingly, a recent paper shows AMPA-evoked bursting in SNc DA neurons in vivo (Galtieri 
at al. 2017). In vivo, Beier et al (2015) recently showed that stimulation of the frontal cortex leads 
to dopaminergic responses and is rewarding. Our modelling predicts that the contribution of 
AMPA receptors to DA neuron firing and, thus, DA transients depends on the behavioral 
conditions, which modulate synchrony in Glu inputs to the VTA.  
In this work, we considered how the structure of the glutamatergic inputs changes the way the DA 
outflow is modulated by EtOH, or in other words, how ETOH changes DA response to 
glutamatergic inputs with different structure. Strictly speaking our model is agnostic to the origin 
of the glutamatergic inputs, as long as they have the requisite average levels and variance. Indeed, 
these could originate in the cortex and/or a number of subcortical structures furnishing excitatory 
input to the VTA. One notable example of such is the glutamatergic inputs from the PPN, whose 
activity tracks salient environmental events and rewards (e.g. Okada et al 2009, Hong and 
Hikosaka 2014;  Keiflin and Janak 2015). Activation of these glutamatergic fibers has been shown 
to lead to DA neuron activation and DA outflow into the striatum (Pan and Hyland 2005; Blythe 
2007). A potential cortical source of excitation to the DA neurons projecting to the NAcc, is the 
recently identified pathway from the prefrontal cortex (Beier et al 2015). This newly identified 
pathway has been found to be reinforcing. Hence both of these are perfect candidates for the 
glutamatergic control over DAergic EtOH reinforcement signalling. In addition, the prefrontal 
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cortex also sends mono-synaptic projections to the VTA, to both the DA and the GABA neurons, 
with anatomical studies pointing to a reciprocal DA connection back to the PFC. While unlikely 
to signal EtOH reinforcement directly, DA modulation in the PFC has been shown to play an 
important role in controlling neural excitability and neural plasticity (e.g. Gonzales-Burgos et al 
2004; see Seamans and Yang 2004 for review ) and is likely to play an important function in the 
formation of representations for EtOH-associated stimuli and goals (Schact et al., 2013; Plassman 
et al., 2010).  
We observed that the frequency of Glu inputs is mainly responsible for the average firing rate of 
DA neurons and, thus, basal DA levels. Synchrony of Glu inputs predominantly affects bursting 
and, thus, DA transients. However, our simulations showed that the rich repertoire of VTA DA 
release dynamics cannot be predicted directly from the Glu input, but rather the VTA local circuit 
processes these inputs in a complex and nonlinear manner. For example, at VTA DA neuron firing 
rates below 2Hz, a sharp increase in their bursting can be observed when Glu input synchrony 
increases by only 2% (8 to 10%) (Fig. 2). This sharp transition suggests that, in this synchrony 
regime, the DA neurons embedded in the VTA local circuit act as coincidence detectors rather 
than linear integrators. However, this nonlinearity in bursting is diminished as the firing rate of the 
Glu input increases, thus indicating that the DA neurons may behave more like linear integrators 
in this regime. These results highlight the complexity that underlie how Glu inputs are processed 
by the VTA and underscore the need for approaches that can parse the influence-specific inputs, 
including GABAergic and modulatory inputs, on computation in the VTA.  
The goal of the current study was to tease apart the multiple mechanisms by which acute EtOH 
altered VTA dynamics. Thus, we further examined the effect of acute EtOH on the computational 
properties of the VTA. In our model, EtOH targeted the intrinsic properties of DA neurons, notably 
the Ih current, as well as local circuit parameters, notably, the strength of local GABAergic 
synapses. In addition, we changed the AMPA/NMDA ratio in the glutamatergic input synapses as 
compatible with observed data. Our model simulations and analysis lead us to a particularly 
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striking finding: EtOH amplified the VTA DA neuron population bursting and increased the DA 
transients only if a certain degree of synchrony was present in the Glu afferents. Another way to 
interpret our results is that EtOH renders the VTA circuit more sensitive to the synchrony in the 
Glu afferents, which, in turn, results in more frequent DA transients. Indeed, the burst measure in 
Fig. 4 shows that, with EtOH, VTA DA neurons start firing in bursts at lower input synchrony, at 
which the DA neurons remain tonic in the absence of EtOH. The transition occurs at EtOH doses 
between 1 and 1.5 g/Kg, where EtOH is also most effective in elevating the average firing rate of 
the DA neurons in our simulations and in the experiments (Mereu et al., 1984). Thus we reason 
that a minimal amount of input synchronization may be necessary to explain the EtOH-evoked 
increases in the DA cell firing and bursting observed in experiments (Mereu et al., 1984; Morikawa 
& Morrisett, 2010).  
It is important to note that in our model the major contribution to DA transients is due to the input-
dependent synchronization of the DA neuron population. Input-driven synchronization depends 
on the temporal structure of the Glu afferents and on the structure of the local GABA-mediated 
inhibition. We have shown before that synchronous inhibition promotes rapid DA spiking, while 
asynchronous inhibition inhibits DA firing (Morozova et al., 2016a). Under acute ETOH, our 
model VTA circuit becomes more “synchronizable” and hence facilitates bursting. The mechanism 
of this boost in synchronization relies on a combination of several complementary effects: first, on 
the EtOH-mediated enhancement of AMPAR current that increases the probability to evoke spikes 
in response to the synchronous Glu pulses; second, on an increase in Ih, which renders the DA 
neurons intrinsically more sensitive to input synchrony (Morozova et al., 2016b); and third, on the 
possible ETOH-induced increase in GABAergic neurotransmission. The latter has a double effect 
in our model: the increased asynchronous inhibition outside the input bursts suppresses the tonic 
DA spikes, while the synchronized GABA input to the DA neuron during the input “bursts” 
promotes high frequency spikes in DA neurons.  
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In our model we focused on the input-induced synchronization of the VTA neurons. Further 
mechanisms of synchronization, such as gap junction coupling of DA neurons have been proposed 
(Grace and Bunney 1985). However, if gap junctions contribute strongly, they provide 
synchronization persisting at long intervals, especially with weak external inputs, which is not 
typically observed. At weaker gap junction connectivity, they play secondary role for 
synchronization and our results hold (see Supplementary materials). In addition to the gap junction 
coupling, another form of coupling between DA neurons may be through D2 dopamine 
autoreceptors that in turn modulate the GIRK-current in a dopamine-dependent manner (Ford et 
al. 2009). In order to verify how such coupling may affect our results, we simulated this effect by 
incorporating the D2-GIRK coupling to the DA neurons in our model (see Methods for model 
description). We observed that, as long as this coupling is not excessively strong, the qualitative 
DA dynamics we report above remain unchanged (see Fig. S1B). 
We should be careful to point out that a distinction should be made between the reinforcing 
properties and the addictive properties of alcohol. While the former have indeed been related to 
the direct influence of alcohol on the mechanisms taking place in the VTA, the latter remains a 
challenge to understand from a neurobiological point of view and may not be directly related to 
the subjective hedonic impact of the drug. While classically mesolimbic dopamine signaling has 
been linked to the hedonic value (e.g. reward), recent works highlights its role in signaling 
motivational information and driving reinforcement-based learning. In this framework, ETOH-
modulated DA signalling, specifically in the cortex, would result in pathological learning of the 
cortical representations of the motivational value for actions associated with obtaining ETOH and 
of the action-goal representation of the ETOH-linked environments and outcomes. Hence, ETOH-
induced changes in the phasic DA output from the VTA may not be the direct cause of alcohol 
addiction, but a key component of the multi-faceted process of neuroadaptations and 
neuroplasticites that in the end produce the addicted behavior.  
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In conclusion, the circuit model here presented is able to reproduce the observed effect of EtOH 
on DA neuron activity and DA release. The model also makes testable predictions, specifically, 
the synchronization of DA neurons is proposed as the main mechanism for generation of transient 
peaks of DA concentration in NAc. Moreover, synchronization in cortical VTA afferents is 
proposed to be a fundamental ingredient for the increase in DA transients after EtOH injection. 
More generally, our model drives us to speculate that cortical activity states can determine 
potentially opposite effects of EtOH on DA response, varying from induced hyper-activation to a 
dose-dependent depression.  
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VTA = Ventral Tegmental Area 
pVTA = posterior Ventral Tegmental Area 
PFC = Prefrontal Cortex 
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Table 1: Model parameters 
 
PARAMETER DESCRIPTION VALUE 
𝑐"  Membrane capacitance of DA and GABA neurons 1µF /cm2 𝑔(  Maximal potassium conductance on DA neuron 1mS /cm2 
𝑔*+ Maximal calcium conductance on DA neuron 2.5mS /cm2 
𝑔(*+  Maximal calcium-dependent potassium conductance on 
DA neuron 
7.8mS /cm2 
𝑔-.+  Maximal subthreshold sodium conductance on DA neuron 0.13mS /cm2 𝑔3  Leak conductance on DA neuron 0.18mS /cm2 𝑔.+  Maximal sodium conductance on DA neuron 50mS /cm2 
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𝑔.+G Maximal sodium conductance on GABA neuron 22mS /cm2 
𝑔(G Maximal potassium conductance on GABA neuron 7mS /cm2 𝑔6786,/6:6 AMPA conductance on GABA  neurons 0.8mS /cm2 𝑔.796,/6:6 NMDA conductance on GABA  neurons 0.5mS / cm2 𝑔43  Gap junction coupling between GABA neurons 0.02mS /cm2 𝑔.796,96 Maximal NMDA conductance on DA neuron 18mS / cm2 𝐸2  HCN reversal potential on DA neuron -20 mV 𝐸(  Potassium reversal potential on DA and GABA neurons -90 mV 
𝐸*+  Calcium reversal potential on DA neuron 50 mV 
𝐸.+  Sodium reversal potential on DA and GABA neurons 55 mV 
𝐸3  Leak reversal potential on DA neuron -35 mV 
𝐸3G Leak reversal potential on GABA neuron -51 mV 
𝐸.796 NMDA reversal potential on DA and GABA neurons 0 mV 
𝐸6786 AMPA reversal potential on DA and GABA neurons 0 mV 𝐸/6:6 GABA reversal potential on DA neuron -90 mV 𝜏+HI  AMPA receptor activation time on DA and GABA 
neurons 
1 ms 




𝜏J4-  AMPA receptor desensitization time 6.1 ms 𝜏J4-e43  AMPA receptor release from desensitization time 40 ms 𝜏{+HI  NMDA receptor activation time on DA and GABA 
neurons 
7 ms 
𝜏{J4+HI  NMDA receptor deactivation time on DA and GABA 
neurons 
170 ms 
𝜏G+HI  GABA receptor activation time on DA and GABA neurons 0.08 ms 𝜏GJ4+HI  GABA receptor deactivation time on DA and GABA 
neurons 
10 ms 
𝑃w(𝑔2) HCN maximal conductance at zero EtOH concentration 0.2 mS /cm2 
 
𝑃7(𝑔2) HCN maximal conductance at 3g/Kg EtOH concentration 0.8 mS /cm2 𝑃w(𝑔/01() GIRK maximal conductance at zero EtOH concentration 0.08 mS /cm2 𝑃7(𝑔/01() GIRK maximal conductance at 3g/Kg EtOH concentration 0.1 mS /cm2 𝑃w(𝑔6786,96) AMPA maximal conductance at zero EtOH concentration 3 mS /cm2 𝑃7(𝑔6786,96) AMPA maximal conductance at 3g/Kg EtOH 
concentration 
12 mS /cm2 
𝑃w(𝑔/6:6) GABA maximal conductance at zero EtOH concentration 1.2 mS /cm2 𝑃7(𝑔/6:6) GABA maximal conductance at 3g/Kg EtOH 
concentration 




S1. Effect of DA coupling and NMDA block 
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We report the effects of NMDA blockade (Fig. S1 A1-A2), D2 receptor (Fig. S1 B1-B2) and 
electrical coupling between DA neurons (Fig. S1 C1-C2) on the EtOH dependent DA neurons 
activity. As discussed in the main text these results show that DA bursting is sustained by NMDA 
and that the results are not qualitatively affected by electrical or D2 coupling as long as these 
currents are not too strong. 
 
Figure S1: Bursting is NMDA-mediated and DA neurons coupling ( D2 receptors gap-junction) do not affect 
qualitatively EtOH effects 
(A) DA firing rate (A1) and SWB (A2) as a function of EtOH concentration for different values of NMDA 
conductance on DA neurons (black control 18mS/cm2, red 9mS/cm2, blue zero).  (B) DA firing rate (B1) and SWB 
(B2) as a function of EtOH concentration for different D2 receptor modulation by DA kD2 (black control 0nM-1, red 
0.1nM-1, blue 1nM-1). (C) DA firing rate (C1) and SWB (C2) as a function of EtOH concentration for different 
electrical coupling strength between DA neurons gDA,el (black control 0mS/cm2, red 0.05mS/cm2, blue 0.1mS/cm2). 
Please note that all other model parameters are the same as in  Fig3C-D of the main text. 
 
S2. DA neuron model details 
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Two currents comprise the intrinsic pacemaking mechanism in DA neuron model: an L-type 
voltage-dependent calcium current 𝐼*+ = 𝑔*+(𝐸*+-𝑣)   and an SK-type calcium-dependent 
potassium current 𝐼(,*+ = 𝑔(,*+(𝐸(,*+-𝑣). Gating of the calcium current is instantaneous (Wilson 
& Callaway, 2000; Helton et al., 2005) and described by the function  
𝑔*+ = 𝑔*+ 𝛼H~(𝑣)𝛼H~ 𝑣 + 𝛽H~(𝑣) 
Calibration of the calcium gating function reflects an activation threshold of an L-type current 
around -50mV, which is significantly lower in DA neurons than in other neurons (Wilson & 
Callaway, 2000; Durante et al., 2004). A large influx of Ca2+ leads to activation of the SK current, 
which contributes to repolarization of the DA neuron. Dependence of the SK conductance on 
calcium concentration is modeled as follows (Kohler et al., 1996) 
𝑔(,*+ = 𝑔(,*+ 𝐶𝑎TL ~𝐶𝑎TL ~ + 𝐾L ~ 
Calcium concentration varies according to the following equation: 𝑑 𝐶𝑎TL𝑑𝑡 = 2𝛽𝑟 (	𝑔*+ 𝑣 + 0.1𝑔3𝑧𝐹 𝐸*+-𝑣 -𝑃*+𝑢) 
This equation represents balance between Ca2+ entry via the L channel and the leak current, and 
Ca2+ removal via a pump.  In the calcium equation, β  is the calcium buffering coefficient 
(β=0.00023), i.e. the ratio of free to total calcium,  is the radius of the compartment (r=0.2μm), 
 is the valence of calcium, and  is Faraday’s constant.  represents the maximum rate of 
calcium removal through the pump (PCa=1923μm/s). The model is calibrated according to our 
previous paper (Morozova et al., 2016a). 
The neuron is repolarized by the activation of a large family of voltage-gated potassium channels. 
The model contains voltage-dependent K+ current 𝐼( = 𝑔((𝐸(-𝑣) . Conductance of this current is 
given by a Boltzmann function: 




The DA neuron expresses voltage gated sodium channels that carry a large transient current during 
action potentials (the spike-producing sodium current and a non-inactivating current present at 
subthreshold voltages (a subthreshold sodium current 𝐼-.+ = 𝑔-.+(𝐸-.+-𝑣) . Even though the 
persistent subthreshold sodium current is much smaller than the transient spike-producing current, 
it influences the firing pattern and the frequency of the DA neuron by contributing to 
depolarization below the spike threshold. We modeled the voltage dependence of the subthreshold 
sodium current as follows 
𝑔-.+ = 𝑔-.+ 11 + exp	(- QLw ) 
The kinetics and the voltage dependence of the subthreshold sodium current were taken from 
(Carter et al., 2012). The spike-producing sodium current has the form of Hodgkin-Huxley model 𝐼.+ = 𝑔.+𝑚iℎ(𝐸.+-𝑣), where sodium activation and inactivation channels obey the following 
differential equations: 𝑑𝑚𝑑𝑡 = 𝛼" 𝑣 1-𝑚 -𝛽" 𝑣 𝑚 𝑑ℎ𝑑𝑡 = 𝛼2(𝑣) 1-ℎ -𝛽2 𝑣 ℎ 
 
where the rate constants αx and βx have the following form: 
 
𝛼" = 0.1(𝑣 + 25)exp QLTKw -1 ; 𝛽" = 4exp	(𝑣/18) 
𝛼2 = 0.07exp(𝑣/20); 	𝛽2 = 1exp QLiwKw + 1 
The leak current 𝐼3 = 𝑔3(𝐸3-𝑣)   in the model has the reversal potential of -35 mV, which is higher 
than in the majority of neuron types. In DA neurons, several types of depolarizing, nonselective 
cation currents are expressed, which likely contribute to depolarization during interspike intervals.  
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The GIRK current  is modeled as a potassium current and is described in Methods section. The  
HCN channel 𝐼2 = 𝑔2𝑞(𝐸2-𝑣)  depends on the activation variable q that obeys the following 
differential equation (Tateno et al. 2011): 𝑑𝑞𝑑𝑡 = 𝑞-𝑄(𝑣)𝜏(𝑣)  
𝑄 𝑣 = 11 + exp	(QLwKw ) 𝜏 𝑣 = 320 + 1850𝑒𝑥𝑝(- 𝑣 + 8018 ) 
 
where, in the last equation, constants are measured in ms. 
 
S3. GABA neuron model 
GABA neuron dynamics obeys the following differential equations:  
 
𝑐" 𝑑𝑣𝑑𝑡 = 𝑔.+𝑚iℎ 𝐸.+-𝑣 + 𝑔(𝑛~ 𝐸(-𝑣 + 𝑔3G 𝐸3G-𝑣 + 𝐼43 + 𝐼-{ 𝑑𝑛𝑑𝑡 = 𝛼{ 𝑣 1-𝑛 -𝛽{ 𝑣 𝑛 𝑑ℎ𝑑𝑡 = 𝛼2(𝑣) 1-ℎ -𝛽2 𝑣 ℎ 
where v is the voltage of cell, Iel is the electrical coupling with the other neurons and Isyn is the 
synaptic coupling with external Glutamatergic inputs (see A1.1). The activation variable equations 
are completed by the following relations: 
𝑚 = 𝛼"𝛼" + 𝛽" 𝛼" = 0.1(𝑣 + 30)1-exp	(- QLiwKw ) ;	𝛽" = 4exp	(- 𝑣 + 5518 ) 𝛼2 = 0.01exp	(- 𝑣 + 4718 );	𝛽2 = 11 + exp	(- QLTiKw ) 
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𝛼{ = 0.01(𝑣 + 29)1-exp	(- QLThKw ) ;	𝛽{ = 0.0875exp	(- 𝑣 + 3980 ) 
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