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E> The s tandard  operat ional  semantics of concurrent constraint  logic lan- 
guages is not confluent in the sense that  different schedulings of processes 
may result in different program behaviors. Whi le implementat ions are free 
to choose specific scheduling policies, analyses hould be correct for all im- 
plementat ions.  Moreover, in the presence of parallel ism, it is usual ly not 
possible to determine how processes will actual ly  be scheduled. Efficient 
program analysis is therefore difficult as all process schedulings must be 
considered. To overcome this problem, we introduce a confluent semantics 
which closely approximates the s tandard (nonconfluent) semantics. This 
semantics provides a basis for efficient and accurate program analysis for 
these languages. To i l lustrate the usefulness of this approach, we sketch 
analyses based on abstract  interpretat ions of the confluent semantics which 
determine if a program is suspension- and local suspension-free. @ Else-  
v ier  Sc ience  Inc. ,  1997 <I 
1. INTRODUCTION 
Concurrent  constraint  logic programming [24, 26] is a programming paradigm based 
on logic programming with mechanisms for concurrency. In recent years, there has 
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been a growing interest in both theoretical as well as practical applications of these 
languages. However, before their full potential can be realized, there is a need for 
powerful tools to provide efficient and accurate program analyses which can be used 
by compilers to produce more efficient arget code and by programmers to detect 
(synchronization) errors in code. The main contribution of the present paper is a 
semantic basis for the development of such analyses. 
The computational model of concurrent constraint logic programming is based 
on constraints and an entailment or implication relation between these. Processes 
interact through a common store of constraints. Communication is achieved by 
telling, that is, adding, a given constraint to the store (asynchronous message send), 
and by asking whether the store entails a given constraint (asynchronous message 
receive). Nondeterminacy arises in two ways: because there is a choice of which 
clause to reduce a process with, and because of different process chedulings. 
Confluence, that is, independeuce of scheduling of reductions, is an important 
and desirable semantic property of declarative languages. In particular, it allows 
a program to be understood using any convenient scheduling as other schedulings 
lead to "isomorphic" results. For example, confluence holds in the lambda calculus 
because of the Church-Rosser property, and it holds in logic programming because 
of the Switching Lemma [15]. In the context of concurrency, confluence is an even 
more desirable property [18] as concurrent programs are notoriously difficult to 
reason about and to analyze and, without confluence, all possible scheduling rules, 
and hence interleavings, must be considered. In concurrent languages, we are also 
interested in nonterminating computations. In this case, we will understand conflu- 
ence as independence of scheduling for all "fair" reduction sequences in the sense 
that the possible outcomes of the computations are the same. However, because of 
the interaction between ondeterminism and synchronization, confluence does not 
hold for many concurrent languages. In particular, it does not hold for concurrent 
constraint logic languages, the class of languages we are interested in analyzing. In 
these languages, implementations are free to choose a particular process cheduling 
policy. However, as shown in Example 2.1 (Section 2), the standard operational se- 
mantics is not confluent with respect o different schedulings. Efficiency is therefore 
problematic in analyses which are directly based on the standard semantics as they 
must consider all possible process schedulings o as to ensure correctness for any 
implementation. 
For this reason, we introduce a confluent semantics which approximates the stan- 
dard (nonconfluent) semantics of concurrent constraint logic languages. We propose 
this semantics as a basis for accurate and efficient program analysis. Correctness 
of such analyses holds because the confluent semantics approximates the standard 
semantics in the sense that suspension in the usual semantics implies suspension i  
the confluent semantics. Accuracy holds because the standard semantics i "nearly" 
confluent--in fact, for deterministic programs and programs without synchroniza- 
tion, the two semantics coincide--and so the approximation is very close. Finally, 
because of confluence, an analysis based on this semantics need only be proven 
correct for a single scheduling rule. This provides for accuracy as the analysis can 
choose a scheduling which gives the most precise answer, and also provides for ef- 
ficiency as there is no need to examine the potentially exponential or even infinite 
number of different but "isomorphic" reduction sequences corresponding to other 
schedulings. 
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To i l lustrate the usefulness of the confluent semantics as a basis for abstract  in- 
terpretat ion,  we sketch analyses for detect ing "suspension" and "local suspension." 
Local suspension occurs when a process in a system can never be reduced as it 
requires input from other processes in it£ environment to continue. Suspension is 
an acute form of local suspension in which the computat ion halts as no process in 
the system can be scheduled. 
Most of the paper  discusses a language with atomic publ icat ion [23, 26]. Atomic 
publ icat ion requires that  the tell constraints of a clause be consistent with the cur- 
rent constraint  store for the clause to be used in process reduction. By contrast,  
eventual  publ icat ion does not consider the tell component when selecting a viable 
clause, but  requires only that  the clause's ask constraint  be entai led by the con- 
straint  store. We formalize eventual publ icat ion and summarize corresponding re- 
sults. The propert ies of the eventual publ icat ion language's confluent semantics are 
stronger: assuming a fair computat ion rule, each nonfailed er ivat ion in the usual se- 
mantics has a corresponding isomorphic derivation in the confluent semantics. Since 
the results for the atomic case are more difficult, we emphasize them in this paper.  
The rest of this paper  is organized as follows. In the next section, we give several 
mot ivat ing examples which i l lustrate the main ideas. Section 3 makes precise the 
usual operat ional  semantics of concurrent constraint  logic programs. In Section 4, 
we discuss several different ypes of suspension which are of interest in the context 
of concurrent constraint  logic languages. Section 5 introduces a confluent semantic 
basis for the analyses which are described in Section 6. Section 7 gives related 
results for languages with eventual publication. Section 8 discusses the role of types 
for suspension analyses. Section 9 reviews related work, and Section 10 concludes. 
The Append ix  contains proofs of the main theorems. A pre l iminary version of this 
paper  appeared in [5]. 
2. MOTIVAT ING EXAMPLES 
The operat ional  semantics of concurrent constraint  logic programs is formalized in 
the next section. The intuit ive idea is that  processes are identif ied with atoms which 
communicate and synchronize through a common store of constraints. Computat ion  
starts  with an init ial environment or "state" containing a set of processes and the 
current constraint  store. Computat ion  proceeds by repeatedly  using clauses in the 
program to reduce processes in the state. Reduct ion using the (renamed) clause 
C = H : -Ask  : Tell  I B can occur if H matches the process, and the current 
constraint  implies Ask and is consistent with Tell. ReduCtion occurs by replacing 
the process by the body of the clause, B, and adding Tell to the current store. Thus, 
processes communicate by "telling" a constraint  o the store, and synchronize by 
"asking" the store if a part icular  constraint  is implied by it. Reduct ion continues 
until  there are no processes left, in which case the current constraint  is an answer 
of the original state, or until no process can be reduced. A process in a state is 
stuck if: (1) it cannot be reduced by any clause, and (2) at least one of the clauses 
defining the process has constraints which are consistent with the current store. 
The init ial s tate suspends, or leads to suspension if some sequence of reduct ions 
leads to a state in which all processes are stuck. 
The operat ional  semantics for a program and init ial state is given as a transition 
system which is a graph with nodes labeled by states and arcs indicat ing reductions,  
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where the initial state is ti le "source." We adopt the convention of underl in ing 
the scheduled atom in a state and labeling the arc with the clause with which it 
is reduced. Different transit ion systems result from different process schedulings. 
In the following examples, we take (conjunctions of) syntact ic equations over the 
Herbrand universe as constraints. We follow tile convention that  u, v, w, x, y, z , . . .  
are variables, a, b, and c are constants,  and [ ] is the list constructor.  
Example 2.1. Consider the following program P and state s = {p(x), q(y); x = y}. 
(1) p (x )  : -x=a : t rue  I s (z ) .  (4) q(y)  : - t rue  : y=a ] t rue .  
(2) p (x )  : -x=a : t rue  I t rue .  (5) q(y)  : - t rue  : y :b  I t rue .  
(3) p (x)  : - t rue  : x=b I t rue .  (6) s (z )  : - z=a : t rue  I t rue .  
Using a left-to-r ight scheduling rule, the program behaves determinist ica l ly  asp(x) 
can reduce only with clause (3). Thus, under this scheduling rule, the state s does 
not suspend and computat ion terminates with answer x = b A y = b. The behavior,  
however, is radical ly different if a r ight-to-left scheduling rule is applied. In this case, 
the program is no longer determinist ic.  I t has three possible reduct ion sequences, 
one which leads to suspension (as the atom s(z) is stuck), and others which give 
answers x = a A y = a and x = b A y = b, respectively. F igures 1 and 2 i l lustrate 
transi t ion systems for P and s with left-to-right and right-to-left scheduling rules, 
respectively. 
This example demonstrates that  analyses based direct ly on a s tandard  opera- 
t ional semantics must consider all possible schedulings. In order to achieve indepen- 
dence of scheduling, we must guarantee that  whenever a process is enabled, it can 
make the same choices regardless of when it is scheduled. There are two issues to 
consider: (1) an enabled process which is scheduled later in the s tandard  semantics 
may reduce with more clauses, and (2) an enabled process in the s tandard  seman- 
tics may later become disenabled (and not fail) (see Example 2.2). The basic idea 
of the confluent semantics is to separate synchronizat ion from nondetermin ism by 
interpret ing synchronizat ion at the procedure level instead of at the clause level. 
Namely, if every instance of an atom is either: (a) inconsistent with all clauses (i.e., 
its reduct ion would fail), or (b) can reduce with some clause in the s tandard  seman- 
tics, then it can reduce with all consistent clauses in the confluent semantics. By 
considering all instances, we are sure that  enabled processes do not suspend later 
(and hence can be scheduled); by reducing all consistent clauses, we are sure that  
we consider all potent ia l  choices at the t ime of scheduling. 
F igure 3 i l lustrates the intuit ion behind basing analyses on a confluent semantics. 
The figure shows the transit ion system result ing from using a left-to-r ight scheduling 
with the confluent semantics for the program from Example 2.1. Solid arcs indicate 
<p(~), q(y); • = y) 
(a) I 
(q(y);x = b A y = b) F IGURE 1. 
ample 2.1. 
(5) I 
Left-to-right scheduling--standard semantics--Ex- 
{true;~:=b^y=b} 
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(p (~) ,  q(~);  • = y) 
(p(~) ;  ~ =.  ^ y = a) (p (z ) ;  z = b ^ y = b) 
(3) 
( t r~e; ,  = b ^ y = b) 
F IGURE 2. Right-to-left scheduling--standard semantics--Example 2.1. 
the reductions of the standard semantics, while dotted arcs indicate additional 
reductions introduced by the confluent semantics. 
The intuition behind basing analyses on a confluent semantics is that any re- 
duction sequence in the standard semantics has an "isomorphic" reduction in the 
confluent semantics in which the reduction order is possibly changed and suspen- 
sions occur possibly sooner. Thus, an analysis based on the confluent semantics 
inherits the ability to detect suspension by considering only the transition system 
for a single scheduling rule as a program is suspension-free for all schedulings in 
the standard semantics if it is suspension-free for any one scheduling rule in the 
confluent semantics. 
Example 2.2. As another example, consider the following program P and state 
S : (p(* 'EI ,B1),q(z2,  Y2);.T1 = X2 Ay l  = Y2)- 
(1) p (x ,y )  : - t rue  : x=a { t rue .  (3) q (x ,y )  : - t rue  : x=b ] t rue .  
(2) p (x ,y )  : -y - -b  : t rue  ] t rue .  (4) q (x ,y )  : -x=a : t rue  { t rue .  
With a left-to-right scheduling rule, the standard computat ion is successful and 
gives xl = a. With a right-to-left scheduling, the (standard) computat ion suspends 
after reducing q(x2, y'2) with the third clause. This illustrates that  independence of
scheduling for p(xl, Yl) does not hold in the standard semantics. In the confluent se- 
mantics, both left-to-right and right-to-left schedulings will reduce q(x2, Y2) because 
it is not the case that  all instances of p(xl, Yl) which do not fail can reduce with 
(P(~__2), q(Y); ~ = Y> 
f 
[ (4) { (4) [ (5) 
<~(~); ~ = ,, ^ y = . )  (t,-,,~; • = a ^ y = ,,) <t ,~;  ~ = b A y = b) 
F IGURE 3. Left-to-right scheduling~onfluent semantics--Example 2.1. 
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(P(Zl, Yl), q(Z2, Y2); Zl = ~2 A Vl = ~2) 
zt=bAz2=b 
(p(x,, vl); ^ y, = v2 
(true;x* = ahz~= a) (true;zt = ahz2= ah  
^Yl  =y2 Yl bay2  b ) 
F IGURE 4. Confluent ransition system--Example 2.2. 
some of the clauses. Figure 4 illustrates a confluent ransition system for P and s. 
As this transition system contains a suspended process, namely p(xl, Yl), we know 
that some computat ion rule in the standard semantics may lead to suspension. 
The previous examples uggest hat  the confluent semantics is a good basis for 
suspension analyses. In practice, however, we would like a more refined analysis 
which also detects "local suspension," that is, when some process can never be 
reduced. 
Example 2.3. The initial state (clock(x), q(y); x = tick) with the program 
(1) c lock(x )  : -x=t ick  : y=tock I c lock(y ) .  
(2) c lock(x )  : -x=tock  : y=t ick  I c lock(y ) .  
(3) q(x) : -x  = a : t rue  I t rue .  
does not suspend as clock can always be scheduled, but does have local suspension 
because the process q(y) can never be reduced. 
Local suspension analyses can also be based on the confluent semantics. The 
following example illustrates the intuition behind basing such analyses on the con- 
fluent semantics. The program exemplifies a common technique called incomplete 
messages for specifying two-way communication between a pair of processes. In- 
complete messages are messages that contain variables to be instantiated by the 
receiver and then read by the sender. 
Example 2.4. Consider the following program P with state s = <p(xl), c(x2); Xl = x2>. 
(1) p(x)  : - t rue  : x = [msg(y) l x l ]  I read(y ) ,  p (x i ) .  
(2) p(x)  : - t rue  : x = [ ] i t rue.  
(3) e(x) :- x = [msg(y)  l xl] : t rue  I wr i te (y ) ,  c (x l ) .  
(4) c(x) : -x  = [ ] : t rue  I t rue.  
(5) read(y )  : -y  = a : t rue  I t rue.  
(6) wr i te (y )  : - t rue  : y = a I t rue.  
For any reasonable scheduling, no process will be stuck forever. However, an "un- 
fair" scheduling, which only schedules p(xl),  will produce read processes that  will 
remain forever stuck because they require c(x2) to be scheduled. For this reason, 
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(5) 
f , <p(~), ¢(~2); ¢ = ~)  / 
(p (~) ,  r(y~), ~(~2); ~2 = [msg(~l) I ~1]) 
(3)[ 
F IGURE 5. Fair confluent ransition system for Example 4. 
3. 
when considering local suspension, we restrict our attention to fair schedulings in 
which any process which is not stuck is eventually reduced. Now, independence of
process scheduling holds for all fair infinite reduction sequences in the confluent 
semantics. Thus, to show that a program and state are free of local suspension, we 
need only construct a transition system based on the confluent semantics, which is 
local suspension-free and which has fair scheduling. Such a transition system for P 
is given in Figure 5, implying that P and s do not locally suspend for any imple- 
mentation of the standard semantics. In this case, a suitable (and finite) transition 
system is obtained by consecutively scheduling the processes p, c, read, and write. 
Example 2.4 also demonstrates the efficiency obtained by considering only one 
scheduling policy, as there are an infinite number of different process chedulings. 
The actual analyses for suspension and local suspension which we develop are 
simple abstractions from the confluent semantics in which the constraints are re- 
placed by constraint descriptions and similar states are nlerged into the same 
state. The analyses work by constructing a confluent ransition system over these 
"abstract states" with the desired property. We formalize the ideas behind these 
examples in the remainder of the paper. 
THE STANDARD OPERATIONAL SEMANTICS  
This section presents an operational semantics for concurrent constraint logic pro- 
grams which formalizes the one described in the previous section. The definitions 
are parametric with respect o the underlying constraint system. Moreover, almost 
the same definitions apply when defining the confluent semantics and the suspension 
analyses. 
We let Conc be a fixed set of (concrete) constraints that is closed under conjunc- 
tion and existential quantification. Elements of Conc are regarded modulo logical 
equivalence. Typical examples of Conc are constructed from syntactic equations 
over the Herbrand universe, or linear arithmetic equalities and inequalities. We let 
fail denote the unsatisfiable constraint and true the always satisfiable constraint. We 
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write 0 _< 0 ~ if 0 logically implies 0 ~. Thus, Cone is a latt ice ordered by <_ with bot- 
tom element fail and top element rue. For a finite set V of variables and 0 E Cone, 
we use ~y0 as shorthand for the constraint  3vl ~v2 . . .  3v~0 where {v~, . . . ,  vn} = V. 
We use ~s0 as shorthand for 3,ars(0)\v~,.s(s)0 where vars(s) denote the set of vari- 
ables occurr ing in syntact ic object  s. Intuitively, ~s0 restr icts the constraint  9 to 
the variables in syntact ic object  s. 
We adopt  a sl ightly nonstandard notion of goals. The s tandard  notion of a "goal" 
or "environment" is captured by a state that  consists of a goal and the current 
constraint  store. Here, a goal is a (possibly empty) set of atoms that  do not share 
variables. The empty  goal is denoted by true, and the set of goals is denoted by Goal. 
Consequently, interproeess communicat ions are always specified in a constraint,  and 
as a result, it is sufficient o base analyses on descript ions of constraints. Moreover, 
as atoms in a goal are renamed apart ,  if we assume that  every atom contains at 
least one variable, goals may be viewed as sets instead of the more cmnbersome 
mult iset  notation. 
Let Con be a lattice. The set of states constructed from Con is defined by 
State = Goal × Con. Associated with State are the project ions goal : State -~ Goal 
and con : State --* Con defined by goal(g,O} = g and con(g, 0 / = 0. The con- 
crete states constructed from Cone are denoted Statec. We will also be interested 
in states constructed from abstract  constraints which are descript ions of concrete 
constraints.  
A program is a finite set of guarded clauses. A guarded clause (or clause) is a 
formula of the form A : -Ask  : Tell  [ B where A is an atom, called the head, Ask 
and Tell are unquantif ied concrete constraints,  and B, called the body, is a goal. We 
let Atom denote the set of atoms, and Clause the set of clauses. The set of programs 
is denoted Prog. 
A ('variable) renaming is a bi jection on the set of variables. The set of renamings 
is denoted by Ren. Renanfings are natural ly  extended to mappings from terms to 
terms, etc. Often, we will be interested in terms, atoms, clauses, constraints,  or 
states modulo variable renaming. We write p ~ q, and say that  p is a renaming of q 
if there is a renaming p such that  p(p) = q. For program P and a syntact ic object  
s, C <:<s P denotes that  C is a renaming of a clause in P such that  vars(C) n 
vats (s )  = 0. 
The operat ional  semantics is given in terms of reductions between states. This  
is modeled using a try function and a resolve function. The try function indicates 
whether  an atom (in a state) can be reduced with a given clause while the resolve 
function specifies the effect of the reduction on the constraint  store. 
Definition 3.1 ]Resolve and try (concrete)]. The concrete resolve function, resolvec : 
A tom × Cone × Clause --* Cone, is defined by 
resolvec(A, O, C) = (A = H A Ask A Tell A 0) 
and the concrete try function, tryc: A tom × Cone × Clause --* {.fail, success, 
delay}, by 
f lail if resolvec( A, 0, C) : fail 
tryc( A, 0, C) = ~ success if resolvec( A, 0, C) % fail 
and 0 < ~A(A = H A Ask) 
[ delay otherwise 
whereC=H: -  Ask :  Tell I B. 
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A constraint  has an associated "stuck" relat ionship that  holds for an atom if 
under the constraint  he atom cannot be successfully reduced with any clause, but 
does delay for some clause. In general, stuck c_ Atom x Con. 
Definition 3.2 [Stuck atom (concrete)/. Let P • Prog and 0 • Conc. Atom A is 
stuck in 0 (for P) ,  wr i t ten stuckP(A, 0), if: 
1. 3C <<v P. tryc(A, O, C) = delay; and 
2. VC <<v P. tryc(A, O, C) ¢ success where V = vars((A; 0}). 
Typical ly,  implementat ions of the operat ional  senmntics use a part icular  process 
scheduling policy, such as selection of the leftmost nonstuck process. We model  a 
scheduling pol icy as an arb i t rary  choice of atoms from the state's  goal that  satisfies 
a suitable scheduling relation. 
Definition 3.3 (Scheduling relation). Let P • Prog. A scheduling relation, sched P c_ 
State x Goal, is defined in terms of a corresponding relation stuck p C Atom x 
Con by: schedP(s, B) if: 
1. B C goal(s); 
2. A E B ~ ~ stuckP(A, con(s)); and 
a. 3A • goal(s). ~ stuckP(A, con(s)) ~ U ¢ O. 
In the following, we will often be interested in two specific concrete scheduling 
relations: the standard scheduling relation, denoted sched P, which is defined in 
terms of the relation stuck P defined in Definition 2; and the confluent scheduling 
relation defined in the next section. Reduct ion is defined in terms of a set of selected 
atoms. 
Definition 3.4 (Concrete resolvent). Let P c Prog and s, s' E Statec. The state s' 
is a concrete resolvent of s with atom A and defining clause C = H : - Ask : 
Tell I B if A E goal(s) and s' = ((goal(s)\{A}) U B; resolvec(A, con(s), C)).  In 
this case, A is said to be the selected atom and C the corresponding clause. 
The s tandard  reduct ion relation for P, reduce P C_ Statec x Statec x Atom, is 
defined by reduceP(s, s', A) if s' is a concrete resolvent of s with A and C <<, P 
such that  trYc(A, con(s), C) = success. 
In the following, the superscr ipt  will be omitted from stuck P, sched P, and 
reduce P when clear from the context. The operat ional  semantics is defined as a tran- 
sition system, which is a graph that  has nodes labeled by states. The init ial  state 
is a "source node" and edges correspond to reductions between the states. Thus, 
reduct ion sequences correspond to paths in the graph start ing from the source. Dif- 
ferent t ransi t ion systems for the same init ial state and program result from different 
scheduling rules. 
Definition 3.5 (Transition system). Let P C Prog, State be a set of states, s E State, 
and let reduce q State x State z Atom and sched C_ State x Goal be a reduction 
relation and a scheduling relation, respectively. A transition system G for P and s 
is a graph with each node n labeled by a state, denoted by state(n), and a set 
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of selected atoms, denoted by sel(n) such that: 
1. every node in ~ is reachable from a distinguished node called the source, 
which is labeled with state s; 
2. for all nodes n, sched(state(n), sel(n)); and 
3. for each node n and each A E sel(n), if reduce(state(n), s, A) for some state s, 
then there is a node n t with state(n ~) = s and an arc from n to n t. 
A transit ion system has a corresponding relation stuck c_ Atom x Con inherited 
from sched. Note that reduce determines which clauses can be used, while sched 
determines which goals are scheduled. The standard operational semantics of a 
program is given by a standard transition system, which is a transit ion system con- 
structed from concrete states and the standard scheduling and reduction relations. 
Figures 1 and 2 are examples of standard transit ion systems for the initial state 
and program of Example 2.1. 
The execution sequences of a program are modeled by its derivations. 
Definition 3.6 (Derivation). Let G be a transit ion system on states State for 81 C 
State and P E Prog. A derivation in G is a (possibly infinite) maximal  sequence 
of states sl --~ s2 -~ "-- such that  there is a path in G with si the state label of 
the i th node in the path. A partial derivation need not be maximal.  When we 
also wish to indicate the selected atom and clause at each stage, we write the 
A1 ;C1 A2 ;C2 
derivation as sl ----* s2 ----* .-.. 
For example, the transit ion system shown in Figure 2 has a single derivation: 
(p(x) ,q(y) ;x  = y) ---* (q(y);x = bAy  = b} ---* ( true;x = bAy  = b}. 
The declarative behavior of a program and state is given by its successful and 
failed derivations. 
Definition 3.7 (Successful-suspended failed state). Let P be a program and s E 
State a state. For a given stuck, we say that: 
1. s is a success state for P if goal(s) = true; 
2. s is a suspended state for P if goal(s) ¢ true and for all A E goal(s), stuck(A, 
con(s)); and 
3. otherwise, s is a failed state for P. 
Definition 3.8 (Successful-suspended-failed d rivation, answer). Let G be a transi- 
t ion system on State for s E State and P E Prog with corresponding stuck. A 
(finite) derivation which ends in a state s t is: 
1. successful if s ~ is a success tate for P; 
2. suspended if s ~ is a suspended state for P given stuck; and 
3. is failed otherwise. 
An answer of a transit ion system G for state s is a constraint 3scon(s ~) where 
s t is the last state of a successful derivation for s in G. 
For instance, the single derivation transit ion system shown in Figure 2 is a suc- 
cessful derivation with answer x = b A y = b. 
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4. D IFFERENT TYPES OF SUSPENSION 
Our primary purpose is to illustrate the use of confluent semantics as a basis for 
analyses of reactive aspects of program behavior, particularly the analysis of various 
types of suspension. Roughly speaking, these tell us whether a particular process re- 
quires input from other processes to continue. The most obvious kind of suspension 
occurs whenever a process reaches a state in which all atoms are stuck. 
Definition 4.1 (Suspends). A transition system suspends if it has a derivation that 
suspends. A state s leads to suspension for P if there is a standard transition 
system for P and s that suspends. 
For instance, the initial state and program from Example 2.1 lead to suspension, 
as the (standard) transition system shown in Figure 2 suspends. 
The above definition of suspension specifies the global behavior of a system 
formalizing the concept generally assumed in the context of concurrent (constraint) 
logic languages (e.g., [3, 4, 6, 24, 26]). However, we are often interested in the local 
behavior of a single process within a system. We introduce the following notion of 
local suspension, which is similar to the notion of deadlock of an agent in CSP [11]. 
As we have seen from Example 2.4, a notion of fairness is required to formalize 
local suspension. 
A1;C1 A2;C2 Definition 4.2 (Fair derivation). An infinite derivation sl , s2 . . . .  is fair if 
for every i E ~W, A E goal(si) A -~stuck(A, con(s~)) ~ (3j > i.A = Aj). A 
transition system is fair if all of its infinite derivations are fair. 
For example, the transition system in Figure 5 is fair. 
Definition 4.3 (Local suspension). Let G be a transition system on State for program 
P and s E State. A derivation sl --* s2 -~ .- • of ~ locally suspends if it is not failed 
and there is some state si such that for some A E goal(s~), stuck(A, con(sj)) 
holds for all j _> i. A transition system locally suspends if it has a derivation that 
locally suspends. A concrete state s leads to local suspension for program P if 
there is a fair standard transition system for P and s that locally suspends. 
For example, the initial state and program from Example 2.3 locally suspend, 
while those from Example 2.4 do not. Clearly, suspension implies local suspension. 
We note that absence of suspension, global and local, is not preserved under 
state composition. 
Definition 4.4 (State composition). The composition of s, s ~ E Statec is the state 
s I[ s' = (goal(s) U g; con(s) A con(s') A g = goal(#)), where g <<(s,s') {goal(#)}. 
Consider, for instance, the states (p(x); true) and (q(x); true) with the program 
from Example 2.1. Neither leads to suspension, while their composition does. We 
now introduce a confluent operational semantics which is the basis for the suspen- 
sion analyses proposed in the following sections. Interestingly enough, the absence 
of suspension, global and local, is preserved under composition with respect o this 
semantics. 
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5. A CONFLUENT SEMANTICS  
In this section, we present a confluent semantics which approximates the s tandard  
operat ional  semantics. The basic idea is to separate synchronizat ion from nondeter-  
minism by interpret ing synchronizat ion at the procedure level. This is achieved by: 
(1) schedul ing an atom only if it can be scheduled in the s tandard  semantics and 
cannot become stuck under fl lrther instant iat ion,  and (2) synchronizing a clause 
not by its own synchronizat ion condition, but  rather by a combined condit ion con- 
sist ing of a dis junction of the condit ions from the clauses of the given procedure. 
Hence, if an atom can reduce with any clause, then it can reduce with all clauses 
which are consistent with the current constraint.  
Definition 5,1 (Confluent ransition system.). Let P E Prog. The confluent reduction 
relation, reducec~= C Statec x Statec x Atom, is defined by reducec2(s, s ~, A) if s '  is 
a concrete resolvent of s with A and C <<s P such that  tryc(A, con(s), C) ¢fa i l .  
The confluent scheduling relation, schedPj=, is the concrete scheduling relat ion 
determined by 
stuckgj:(A, O) = 30' <_ O. stuckg(A, 0'). 
A confluent ransition system is a transit ion system constructed from Statec with 
the scheduling relat ion schedgj: and the confluent reduction relat ion reducec>=. 
The following theorem justifies our use of the term "confluent." It  states that  
independence of scheduling holds for finite derivations and for infinite derivat ions 
in the case that  the transit ion systems are fair, in the sense that  different confluent 
t ransi t ions ystems have "isomorphic" derivations. 
Definition 5.2 (Isomorph, ic derivations). Let ~ and ~ be transit ion systems for 
s and P. Let 79 and :D p be derivations of G and GP, respectively, with 7:) = 
A1;C1 A2;C2 Ai;C, 
Sl > s2 > . . -  ~ si+l - ' .  where the s~ are indexed by I ,  a possibly infinite 
init ial  subsequence of the posit ive integers. We say that  79 is isomorphic to 
7:) ~ if there exist a renaming 79" of T) ~ and a bi jection f : I -~ I such that  
Af(1) ;Cf(~) ! At(2);C/(2) Af(i);Cr(i)  t 
79" = sl > s 2 ---* . . . .  s j+ l . . . .  We say that  G and G ~ are 
isomorphic if their derivations are isomorphic. 
It is straightforward to observe that  ti le t ransit ion systems i l lustrated in Figures 1 
and 2 are not isomorphic. 
Theorem 5.1. Let G, G r be confluent transition systems for s and P, and let T) be a 
nonfailin9 derivation of G. Then, 
(1) if :D is finite, then there is a finite non,failing derivation of G t isomorphic to 
79: and 
(2) if :D is infinite and G and G t are fair, th.en there is an infinite derivation of 
G I isomorphic to 79. 
This means that  if G and G p are confluent ransit ion systems for a given program 
and init ial state, then they will have the same answers, and each will suspend if and 
only if the other does. This is the main technical contr ibut ion of the paper.  It is easy 
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to construct an example showing that if the fairness requirement is dropped, then 
the theorem no longer holds. The proof of the theorem is given in the Appendix. 
The following results justify the use of the confluent semantics as a basis for an- 
alyzing various suspension properties. They imply that suspension analyses can be 
based on a single scheduling rule and inspection of the resulting confluent transition 
system. 
Theorem 5.2. I f  s E Statec and P c Prog lead to suspension, then any confluent 
transition system for s and program P suspends. 
Corollary 5.1. A state s does not lead to suspension for P if there exists a confluent 
transition system for s and P that does not suspend. 
Theorem 5. 3. I f  s E Statec and P c Prog lead to local suspension, then any fair 
confluent ransition system for s and P locally suspends. 
Corollary 5.2. A state s does not lead to local suspension for program P if there 
exists a fair confluent ransition system for s and P that does not locally suspend. 
As noted above, the absence of local and global suspension in the confluent 
semantics i closed under state composition. 
Proposition 5.1. Let s, s ~ c Statec. If  there exist (fair) confluent ransition systems 
for P with s and with s ~ which do not (locally) suspend, then there exists a (fair) 
confluent ransition system for the composed state s II s~ which does not (locally) 
suspend with P. 
For many programs, P, the confluent and standard semantics are equivalent in 
the sense that for all s C Statec, G is a standard transition system for s and P if 
and only if it is a confluent ransition system for s and P. These are programs that 
are not affected by lifting the interpretation of synchronization from the clause level 
to the procedure level. In particular, P-Prolog [28] and P-Prologx [26] programs are 
specifically defined in this way. 
Definition 5.3 (Confluent program). A program P is confluent if for all atoms A, 
constraints 0, and (distinct) clauses C <<<A;0> P and C t <<<A~0> P, 
twc(A,  O, C) = success ~ tryc(A, O, C') ¢ delay. 
In particular, programs for which the ask parts of the guards are mutually ex- 
clusive are confluent because they are deternfinistic in the strong sense that, if an 
atom succeeds with some clause, it will fail with all other clauses. 
Proposition 5.2. The confluent and standard transition semantics are equivalent for 
confluent programs. 
Consequently, independence of the scheduling rule holds for confluent programs 
using the standard semantics. Examples of programs which are not confluent and 
for which the standard and confluent ransition systems differ are the programs 
from Examples 2.1 and 2.4. 
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6. SUSPENSION ANALYSES 
In this section, we sketch analyses for suspension and local suspension. We couch 
these analyses as abstract interpretations [8] of the confluent semantics in which 
constraints are replaced by constraint descriptions. Correctness is argued by pro- 
viding an approximation relation, o(, which relates the descriptions to the objects 
they describe. 
Definition 6.1. A description (D, 7, E) consists of a description domain (a poset) D, 
a data domain (a poset) E, and a monotonic oncretization function "~ : D ~ gJ E. 
When E = Con, the description is called a constraint description. 
We say that  d ?-approximates e, written d 0% c, iff e E 7(d). The approxima- 
tion relation is lifted to functions as follows. Let (D1,71, El} and (D2, y2, E2) be 
descriptions, and let F : D1 --* D2 and F ~ : E1 --~ E2 be functions. Then F o¢ F ~ 
iff Vd C D1. Ve c El .  d cx~ e ~ F(d) o%2 F'(e).  When clear from the context, 
we say that  d approximates e and write d o~ e. 
In a suspension (or local suspension) analysis, one is interested in knowing which 
atoms in a state are "possibly" stuck. This requires that the constraint description 
keep information about how variables in a state will be affected if other variables in 
that state become more instantiated after a reduction. In [4], we have given several 
such domains. Below, we formalize one such domain based on depth k descriptions 
[25] of states, which are simple yet suffice to illustrate the analyses of nontrivial 
programs. Additionally, we sketch the use of a second, more complicated omain 
via an example. 
An analysis based on our method attempts to construct an "abstract ransition 
system" that  is (local) suspension-free. One way to ensure termination of such an 
analysis is to guarantee that the analyses will be based on abstract ransition sys- 
tems which contain a finite number of states. The number of constraints that  occur 
in such states can be restricted by using finite constraint descriptions or by apply- 
ing widening operations [8]. As illustrated in [4], it is also necessary to restrict the 
number of atoms which might occur in states. This is due to the dynamic nature 
of processes in concurrent constraint languages. A technique termed star abstrac- 
tion, which guarantees termination of analyses, is described in [4]. For simplicity 
of presentation, we focus here on analyses which are based on a more simple state 
description which is induced from Statec by leaving the goal component as it is, 
and abstracting the constraint component of the state. 
Definition 6.2 (Abstract states). Let Con-a be a constraint description. Define the 
induced (abstract) states, State a, to be Goal x Con-a. Let t E StateA, s E State 
and p E Ren. Define t 0% s iff: (1) goal(t) = p(goal(s)), and (2) con(t) o( 
p(~oaz(s)con(s)). We say that  t approximates s, written t e( s, iff~ p E Ren.t  0% s. 
Reduction of abstract states is essentially the same as for concrete (confluent) 
reduction. To ensure correctness of the analysis, we require that the abstract re- 
duction relation reduee~ approximates the confluent reduction relation r'educegs~, 
namely, that  reduce~ C State-a x StateA x Atom satisfies the following for all 
A ~ Atom, s, s' C Statec and t E State-a: 
t o~p s & reduceP~:(s, ', A) ~ ~t' c StateA.rcduce~(t, t', p (A) )&t '  o¢ s'. 
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This ensures that ,  if there is a reduction in the confluent semantics, there will be 
a corresponding reduction in the approximat ing abstract  semantics. We must also 
define what  it means for an atom to be stuck in an abstract  constraint.  As we are in- 
terested in detect ing possible suspension and local suspension, we should err on the 
side of being stuck. Thus, an atom is stuck in the abstract  constraint  whenever the 
atom is stuck in some concrete constraint  described by the abstract  constraint.  That  
is, atom A is stuck in the abstract  constraint  0 for program P,  wr i t ten stuck~(A, 0), 
if ~E C Conc. 0 o( E & stuckPT(A, E). The definitions for scheduling relation, sus- 
pended state, derivation, etc., are as for the concrete states, except that  abstract  
stuckness replaces concrete stuckness. An abstract  ransit ion system is a t rans i t ion 
system with states StateA, a scheduling relation schedA defined in terms of stuck4, 
and an abstract  reduction relation reduce.4. 
We analyze a state s and program P for possible suspension by construct ing a
single abstract  ransit ion system for s and P.  If this system contains no suspended 
derivations, then s and P definitely do not lead to suspension (for any scheduling 
rule) with respect to the standard transit ion system; otherwise, they ,nay. Simi- 
larly, we analyze s and P for possible local suspension by construct ing a single fair 
abstract  ransit ion system for s and P. If this system contains no locally suspended 
states, then s and P definitely do not locally suspend (for any fair scheduling rule); 
otherwise, they may. Correctness of these analyses is a consequence of the following 
theorem. 
Theorem 6.1. Let G be an abstract ransition system for a state s and program P. 
If Q is fair and does not lead to (local) suspension, then any standard transition 
system for s and P does not lead to (local) suspension. 
Observe that  an unfair derivation can starve a process even though it is not 
stuck. Hence, our notion of a state leading to local suspension restr icts at tent ion to 
fair derivat ions from that  state. However, when construct ing an abstract  ransit ion 
system during program analysis, fairness has another important  implication. An 
unfair der ivat ion can fail to introduce a process that  would remain stuck forever. 
Thus, the abstract  ransit ion system constructed by the analysis must be fair. For 
example, the state s = (clock(x),p; x = tick} with the program from Example  2.3 
extended by the clause 
p : - t rue  : true I q(x). 
has an unfair derivation that avoids local suspension by always scheduling clock 
(p is not stuck). An  abstract transition system based on this scheduling would not 
constitute a legitimate analysis of the program, since s leads to local suspension by 
scheduling p, introducing q(x), which remains forever stuck. 
In the following, we assume for simplicity that concrete constraints are con- 
structed from syntactic equations over the Herbrand universe. We denote by Eqn 
the set of possibly existentially quantified conjunctions of syntactic equations. The 
idea is to approximate a constraint by a constraint in which the depth of the terms 
is bounded by k. 
Definition 6. 3 (Depth k abstraction). We say that  an element E = ~Y.O of Eqn is 
solved if 0 has the form xl  = t l  A .. - A x,~ = tn such that  each x~ is a dist inct  
variable not occurr ing in any of the terms ti and each y 6 Y occurs in some tj.  We 
say that  an equat ion ~Y.O in solved form is of depth k i fV(x = t) c O.depth(t) <_ k 
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where depth(t) is the depth of term t. We denote the set of depth k equat ions 
by Eqnk. 
An equation ~Y.O E Eqn k is intended to describe any equation E ~ Eqn that  
can be obtained by further instant iat ing the variables in Y. More precisely, ~Y.O 
approximates equation E,  wr i t ten 3Y.O o( E, if 
3E' E Eqn.E ¢* ~y.(O A 3y.E').  
The correctness of the abstract  reduction function induced by this domain  is 
straightforward.  A similar proof has been given in [4]. 
The confluent ransit ion system for Example 5 given in F igure 5 is also a depth 2 
local-suspension analysis for the same program. This i l lustrates that  our technique 
is adequate to analyze bidirect ional communicat ion by using a domain as simple as 
depth 2. 
7. TYPES AND SUSPENSION ANALYSES 
In the above discussion, we have i l lustrated the uti l i ty of abstract ing a confluent 
semantics in the analysis of reactive program properties. The analyses presented 
so far are simplist ic in the notion of data  abstract ion assumed, namely, depth k 
abstract ion.  This approach is part icular ly  restrictive for the class of languages with 
atomic publication. In this case, it is essential to have a stronger not ion of data  
abstract ion in order to provide a suitable definition of confluent stuckness. In this 
section, we demonstrate  how the technique of abstract ing a confluent semantics can 
incorporate more substant ia l  notions of data  abstract ion.  We choose a simple notion 
of type information and i l lustrate two example analyses. The first is a simple pro- 
gram involving two producers, a merge predicate and a single consumer. The merge 
predicate is an example of a predicate with two inputs that  consumes from only 
one of these in each reduction step. The analysis of this type of behavior typical ly  
requires more powerflfl constraint  descriptions. The first example i l lustrates that  
our technique is also adequate to analyze such programs. Note that  this program 
is not confluent. 
Example 7.1. The following program P defines two producers,  pa and pb, which, 
respectively, produce a stream of a's and b's. P also defines a process m, which 
nondeterminist ica l ly  merges its two input streams, produced by pa and pb, into an 
output  st ream consumed by a consumer, c, which consumes a stream of a's and b's. 
: - t rue  : x = [al  x l ]  [ pa(x l ) .  
: - t rue  : x = [bl x l ]  I pb(x l ) .  
(1) pa(x )  
(2) pb(x )  
(3) c (x) 
(4) c (x) 
(5) m(x ,y  
(6) m(x ,y  
: -x  =[a l  x l ]  : t rue  I c (x l ) .  
: -x  =[b l  x l ]  : t rue  I c (x l ) .  
,z)  : -x  = [ul x l ]  : z = [ul z l ]  I m(x l ,y , z l ) .  
,z)  : -y  = [ul y l ]  : z = [ul z l ]  I m(x ,y l , z l ) .  
We analyze this program for the init ial state 
s = {pa(xl),pb(x2),m(x3,x4,x5),c(x6); (xl  = x3 A x2 = x4 A x5 = x6)}, 
in which the streams produced by pa and pb are merged and fed into c. A t rans i t ion 
system for P and s is i l lustrated in F igure 6. For this example,  we use a more 
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( pa(n), PV& 4x3, Y, 4), 426); {xi=X3,Xa=Y,25=%) ) 
I (1) 
( pa(a), pb(t2), m(23, a, zs), c(r6); {[a 1211 = 23, ?J = 24,211 = “6) > 
I (2) 
( PU(+I), pb(q), m(z3, Ye 2gL c(26); {[a I Tll = 23, P I T21 = Y, a = zsl > 
(4 I 
pa(z1), pb(z2), m(zs, aI a>, c(Q); 
([a 1 TI] = 23, Ts = 24, zb = 26) > I (3) p4a),~b(4, m(ts, Y, 4, c(a); 
I {T~=~,[~lTz]=~,t5=~g) > 
(1) I 
pa(n),pb(q), m(z3,24, x5), C(Y); 
{[a, a I 2’11 = z‘s, Z-2 = Y, 25 = 26) > I c-4 P(lo, P%~L mbt3, zs, 261, c(zeh 
I {Tl = a, [b, b I T21= 4, a = 26) > 
(2) I I( ) 1 
FIGURE 6. Abstract transition system for merge. 
sophisticated abstract domain based on regular trees [13, 191. The type variables 
Tl and Tz define sets of finite terms by the grammar 
Tl ::=xl 1 [a ) TI] 
T2 ::=Ic~ 1 [b 1 Tz] 
The concrete constraints approximated by an abstract constraint involving type 
variables are obtained from the abstract constraint by replacing each occurrence 
of a type variable by one of the terms of that type (not necessarily replacing all 
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occurrences of a given type variable uniformly by the same member). Thus, [a, a I 
Z~] = xa ~ [a, alt~] = ~3, for all tl c T1. For instance, [a, alT1] = x3 e< 
[a,a, a lx l ]  = xa since [a lx l  ] E T1. Note that under this interpretation, concrete 
constraints are also abstract constraints. For instance, [a t Xl] = xa e< [a I~] = :~a. 
The transition system shown in Figure 6 uses widening operations [8] based on the 
observation that for any concrete constraint c, [a lx l  ] = x3 occ ~ [alT1 ] = x3 o( c 
and [a, a IT1] = x 3 (x e ~ [a IT1] - :ca o( c. 
Recursive types are helpful here because, each time we reduce the merge pred- 
icate, we must reduce both producers to ensure fairness. Doing so with the depth 
k abstraction would quickly lose track of the relationship between the producers' 
variables and the merge's variables, yielding stuck atoms. As the transition system 
does not contain a suspended state, the analysis shows that the original program 
and state will not suspend. Furthermore, the abstract ransition is fair, and it has 
no locally suspending derivations. Therefore, the original state and program do not 
locally suspend. 
The second exanrple in this section is an analysis for a version of the Dining 
Philosophers problem taken from [26]. 
Example  7.2. The Dining Philosophers is a classical example which illustrates the 
problem of mutual exclusion. The philosophers are sitting around a round table, 
and there is one fork shared by each pair of adjacent philosophers. Each philosopher 
goes through cycles of eating and thinking. The problem is to provide an algorithm 
which guarantees that the philosophers will not deadlock, and that  no philosopher 
will starve. Shapiro [26] presents a prograrn in which the implementation of mutual 
exclusion is facilitated by the atomic publication nmchanism of the language. Let 
us see how we can prove that  the given program does not suspend. 
(i) phil(Id,Ls,Rs) 
(2) phil(Id,Ls,Rs) 
(3) phil(Id,Ls,Rs) :- Rs=[  _ I 
: -  t rue  : ( Ls=[ Id lLs ' ] ,  
Rs=[ Id lRs ' ] )  Iph i l ( Id ,Ls ' ,Rs ' ) .  
: -  Ls=[ _ I Ls ' ]  : t rue  I ph i l ( Id ,Ls ' ,Rs ) .  
Rs ' ]  : t rue  I ph i l ( Id ,Ls ,Rs ' ) .  
The program specifies the behavior 
pher has a unique identifier Id,  and is 
streams Ls  and Rs  which specify the 
forks. Let us consider a dinner eaten 
analyze the initial state 
of an individual philosopher. Each philoso- 
connected to his left and right neighbor by 
activity of the corresponding left and right 
by three philosophers. Hence, we want to 
-- <phil(l, F~, F;), phil(2, F~, F,j), pt~il(3, F:~, Fj); 
F ;= F2 A F~ = F.3 A F~ = F1). 
A philosopher tries to grab both forks, excluding other philosophers from grabbing 
them. Mutual exclusion is obtained by unifying the head of the stream with the 
unique Id  of the philosopher. Each stream Fz is instantiated to the sequence of the 
identifiers of those philosophers which succeeded to use the / th  fork. 
In a simplistic approach based on depth k abstraction, each of the processes in 
s must be considered (abstract) stuck. To see this, consider ph i l ( l ,  F1, F[)  and an 
instance where F1 is bound to a term which is not a list and F~ is not bound. 
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~__j< phi____t(l___, F~ _, FZ), phil(:, F2, El), phil(3, F~, F~);\ 
[e( ,-~ F2, F~ ~*  F3, F~ - -  El] / 
0,2,3 
F IGURE 7. Suspension analysis for dining philosophers. 
For analyses of this kind, greater precision can be obtained by utilizing more 
information about the eventual bindings of variables. Suspension analyses based on 
a confluent semantics and type analysis can be formalized by introducing a suitable 
notion of confluent stuekness into the definition of confluent transition system. 
Given a type environment F for a program P, we can define a corresponding notion 
of confluent stuckness: 
PF  stuekc/ (A, O) = 30' <_r O. stuckPc (A, 0'). 
Intuitively, F specifies that each variable can be bound only to terms of specific 
types. In general, when we write 0' <r  0, we mean that 0 ~ ~ 0 and that 0' A F is 
consistent. 
Now, reconsidering the example of the Dining Philosophers, let us assume a sim- 
ple type analysis for logic programs which guarantees that F1 and F~ in phil(l, FI, F[) 
are always bound to list structures (see, e.g., [13, 27]). In this case, the suspension 
and local suspension analyses become trivial within our framework. In fact, none of 
the processes is ever stuck. For each process, the first clause can apply if the process 
is not idle, or otherwise the second or third clause will apply. The domain which we 
consider for these analyses is the extractor sharing description [4J. The idea of ex- 
tractor sharing descriptions is to use functions which extract some "distinguished" 
subterms from a term. 
Example Z3 [4]. The following is a semi-linear extractor which extracts the tail of 
a list (or stream): 
tail(t) = f tail(t') if t = [htt' ] 
]. {t} otherwise. 
So, tail([y, b I x]) = {x} and groundta~l([a, b lnilJ) is true. 
By using this description, we obtain tile graph of Figure 7 for the analysis of 
suspension and that  of Figure 8 for the analysis of local suspension. An abstract 
equation such as [z ~ x'] means that the variables x and x' can be bound to lists 
which possibly contain shared variables in their tails. 
8. EVENTUAL PUBL ICAT ION 
The above discussion addresses languages with atomic publication. Languages using 
eventual publication yield stronger esults. The semantics of these languages require 
us to consider a different definition of the concrete try function (see Definition 1): 
try c : Atom x Cone x Clause -~ {fail, success, delay} is now defined by 
( fa i l  if 0 = fail 
frye(A, O, C) = I ~ success if 0 # fail and 0 _< ~A (A = H A Ask) 
( delay otherwise 
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/~-~(ph i l ( I ,  F1, F~), phi/(2, F2, Ir~), phil(3, F3, F~); [F~ ~ F2, F~ ~ F3, F~ ~* F~I} 
(1,2,3) 1 (1,2,3) 
<phil(i, El, F~), phil(2, F2, F~), phil(3, f3, F~); [F[ *'* F2, F~ *-* F3, F~ *-* FI]) 
(1,2,3) 
~-~ (ph,t(I, F~, F0, ph,l(2, F~, F~'), phil(3, F3, F~); [Y~ ~ F~, F~ ~ r3, F~ .-* Fd) 
F IGURE 8. Local suspension analysis for Dining Philosophers. 
where C = H : -Ask  : Tell lB. Tile following results follow when this definition of 
try c replaces that of Definition 1. 
Proposition 8.1. Let P ~ Prog, A E Atom, and 0 E Conc. Then stuckP(A,O) z~ 
stuck Py( A, 0). 
From this equivalence, it follows easily that any concrete derivation is also a 
confluent derivation. 
Proposition 8.2. Let P c Prog and s E Statec, and let G be a concrete transition 
system, for P and s. There exists a confluent ransition system G' for P and s 
that contains ~ as a subgraph. 
Combining this result with Theorem 5.i, we obtain the following. 
Corollary 8.1. Let P c Pro 9 and s E Statec. Let G be a fair concrete transition 
system, and G ~ a fair co'r~fluent transition system for P and s. For any nonfailed 
derivation D of ~, there exists a derivation ~' of G' isomorphic to D. 
Theorems 5.2 and 5.3, along with their corollaries, now follow. 
9. RELATED WORK 
The main contribution of this paper is an approximate confluent semantics for 
concurrent constraint logic programs which forms the basis for their efficient and 
accurate analysis. To our knowledge, this idea of basing the analyses of a concurrent 
language on an approximating confluent semantics is new. Our specific technical 
contributions are twofold. First, we show that our semantics i confluent, and that, 
it approximates the standard semantics. Second is tile definition and analysis for 
local suspension, which has not been previously studied in tile context of concurrent 
logic languages. 
Independence of scheduling in the confluent semantics for finite computations 
generalizes in a sense the standard result for logic programming, i.e., Theorem 9.2 
in [15], Theorem 4 in [29] for moded equational programs, and Theorem 3.7 in 
[23] for determinate concurrent constraint programs. In particular, this result could 
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be applied to definite programs with delay [21]. Independence of scheduling in the 
confluent semantics for fail' infinite computations generalizes Theorem 6.5 [14] for 
logic programming. 
Our definition of suspension is the one generally assumed in the context of con- 
current (constraint) logic languages [24, 26]. The definition of local suspension and 
its corresponding analysis are novel. Local suspension is similar to the notion of 
deadlock of an agent in CSP [11]. The suspension and local suspension analyses 
we give have some similarities to analyses of CSP, for example, see [1, 2], and to 
the work of Pent  and Purushothaman [22] as our analyses essentially construct a 
graph of possible states of the processes and arcs which link possible reductions 
between those states. However, there are significant differences reflecting the differ- 
ent underlying models of concurrency. In particular, we nmst handle asynchronous 
communication and dynamic creation and deletion of processes and communication 
channels. 
Codognet et al. [6] and Codish et al. [4] have also investigated the analysis of 
concurrent logic languages, and in particular, analyses for the detection of possible 
suspension. The paper [6] gives two analysis algorithms based on the abstraction of 
the AND-OR tree of a program and goal. The first algorithm requires computing 
all possible interleavings. As the authors note, this is not very practical. The second 
algorithm overcomes this by performing local reexecution of atoms in clause bodies. 
This is more eflieient han computing all possible interleavings, but is inherently less 
precise. This approach is orthogonal to our use of confluence. Another difference is 
that their analysis framework is based on the AND-OR tree semantics, while ours is 
substantially simpler because we directly abstract ile transition system semantics. 
The results of this paper are closely related to those presented in [4] where anal- 
yses are also based on abstracting a transition system semantics. It also defines 
restrictions on analyses which ensure independence of scheduling for finite com- 
putations, allowing efficient implementation. The present work is an improvement 
for two reasons: first, because it considers the confluence of nonterminating com- 
putations which enables the analyses of local suspension; and second, because it 
simplifies the formal justification of analyses which can now be seen directly as 
abstractions of the confluent semantics. Other research on the analysis of concur- 
rent constraint logic programs includes that of Horiuchi [12]. This work differs from 
the approach taken here as it is based on a denotational semantics and because all 
interleavings must be considered. 
Recently, there has also been work in the analysis of concurrent constraint pro- 
grams (ccp). Unlike our context of concurrent logic languages, cop is a programming 
language with eventual publication [23]. Falaschi et al. [9] describe an approach 
based on local reexecution, formalized in terms of a denotational semantics using 
closure operators. Subsequently, our approach involving the approximate confluent 
semantics has also proved useful in the analysis of ccp programs. The confluent 
semantics given here is simplified in the ccp context of eventual publication. Hence, 
confluence can be expressed in terms of a source-to-source transformation from con- 
current constraint programs to concurrent constraint programs which are confluent 
under the usual operational semantics. Such a transformation has been given in- 
dependently by Falaschi et al. [10] and Zaffanella et al. [30]. Both of these papers 
abstract denotational semantics for these languages. 
Zaffanella et al. [30] investigate the analysis of suspension-free concurrent con- 
straint programs. In particular, they show two possible transformations on 
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suspension-free ccp programs which allow the application of standard constraint 
logic programs data flow analysis techniques to the transformed programs. Zaf- 
fanella [31] studies a class of program properties for which the approximation of 
tile choice operator becomes less problenmtic. In [10], Falaschi et al. combine the 
reexecution approach of [9] with the confluent approach. This provides a compo- 
sitional semantics for a subset of ccp in which not all interleavings need to be 
considered. In a recent palter [7], Codognet et al. apply a denotational semantics 
for ccp programs with angelic nondeternfinism, and discuss the use of this seman- 
tics as a basis for program analysis. This work differs from ours as it, does not 
consider the standard "indeterministic" choice operator. It is interesting to note 
that a new operator (Guarded Constructive Disjunction) which is deterministic, 
and hence clearly confluent, is introduced by [7] for the purpose of analysis. 
Tile analysis of sequential logic languages with flexible scheduling has been in- 
vestigated by Marriott et al. [16]. Flexible scheduling means that computation gen- 
erally proceeds left to right, but some calls are dynamically "delayed" until their 
arguments are sufficiently instantiated. These languages differ front the setting con- 
sidered here as they have a default left-to-right scheduling; hence, they cannot en- 
sure that an analysis will be correct for any scheduling. The interaction between 
nondeterminism and synchronization is somewhat simpler in this kind of sequential 
language, 
The recent work of Marriott and Oderski [17] presents a confluent calculus for 
cop. Their semantics is precise in tile sense that the observables of the semantics 
correspond to those of standard ccp. However, tile semantics itself is significantly 
more complex than ours since the calculus has to keep track of those branches of 
the search tree which have not been completely evaluated. 
10. CONCLUSION 
We have introduced a confluent semantics for concurrent constraint logic languages 
which provides a basis for their efficient and accurate analysis. We have shown the 
usefulness of this approach by using it to develop analyses for suspension and local 
suspension. 
Another potential application that we have not discussed is to optimize imple- 
mentations by applying a scheduling rule for which a program is shown not to 
locally suspend. In this case, speed-ups may be obtained as there is no need to test 
for synchronization. Moreover, tile need for intervention by a runtime scheduler to 
ensure fairness is eliminated as the abstract ransition system is fair. Thus, these 
systems may provide a basis for increasing tile granularity of parallelism in the 
implementation. 
As fnture work, we mention the study of appropriate abstract scheduling rules 
to prove local suspension freeness, and also tile use of types to achieve stronger 
suspension analyses. 
APPENDIX  
PROOF OF THEOREMS 
Most of the following proofs discuss derivations and require identification of atoms 
within derivations. For convenience in identifying atoms, we modify the original 
program and the initial state so that all atoms contain at least one variable. This 
A CONFLUENT SEMANTICS  FOR CCLP  75  
is accomplished by adding a single-occurrence variable as all extra argunlent to 
each predicate that has all atom with no variables in a clause body or in the initial 
state. It does not significantly alter the reduction semantics because a state is 
based on a multiset of goals rather than a set. For each of the semantics, there is 
a bijection between the derivations of the original and tile modified program such 
that tile paired derivations differ only by the addition of tile dummy arguments. 
The constraints in corresponding derivations are identical since the new variables 
are not constrained by progranl execution. Thus, naturally, tile suspension behavior 
of tile original program is 1)reserved. 
Theorem 5.1. Let G, G' be confluent transition systems for" s and P, and let 79 be a 
nonJailing derivation of G. Then, 
(1) i]'79 is finite, then th, ere is a finite nonfailin 9 derivation of G ~ isomorphic to 
79; and 
(2) if 79 is infinite and G and G ~ are fair, then there is an infinite derivation of 
G t isomorphic to 79. 
A1;C1 A2;C2 
PROOF. Assume that 7) = sl , s2 , .-- is a derivation of G, where sl = 
s, and that sel' is the selection function of G' (see Definition 5). In the case 
where 79 is finite, we do not use fairness in this proof. We inductively construct 
a sequence of partial derivations 79~ in G' whose limit 79' = s t ~ s~ -+ --. 
is isomorphic to 79. Simultaneously, we construct a sequence of functions .f,~ : 
{0 . . . .  , n} --+ Pc', each an extension of its predecessor, such that  79~ and f~ satisfy 
~)~ IAI"(1);C'I'(1) 'A f " t2 ) ;Cr" (2 )  Ah'(");Cf"(") ~ (Subscripts on f are often 
= S 1 ) S 2 ------+ . . .  ) S rz+l .  
elided below.) 
basis: In step zero of this construction, define s t = sl and f(0)  = 0. For 
uniformity in the step below, it is convenient to define s~ = .So = {0, 0} and 
view transition zero as introducing all the atoms of s in each derivation. A0 
and Co are not needed and undefined. Observe that eon(s~) is consistent by 
assumption on 79. 
step: In step k _> 1 of the construction, we have the following induction as- 
sumptions: 
1. 79~-1 is a partial deduction with eon(s~.) consistent; 
¢ Al'(1);Ct(1) t A j ' (2 ) ;Cr (2 )  AI(~:  l ) ;C / (k -1 )  t 
2. 79k--1 = 81 ) 82 ) "'" ~ Sk" 
We must extend 79~-1 to 79~ and fk - i  to fk. For 1 _< i < k, fk(i) =dI A - I ( i ) .  
Thus, eliding the subscript, we must determine f (k) .  
From induction assumption (2), it follows that  the least l ~ JYV such that  
l ~ {f( i)  [0 _< i < k} has con(sk)' _< con(sl). This implies ~stuckcf(At,P sk); 
from which it follows that ' ' sel (sk) is not empty, by definition of conflu- 
ent transition system (Definition 1) and sched P (Definition 3). Fixing any 
P t A E sel'(s'k), we have =stuekcT(A, sk). 
Again, from induction assumption (2), it follows that  con(sin+l) <_ eon(s'k), 
where m maz{f ( i )  10 < i < k}. We have P = -~stuckco~(A , con(s'k)  from the 
t t assumption that A E sel (sk) , so it follows from the definition of stuckPa: 
P (Definition 1) that we have ~stuckca~(A , con(Si+l)) for all i > m. 
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Because each atom contains at least one variable, renaming ensures that  
! each atom in a derivat ion is introduced at most once. Since A E goal(sk), 
! we can fix the q < k such that  A is introduced by the t rans i t ion from Sq 
' By the induction assumption,  it follows that  A appears in C/(q). to Sq+ 1 . 
Hence, A is introduced by the transit ion in 79 from S/(q) to S/(q)+l. Since 
P ~stuckc:r(A, con(s~+l)) for all i _> m and either G is fair or 79 is finite, there 
exists n > f(q) such that  A = An (A is the atom reduced tn the nth  step 
of 79). Again, since each atom contains at least one variable, n is unique. 
Define f ( k ) = n. 
We show that  the induction hypotheses are preserved by the construct ion 
step. First ,  observe that  C~ <<~ P since the variables of C~ do not occur 
in sl  or in any Ci where i ¢ n. Now, recall that  s~A";C~"Sn+I and that  
rn = rnax{f(i) ]0 <_ i < k}. By assumption on 79, con(Srna~:(n,rn)+l) is con- 
sistent. From induction assumption (2) and the choice of f (k) = n, we have 
con(s,~(n,m)+l) <_eon(s~+l). It follows that  con(s~+l) is consistent, and 
hence (by Definition 1) that  reducecr(s'k, S~+l, A/(k+~)). It now follows from 
the definitions of transit ion system and part ia l  der ivat ion (Definit ions 5 and 
t A,,;C.,, t t Af(1);Cr(1) /Af(2);C/'(2) Ar(k) ;C1(k)S~.+ 1
6) that  s k : :~  Sk+l ,  i.e., that  79~ = s 1 ~ s 2 ~ • - • 
is a part ia l  derivation. Thus, both induction hypotheses are preserved by the 
step. 
Now, we show that  f is a bijection. Because each atom contains a variable, no 
atom is introduced more than once or reduced more than once in either 79 or 79'. 
So, by the way f (k) is chosen in the construct ion step, f is injective. 
To see that  f is surjective, assume for contradict ion that  there is a j c zW such 
that  Vi.f(i) 7~ j. (Thus, Aj is never reduced in 79'.) F ix  the least such j .  Consider 
the q < j such that  Aj  is introduced hy the transit ion from sq to Sq+l. (That  is, 
Ay appears in Ce. ) By the minimal i ty  of j ,  there exists q' such that  f(q') = q. 
Thus, Aj E goal(s'e,+l ). Again, by the minimal i ty  of j ,  there exists an rn such that  
{1 , . . . , j  - 1} C { f ( l ) [1  <_ 1 _< m}. F ix ing any such m, we have  eon(sL+l )  5 
eon(s ). Thus, since st ckg (A , eon(sj)), we have st  kgj,(Aj, It fol- 
lows that  the assumption that  Aj is never reduced in 79' contradicts either the 
fairness of G' or the finiteness of 70. [] 
We prove Theorems 5.2 and 5.3 simultaneously. The construct ion resembles that  
of the previous proof, and is presented somewhat less formally. 
Theorem 5.2. If s E Statec and P E Prog lead to suspension, then any confluent 
transition system for s and program P suspends. 
Theorem 5.3. If s E Statec and P ~ Prog lead to local suspension, then any fair 
confluent ransition system for s and P locally suspends. 
AI;CI A2;C2 
PROOF. Assume that  :D = sl , .s2 , . . .  is a locally suspending derivat ion of 
G, where sl  = s, and that  sel' is the selection function of G' (see Definition 5). In 
the case where 79 has the stronger property  of global ly suspending, we do not use 
fairness in this proof. 
We induct ively construct 79' = s~ -~ s.~ . . . .  in ~' ,  and show that  79' lo- 
cally suspends. Intuitively, 79' performs a subset of' the transit ion steps taken by 
79, a l though in an order d ictated by set'. Simultaneously, we construct  a part ia l  
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injection f : ,W --~ F¢ such that  D' IA f (1 ) ;C l (1 )  'A / (2 ) ;C1(2)  = s 1 ) s 2 , . . . ,  which is used 
after the construct ion is complete to demonstrate  that  D'  local ly suspends. The 
function f may not be total  in the case that  ~D' global ly suspends and hence is 
finite. D'  can be shorter than D because the confluent scheduling relat ion is more 
str ict  than the s tandard  scheduling relation. 
basis: In step zero of this construction, define s~ = 8 t and f (0)  = 0. For 
uni formity in the step below, it is convenient to define s~ = So = (0, 0} and 
view transit ion zero as introducing all the atoms of s in each derivation. A0 
and Co are not needed and undefined. Observe that  con(s' 1) is consistent by 
assumpt ion on D. 
step: In step k of the construction, induct ively assume that  D'  is part ia l ly  
constructed up to step k - 1, that  the part ia l  der ivat ion has the form 
! IA I (1 ) ;C . f (1 )  , ,A . f (2) ;Cf (2)  A f (k - -1 ) ;C . f (k -1 )  ! 
S 0 ----+ S t ) S 2 ) . . .  ~ 8k~ 
and that  con(s'k) is consistent. 
If , , sel (sk) is empty, then the construct ions of D'  and f are complete (i.e., 
for all i >_ k, f( i)  and &+l are undefined), in which case D'  suspends. Oth- 
I ! ! erwise, fix A E sel (sk) and define f(k) and sk+ 1 as follows. 
We seek a suitable choice for the value of f(k). From the induct ion as- 
sumption,  it follows that  con(s,~+t) <_ con(s'k), where m -- maz{f( i )  lO < 
i < k}. We have ~stuckPT(A, con(s'k)  from the assumpt ion that  A C 
! / sel (sk), so using the definition of stuckg:~ (see Definit ion 1), we have 
P ~stuck c (A, con(si+l)) for all i > m. 
Because each atom contains at least one variable, renaming ensures that  
each atom in a derivation is introduced at most once. Since A E goal(s'k), 
! 
we can fix the q < k such that  A is introduced by the transi t ion from Sq 
' By the induction assumption,  it follows that  A appears  in Cf(q). to  Sq+ 1 . 
Hence, A is introduced by the transit ion in D from Sf(q) to sf(q)+l. Since 
~stuckP(A, con(s~+l)) for all i 2 m and either G is fair or D is global ly 
suspending, there exists n > f(q) such that  A = An (A is the atom reduced 
in the nth step of D. Again, since each atom contains at least one variable, 
n is unique. Define f(k) = n. 
To show that  the induction hypothesis is preserved by the construct ion 
step, we show the existence and consistency of Sk+l,' where sa'A";C"~+ Sk+l"  
First,  observe that  C~ <<,~ P since the variables of Cn do not occur in sl 
or in any Ci where i ¢ n. This shows existence (see Definition 1). Now, 
A ,, ; C .  
recall that  Sn ' S~+l and that  m = max{f(i)  [0 < i < k}. By assumpt ion 
on 79, con(sm~:~(n,m)+l) is consistent. By construction, con(s ...... ( ..... )+1) <- 
con(s'k+l). It follows that  con(s'k+l) is consistent. 
We now show that  D'  locally suspends. As observed in the construct ion,  if D '  is 
finite, it suspends, and hence locally suspends. Thus, assume D'  is infinite. Because 
each atom contains a variable, no atom is introduced more than once or reduced 
more than once in either :D or D'. So, by tile way f(k) is chosen in the construct ion 
step, f is injective. It follows that  :D is infinite and, by definit ion of local suspension 
(Definit ion 3), that  3i.3A c goal(si).gj.(j >_ i ~ stuckc(A, con(si))). Fix such 
an A .  
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We show that  it follows that  79~ is also locally suspending. Assume for contradic-  
t ion that  this is not the case. Then for each i c iN, each atom introduced into 79' at 
step i is eventual ly reduced since G' is fair by hypothesis. Using this fact, a simple 
induct ion on /N  shows that  Vj c fV.3i E 2V.f(i) = j, i.e., that  f is surjective. Thus, 
if j~ is the step at which A is introduced into 79, there is a step i ~ at which A is 
introduced into 7P'. However, since there is no step j "  at which A is reduced in 
79(Vj'.A ¢ Ay,), there is no step i" at which A is reduced in 79' (Vi".A ¢ Af(~,,)). 
This yields the desired contradict ion with the conclusion above that  each atom 
added in 73~ is eventual ly reduced. [] 
Proposition 5.1. Let s, s' ~ Statec. If there exist (]air) confluent ransition systems 
for P with s and with s' which do not (loeall?l) s~tspend; then there exists a (fair) 
confluent ransition system for" th, e composed state s 11 s' which does not (locally) 
suspend with P. 
PROOF. We sketch the contraI)ositive for the case of suspension. The method can 
easi ly be adapted to the case of local suspension in a manner that  is analogous to 
the other proofs in this Appendix.  
Assume that  there exists a confluent ransit ion system G for sl II s2 and P which 
_ A1 ;C I_  A2;C2 
suspends. Let 73 = sl ~ s2 ' "'" .gn be a suspending derivat ion of G. 
We induct ively define the notion of an atom A in the deriw~tion 73 which is 
derived from the state s/,: k c {1,2} as follows. Let si be the first state of 79 in 
which A occurs. If i = 1, then A is derived from Sl if A ~ goal(s1) and from s2 
otherwise. If i > 1, then A is derived from sk if A i -1  is derived from sk. 
Observe that  Sl 1[ s2 ~ s2 I1 sl .  It is straightforward to induct ively construct  a 
t rans i t ion system for P and s2 H sl that  is a renaming of G. Thus, we may assume 
without  loss of general ity that  .g~ contains an atom which is derived from Sl. 
We induct ively construct a suspending deriva.tion Z} = Sl --* " "  --~ Sm for Sl 
y ielding the required contradict ion. 
Denote 81 = S l .  There are two eases: (1) ',n = 1; or (2) if some atom A E 
goal(s1) can  be selected for confluent reduction, then it must be the case that  
A is a selected atom in 79 because, otherwise, A is in goal(an), and hence stuck 
while eon(g~) < eon(~l), which would be a contradict ion. Let g be the state of 
in which A was selected tbr reduction. Since co~l,(.~) <_ con(s l )  and g ¢ Jail, A 
can be reduced in Sl with the same clause C appl ied to A in 79. Let ,~2 be the 
state result ing from the confluent reduction of .~1 with selected atom and clause A 
and C. 
In the i th step of the construct ion (given state .~i), the argument is similar. If 
some atom A G goal(gi) can be selected, then it nmst be selected in some step of 
79--because otherwise A ~ goal(.~n) but eon(.~,,~) < con(~i) (note that  all previous 
reductions of ~ involve the same selected atoms and clauses as steps in 73). More- 
over, A can be reduced with the same clause C = H : -Ask  : Tell [ t3 as in 79 
because con(~) ¢ fail and co'n(s,~) < con(~i) A Ask A Tell A H = A. 
P~vpositio'n 5.2. The cor~fl~tent and standard transition semantics are equivalent for 
contingent programs. 
PROOF. It is sufficient to prove that  for confluent programs ~stuckc(A,O) 
~stuckcT(A, 0). Assume that  ~stuekc(A, 0). Thus, (a) ~C. tw(A,  O, C) = success, or 
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(b) VC.try(A, 0, C) = fail. Kit  is case (b), clearly, V(~' _< & try(A, O, C) = fail, and so 
VO' < O.~stuckc(d, 0'), from which ~stuckca:(A, t)). If it is case (a), from Definition 
3, we have that VC'.try(A, e, C') ¢ delay. Thus, VC'.try(A, 0, C') ~ {success,fail}. 
Thus, Ve' _< O, VC'.try( A, 0, C') ~ {success,fail}. Thus, V0' _< O.~stuckc( A, e'), and 
so ~stuckc,(  A, 0). [] 
Theorem 6.1. Let ~ be an abstract transition system for art abstract state s and a 
program P, and let s' be a concrete state such that s o~ s'. If ~ is fair and does 
not lead to (local) suspension, then any standard transition system for s' and P 
does not lead to (local) suspension. 
PROOF. Here, we consider the more difficult case of local suspension; for the case 
of suspension, the proof is similar. Let us assume that G is a fair abstract ransition 
system for s and P that does not locally suspend. We inductively construct a fair 
confluent transition system ~' for s ~ and P that also does not locally suspend. 
Then the claim will follow by using Corollary 5.2. By using induction on the depth 
k of the nodes in G', we construct: (1) the concrete sel' function for the confluent 
transition system ~', (2) a mapping f from the nodes of G' onto the nodes of G 
which shows the correspondence between the derivations of G' and the derivations 
' ' for each concrete of G, and (3) a family of renamings P4 satisfying f(s~) o¢p.~ s i
state s{. Let s' be the source of ~', where s' is any state such that  s o(p s'. Then 
for every atom A such that ~stuckA(A, s'), we have -~stuckc:v(A, s) by definition of 
abstract stuckness and the fact that con(s) o(p(~vo~Z(,,)con(s')). Thus, let p~, = p, 
let sel'(s') be given by p(sel'(s')) = sel(s), and let f (s ' )  = s. 
! A1;C1 I A2;C2 i ~1 
Now, consider any derivation s 1 ~ s2 ~ . . . s  k in of length k. By the in- 
duction hypothesis, there exists a derivation slP'(A~;) C~) p2(A=;C2) S2 ----+ ' ' ' sk  in ~ such 
that s{ c~p, s~ and f(s{) = s~, i = 1 , . . . , k ,  and where p~ agrees with p,, on 
Vats(s{) and also renames Vars(C,) appropriately. Also by the induction hypoth- 
esis, sel(sk) , , . , 1 = pk(sel (sk)) Let A c sel (sk). Assume that reducecT(sk, sk+l; A). 
Then, since sk o(pk s~, by the correctness requirement on r'educeA, there exists 
Sk+l E StateA such that reduceA(sk, Sk+l,Pk(A)) and sk+l ocp~+~ s~+ 1. We let 
/ / / 
f (sk+l)  = sk+l, Ps'g.+, = Pk+l ,  and pk+l(sel (8k+l ) )  : 8e l (sk+l  ) .  
Next, we show that G' does not locally suspend. Assume for contradiction that  
IA1 ;C1  IA2 ;C2  it does. Then there exists a derivation s1 ---+ s 2 ---+ -.- s~ m~'c'k . . .  in ~' such that 
3i.SA E goal(s~).Vj.(j > i ~ stucl~ca4A, con(sh))). Fix such an i and such an A. 
By construction, 
f~ t xp j (A1 ;C1)  r l  t ~p2(A2;C2)  I p~(Ak ;Ck)  
(81)  ~, f (S2)  > . . .  f (Sk )  -------+ . . .  
is a derivation in G such that pi(A) E goal(f(s~)) and Vj.( j  > i ~ stuckA(pi(A), 
con(f(s'j)))), which contradicts the hypothesis that 6 does not locally suspend. 
It remains to show that G ~ is fair. A similar contradiction can be derived by 
proving that  if some derivation of G' has an atom that is not stuck, but that is never 
reduced, then there must be a corresponding atom in a corresponding derivation 
of G such that  either the atom remains forever stuck, contradicting the assumption 
that G does not locally suspend, or else the atom becomes unstuck, but is never 
reduced, contradicting the assumption that G is fair. [] 
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