ABSTRACT In wireless multi-hop networks, especially large scale wireless multi-hop networks, the feasibility of routing strategies is of vital significance. However, the basic function of routing strategies, the ability of finding a path from source to destination, is seldom researched. In this paper, we apply a Markov chain to model the routing discovery process of wireless multi-hop networks with arbitrary routing strategies. Taking the fading characteristics of wireless channel into consideration, we analyze the impacts of weak links on routing algorithms in wireless multi-hop networks. The probability of routing success and the distribution of hop count are discussed in detail and their close-form solutions are given. Simulation and theoretical results show that, with the increase of the network scale, the impact of weak links gets stronger and even makes the routing strategies unusable. Our research has pointed out the relations between the performance of routing strategies and the network scale under the impact of weak links. The results have important significance for routing strategy designing and network planning.
I. INTRODUCTION
Because of the fading characteristics of wireless propagation, weak links exist and have great impact on the development and the feasibility of wireless multi-hop networks. Even in a connected network, because of the weak links, the communication between two nodes with long distance may not be available. Although there exists an appropriate multi-hop path between any pair of nodes which is the basic requirement of connected networks, the routing algorithms may fail to find a route from the source to the destination. The routing discovery procedure is not definitely reliable in large scale wireless multi-hop networks.
However, plenty of researches about network connectivity focused on the existence of routes between any pair of nodes [1] - [5] , which was mostly depended on the distribution of nodes. By ignoring the impact of weak links [1] , the network was considered connected as long as the probability of existence of a route between any two nodes is high enough. Even though the fading channel was taken into consideration [3] - [5] , the discussion of network connectivity was also about route existence. Researchers did not care about the protocol layer problems such as the routing protocols which have significant impact on the feasibility of wireless multi-hop networks. The performance of routing protocols are always depended on the ability of dealing with the weak links. As a result, it is quire necessary to study the routing process in the connected networks.
On the other aspect of routing process, hop count is one of the most important parameters that impact the feasibility of routing protocols. The weak links between the source and the destination bring the accumulative effect on the packet loss rate. With the increase of hop count, the end-to-end packet loss rate gets higher, which has vital importance on the end-to-end delay and the probability of routing success. Researchers have realized the significance of hop count in wireless multi-hop networks and hop count problems have been researched in details [6] - [10] . Similar to the network connectivity, the probability of the existence of an N -hop route between source and destination has been analyzed [6] , [7] . The lifetime of a multi-hop route [8] and the impact of hop count on the performance of wireless multi-hop networks [9] , [10] were also studied. However, the researchers ignored the routing process and the multihop routes were considered usable as long as they were existent. In a large scale wireless multi-hop network, despite of the appropriate route between source and destination, the existence of weak links definitely weaken the ability of routing protocols and bring the limitation of hop count.
Researchers have put forward the concept of wireless multi-hop network decades ago and a plenty of routing protocols other schemes have been proposed to guarantee the feasibility of wireless multi-hop network [11] - [13] . It seems that almost all the proposed routing protocols have good performance in simulation or testbed environment. However, most of the studies ignored or lacked the theoretical analysis of the routing process, which is the main idea of a routing protocol. Almost all the analysis of network performance were based on that the multi-hop routes were established before data transmission [14] - [17] . Even though the weak links are taken into consideration, it is still less meaningful to analyze the network performance such as throughput and delay [14] in large scale wireless multi-hop network before the logical feasibility of routing protocols is proved.
In conclusion, the impacts of weak links on the routing process in a connected network are worth studying and the hop count limitation brought by the weak links is also one of the important issues to be discussed in large scale wireless multi-hop networks. Before we further analyze the data transmission performance in wireless multi-hop networks, we first model the routing process and prove the feasibility of routing protocols. In this paper, a Markov chain model is applied to model the routing process with arbitrary routing protocols. The probability of routing success and the distribution of hop count are then discussed in detail respectively.
The main contributions of this paper are as follows: 1) We first propose a Markov chain model to analyze the routing process with arbitrary routing protocols.
2) The probability of routing success as well as the distribution of hop count are obtained on the basics of the Markov chain model. 3) We offer an accurate judgment of the feasibility of wireless multi-hop networks and our results have vital importance on network planning in large scale wireless multi-hop networks. The rest of this paper is organized as follow. In section II, the channel model is presented and our Markov chain model is proposed to analyze the routing process with arbitrary routing protocols. In section III, the Markov chain model is solved. The probability of routing success and the distribution of hop count are obtained. The simulation and theoretical results are compared in section IV. In section V, we conclude this paper.
II. SYSTEM MODEL
In this section, we apply a Markov chain model to analyze the routing discovery process in wireless multi-hop networks. In this article, we assume a network with low node mobility which means that the topology remains stationary during the routing discovery process. The log-normal shadow fading channel is applied to model the weak links between neighbor nodes. Assuming that d ij denotes the distance between node i and node j, the packet delivery rate between these two nodes is given by p(d ij ), which is depended on the channel model. In order to figure out the impact of weak links on large scale wireless multi-hop networks, we analyze the routing process between the source and destination nodes with randomly distributed alternative relay nodes as shown in figure 1 . The channel model, the Markov chain model and the one-step transition probability will be discussed respectively in the following subsections.
A. CHANNEL MODEL
Because of the fading characteristic of wireless propagation, data packets may loss after transmission between two nodes. Therefore, the existence of weak links with low packet delivery rate has great impact on the probability of routing success. We assume that the MAC layer protocol is able to avoid collisions and interferences between nodes. Actually, in the scenes with low data transmission rate, collisions and interferences mostly affect the transmission delay, which is not the research emphasis of this paper. The packet delivery rate is the main parameter we care about. In this paper, we apply the lognormal shadow fading channel model [3] . From [3, eq. (13)], we get the packet delivery rate of two nodes with distance x.
where α is the path loss exponent, σ is the standard deviation and r 0 is the effective communication radius. Here, we define the effective communication radius as the distance when the point-to-point packet delivery rate drops to 50%. When the point-to-point delivery rate is lower than 50%, the randomness of links is enhanced and it is hard to say that the links are still available. Thus we have
(2)
where β th is the signal attenuation threshold, P r.th is the threshold of received signal strength and P t is the sending signal strength. The curve of p(x) is shown in figure 2 .
B. MARKOV CHAIN MODEL
In general, before the transmission of data packets, the source node starts a routing discovery procedure by broadcasting a Routing Request packet (RREQ) to establish an appropriate route to the destination. Once the relay nodes have received the RREQ, they decide whether to forward or to drop the RREQ packet depending on the design of routing protocol. Then the destination node sends a Routing Response packet (RREP) to the source node after receiving the RREQ. The RREP packet travels along the relay nodes who used to forward the RREQ packet back to the source node. The routing process is as shown in figure 3 . That the source node fails to receive the RREP packet from the destination node within time T indicates that the routing discovery procedure has failed and the source node restarts a new routing discovery procedure. The number of routing discovery procedure is limited to M and the source node completely fail to find the destination node after M times of routing discovery procedures. The forwarding strategy of RREQ in relay nodes depends on the routing mechanism. In this paper, we mainly analyze two different routing strategies, shortest path based (SPB) and optimal path based (OPB) respectively. Some important assumptions are as follows.
1) The packet transmitting processes of nodes are independent. Since the time separation of RREQ broadcast time of node 1 and node 3, as shown in figure 3 , the RREQ broadcast process of node 3 has nothing to do with node 1.
2) The packet receiving processes of nodes are independent. When node 1 broadcasts an RREQ packet, because of the space separation of node 2 and node 3, the receptions of RREQ of node 2 and node 3 have nothing to do with each other.
3) The M times of routing discovery procedures are independent. The source node restarts a new routing discovery procedure once the precious routing discovery procedure has failed. Because of the time separation of different routing discovery procedures, the result of the routing discovery procedure has nothing to do with the precious routing discovery procedure. In consideration of the assumptions above, we have the facts as follows. 1) When two or more nodes have received the same RREQ, they forward the packet independently according to the routing strategy. 2) If node i has received and forwarded an RREQ packet, whether node j forwards this RREQ packet or not depends on both the reception of this RREQ packet from node i and the routing strategy. In other words, the process of (n+1)-th RREQ has nothing to do with the process of k-th RREQ when k < n. Let n denote the time when the n-th RREQ has finished transmitting. We define a two-dimension random variables {η n , ξ n }, where η n denotes the number of routing discovery procedure and ξ n denotes the node who has successfully received the n-th RREQ and sent an RREP to the source of the n-th RREQ. Since the transmission route of RREP is the same as RREQ, that we consider the transmission of RREQ and RREP at the same time is reasonable. The state space is defined as
where state (η n , ξ n ) = (m, i) denotes that during the m-th routing discovery procedure, node i has received the n-th RREQ and sent an RREP back. This means that the source of the (n+1)-th RREQ will be node i. Especially, state (m, N + 1) denotes that the destination node has successfully received the RREQ and sent an RREP back, which indicates the success of routing process. State (m, N + 2) indicates the failure of the m-th routing discovery procedure.
We assume that the transmission direction of RREQ is from the source node to the destination node. During a routing discovery procedure, the source of the (n+1)-th RREQ is closer to the destination node than the source of the n-th RREQ. Taking the two facts above into consideration, we have
Thus the routing discovery procedure can be modeled as a Markov chain {η n , ξ n }. The state transition diagram is as shown in figure 4 .
Form figure 4 , for example, state (η n , ξ n ) = (2, 3) denotes that during the second routing discovery procedure, node 3 has successfully received the n-th RREQ and sent a RREP back the its source. The (n+1)-th RREQ will be broadcasted by node 3. Apparently, state (η 0 , ξ 0 ) = (1, 1) is the initial state of the network.
C. ONE-STEP TRANSITION PROBABILITY
The one-step transition probability of the two-dimension is defined as P {(η n , ξ n ) | (η n−1 , ξ n−1 )}, which depends on the routing strategy. In this paper, we mainly analyze two routing strategies, shortest path based and optimal path based routing VOLUME 5, 2017 strategies, which are the most common mechanisms in the design of routing protocols. The probability transfer matrix of both routing strategies are obtained.
1) SHORTEST PATH BASED ROUTING ALGORITHM
In the shortest path based routing strategy, the relay node who is the closest to the destination node has the highest priority to forward the RREQ packet during the routing discovery procedure. Therefore, the conditions for a relay node to forward the RREQ packet are that this relay node has successfully received the RREQ packet and it is the closest node to the destination among the nodes who have also received this RREQ. For the RREP packet, it travels along the same path as the RREQ packet. Processing the RREQ and RREP in a relay node at the same time is reasonable and does not affect the final results. Thus, as shown in (5), as shown at the top of the next page, we have the one-step transition probability of the shortest path based routing strategy.
The first equation in (5) means that during the same routing discovery procedure, node j has successfully received the RREQ from node i and has the highest priority to forward it. The probability that node j has successfully received the RREQ from node i and the other nodes who are closer to the destination node than node j did not receive this RREQ is
. Then node j replied an RREP to node i with a success probability p(d ij ). The second equation denotes that the destination node has received the RREQ from node i and replied RREP to node i. The third equation means that all relay nodes have failed in receiving the RREQ from node i or replying RREP to node i. The fourth the sixth equations mean that once the source node has succeeded in routing discovery procedure or failed after trying M times, the network state won't change any longer. The fifth equation means that the source node restarts a new routing discovery procedure as long as the number of retries is less than M.
2) OPTIMAL PATH BASED ROUTING ALGORITHM
The quality of wireless links, along which the RREQ packets are transmitted, have significant impact on the stability of multi-hop route. Therefore, researchers have developed plentiful optimal path based routing algorithms applying link quality as routing metric. The nodes get the Received Signal Strength Indicator (RSSI) which is one of the most appropriate measurements of link quality during the flooding phase of RREQ. Even though the RREQ is successfully received, if the RSSI of this RREQ is beyond the reach of the threshold, in order to get rid of the links of bad quality, the RREQ packet is ignored.
Actually, the optimal path based algorithm and the shortest path based algorithm are combined to some extent. In optimal path based algorithm, the reception of RREQ packet is restricted by setting an RSSI threshold. Once the RREQ packet has been received by some relay nodes, the relay node who is the closest to the destination has the highest priority to forward the RREQ. Therefore, the only difference between shortest path based and optimal path based algorithms is reception of RREQ. In optimal path based algorithm, the RSSI threshold is set higher in the RREQ broadcasting phase than in the RREP sending phase. With the same wireless environment, the different RSSI thresholds show in the different signal attenuation thresholds which results in the different packet delivery rates of the same distance. Then, as shown in (6), as shown at the top of the next page, we have the one-step transition probability of the optimal path based routing strategy.
The packet delivery rates between node i and node j with different signal attenuation thresholds are denoted as p β 1 (d ij ) and p β 2 (d ij ) respectively. The first equation in (6) means that during the same routing discovery procedure, node j has successfully received the RREQ from node i and has the highest priority to forward it. To guarantee the high quality of wireless links, a higher RSSI is set when dealing with the RREQ packets. Therefore, the probability that node j has successfully received the RREQ from node i and the other nodes who are closer to the destination node than node j did not receive this RREQ is denoted as p
The probability that node j successfully replied an RREP to node i is denoted as p β 2 (d ij ) The second equations means that the destination node has received the RREQ from node i and replied RREP to node i. The probability of receiving the RREQ is p β 1 (d iN +1 ) and the probability of replying the RREP is p β 2 (d iN +1 ). It can be seen that the signal attenuation threshold β 1 is applied when receiving the RREQ while the signal attenuation threshold β 2 is applied when receiving the RREP. According to (3) , when the received signal strength of RREQ is greater than that of RREP, the condition β 1 < β 2 should be satisfied.
III. MODEL SOLVING A. MATRIX OF TRANSITION PROBABILITY
From the state transition diagram, it is easy to find that there are N+2 states during one routing discovery procedure. The number of states of Markov chain {η n , ξ n } for the M times of
routing discovery procedures is denoted as
For convenience, we map the two-dimension states (η n , ξ n ) into one-dimension states
Obviously, the one-dimension states of Markov chain {γ n } and the two-dimension states are one-to-one corresponded. The one-step transition probability is then given by
We define a K × K transition probability matrix Q for the entire routing discovery process and an (N + 2) × (N + 2) transition probability matrix Q i , i = 1, 2, · · · M − 1 for each routing discovery procedure. Taking the one-step transition probability and the state transition diagram into consideration, we have
where q ij = P (j|i) denotes the one-step transition probability of the one-dimension Markov chain {γ n }. For the last routing discovery procedure, the network state won't change after M times of routing failure. Then we have
The K × K transition probability matrix Q is given by
where 0 denotes an (N + 2) × (N + 2) square matrix whose elements are all 0 except element a N +2,1 = 1.
B. PROBABILITY OF ROUTING SUCCESS
We define the steady-state distribution P {(η, ξ ) = (m, i)}. From the state transition diagram, it is easy to know that when the network states are (η, ξ ) = (m, N + 1) , m = 1, 2, · · · , M , the routing discovery process succeed. According to (8) , the one-dimension states of routing success are γ = m (N + 2) − 2, m = 1, 2, · · · , M . Therefore, VOLUME 5, 2017 the probability of routing success is given by
The probability of routing failure is then given by
Let − → π = [π 1 , π 2 , π 3 , · · · , π K ] denote the steady-state distribution of one-dimension states, we have
Solving the equation set, we get the steady-state distribution of one-dimension Markov chain {γ n }. The probabilities of routing success and routing failure are obtained from (13) and (14) respectively.
C. HOP COUNT DISTRIBUTION
The source node restart the routing discovery procedure once it has failed in receiving the RREP from the destination node on time. Because of the separation on the time domain, two routing discovery procedures are independent. Therefore, we just need to get the hop count distribution of the first routing discovery procedure, then we have the hop count distribution of the entire routing process. Here, we set the times of routing discovery M = 1, and let random variable H denote the hop count of the routing process.
Definition 1: For arbitrary states i and j, the first arrival time is defined as
which denotes the number of steps from state i to state j. When ω ∈ {γ 0 = i} ∪ {γ 0 = i, γ n = j, n ≥ 1}, we have
Therefore, T ij is a random variable. Definition 2: According to definition 1, for arbitrary states i and j, the probability of first arrival is defined as
which denotes the probability of that it takes n steps from state i to state j. It is also written as
If the states i and j satisfy the following conditions
T ij denotes the hop count of a successful routing discovery procedure. That is:
Proof: Since the M times of routing discovery procedures are independent, we analyze the hop count distribution of the first routing discovery procedure and set M = 1. From the state transition diagram, we can see that initial state of the network is (η 0 , ξ 0 ) = (1, 1) . Assuming that the RREQ finally arrives at the destination node after h times of forwarding, the network state then becomes (η h , ξ h ) = (1, N + 1) . Considering the details of routing discovery procedure, it is easy to know that the number of relay nodes is h-1 and the corresponding hop count is h. Because the destination node won't forward the RREQ, the network state (η h , ξ h ) = (1, N + 1) is the first arrival state after h times of state transitions and h is the minimum number of steps from state (1, 1) to state (1, N + 1) . Therefore, the probability of H = h is equal to the first arrival probability from state (1, 1) to state (1, N + 1) . So we have
According to (8), we have
Then we proof that T ij denotes the hop count of a successful routing discovery procedure.
Q.E.D. Lemma 1: For arbitrary states i and j, we have
Proof: According to definition 2 and total probability formula, we have
Then according to the Markov property, we have
Therefore, according to (25) and (26), we get f (n) ij as shown in (24).
Q.E.D. From the one-step transition probability matrix Q, for arbitrary states i and j, the following conditions are satisfied.
Therefore, when q ij 1 q j 1 j 2 · · · q j n−1 j = 0, the Necessary and Sufficient Conditions (NSCs) are given by So we have the probability distribution function (PDF) of hop count:
IV. SIMULATION RESULTS

A. DESIGN OF SIMULATION PLATFORM AND PARAMETERS
We use MATLAB simulation platform to build a linear network with randomly distributed relay nodes. Before the simulation, the network connectivity should be satisfied first, which means that the distance between any pair of neighbor nodes is less than r 0 . The log-normal shadow fading channel is applied and the routing discovery process is then simulated. The source node broadcasts an RREQ to start the routing process. The relay nodes forward the RREQ until the destination node has received it. Then an RREP is sent back to the source node along the relay nodes who have forwarded the RREQ. According to the transmission and reception of RREQ and RREP packets, the probability of routing success and the hop count distribution are then obtained. In order to get insight into the impacts of weak links on large scale wireless multi-hop networks, we analyze the simulation results in two aspects, one of which is the node density ρ and the other is network radius D. After that, the impacts of weak links on hop counts are then given. In fact, the network is considered large scale network as long as the node density and the network radius extend to some degree. Some important simulation parameters are listed in TABLE 1.
B. WIRELESS MULTI-HOP NETWORKS WITH LARGE NODE DENSITY
The distance between source and destination nodes is set constant D = (4/5/6)r 0 . We analyze the impacts of weak links on wireless networks with increasing node density. Relay nodes are randomly deployed between source and destination nodes. The probabilities of routing success are shown in figure 5 and figure 6 . It can be seen that the theoretical results are consistent with the simulation results. With the increase of the node density, the probability of routing success increases to a peak value and then decreases. As a result, there exist a most suitable node density which makes the performance of routing algorithms the best. For a pair of source and destination nodes, by just increasing the number of relay nodes between them won't help to increase the probability of routing success. This is because the relay nodes near the edge of communication range still have chances to receive the RREQ packet. However, the relay nodes who happen to receive the RREQ packet may have weak links between them and the RREQ source. These weak links have great impact on the transmission of RREP packets. Our theoretical and simulation results show that the weak links weaken the ability of routing protocols in wireless multi-hop networks with large node density.
The comparison of probability of routing success between shortest path based (SPB) and optimal path based (OPB) routing algorithms is shown in figure 7 . We can conclude that in dense network, the OPB algorithm outperforms the SPB algorithm while in sparse network, the SPB algorithm performs better than the OPB algorithm. The reason is that the OPB algorithm performs better in getting rid of the weak links. In the sparse network, almost all the wireless links are weak links and the RREQ of OPB algorithm is easier to be ignored. While with the increase of node density, the OPB algorithm is easier to find a path with low packet loss rate.
C. WIRELESS MULTI-HOP NETWORKS WITH LARGE NETWORK RADIUS
The node density is set constant ρ = (1/3/5)nodes/r 0 . We analyze the impacts of weak links on wireless networks with increasing network radius. Relay nodes are randomly deployed between source and destination nodes. The probabilities of routing success are shown in figure 8 and figure 9 . With the increase of the source-destination distance, the probability of routing success drops quickly. Especially in the networks with sparse relay nodes (low node density), the probability of routing success decreases faster. If the distance between source and destination nodes is large enough, even though there exists an appropriate multi-hop path, the probability of finding this path is unacceptably low. The source node may spend more time in routing discovery process rather than communicating with the destination node. 
FIGURE 11.
The maximum value of probability of routing success versus the source-destination distance.
Therefore, when the network radius surpasses a set range, the network may not work because of the low probability of routing success. The results is important in network planning of wireless multi-hop networks. The weak links may make the large scale wireless multi-hop networks unusable.
The comparison of probability of routing success between shortest path based (SPB) and optimal path based (OPB) routing algorithms is shown in figure 10 . It can also be seen from the figure that in dense network with larger node density (ρ = 5nodes/r 0 for example), the OPB is superior to the SPB by selecting a path with low packet loss rate. However, in sparse network (ρ = 1nodes/r 0 for example), the SPB is superior to the OPB. The reason is that the RREQ packet is easier to be ignored by applying OPB algorithm when neighbor distance is large.
However, no matter what kind of routing algorithm is applied, the maximum value of probability of routing success is limited. As shown in figure 11 , with the increase of sourcedestination distance, the maximum value of probability of routing success decreases quickly. Therefore, the maximum network radius is limited if the threshold of the probability of routing success is set. Figure 11 also shows that the OPB algorithm always outperforms the SPB algorithm if the relay nodes are appropriately deployed.
D. HOP COUNT DISTRIBUTION
The hop count distribution is analyzed when the probability of routing success reaches the maximum value. As shown in figure 12 and figure 13 , the theoretical results are consistent with the simulation results. From the figures, we can see that the hop count is limited even though there are enough relay nodes between source and destination nodes. Some relay nodes are ignored because of the fading characteristic of wireless links and the broadcast characteristic of routing discovery. However, when the source-destination distance is large enough, it is hard for the source node to find a path to the destination node and the discussion of hop count distribution is meaningless. There exist an appropriate hop count for a given network radius. The weak links bring the limitation of network radius as well as the hop count.
The average hop count versus the source-destination distance is illustrated in figure 14 . It can be seen that the average hop count increase linearly with the source-destination distance. The average hop count of OPB algorithm is relatively larger than the SPB algorithm because of the limited transmitting range of RREQ packets.
V. CONCLUSION
In this article, the Markov chain model is first applied to analyze the routing discovery process. We get the probability of routing success and the hop count distribution of arbitrary routing strategies in wireless multi-hop networks. Simulation and theoretical results show that the existence of weak links has greatly weakened the ability of routing strategies and even made the network unusable in large scale wireless multihop networks. When the probability of routing success is low enough, the source-destination path may never be established and the source node may be busy finding a path to the destination node rather than communicating with each other. Our research theoretically confirms that the feasibility of large scale wireless multi-hop network is still in doubt. More studies should be done to analyze the impact of weak links on the performance of routing strategies. Our further study will focus on improving the accuracy of the Markov chain model. The mobility of nodes will be taken into consideration and the routing discovery time will be compared with the path expectancy time to analyze the impact of node mobility on the performance of routing strategies.
