We propose algorithms for agents in Markov Decision Processes that plan to maximally satisfy multiple, potentially conflicting, temporal logic goals. These agents (1) satisfy as many goals as possible;
Introduction
Markov Decision Processes (MDPs) [Bellman, 1957] are a popular framework for sequential decision making under uncertainty. Generally, system designers have specified goals for agents in MDPs by means of reward functions. This approach has been criticized because (1) developing reward functions that accurately capture the desired goals can be tedious; (2) lacking explicitly represented specifications may make it more difficult for agents to explain their behaviors; and (3) reward functions may not have the expressibility to represent complex temporal objectives.
Recent work on specification languages for MDPs works to alleviate this problem. In particular, linear temporal logic (LTL) has been considered as a language for specifying goals in MDPs, due to its expressibility and straightforwardness. A number of planning algorithms have been proposed for agents attempting to satisfy individual LTL goals in MDPs. There has been little work on planning in stochastic domains in the midst of multiple, potentially conflicting, LTL goals. This paper introduces an algorithm for planning to satisfy multiple potentially-conflicting temporal logic goals within MDPs. The outlined approach works to maximally satisfy multiple competing goals such that (1) as many goals as possible are satisfied; (2) more important goals (as specified by a positive real weight) are prioritized; and (3) when goals must be violated, this is done for the minimum possible duration. This is done by allowing agents to temporarily suspend individual goals, with some "violation cost" associated with doing so. The problem of maximally obeying a set of goals thus becomes the problem of determining a policy that minimizes the expected violation cost.
The remainder of this paper proceeds as follows: we first outline related work; we then describe the formalisms of MDPs and LTL, and describe the approach of [Ding et al., 2011] for maximally satisfying a single LTL goal; we then describe our approach, beginning with a motivating example (CleaningWorld) and then outlining our algorithms for planning to maximally satisfy multiple goals. We describe the algorithms' performance in CleaningWorld, as well in a Grid-World navigation problem. We discuss the limitations of the approach and directions for future research, and summarize our results.
Related Work
LTL specifications are first employed, in a motion planning context, in Markov Decision Processes in [Ding et al., 2011] . The agent's aim is to maximize the probability of meeting the specifications. Multiple conflicting specifications are not considered. [Lacerda et al., 2014] allow dynamic re-planning as new LTL tasks are added.
Other approaches examine domains in which transition dynamics are not fully known [Wolff et al., 2012; Fu and Topcu, 2014; Sadigh et al., 2014] , which the proposed approach does not address. Even more ambitious approaches consider LTL specifications in partially observable MDPs [Sharan and Burdick, 2014; Svoreňová et al., 2015] . LTL specifications have also been occasionally applied in multi-agent domains, as in [Guo and Dimarogonas, 2014; Leahy et al., 2015; Wen, 2016] . None of these approaches explicitly considers conflicting objectives (each considers a single LTL formula as a monolithic goal, with pitfalls as we describe in section 4.2).
Examinations of partially satisfiable LTL specifications include [Lacerda et al., 2015] . This differs from the proposed work in that (1) they limit their specification to a single cosafe LTL formula; and (2) their method of resolving conflict uses a notion of proximity to an accepting state that is better suited to motion planning than to the balancing of multiple conflicting goals.
[Reyes Castro et al., 2013; Tumova et al., 2013; Lahijanian et al., 2015] utilize approaches similar to the proposed approach in that they employ "weighted skipping" to allow automata to "skip" a stage, but incur a cost for doing so. Unlike the proposed approach, however, these approaches use finite LTL (LTL defined over finite paths, instead of infinite ones), and their algorithms are tailored for deterministic environments rather than stochastic domains.
Preliminaries
In this section we explain (labeled) MDPs, LTL, and we describe the approach introduced in [Ding et al., 2011] for planning to satisfy LTL formulas in MDPs with maximal probability.
Markov Decision Processes
We consider an agent in a stochastic world represented by a labeled Markov Decision Process (MDP), a regular Markov Decision Process augmented with atomic propositions.
A Markov Decision Process is a tuple
• U is a finite set of actions, with A : S → 2 U mapping each state s ∈ S to the set of actions available to the agent at s; • T : S ×U ×S → [0, 1] is the transition function, satisfying, for all s ∈ S and a ∈ A(s), s ∈S T (s, a, s ) = 1; and • s 0 ∈ S is an initial state.
MDPs usually include a reward function R : S × A × S → R; this is not necessary for our purposes.
A labeled MDP is an MDP augmented with a set of atomic propositions Π, and a labeling function L : S → 2 Π . The labeling function indicates which atomic propositions are true in which states. When we refer hereafter to MDPs, we are referring to labeled MDPs.
Policies indicate an agent's next action, given its history. A stationary policy π is a probability distribution over actions given the agent's current state; that is, π : S ×U → [0, 1] such that a∈A(s) π(s, a) = 1 for all s ∈ S with π(s, a) = 0 if a / ∈ A(s). A stationary deterministic policy π maps each state onto a single action, e.g. π(s) = a for some a ∈ A(s). A general deterministic policy M on M depends on the agent's entire state-action history, e.g. M (s 0 , a 0 , · · · , a t−1 , s t ) = a for some a ∈ A(s).
Linear Temporal Logic
Linear temporal logic (LTL) [Pnueli, 1977] is an extension of propositional logic with the following syntax:
The operator Xφ roughly means "φ at the next stage"; Fφ means "φ at some future stage"; Gφ means "φ at all future stages"; φ 1 U φ 2 means "φ 1 until φ 2 ".
An arbitrary LTL formula φ over atomic propositions Π is evaluated over an infinite sequence of "valuations" σ 0 , σ 1 , · · · where σ i ∈ 2 Π for all i. Each σ i indicates the set of atomic propositions that are true at stage i.
By using one of several algorithms, e.g. [Esparza and Ketínský, 2014] , every LTL formula φ over propositional atoms Π yields a corresponding Deterministic Rabin Automaton (DRA) D. A DRA is a finite automaton over infinite strings, where acceptance depends on which states are visited infinitely versus finitely often over the run of the DRA. In this case, the alphabet of this finite automaton will be Σ = 2 Π , so that a word is an infinite sequence of valuations; the accepting runs are precisely those infinite sequences of valuations which satisfy φ.
More formally, a DRA is a tuple
A run is said to be accepting if there exists some pair (Fin i , Inf i ) ∈ F such that each state in Fin i is visited finitely many times in r D and the total number of times states in Inf i are visited in r D is infinite.
MDPs with LTL Specifications
Because in general φ may be temporally complex, the policy that maximizes the probability of obeying φ will likely induce a non-stationary policy in M. In order to compute this non-stationary policy, we must augment the underlying MDP M with relevant information. This information can be easily obtained by running the DRA D alongside M.
Formally, we define the product MDP between a labeled MDP M = S, U, A, T, s 0 , Π, L and a The end component of an MDP effectively represents a possible constraint on the state space as time approaches infinity; if the agent is in the end component state space S E and restricts its actions to those in A E , assigning nonzero probability to each action from each state, the agent is guaranteed to reach all states in S E infinitely often, and is guaranteed to never reach any states outside of S E .
An end component S E is thus considered accepting if, for some pair (Fin, Inf) ∈ F , q / ∈ Fin for every state (s, q) ∈ S E , and q ∈ Inf for some (s, q) ∈ S E . We can determine the accepting maximal end components (AMECs) using the algorithm in [Baier and Katoen, 2008] .
The maximal probability of satisfying an arbitrary LTL formula φ in an MDP M is then the probability of reaching any state in an AMEC of the corresponding product MDP M × , since upon entering the AMEC the agent may guarantee that no states in Fin will be reached again (so all states in Fin are reached only finitely often) and that some state in Inf will be reached infinitely often, and thus that the φ will be satisfied.
The maximum probability of reaching some S good ⊆ S × can be calculated as the solution to a linear program, as in [Ding et al., 2011] . If the AMECs on M × are S E1 , · · · , S Ep , then we take S good = p i=1 S Ei . This may be used to compute an action restriction A * : S × → 2 U × such that by following only those actions prescribed in A * (with nonzero probability for each action), the agent will maximize the probability of satisfying the formula φ. This can be translated back to the original MDP M by using the state history s 0 , · · · , s t at each stage t to keep track of the "current" Rabin stateq t such thatq i = δ(q i−1 , L(s i )) andq 0 = δ(q 0 , L(s 0 )), and then choosing some policy over A * ((s t ,q t )) (again, with nonzero probability for each action).
Thus by constructing a product MDP M × , computing the AMECs for this MDP, and solving a linear program, we may obtain both the maximum probability of achieving φ and a set of policies (as specified by the action restriction A * ) that maximize this probability.
Proposed Approach
In this section, we consider the insufficiency of the approach described in section 3.3 for satisfying sets of conflicting goals. We develop an algorithm that overcomes this insufficiency by augmenting the DRAs to allow temporary goal violations at a cost, and recasting maximally satisfying goals as minimizing this cost. We begin with a motivating example.
Motivating Example: CleaningWorld
Consider the following example of an agent balancing the demands of conflicting goals.
The agent is a cleaning robot, attempting to vacuum a room that has a certain level dirt ∈ Z ≥0 of dirt. The agent also has a battery level battery ∈ Z ≥0 . The actions available to the agent are: vacuum, which removes one unit of dirt but depletes two units of battery life; dock, which attaches the agent to a charger, which fills its battery life at a rate of b units per time-step; undock, which removes the agent from the charger; wait, which continues the charging process if batteryDead ¬batteryDead the agent is docked, but depletes battery at 1 unit per stage otherwise; and beDead, which is the only action available to the agent when its battery is dead.
The robot has two main goals: (1) to vacuum the room until it is clean; and (2) to not let its battery die. We will use the CleaningWorld scenario to give concrete examples of some of the structures relevant to the approach.
Goals and Goal Conflicts
We define a goal G as a tuple
(1) where w > 0 is a positive real weight (representing the importance of the goal) and φ is an LTL formula. The agent should ensure that φ is satisfied.
Suppose an agent attempts to maximize the probability of satisfying a set G of goals. In this paper, we assume that goals and their weights are provided by the agent designer in the form (1).
As a first attempt, we could combine the goals via conjunction into the single formula
A policy maximizing the probability of achieving Φ can be computed as described in section 3.3. Unfortunately, the maximum probability of satisfying Φ may be zero: it may be impossible for an agent to satisfy all of its goals. In this case, any policy maximizes the probability of satisfying Φ, meaning that the agent will act as if it has no goals. We say that a goal conflict occurs in G whenever the maximum achievable probability of satisfying all goals in G is zero.
Consider the CleaningWorld example. The agent must vacuum the room until it is clean, and must not let its battery die; these may be represented by the goals
The DRA corresponding to goal (3) can be found in Figure  1 . In this case, a run r is accepting if the state q 0 occurs infinitely often and the state q 1 occurs only finitely often in r.
In CleaningWorld, goals conflict whenever dirt > battery; in this case the agent cannot satisfy the goal to vacuum at every stage until the room is clean, because doing so would cause its battery to die, violating the other goal.
We claim that agent behavior when goals conflict should satisfy at least the following criteria (issues relating to these criteria are discussed in section 6): (C1) All other things being equal, agents should satisfy as many goals as possible; (C2) Agents should prioritize satisfying more important goals (where the weight w of a goal represents its importance). (C3) If a goal must be temporarily violated, this should be done as briefly as possible ( e.g., an agent that forgoes cleaning to charge its battery should continue cleaning as soon as charging is complete).
The Conflict Resolution DRA
In order to generate behavior satisfying (C1-C3), we allow the agent to temporarily suspend/ignore goals, but to incur a cost each time this occurs. In particular, the agent's action space will be augmented so that at each stage the agent performs, in addition to its regular action, a "goal action" a G ∈ {keep, susp} for each goal G that represents whether G is maintained (keep) or suspended (susp). Each time that the agent chooses to suspend a goal, that goal's DRA maintains its current state rather than transitioning as usual. Suspending a goal, however, causes the agent to incur a cost proportional to the goal's weight w. In order to enable these actions, we augment D with additional transitions and a weight function over transitions. We will call this modified (weighted) DRA the conflict resolution DRA (CR-DRA); its formal definition follows.
Given a goal G = w, φ with corresponding DRA D = Q, Σ, δ, q 0 , F and a discount factor γ ∈ [0, 1), the conflict resolution DRA C is a weighted DRA given by the tuple
The CRDRA for the goal in Equation (3) in CleaningWorld can be found in Figure 2 . Here bold red lines indicate transitions that are not present in the original DRA.
We define the violation cost of an infinite sequence of tran-
Note that an infinite sequence of transitions τ C of the CR-DRA C corresponds to a run of the underlying DRA D if and only if V iol(τ C , C) = 0. 
Planning with Conflicting Goals
Given a labeled MDP M = S, U, A, T, s 0 , Π, L and the
• T ⊗ (s, q C1 , · · · , q Cn ), (a,ã G1 , · · · ,ã Gn ), (s , q C1 , · · · , q Cn )) = 
We add the dummy initial state s ⊗ −1 and action a −1 to allow the agent to determine whether to "skip" the initial state.
This MDP induces a weight function W ⊗ (where the weight of a transition in M ⊗ is equal to the weight of the underlying CRDRA transition). An infinite sequence of stateaction pairs τ ⊗ = (s ⊗ −1 , a ⊗ −1 ), (s ⊗ 0 , a ⊗ 0 ), · · · has the violation cost
We wish to find a policy which maximizes the probability of satisfying the goal set with minimal violation cost (Algorithm 1). We first compute the CRDRA for each goal within the goal set. We use these to construct the product MDP M ⊗ . We compute the AMECs E 1 = S E1 , A E1 , · · · , E p = S Ep , A Ep of this MDP.
Algorithm 1 Initialize Goal Set 1: procedure INITIALIZEGOALSET 2:
Construct conflict resolution DRAs C1, · · · , Cn 3:
SE 1 , AE 1 , · · · , SE p , AE p ← AMECs of M ⊗ 5:
for j ∈ {1, · · · , p} do 6:
A
for s ∈ S ⊗ do 8:
if s ∈ SE 1 ∪ · · · ∪ SE p then 9:
k ← argmin
Considering each AMEC of the product MDP M ⊗ as a smaller MDP (with transition function of T ⊗ restricted to the state-action pairs in the AMEC, and with arbitrary initial state), and treating the transition weight function W ⊗ as a cost function, we use value iteration (VI) [Bellman, 1957] to compute, for each state s ∈ S Ej the minimal expected violation cost V iol * Ej (s) for an infinite path beginning at s remaining within E j .
The computed violation cost V iol * Ej induces an optimal action restriction A * Ej for each AMEC E j (namely, all actions that achieve the minimal expected violation cost). Unfortunately, if we restrict the agent's actions to A * Ej while in S Ej , this may cause the CRDRA run to no longer be accepting (since the path of minimal violation cost may omit at least one state that must be visited infinitely often). To ensure that the CRDRA run is accepting, we employ an epsilon-greedy policy which chooses an optimal action from A * Ej with probability 1 − and otherwise chooses a random action from A Ej
To determine the minimal achievable violation cost for infinite paths beginning from all other states in M ⊗ (as well as to improve upon the cost, if possible, for paths beginning with states in AMECs), we again employ value iteration. This time, instead of arbitrarily initializing the state values, we initialize the values for states s within AMECs to the minimal AMEC violation cost min j:s∈S E j V iol * Ej (s), and initialize the values of all other states in S ⊗ to the maximum violation cost n i=1 wi 1−γ . The value function is not updated for any states from which the AMECs are not reachable (this ensures that the agent avoids actions that do not lead to AMECs).
Upon computing the optimal action restriction for each state s, and the corresponding violation cost V iol * (s), the agent amalgamates its policies (this corresponds to MAKE-POLICY in Algorithm 1). This is done by (a) choosing an action according to π AM EC if s is in some AMEC, and (b) choosing some action from A * otherwise. Note here that because the algorithm mainly computes an action restriction, another algorithm for achieving goals or maximizing reward can be integrated with it, although satisfying the temporal logic goals is prioritized.
