This paper presents a simple primal dual method named DPD which is a flexible framework for a class of saddle point problem with or without strongly convex component. The presented method has linearized version named LDPD and exact version EDPD. Each iteration of DPD updates sequentially the dual and primal variable via simple proximal mapping and refines the dual variable via extrapolation. Convergence analysis with smooth or strongly convex primal component recovers previous state-of-the-art results, and that with strongly convex dual component attains full acceleration O(1/k 2 ) in terms of primal dual gap. Total variation image deblurring on Gaussian noisy or Salt-Pepper noisy image demonstrate the effectiveness of the full acceleration by imposing the strongly convexity on dual component.
Introduction

Saddle Point Problem with Strongly Convex Component
In this paper, we consider the saddle point problem (SPP) [1] [2] [3] [4] [5] which covers many sophisticated applications including total variation image processing [1] [2] [3] and overlapping group lasso optimization [3, 6] . In this paper, we mainly focus on the case where primal component () fxor dual component () gy is strongly convex. For instance, total variation image denoising can be written as 2 
Recent Advances in Primal-Dual Methods
Nowadays first order methods become popular. Various efforts [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] are devoted to achieve better performance for different problems. Multi-step gradient acceleration with convergence rate O(1/k 2 ) was proposed firstly by Nesterov in [11] [12] [13] , which encompass three different methods whose unified analysis can be found in Paul Tseng's work [14] . Since the prevail of FISTA [8] by Beck and Teboulle in machine learning, more and more first order methods [3] [4] [5] [6] [15] [16] adopts different type of Nesterov accelerating methods. Note that directly applying multi-step gradient method to overlapping group lasso or total variation image deblurring usually demands two loops iteration:
outer loop for approximating smooth objective component and inner loop for total variation image denoising sub-problem.
Meanwhile, with single layer iteration structure and fast Fourier transformation, Alternating Direction Methods of Multiplier (ADM) [17] [18] [19] [20] [21] [22] become popular in image processing and machine learning partly due to proof on O(1/k) convergence rate by He and Yuan [18] , linear convergence by Deng and Yin [17] and tutorial and analysis by Boyd [22] . Nevertheless, linearization and its acceleration are less addressed in the classic ADM methods.
On the other hand, since classic primal-dual proximal methods directly work on saddle point model, it draws continuous attentions [2] [3] [4] [5] in both analysis and applications. The O(1/k) convergence rate for exact primal-dual method was presented by Chambolle and Pock in [2] where acceleration via strongly convex component is illustrated in terms of distance between primal-dual iterations and saddle points. In [5] , Goldstein presented fast ADM with O(1/k 2 ) convergence rate in terms of dual objective, which requires both objective functions being strongly convex .
Nevertheless, the above two methods did not address the linearization of objective. Recently, using second type [12, 14] of multi-step gradient method, Chen, Lan, and Ouyang propose optimal 3 primal-dual method [3] for a class of weakly convex deterministic or stochastic problems with convergence rate O(1/k 2 )+O(1/k). In [4] , Ouyang, Chen, Lan and Pasiliao present accelerated linearized ADM with convergence rate O(1/k 2 )+O(1/k). Very lately, Xu Yangyang [1] provides Linearized ADM with full acceleration O(1/k 2 ) in terms of primal objective and residual. The full accelerations in [1] utilizes smoothness and strongly convexity of primal component and seems escaping successfully the gravity of Nesterov's multi-step gradient method. Convergence analysis in [1] is very intuitive and interesting.
Motivation and Contribution
Motivated by the fine arts [1] on full acceleration via strongly convexity of primal component, this paper presents a primal-dual method named DPD which allows to utilize the strongly convexity of both primal and dual component. The presented method updates sequentially dual-primal variable by gradient projections and corrects dual variable by extrapolation, hence avoiding extragradient projection for second dual update as classical extra-gradient method [23, 24] . DPD allows linearization of primal component, partial acceleration and full acceleration. Its convergence analysis recovers state-of-the-art result for a class of weak convex [3, 7, 23] or strongly convex problem [1] .
Contribution of presented DPD mainly consists of two points:
 Linearized DPD (LDPD) with strongly convex dual component achieves full 
Paper Layout
The rest of this paper is organized as follows. Section 2 presents Iteration of Linearized 
Linearized DPD(LDPD)
For LDPD, we assume primal component f(x) is differentiable with gradient lipschitz constant f L , then linearize f(x) and use multi-step gradient method to update primal variable x. 
Iteration of LDPD
, , ,, where the second equality follows from (2.6) and the inequality from convexity of () gy.
Substituting (2.11) and (2.12) into (2.10), we have (2.13) Proof: The result can be found in [3] , below is the simple proof. In view of the similarity of (2.3) and (2.6), we only need to prove the above left equality. 
We already have
which proves (2.15), hence finish proof of (2.14).
Convergence Analysis for LDPD
In this section, let us firstly establish some preliminary results, then develop convergence analysis for partial or full acceleration, which corresponds to weakly or strongly convex problem. Proof: Using sub-differential operator, optimal condition of (2.4) can be written as 
Preliminary Results
The Lipschitz continuousness of gradient of () fz implies
Summing up (3.6) and (3.7) leads to
Since above inequality holds for any z , letting
(1 )
Where the inequality comes from convexity of () f and (2.1),(2.3), the above inequality leads to
Proof: Using variation inequality, the optimal condition of (2.2) can be written as 11ˆ,
Substituting above inequality into (3.5) leads to   2 2 2 2 11 
Proof: Substituting (3.9) and (3.1) into (2.9), we have
Noting the bilinear inner product term in above inequality, 
Where the above second equality comes from
Substituting (3.12) into (3.11), we have (3.10).
Lemma 3.3 Setting parameters of LDPD as
Proof: Using
the above last inequality uses
Partial Acceleration by Smooth Primal Component
Here let us recover the state-of-the-art result with respect to partial acceleration [3] by smooth primal component for weakly convex problem. 
then it holds for LDPD that NN xy  defined as (2.14) .
Proof: Note that tN  and the primal step size t  satisfy (3.13), i.e., 
Full Acceleration by Smooth Primal and Strongly Convex Dual Component
then it holds for LDPD that 
Noting that 
Full Acceleration by Smooth and Strongly Convex Primal Component
Here let us recover the state-of-the-art result with respect to full acceleration [1] by smooth and strongly convex primal component. , , , 
Theorem 3.3 For strongly convex saddle point problem (1.1) with
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we can further simplify (3.38) as
Using above inequality and Jensen inequality, we have (3.32). Inequality (3.39) is equivalent to 
The proof is relatively simpler and omitted.
Exact DPD
In this section, we present EDPD(exact DPD) which does not require linearization of primal component, which is different from LDPD(see section 2.1).
Iteration of EDPD
The iteration of EDPD is listed in (4.1)-(4. Note that LDPD use linearization and multi-step gradient method to update primal variable as (2.2), whereas EDPD does not linearize f(x) and updates primal variable as (4.1).
Gap Function and Optimal Condition
Let us firstly define gap function with respect to iteration 11 ( , ) tt xy  as   Optimal condition of exact update (4.1) is
Combining above two relation, we have 
Proof: Using the notation of ( , ) L x y in (1.1), we have Note that the dual update (4.2) is the same as (2.4), we still can apply (3.1). Applying (4.5) and (3.1) into (4.7) yields 
Since the dual update (4.3) is the same with (2.5), we have the same equality as (3.12), written as 
EDPD with Strongly Convex Primal Component
Using (4.6), we can derive the convergence rate for Exact DPD in Section 4.1. 
It holds for EDPD that 
The above inequality can be simplified as 
Multiplying above inequality with 2( 1) t  and using 
Applications on Image Deblurring
In this section, we apply LDPD in section 3 to Gaussian noisy image deblurring and EDPD in section 4 to Salt-Pepper Noisy image deblurring. 
Gaussian Noisy Image Deblurring
Salt-Pepper Noisy Image Deblurring
In this section, we apply EDPD with strongly convex dual component, discussed in section 4.4,
to Salt-Pepper Noisy image deblurring. Implementation of other related method is similar. In Fig. 4 , the acceleration of Exact DPD with strongly convex dual component is obvious. Though ordinary EDPD lags behind before 50 iterations, it converge efficiently and steadily and achieves almost the same SNR after 100 iterations.
Discussions
This paper presents a simple primal-dual proximal method named DPD which has linearization version LDPD and exact version EDPD. Both methods allows full acceleration by exploiting strong convexity of primal or dual component. Experiments on Gaussian or Salt Pepper noisy image deblurring verifies the acceleration of presented method.
