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Music can play an important role in the well-being of the world. Indian classical music is unique in its
requirement for rigorous, disciplined, expert-led training that typically goes on for years before the learner can
reach a reasonable level of performance. This keeps many, including the first author of this paper, away from
mastering the skill. The problem is particularly compounded in rural areas, where the available expertise may be
limited and prohibitively expensive, but the interest in learning classical music still prevails, nevertheless. Ma
chine Learning has been complementing, enhancing, and replacing many white-collar jobs and we believe it can
help with this problem as well. This paper describes efforts at using Machine Learning techniques, particularly,
Long Short-Term Memory for building a system that is a step toward provisioning an Indian Classical Music Tutor
for the masses. The system is deployed in the cloud using orchestrated containerization for potential worldwide
access, load balancing, and other robust features.

Introduction
Music is the universal language of mankind, said the famous 19th
century American poet and educator, Henry Wadsworth Longfellow.
Making music tutoring accessible to the masses is a humanitarian cause.
Many studies, including recent ones such as [1,2], and [3] have
confirmed the positive effect of music on mental health. Literature also
provides evidence that Machine Learning tools have been used to
leverage this fact [4]. Indian classical music, which dates back to the
Vedic times thousands of years ago, is particularly said to be effective for
quite a few medical conditions [5,6,7]. However, powerful music is a
result of several years of rigorous practice under the tutelage of an
established master musician. The expertise of a master musician is not
easily available or is prohibitively expensive in a substantial number of
scenarios, particularly in the rural areas of India. This work attempts to
alleviate the problem and make training in Indian classical music more
accessible.
Audio processing using Machine Learning such as for speech recog
nition and acoustic scene classification has reached near-human per
formance [8]. It is a matter of time that Machine Learning will take over
several audio tasks, one of which, we believe will be music tutoring. The
first author, along with two of his students recently published their work

to convert Indian classical music from one melodic framework to
another [9]. A particular style of music, known as Hindustani classical
music, is a multi-faceted and ancient form of musical art that has its
roots in the Indian subcontinent. The key element in Hindustani classical
music is called raga, sometimes also called “raag.” A raga is a musical
theme or melodic framework. It can be thought of as a scale created by
choosing a specific set of notes from within an octave where different
combinations of notes evoke different moods and inspire different
feelings.
Hindustani classical music is gaining popularity all around the
world, especially in the west [10]. Many people are desirous of learning
Hindustani classical music for personal passion or interest. However,
Hindustani classical music is substantially complicated. and requires
constant guidance. Many music themes or ragas can be based on the
same scale with several improvisations which are difficult to distinguish,
and there are not many musicians who have mastered it. These impro
visational patterns are not even concretely defined in any format and are
just passed through a fading oral mentor-student tradition. The project
aims to build a music tutoring website to enable real-time recording and
uploading of songs that can help the user in getting immediate feedback
on the musical notes they are singing. In this project, deep learning is
used to identify melodic frameworks based on audio features such as
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scale, pitch, tone and provide feedback and suggestions to the users. The
website can be accessed from anywhere, anytime, and free of cost to
encourage people to follow their musical passion.
Hindustani Classical music is an ancient musical form predominant
in northern parts of India, Pakistan, and Bangladesh. It focuses mainly
on melodic development. A music composition in the Hindustani clas
sical style should typically confirm to a “raga.” The “raga” is a musical
theme, or a melodic framework created by choosing a specific set of
notes called “swaras”, on a scale, ordered in melodies with musical
motifs. It has characteristic intervals, rhythms, and embellishments that
are used as a basis for improvisation. Experts [11,12] define raga tech
nically as a collection of melodic atoms and a technique to develop
them. Hindustani classical music focuses more on the space between the
notes than the notes themselves. A musician playing a melodic frame
work may use the same notes but may improvise or emphasize certain
degrees of the scale evoking a mood that is unique to the melodic
framework.
Fig. 1 shows a sample of the scale for a specific melodic framework or
raga, named “Bhairav.” Each melodic framework is constructed from
five or more musical notes and can be written on a scale. Many such
melodic frameworks are based on the same scale with several improvi
sations such as timing between the notes, timing of the attack of each
note, and its sustain. These improvisational patterns are difficult to
determine and are not properly documented in any form and known to
only a few musicians who have mastered it. This melodic variation and
inconsistent temporal spacing make the identification of the specific
framework (raga) a substantially challenging problem. This paper pro
poses a system for the identification of melodic frameworks that a music
composition adheres to. Such identification helps the users to recognize
the melodic framework to which their rendering confirms to and prac
tice it. The users get immediate feedback by way of a confidence score
indicating how close they are to the melodic framework. This work aims
to create an ecosystem where Hindustani Classical music can thrive and
generate interest globally. The vision of the web as the ubiquitous
computer [13] makes this further possible.
In this paper, a deep learning solution for identification of the
melodic framework (raga) using a bidirectional Long Short-Term
Memory (LSTM) based Recurrent Neural Network (RNN) architecture
is proposed. Initially, the system generates Mel-frequency cepstrum
coefficients (MFCC) representations of the input audio data which are
then fed to the BiLSTM RNN architecture for the identification of the
melodic framework. Further, the website enables users to either upload
songs or do live recordings and identify the type of the melodic frame
work present in the song along with the generated confidence score. The
system also gives recommendations to the users for the type of the
melodic framework they are interested in.

Music Information Retrieval
Music Information Retrieval (MIR) is an interdisciplinary research
field that focuses on extracting information from music and its appli
cations [14]. It has many real-world applications such as recommender
systems, instrument recognition, automatic categorization, automatic
music transcription, and music generation. Besides these potential ap
plications, extracting the raga from Hindustani Classical music is quite
challenging because of the inconsistent temporal spacing between notes
and the intense variation in its rhythmic patterns [15].
Audio Feature Extraction
Feature extraction is the most important part of the machine learning
process. The performance of any machine learning model depends on
the features it is trained and tested on. There are several techniques to
extract features for audio data such as temporal domain, frequency
domain, cepstral domain, wavelet domain, and time-frequency domain
features [16]. The important music-related features that are often used
for classification, prediction, and recommendation algorithms include
zero-crossing rate, spectral centroid, spectral roll-off, Mel-Frequency
Cepstral Coefficients (MFCCs), and chroma frequencies.
The zero-crossing rate defines the rate at which the signal changes
from positive to negative or back. It has many applications such as music
discrimination, music genre classification [17], etc. The Spectral
centroid indicates the location of the center of mass of the spectrum. It is
also called the brightness feature of a sound as it describes the brightness
of the sound. This feature is highly used as a measure of the timbre of the
music, music classification, and music mood classification [18]. Spectral
roll-off is the measure of the shape of the signal. It represents the fre
quency such that 95% of the signal energy is contained below this fre
quency. Its applications include musical instrument classification, music
classification [19], music genre classification [20–23], and audio-based
surveillance systems [24].
The Mel frequency cepstral coefficients (MFCCs) of a signal are
derived from the cepstral representation of an audio clip and is a key
feature in any audio signal processing. They represent a small set of
about 10-20 features that concisely describe the overall shape of a
spectral envelope. MFCCs can mimic the human voice very closely as the
frequency bands are equally spaced on a mel-scale. MFCCs have wide
variety of applications such as music information retrieval [25], speech
enhancement [26], speech recognition [27], music genre classification
[28], vowel detection [29] etc.
Another important feature for representing music audio is by using
chroma features or chromagrams. In a chromagram, the entire spectrum
is projected into 12 bins which represents the 12 distinct chroma (or
semitones) of the musical octave. This project uses MFCCs and chroma
features for representing the music data.

Literature survey
The literature survey provides an overview of Music Information
Retrieval (MIR), various pre-processing techniques for extracting audio
features, deep learning techniques like convolutional and recurrent
neural networks for MIR tasks, and state-of-the-art analysis of melodic
frameworks (ragas).

Deep Learning for the Analysis of Melodic Frameworks
Many approaches have been used in the past for recognition of the
melodic frameworks. Most recent approaches involve extracting fea
tures such as spectrograms, MFCCs, chromagrams from music data and
then applying a clustering algorithm or a classification algorithm for
extracting raga information [30–35]. However, the existing systems
cannot detect raga in real-time as they require the entire audio data to be

Fig. 1. Raga Bhairav scale.
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processed first and then generate a raga prediction. Having a raga
evaluation system that can predict raga in real-time can help users
practice well because of live feedback. It can be more like a tutoring
service.
The other approaches mentioned in [34,36,37] require manual
extraction of features like pitch histograms that are unable to capture
music features such as note transitions essential for raga analysis. Also,
hand-crafting features can be time-consuming and tedious especially
when there are a huge number of classes as in this case. Another point to
note is that the existing approaches for classifying melodic frameworks
of the Hindustani Classical music cannot be applied to other Audio In
formation retrieval (AIR) tasks as they make assumptions about the note
emphasis [31] and pitch distribution [34,36–38] for music classification
and make them limited in scope.
Some recent works like [39,40] have used deep learning techniques
like convolutional neural networks and recurrent neural networks for
feature extraction and processing raga information from the music data.
However, these works also require human intervention for extracting
features along with some other additional inputs like composition
annotation. Also, these cannot inspect music features like overall pitch
distributions and note ornamentations separately which are essential in
music data for raga classification.

form of a five-dimensional array representing the probability scores
towards the five different classes that were chosen. The class with the
highest score is the raga label for that song. The Softmax activation
function was used in the last layer to generate the probability scores and
sparse_categorical_cross-entropy as the loss function. The architectural
block diagram of the model is shown in Fig. 2.
Tools and Environments
Python was used as the programming language to develop this
project because of its simplicity, consistency, platform independence,
and access to great libraries and frameworks for machine learning (ML)
and artificial intelligence (AI). The version used is Python 3.7.10. Ten
sorFlow 2.4.1 was used as the model backend. The TensorFlow Extended
(TFX) is an end-to-end platform for deploying production machine
learning pipelines. In this project, the pusher component of the Ten
sorFlow Extended platform known as the “TensorFlow serving” was used
to serve the machine learning model. By default, TensorFlow serving
provides the REST endpoint for users to get their predictions. The
important machine learning libraries used are Keras, scikit-learn, and
Librosa. Google Colab Pro with GPUs was used for building the AI model
and Django a python-based open-source web framework for developing
the website.

Music Tutors

Cloud and containerization infrastructure

Massive Open Online Courses (MOOC) with automated assessment
and leveraging Human-Computer Interaction (HCI) have been reviewed
in [41]. The authors propose using Hidden Markov Model (HMM) for
this purpose. However, studies such as [42] proved that RNNs outper
form HMMs and will replace HMMs. A type of RNN called LSTM is used
for the work described in this paper. There are also attempts such as
[43], which talk about a “Circuit diagram of machine learning” for
teaching music. A few ideas have been floated in [44] for designing a
distance teaching system using machine learning for music dance
courses. There seem to have been attempts such as [45] to design sys
tems to teach piano using machine learning, but the publication has
been withdrawn subsequently.

Software build, integration, and release engineering have evolved
substantially over time into robust DevOps [46] using cloud and
containerization infrastructure., which takes care of load balancing to
meet elastic demand from worldwide clientele.To handle hundreds or
even millions of requests at the same time, we, therefore, leverage
DevOps in a good cloud infrastructure. Google Cloud Platform (GCP)
services were used for hosting the model and the web application.
Docker was used to create two separate images one for the Django
app and another for the model which is being served using TensorFlow
serving in TFX. Both the images are then deployed on a Kubernetes
engine of GCP. One of the deployments contains three replica pods each
serving the machine learning model. The other deployment hosts the
Django web application with replicas for uninterrupted service. Fig. 3
shows the model and web deployment architecture. It shows the user
accessing web application service which in turn uses model service to
fetch predictions.
Docker was used for containerization. Docker is a Platform-as-aservice (PaaS) product that uses OS-level virtualization to deliver soft
ware in packages called containers. Docker enables developers to easily
pack, ship, and run any application as a lightweight, portable, selfsufficient container, which can run virtually anywhere. Docker con
tainers are easy to deploy in a cloud environment. The two main docker
containers in this project are 1) Django web application Container and
2) Raga Prediction Model Container.
The Django application image was created with the help of a base
python image. The docker-compose file was configured including steps
for copying Django content into the root directory of the base python
image and starting the server at a specific port. The model container was
created using the base TensorFlow/serving image. Fig. 4 shows the steps
to create a custom TensorFlow serving image for the model. The model
protocol buffer files from the generated model are copied into the server

Contribution of this paper
Making music tutoring, particularly that of ancient, powerful, and
labyrinthine music that can help with certain medical and mental health
conditions is an important milestone in social innovation. Based on the
literature survey, to the best of our knowledge, this work is unique in
proposing an architecture based on deep learning and orchestrated
containerization in a cloud environment that is a step toward making
Indian classical music tutoring globally accessible inexpensively.
System Architecture
A bidirectional LSTM, an RNN architecture is used for the problem of
identification of melodic frameworks. As pointed out in the literature
survey, this is a popular architecture used for sequence classification and
sequence to sequence learning tasks and is fast replacing Hidden Markov
Models (HMM). This neural network contains three LSTM layers fol
lowed by a simple RNN layer, which are then followed by dense layers.
This model trains itself on features from MFCCs to form output in the

Fig. 2. Architectural block diagram for deep neural network model.
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Fig. 3. Model and web application deployment architecture.

Fig. 4. Steps to create a custom TensorFlow serving image.

image. Later the custom model docker is pushed to cloud storage as
discussed in the TFX section above. The cloud storage for the docker
containers is Docker Hub. GCP pulls the images from this storage for
creating deployments on the cluster.
Kubernetes was used for container orchestration. Kubernetes is an
open-source container orchestration platform that enables the operation
of an elastic web server framework for cloud applications. It offers
portability, and faster, simpler deployment times. Both the Django web
application Container and the Raga Prediction Model Container were
deployed on the Kubernetes cluster of GCP. Fig. 5 shows a schematic of
the virtual node machines in the Kubernetes cluster. Each node can
contain many pods and each pod can contain one or more containers.

Generally, it is advisable to run a single container inside a pod for better
stability. There are three identical pods in total, and load is distributed
between the three with the help of a load balancer service.
Preparation for Experiments
As in any machine learning application, we collect a dataset, extract
features where applicable, split the dataset into training and validation
sets, and generate a model based on the dataset.

Fig. 5. Internals of virtual node machines in Kubernetes cluster.
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Data Collection

analysis projects. A spectrogram is a 3-dimensional plot of the audio
signal. The horizontal dimension or x-axis is time, y-axis is frequency
and the third dimension represented by the color indicates the ampli
tude. The fine changes in the color across time and frequency domains
captured in the spectrogram give substantial insights into the music clip.
Chromagram identifies pitches that differ by an octave and is also a
powerful approach to analyzing music snippets.

Dataset collection is the most crucial part of any machine learning
task. Initially, despite trying hard, we did not find any readily available,
relevant dataset for Hindustani Classical music online. A few Indian
Classical music (ICM) datasets existed but not many datasets were
publicly available for Hindustani Classical music (HCM) with predefined raga labels. It was therefore decided to create the dataset
exclusively for this project. The dataset curation was done in two parts:
(a) Personal collections from friends and family. (b) Downloading songs
from Dunya (https://dunya.compmusic.upf.edu/) using the PyComp
music library. Fig. 6 demonstrates the steps followed to download and
prepare the dataset to be further used by the AI model.
A function was written to automate the process of downloading
songs from Dunya using the PyCompmusic library which provides a
wrapper to Dunya APIs. Initially, compmusic.Dunya.Hindustani.get_re
cordings(recording_detail=True) API was used to generate a JSON file
containing a list of song Ids, the title of songs, and raga type. This JSON
file was then converted to CSV for easy parsing. All the song ids in the
CSV file are iterated through to download the corresponding mp3 songs
into separate raga folders as per the raga type associated with it using
the compmusic.Dunya.Hindustani.download_mp3(recordingid, location)
API. The final dataset contains 25 full-length recordings per raga and
features 5 different ragas, hence 125 recordings.

Methodology
Teaching Indian classical music is an excellent example of similaritybased learning. The teacher renders a melody, and the students imitate
the teacher to be as like the teacher’s rendering as possible. The simi
larity is a key element of machine learning. Recent studies [47] proved
that every machine learning algorithm that uses gradient descent and
that includes deep learning, is essentially a kernel machine, where the
kernel function measures similarity between data points. It is quite
appropriate that deep learning is used to induce similarity-based music
learning. At the crux of the methodology is therefore deep learning and
specifically LSTM, as detailed below.
Identification of the melodic framework (raga): Model Training
The machine learning model purposed to identify the raga of an
uploaded music segment is trained on the audio features that were
generated, as described in section 4. The MFCC features from the music
files are used to train the bidirectional LSTM RNN model. As mentioned
earlier, LSTM is a popular choice for sequential classification and
sequence to sequence tasks. LSTM is a special kind of Recurrent Neural
Network (RNN) that can consider the long-term dependencies among
the features during training. This model contains a memory state which
helps to remember or forget features like how music comprehension
works in human beings.
Important features of the music which are needed for later reckoning
are preserved by the memory state. This capability enables LSTM to
work well with sequential data such as audio signals. The key aspect of
LSTM is to split the hidden state into two. The first part is for long-term
retention in a “memory cell” and the second part is for short-term. Some
information about the audio features is selectively read, some remem
bered, some of it is forgotten or ignored, quite analogous to how music
comprehension works in the human mind. The gate eqs. (1),(2),(3) and
state eqs. (4),(5),(6) update equations are given below.

Data Preprocessing and Feature Extraction
The HCM dataset obtained was loaded into a Google Colab Pro
notebook for preprocessing and feature extraction. The librosa library
was used to extract audio features which are understandable to a ma
chine learning algorithm. Each mp3 audio data was converted into 13
Mel-frequency cepstral coefficients (MFCCs) features and stored into a
JSON file along with their corresponding raga label. The MFCCs are a
powerful representation of an audio signal as it scales the frequency to
match more closely what the human ear can hear.
Fig. 7 shows a sample of the extracted MFCC features with their
corresponding label identifying the melodic framework. The features are
essentially a numerical representation of the frequencies in the audio
signal of the music snippet on what is called as the Mel scale. The scale is
primarily a logarithmic conversion of the audio frequencies to make
them better aligned with the human perception of audio. Fig. 8 shows
the MFCC representation of an audio clip in the form of a heatmap. The
x-axis represents the 13 MFCC features extracted over time and the yaxis is the frequency spectrum. The color indicates the strength of the
audio signal.
Further, feature representations were generated using spectrogram
and chromagram images to see if these features can help in building a
better model for the raga identification problem. Fig. 9 shows the
spectrogram and chromagram images for the raga bhairav sample audio
file. The spectrogram, chromagram, and heatmaps are different visual
representations of audio signals and are commonly used in audio

ot = σ (Wo ht − 1 + Vo xt + bo )

(1)

it = σ (Wi ht − 1 + Vi xt + bi )

(2)

(

ft = σ Wf h + Vf xt + bf

)

s∼
t = σ (Wht− 1 + Vxt + b)

(4)

st = ft ⊙ st− 1 + it ⊙ s∼

(5)

Fig. 6. Steps to download and prepare HCM dataset.
5

(3)

V.S. Pendyala et al.

Systems and Soft Computing 4 (2022) 200042

Fig. 7. Sample dataset after MFCC feature extraction from audio data.

•
•
•
•

The usual train_test_split method from the Scikit-learn library is used
to divide the dataset into train, test, and validation set, s. As is typical,
25% of the dataset was allocated to the test split and 20% of the train
data to the validation split. The BiLSTM RNN model was then trained on
75% of the dataset for 500 epochs. As described in the next subsection,
Adam optimizer with 0.001 learning rate and sparse_categorical_crossentropy was used as the loss function for training the model.
For the alternative experiments, a deep Convolutional Neural
Network model was also trained on the spectrogram and chromagram
images extracted from the mp3 audio data along with a pre-trained
ResNet [48] model. The idea here is to compute the accuracy from the
chromagram, and spectrogram images generated from the music. The
pre-trained ResNet model was also used because, in the image classifi
cation tasks, pre-trained models yielded better results in some cases. In
the process of training using the ResNet model, one only needs to train
the top layers. Pre-trained weights work to our advantage because of
transfer learning.

Fig. 8. MFCC representation of Raga Ahir Bhairav audio clip.

where
ht = ot ⊙ σ (st )

bi,bo, bf are the respective biases
σ is the sigmoid function
ht is the portion of the hidden state at timestep t that moves forward
s̃tis the state before selective read

(6)

• st is the state of the RNN at timestep t xt is the new information at
timestep t
• ot is the output gating vector at timestep t that decides how much of
the state needs to be handed over to the next state
• it is the input gating vector at timestep t that implements selective
read ft is the forget gate vector that implements selective forget
• Wi,Wo, Wf are the parameters that need to be learned for the input,
output, and forget gates respectively to weigh the hidden state from
the previous timestamp, t-1
• Vi,Vo, Vf are the parameters that need to be learned for the input,
output, and forget gates respectively to weigh the input at timestamp
t

Loss Function and Optimizer
The choice of loss function and optimizer depends on the problem
domain and model performance. The sparse_categorical_cross-entropy loss
function, which is a categorical cross-entropy with integer targets was
used for the project. Categorical Cross-Entropy (CCE) is particularly
suited for the multi-class classification problem, such as the one we have
at hand. It must be noted that the targets are also in integer form. The
target is sparse because the representation requires much less space than
one-hot encoding. For example, a batch with b targets and k classes

Fig. 9. (a) Spectrogram and (b) Chromagram representation of Raga Bhairav audio clip.
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needs b * k space to be represented in one-hot, whereas a batch with b
targets and k classes needs b space to be represented in integer form.
Equation 7 gives the expression for computing CCE.
( )
CCE(t, s) = − Σti,c log si,c
(7)

Table 1
Results from the experiments.
1.
2.
3.
4.
5.
6.
7.

where ti,c, and si,c are the ground truth and the predicted integer cate
gory for each class c in C.
The optimizer used is Adam with a learning rate of 0.001. Adam
optimization is a stochastic gradient descent method that is based on the
adaptive estimation of the first-order and second-order moments. It
combines the best properties of the AdaGrad and RMSProp algorithms to
provide an optimization algorithm that can handle sparse gradients on
noisy problems.

Experiment

Accuracy (%)

Deep BiLSTM RNN with MFCC input
ResNet with chromagram input
Deep CNN with chromagram input
BiLSTM with MFCC input
Deep CNN with spectrogram input
ResNet with spectrogram input
Deep LSTM with MFCC input

78%
65%
62%
52%
55%
60%
59%

Discussion
Overall, for the limited HCM dataset that could be collected, the
model performed reasonably well. Just 25 recordings per category of the
melodic framework are considerably small to train machine learning
models. We could still achieve an acceptable peak accuracy of 78%.
Another limiting aspect is the use of ResNet for transfer learning the
chromagrams and spectrograms.

Deployment
Model deployment is one of the crucial stages in a machine learning
application. To serve thousands of users, the model needs to be highly
scalable and optimized. The system therefore was deployed using the
cloud and containerization infrastructure as described in section 3.2. A
substantial amount of computing happens in the cloud [49] these days,
anyway. The deployment allows a few handfuls or many millions of
users to utilize the system seamlessly and scales elastically. The system,
in addition to identifying the melodic framework about the music that is
uploaded, also provides feedback as to the proximity to the raga and
plays similar tunes confirming to the same raga, so that the user can
learn from them. A simple schematic of the use-model is given in Fig. 10.

Conclusion and future directions
In this work, a substantial effort towards building a music tutor for
learning Indian classical music was proposed. A deep learning solution
was used for the problem of identifying melodic frameworks also called
“ragas”. The model was deployed in a containerized and orchestrated
environment on the cloud for seamless load balancing and worldwide
access. Currently, the system provides limited guidance to the learner by
playing similar music that confirms to the specific raga. Through various
experiments and validations, it was found that the best deep learning
solution uses three LSTM layers (two BiLSTM and one LSTM) followed
by a simple RNN layer which is further followed by three dense layers.
At this time, the system can distinguish between five Hindustani ragas
with an accuracy of 78%. The system is adaptable and can be used for
other Audio Information Retrieval (AIR) tasks as well.
The work is only tested on the Hindustani Classical Music (HCM)
dataset. As a future direction, it can be enhanced to analyze different
styles of music and instruments by training on a more diverse dataset.
The model performance can also be enhanced by using a larger dataset
of music clips belonging to diverse ragas. Another future direction is to
identify the raga in real-time, as the user is singing, and provide im
mediate feedback. The system is only a proof-of-concept and has not
been tested on real users yet. In its current implementation, the system
should be seen as a substantial step toward building a tutor with
considerable scope for improvements before it can be opened to world
audiences and users.

Experiments and results
First, experiments were performed to come up with the best LSTM
RNN model configurations for the raga identification task using the
MFCCs features as input. Later, experiments were also run with other
audio features such as spectrograms and chromagrams. Since these were
image features, CNN was used in addition to the pre-trained models such
as ResNet for training. The number of raga classes remained fixed at five
across all experiments. The model performance was evaluated in terms
of test accuracy achieved. Table 1 shows the experiments performed and
the accuracies achieved.
Since the dataset was already balanced, the need for kappa statistic
or other metrics was not necessitated. Train and validation accuracies
were also considered during the experiments. TensorBoard integration
was used for observing the training process and tracking metrics like
accuracy and loss.
As the above experiments show Deep BiLSTM RNN architecture
achieved the best accuracy of 78%. This architecture was therefore used
as the final model for raga prediction and further deployment.
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