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A seam-welded steel pipe manufacturing process has mainly four distinct major design and/or 
operational problems dealing with buffer inventory, cutting tools, pipe sizing and inspection-
rework facility. The general objective of this research is to optimally solve these four important 
problems to improve the throughput and yield of the system at a minimum cost. 
The first problem of this research finds the optimal buffer capacity of steel strip coils to 
minimize the maintenance and downtime related costs. The total cost function for this coil feeding 
system is formulated as a constrained non-linear programming (NLP) problem which is solved 
with a search algorithm. The second problem aims at finding the optimal tool magazine reload 
timing, magazine size and the order quantity for the cutting tools. This tool magazine system is 
formulated as a mixed-integer NLP problem which is solved for minimizing the total cost. The 
third problem deals with different type of manufacturing defects. The profit function of this 
problem forms a binary integer NLP problem which involves multiple integrals with several 
exponential and discrete functions. An exhaustive search method is employed to find the optimum 
strategy for dealing with the defects and pipe sizing. The fourth problem pertains to the number of 
servers and floor space allocations for the off-line inspection-rework facility. The total cost 
function forms an integer NLP structure, which is minimized with a customized search algorithm. 
In order to judge the impact of the above-mentioned problems, an overall equipment 
effectiveness (OEE) measure, coined as monetary loss based regression (MLBR) method, is also 
developed as the fifth problem to assess the performance of the entire manufacturing system. 
Finally, a numerical simulation of the entire process is conducted to illustrate the applications of 
the optimum parameters setting and to evaluate the overall effectiveness of the simulated system. 
The successful improvement of the simulated system supports this research to be implemented in 
a real manufacturing setup. Different pathways shown here for improving the throughput and yield 
of industrial systems reflect not only to the improvement of methodologies and techniques but also 





Metal tubes and pipes have versatile applications in several industrial areas including oil-gas 
transportation, chemical engineering systems and municipal utility supplies to mention a few. 
Indeed, this product is treated as an essential part of modern civilization. In many applications, 
the desired quality of these pipes with appropriate specifications have to be maintained for the 
safety and security reasons. Metal tubes and pipes manufacturing are broadly divided into two 
categories namely seamless and welded methods (Hashmi 2006). Depending on the application 
and requirements, tubes and pipes are manufactured in different sizes and shapes. The 
specification of pipes regarding material, size, shape, strength, other quality aspects and price 
create difficulty in choosing an appropriate manufacturing technology as well as the suitable 
process parameters from a wide variety of alternatives. As a result, the pipe industries face many 
challenges to maintain high quality in a cost effective and productive way in today’s competitive 
marketplace. At the same time the pipe manufacturing industries experience continuous 
development of new and existing manufacturing processes. A vast majority of steel pipes are 
produced in the United States from sheet metals by seam welded joints. The steel pipe industries 
in the United States need to compete in the global market in terms of quality and price. However, 
several operational problems in the production floor shrinks the prospects of U.S. steel pipe 
industries in capturing the global market. Hence, this dissertation research aims at solving some 
important operational problems in the pipe production floor that ultimately drives for increasing 




1.1 U.S. Market Share 
Steel pipes are the most commonly preferred pipe types due to their resistance to high 
pressure and external impacts. A wide spread global market attracts many investors to focus on 
steel pipe manufacturing. United States is the world’s largest steel importer. The U.S. Census 
Bureau News reports that (Przybocki and Kline 2018) the USA imported 34.47 million metric 
tons (which worth more than $29,138 million) of steel products in 2017, among which 22.1% or 
7.62 million metric tons were in the form of finished pipes and 35.65% or 12.29 million metric 
tons were in the form of steel strips. The import volume of steel strips and pipes in last 18 years 
have been summarized in Figure 1.1. Data for the figure are collected from U.S. Census Bureau 
News reports in every January from the year 2001 to 2018. It is observed in the figure that the 
import of steel pipes and steel strips was gradually decreasing in the year 2014 to 2016. However, 
the import has increased significantly in 2017.  
It is to be noted that, all most all of the flat steels (in coil form) are used in domestic pipe 
manufacturing industries. The tubes and pipes produced in the U.S. industries are also exported 
to the rest of the world. Around 0.832 million metric tons of steel pipes and tubes are exported 
from the U.S.A. in the first three quarters of 2017, which is about 12% of all steel mill products 
exported from the U.S.A. (Figure 1.2). Steel pipes import is noticeably higher (22%) as compared 
to exports. In order to accelerate the steel mill product manufacture, to promote the domestic 
steel mills and to capture a bigger market share of steel mill products, President Donald Trump 





(a) Import volume of steel pipes and strips. 
 
(b) Dollar value of the imported steel pipes and strips. 
Figure 1.1. Steel pipes and strips import history based on (a) volume and (b) value. 
Global Steel Report (August 2017) pointed that, pipe and tube products cover approximately 
7 percent of total global steel trade. On the other hand, in a news report by reporter Petroff A. 
(2018) on CNN Money, it is noted that about half of global steel production goes into buildings 
and infrastructure, which includes beams and pipelines. Hence, it is obvious that the steel pipes 
and tubes have a significant influence on U.S. national as well as overall global economy. 
Knowing the importance and the prospects of this steel product in the U.S.A. this dissertation is 





(Data sources: Steel Industry Executive Summary, February 2018, and Steel Exports Report: December 2017) 
Figure 1.2. U.S. imports and export of steel mill products (in weight) in 2017.  
 
1.2 Pipe Manufacturing Processes 
A seam welded steel pipe manufacturing process was first introduced in 1825, by the British 
ironware merchant James Whitehouse [Fred (1904)]. Gradually, the Whitehouse method was 
modified with several improvements. In 1911 John Moon (McVarish 1911) introduced one of 
the most important innovations. With his suggested method, a manufacturing plant could produce 
continuous pipe in an unending stream. A continuous steel pipe manufacturing process can be 
broadly divided into two categories—one is seamless and another has a single welded seam along 
its length. Generally light weight and thinner walled pipes are produced is a seamless process. 
On the other hand, seamed tubes are heavier and more rigid. The technology evolved to the age 
where continuous steel strip is formed and welded in a single pass along its length. Due to a high 
production rate, this process is often termed as High Frequency Welding (HFW) pipes. The HFW 
pipes are produced by bending the steel plate or strip in a longitudinal direction and then welding 
the seam. A special type of scarfing blade is used to remove the weld flash from the outside or 
inside surfaces of the weld zone. The weld zone is heat treated to make the seam stronger and 
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less visible. Every year a huge amount of steel pipe is produced through seam welding process. 
The versatile use of steel pipes made it the most often used steel product in the world.  
1.2.1 Continuous seam welded pipe manufacturing process 
A steel pipe manufacturing process can be broadly divided into eight phases: feeding, coil 
accumulation, forming, welding, heat treatment, straightening and cutting, inspection and 
finishing [see Figure 1.3]. Different aspects of these phases are considered in this research to 
minimize the cost of production or to maximize the profit, for increasing throughput and yield of 
the system. At last, the overall equipment effectiveness of the plant is evaluated. In order to 
achieve this goal, those pipe manufacturing processes are first explained to understand the 
production system and the process parameters.  
Coil feeding: The manufacturing of the continuous seam welded steel pipe starts with the 
selection of steel coil strips with the right thickness and width which complies with the required 
pipe size. In some common processes of high-frequency welded (HFW) pipe manufacturing the 
thickness of steel strip remains with 0.25 inch to 0.625 inch [Table 1.1]. The steel coil is loaded 
onto the coil magazine from where it is fed into the de-coiler. Coiled steel is then uncoiled, 
flattened and cropped before it is cross-welded onto the tail end of the previous coil.  
Coil accumulation (Buffer): The uncoiled continuous strip is fed into a spiral accumulator 
which acts as an inter-stage buffer storage of steel strip. An accumulator can store a sufficient 
length of steel strip to continuously supply the raw material (steel strip) into the line during new 
coil joining at the preceding coil feeding stage. The coil accumulator ensures a non-stop supply 
of steel strip for continuous pipe forming operation in the subsequent stage by avoiding any 





(Sources: Naman Pipe & Tubes, Mumbai, India, and Esteelall, Panyu Chu Kong Steel Pipe Co., Ltd. Guangzhou, China.) 
Figure 1.3. A high-frequency welded (HFW) pipe manufacturing line.  
Forming: The accumulator creates enough room for the steel strip to be continuously fed into 
the forming section. First, the edges of the strip are formed to provide for the correct geometry 
in the weld. Then the strip is formed through a series combination of forming passes and rollers 
to make a completely uniform and circular cross-section. The nominal diameter of a HFW pipe 
remains within 10 inch to 60 inch depending on purpose or field of applications and other general 
characteristics of it are given in Table 1.1. This process also incorporates edge trimming, as a 
preparation of the edges for seam welding. 
Table 1.1. General dimension of a HFW pipe. 
Attribute Specifications 
Outside diameter 10 inch to 60 inch 
Wall thickness 0.250 inch to 0.625 inch 
Length Up to 80 feet 
Mass 80 lb. to 30,000 lb. 
Price $100 to $15,000 
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Seam welding: After the forming process, the two edges of the formed pipe are now welded 
together to seal the edges like a seam. Several welding technologies are found to be used in pipe 
mills, which includes submersed arc welding and electric resistance welding.  
Heat treatment: After welding, the heat affected zone is annealed using medium frequency 
induction heating, followed by immediate water quenching and air cooling. Annealing 
recrystallizes the stainless steel’s internal structure, which was altered in the rolling process.  
Straightening and Cutting: It is observed that some kind of distortion may be produced in the 
pipes while the forming, welding and heat treatments are done. So a mechanical straightening 
operation is essentially done. The most commonly the pipe-straightening is done with some cross 
rolls. This method produces a straight pipe with a uniformly circular cross section. Continuous 
pipe is then cut into desired lengths by a special attachment. This attachment can lock onto the 
pipe and travel with it to cut off the desired length, so that the smooth movement of the pipe 
remains uninterrupted. Pipe lengths are kept between 5 and 80 feet depending on specification 
and other prevailing production situations. All pipe ends are then end-faced or threaded to prepare 
them for field installation as specified by the customers.  
Inspection: The pipe is now ready for final inspection and marked for packaging. Test 
samples are cut from the pipe as required. The number of samples and the exact tests are done 
based on the customers’ requirements. Some common tests involve material composition, 
strength, hardness, toughness, and corrosion resistance. Several types of non-destructive tests 
including, ultrasonic testing, eddy current testing, hydrostatic pressure testing, and x-ray 
examination are performed on the pipe to verify the weld integrity. All pipes are hydrostatically 
pressure tested to comply with the specification requirements.  
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Finishing: Some steel pipes also require some finishing operation including polishing, 
galvanizing or non-corrosive coating. After the order has been labeled, it is ready for shipment. 
1.3 Problems in Continuous Pipe Manufacturing System 
It is mentioned that the continuous seam welded pipes are produced from steel strip coils. 
The steel strips are first uncoiled and straightened, then welded with the trailing end of preceding 
strip to maintain the continuous process flow. In order to avoid any disruption of production due 
to this joining operation a buffer inventory is held in between joining and forming stations. High 
buffer inventory provides higher flexibility of time to carry out the joining and seam welding 
operations. However, increasing buffer capacity means extra investment. Hence, considering the 
issues of line stoppage, buffer storage investment and strip joining parameters, the optimum 
capacity of the buffer storage in the strip accumulator needs to be determined. 
Some specific type of cutting tools are frequently used in a continuous steel pipe 
manufacturing system. After the formation stage the pipes are welded to seam the edges. The 
extra welded materials are scrubbed off from the heat affected zone with some scrubbing tools. 
The next step in the process involves heat treatment and cooling of the pipe. Once the proper heat 
treatment is done, the pipes are cut into standard or substandard lengths. The pipe cutting 
operation is performed with some fly cutters mounted on a moving base synchronized with the 
pipe flow. The pipes are then gone through the finishing operations including polishing, 
galvanizing and/or painting. Surface finish of the pipes is an essential quality characteristic in 
some sensitive applications including chemical plants. Hence, polishing the inner and/or outer 
surface of those pipes are done as a part of finishing operation in some pipe manufacturing 
industries. Thus, different type of cutting tools namely scrubber, polishing and fly cutters are 
used in the steel pipe manufacturing process. These tools have different probabilistic lifespans 
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and are replaced before the end of their prescribed lives. The manufacturing line is needed to be 
stopped during a tool replacement. A multiple-tool magazine system can reduce the total 
downtime caused by tool replacement. In this circumstances, an operational decision is needed 
to be taken regarding magazine reload timing, magazine size and tool order quantity that can 
minimize the total cost for the tool magazine system. 
In seam welded pipe production industries random welding defect is a common problem. 
Various types of production defects are found to occur in the pipe forming stage. Randomly 
generated defective spots can be reworked on or off the line or the defective portion can be 
scrapped, depending on the associated costs. However, both of these two alternatives add extra 
costs to the production. Another way to deal with these defects, is to cut off the defective portion 
into small substandard pieces, if there is a demand in the market for any substandard length of 
pipes. The problem is to find the best way to deal with the defects while maximizing the profit. 
Another phase of this dissertation research deals with the final inspection and rework queues. 
In the steel pipe industries, the final products are sent to the inspection station for detecting any 
nonconformities. Repairable defective items are sent to the rework station and then fed to the 
inspection station again for re-inspection. Thus, the queuing systems for inspection and rework 
stations are intertwined together. In general, the inspection time is not constant for all pipes, 
rather it follows a statistical distribution. Thus, a queue of the pipes is generated in front of the 
inspection station though the average inspection rate is higher than average arrival rate. The 
capacity of the inspection station can be increased by adding extra servers which will decrease 
the length of the queue but will increase the inspection cost. On the other hand, factory has a 
limited space to accommodate the queue of pipes and the inspection servers. A similar situation 
would arise for the rework station as well. Hence, it is needed to determine the appropriate 
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number of servers in the inspection and rework stations that minimize the total cost of final 
inspection and rework, while satisfying the space, and other resource constraints.  
The solutions for each of the four problems noted above aims to improve the throughput and 
yield of the steel pipe manufacturing system. It is expected that the optimization models will 
eventually reduce the overall cost of the system and increase profit. Several measures of overall 
equipment effectiveness (OEE) are surveyed in the final stage of this dissertation. In order to 
overcome some drawbacks of existing tools, a new monetary loss based regression method is 
needed to be developed for measuring the weighted OEE of the system.  
1.4 The Goal and Specific Objectives 
Given different facet of the problems, the primary goal of this research is to increase the 
overall equipment effectiveness of a steel pipe manufacturing system by improving the yield or 
throughput of the production line. This will, in turn, minimize the cost or maximize the profit at 
different stages of operations (feeding, formation, finishing and inspection) of a continuous pipe 
production system. In order to achieve this goal of solving the stated problems, the following 
objectives are explored in this dissertation. 
(1)  Buffer capacity optimization: To find the optimum buffer capacity at the strip 
accumulator, that minimizes total cost for the coil feeding system. 
(2)  Tool magazine and inventory: To determine the appropriate magazine size, magazine 
reload timing and tool order quantity in order to that total cost, for the tool magazine 
system, is minimized. 
(3)  Pipe rework and sizing policy: To find the optimum rework strategy (on/off-line rework 
or scrap) and the size (standard or substandard length) of the pipe to be cut, in order to 
maximize the profit from the continuous pipe manufacturing system. 
11 
 
(4) Inspection and rework queue: To obtain the optimum number of inspection and rework 
servers and waiting space allocations for the pipes in all inspection and/or rework stations, 
which minimizes total cost of the final inspection and rework facility. 
(5) Overall equipment effectiveness measure: To evaluate the overall effectiveness of the 
system, with a suitable performance measurement tool. 
(6) Evaluating effectiveness of an entire system: To simulate the entire pipe manufacturing 
process under the existing and improved environments and to compare the overall 
effectiveness of the simulated system for both environments.  
The outcomes of this research will provide an easily executable framework to determine (i) 
the buffer capacity of the strip accumulator; (ii) the pipe rework and sizing policy; (iii) the 
magazine reload timing, magazine size, and tool inventory policy; and (iv) the required number 
of servers and waiting space allocations in the end-of-line inspection and rework facility. This 
research outcomes will eventually reduce the overall cost of production, increase the throughput, 
yield and profit for the pipe manufacturing system. 
1.5 Scope of the Research 
Steel tubes and pipes are widely used in structural, mechanical, construction, industrial or 
chemical processing, irrigation and more specifically in oil and gas transportation. Though the 
whole dissertation research ensued from the seam welded steel pipe industries, the developed 
model and their optimization techniques can be applicable in any type of continuous pipe 
manufacturing system. Moreover, some similar manufacturing systems that involve quality 
defects in continuous metal forming operations, such as extrusion, rolling and welding, can also 
be optimized in a similar way. The developed model and optimization technique for tool 
magazine and tool inventory is also widely implementable in other machine tools operations, 
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such as the die manufacturing on 5-axis milling machine, gear and shaft manufacturing, where 
multiple tools are mounted on a single tool magazine. The buffer capacity optimization problem 
has similar applications in designing the inter-stage reserve-tank design in beverage production. 
On the other hand, the inspection and rework queue optimization problem can be extended to 
other discrete products manufacturing. 
This research aims at minimizing the cost and maximize profit, at the same increasing the 
throughput of the system. Hence, the overall production cost is minimized and eventually the 
customer (user) of the pipes also benefits. The research works are solely focused in continuous 
steel pipe manufacturing systems. Literatures in the relevant fields are surveyed in order to 
judiciously lay the research direction for necessary innovation of new optimization models and 
solution methodologies for pipe manufacturing. The next chapter summarizes these survey 
outcomes on some important and available research works. 
1.6 Technical Importance and Significance of the Proposed Research 
The steel pipes are used in many sectors but the most expensive ones are being used most 
commonly in construction and energy sectors where safety remains at the highest priority level. 
The desired quality of the steel pipes depends on the application of that pipes, especially in oil 
and gas transportation and in chemical industries the steel pipes have to be flawless. Hence, such 
pipe production facility needs to ensure an almost perfect system that can keep the quality defects 
at a minimal level. A perfect inspection, rework and finishing system have to be devised in order 
to produce high quality and defect free pipes. On the other hand, the production cost and market 
price are also the vital issues for the sustainability of a perfect pipe production system. In general, 
it is observed that the standard length of such a steel pipe is 40 feet. Hence, for a steel pipe with 
72-inch outer diameter and 0.5-inch wall thickness the weight of the pipe with standard length 
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would be approximately 15,287 pounds which worth about $7,600. The import cost of raw 
material (flat steel coil) for producing that pipe is about $4,000. If the final product is found 
defective and the defect is unrepairable, then the pipe has to be scrapped. Scrapping a pipe 
eventually leads to losses of material and time. Only an optimally designed production system 
can save the worthy pipes from being scrapped, and conserve the efforts for added value to the 
pipe. The pipe production cost should remain as low as possible so that the national pipe 
industries can compete in the global market as well. This research aims at satisfying the quality 
aspects as well as the global market demand for low cost pipes. 
1.7 Organization of the Dissertation 
The rest of the dissertation is organized in a sequential order. Chapter 2 summarizes the 
literature surveys on available and relevant researches. The details of all five research problems 
are summarily presented in Chapter 3. Chapter 4 describes the model and optimum results of the 
steel strip buffer capacity optimization problem. Research dealing with the tool magazine system 
optimization is reported in Chapter 5. Chapter 6 presents the research work on pipe rework and 
sizing policy. Following this, Chapter 7 presents the inspection-rework facility configuration and 
Chapter 8 describes different methods of overall effectiveness measures of an engineering 
production system. The entire pipe manufacturing system is simulated and the overall 
effectiveness of the system is evaluated in Chapter 9. At the end of this dissertation the overall 




LITERATURE REVIEW ON PIPE MANUFACTURING SYSTEMS 
This doctoral research works on steel pipe manufacturing systems is focused on five 
independent problems that contributes to the overall effectiveness of the manufacturing process. 
The research is planned for (1) designing the strip accumulator buffer capacity, (2) cutting tool 
magazine system (3) pipe sizing and rework policy and (4) end-of-line inspection-rework facility 
configuration, and (5) overall technical and economic effectiveness measure.  
A strip accumulator acts as a buffer zone in the continuous pipe manufacturing system, and 
gives flexibility to continue production while feeding a new coil into the line without any 
disruption. An appropriate size of the strip accumulator is very crucial for minimizing the cost for 
the buffer storage and reducing the machine downtime. On the other hand, a tool magazine system 
can reduce the machine downtime due to tool replacement in a pipe industry. A complete research 
for determining the tool magazine size, and tool replacement policy for different type of tools, still 
needs some careful attention for optimization. The inspection and rework operation are conducted 
in steel pipe industries to ensure defect-free production. Some inline inspection facilities can detect 
defects before further operations. Some of these detected defects are repairable on line. However, 
on-line rework is not practiced very commonly due to unavailability of proper technical facilities 
as well as a lack of an optimization strategy for the rework policies. The final inspection facility 
which is followed by some offline rework stations is installed in most of the pipe production 
industries. Finished pipes wait for final inspection and after inspection the repairable defective 
pipes are sent to the rework station. This process leads to a queuing network for the inspection and 
rework queues. A complete model for obtaining the optimum number of servers for the end-of-
line inspection and rework facilities also needs to be devised.  
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The final task of this research is to evaluate the overall effectiveness of the system. A suitable 
tool for the performance measurement of system throughput rate and economic analysis of the 
manufacturing system is needed to be devised to measure the overall effectiveness of the system, 
which is completed as the last phase of this research. Here, relevant research articles are surveyed 
in order to identify an appropriate direction for the conducted research to achieve the goal. 
2.1 Buffer Capacity Optimization 
When needed, the in-line buffer storage is an intermediate stock of materials in the line that 
helps maintain a continuous flow of the material to the next subsequent station. An in-line buffer 
provides flexibility to avoid the shortage of raw material supply (here, strip of coil) for a station, 
and hence, reduces the disruption of the continuous process. Oversized buffer causes higher cost 
for holding the materials (in addition to initial large erection/commission cost), whereas a small 
buffer can cause station idleness due to lack of material leading to lower throughput and efficiency. 
The optimum size of the buffer capacity varies depending on the process and system parameters. 
Several research works were conducted in last few decades, in order to investigate the effect of the 
buffer storage on the line efficiency and to obtain an optimum size and location of the buffer in 
different production systems. 
2.1.1 Effect of buffer storage on the line efficiency 
The buffer storage in the multistage series production systems has been analyzed for more than 
fifty years. In the early stage, Hillier and Boling (1966) presented a detailed discussion and 
mathematical analysis about the effect of buffer storage on the production rate of two, three or four 
station production line. Next year, Buzacott (1967a) claimed that the efficiency of an automatic 
transfer line can be increased by dividing the line into a number of stages and providing buffer 
stocks between the stages. He (1967b) presented a model for predicting the line efficiency and 
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showed how the line efficiency depends on the buffer capacity. Knott (1970) also considered a 
production line as a series of finite buffer at each station and developed a simple formula for 
determining the inefficiency of the line. N. P. Rao presented analytical studies for several aspects 
of two-stage (Rao 1975) and three-stage (Rao 1976a) production systems with inter-stage buffer 
storage. He presented the mathematical analyses for Erlang service times (Rao 1976b), as well as 
generalized distribution of service times (Rao 1975, 1976a). In a study, Panwalkar and Smith 
(1979) devised an expression to predict the average output rate of a series of multiple workstations 
with inter-stage finite buffers and exponential service times.  
The intermediate buffer storage in a continuous process is analyzed in literatures for last few 
decades. Alvarezvargas et al. (1994) discussed about some simulation results to compare the 
production rate of the continuous flow model as an approximation of the asynchronous model. 
They considered manufacturing flow lines with deterministic processing times, unreliable 
machines, and finite buffers are considered. Tan and Gershwin (2009, 2011) used the fluid flow 
models to evaluate the performance of a two-stage production line with an intermediate finite 
buffer. They determined the production rate and the expected buffer level from the steady-state 
distributions. However, Bierbooms et al. (2013) analyzed continuous production lines consisting 
of a number of machines in series with a finite buffer between each pair of machines. They 
precisely estimated the throughput and the mean buffer content of the production line. Ozdogru 
and Altiok (2015) proposed a decomposition approximation method to study the steady-state 
behavior of a continuous material flow system operating in bulk port marine terminals, in terms of 





2.1.2 Buffer allocation and optimization 
The optimization of buffer capability and location was one of the important topic in several 
researches. Anderson and Moodie (1968) analyzed the steady-state production line systems using 
simulations, to develop a total cost model. They derived an expression for an optimum capacity of 
the buffer storage that minimizes the total cost. Basu (1977) also developed a total cost model, for 
exponential service time, in order to optimize the buffer storage capacity. Sarker (1984) presented 
a critical review and a comparative study of some design aspects of the series production systems 
with a special emphasis on the design of inter-stage buffer stocks. Seong et al. (2000) formulated 
a non-linear programming for the buffer allocation problem in a continuous flow production and 
proposed an algorithm to solve the problem. Fu and Xie (2002) derived estimators of throughput 
sensitivity to changes in buffer capacity for continuous flow models. Rajaram and Tian (2009) 
formulated a non-linear integer program for optimizing the location and size of buffers in semi-
continuous manufacturing processes.  
Turki et al. (2013) presented continuous and discrete flow models for a single-product 
manufacturing system with a buffer storage and stochastic demand. The objective of their study 
was to find optimal buffer level, which minimizes the total expected cost. Kolb and Gottlich (2015) 
dealt with the buffer allocation problem consists of a production process combined with stochastic 
processing times. They derived a time-continuous model supplemented with a stochastic process. 
Gebennini et al. (2015) dealt with the performance evaluation of a two-machine one-buffer 
production line with restart policy modeled as a continuous time Markov process. The 
mathematical model was described along with its analytical solutions. Fitouhia et al. (2017) 
considered a two-machine continuous flow manufacturing system with a finite buffer capacity. 
They developed methodology to analyze the trade-off between the preventive maintenance of the 
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machine and the buffer size. Hosseini and Tan (2017) presented a mixed-integer linear 
programming approach for determining the minimum buffer capacity that achieves a desired 
production rate and maximizes the profit for a continuous-flow production system. On the other 
hand, Dolgui et al. (2017) presented an optimization problem for determining the size of discrete 
product buffers to minimize the total cost of a production line. In that constrained optimization 
problem, they considered average production rate, costs for installing buffers, and the inventory 
cost, as process parameters. They solved the problem with metaheuristics. 
2.1.3 Limitations of previous researches on buffer capacity 
Though several research works are found on buffer storage optimization in continuous process 
flow, the available models are either approximated from discrete product flow or focused in 
performance evaluation of the process. In the continuous steel pipe manufacturing process, the 
buffer storage of steel strips in the line involves huge expenses for space, power and maintenance. 
It also involves, acceleration, deceleration of the input, random joining time and line stoppage due 
to buffer stock out. None of the available literature specifically addressed these issues in 
optimization of buffer capacity, especially matching with the continuous pipe production system. 
Hence, an analytical formulation of a buffer storage (coil accumulator) with random processing 
time, is needed to be developed and solved optimally. 
2.2 Tool Magazine System 
Different type of machining tools are used in the steel pipe manufacturing systems. During 
some tool change operations the production lines may need to be stopped resulting a loss of 
productive time of the system. The line stoppage can be reduced by optimizing the number of tool 
changes. Many research articles are found in the tool wear monitoring technology, tool life 
modeling, machining economy and tool replacement scheduling. The conducted works in tool 
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magazine system is correlated with these research topics. Some significant and relevant literatures 
are surveyed and summarized here. 
2.2.1 Tool wear monitoring technology 
Tool change is caused mostly by tool wear. Monitoring the tool condition is a necessary pre-
activity for achieving the goal mentioned above. Some efficient methods for tool condition 
monitoring are reported in many recent research articles. Zhang et al. (2016) introduced an indirect 
tool condition monitoring approach with a wireless accelerometer that acquire the vibrations in 
three vertical directions during milling operations. Rmili et al. (2016) also presented an automatic 
method for detection and monitoring wear on the cutting tools by measuring the vibratory 
signatures produced during a machining process. The lifespans of the tools can be estimated by 
any of such available technologies.  
2.2.2 Tool life and tool wear prediction models 
The tool wear prediction models can help determine a tool replacement timing before the 
failure of a tool. Several tool life prediction models are available in recent literatures. Karandikar 
et al. (2012) modified Taylor’s tool life model by applying Bayesian inference method where tool 
life is described using a probability distribution. Experimental results were used for updating the 
probability distribution function. Yao and Chien (2014) used ultrasonic scanning data to 
investigate the worn area of an end-mill cutter. The size of that area can be considered as a 
reference standard for the replacement timing of same type of other cutting tools. Wang and Gao 
(2015) presented a Bayesian approach to predict tool wear based on the vibration data measured 
during machining. The method was experimentally evaluated using the data generated with a CNC 




2.2.3 Machining economy 
Maximizing the tool life while ensuring desired product quality, production rate and profit 
margin remains in the focal point of the researchers for many years. Koulamas (1994) formulated 
the machining economics problems by incorporated tool life variability in the geometric 
programming formulation for both Markovian and non-Markovian tool failure processes. On the 
other hand, Iakovou et al. (1996b) proposed a continuous Markov decision model to dynamically 
update the optimal tool replacement policy based on the tool wear information gathered on-line. 
In that model the mean tool life was determined by Taylor’s equation (Taylor, 1907). Numerical 
examples show that the stochastic nature of tool life cannot be ignored [Koulamas 1994]. Hence, 
Iakovou et al. (1996a) also presented several analytical models for determining optimal tool 
replacement policy with stochastic tool lives when their objective was to minimize the machining 
cost. Choudhury and Rao (1999) presented an approach for maximizing the cutting tool life by 
using optimal process parameters subject to some practical constraints. In order to maximize the 
production rate Bouzid (2005) proposed empirical model for tool life in a cylindrical turning 
operation. Krain et al. (2007) did some survey and experimental work in order to investigate the 
influence of operating parameters on tool life productivity and tool wear patterns.  
On the other hand, Li and Sarker (2013) proposed a stochastic variable related nonlinear model 
to get a better prediction of tool lifespan in machining process. Garg et al. (2016) conducted a 
detailed survey on the applications of traditional statistical methods, and also proposed three soft 
computing methods, namely evolutionary-based genetic programming, support vector regression, 
and multi-adaptive regression splines in formulation of tool life and power consumption of a 
machining process. Based on several simulation experiments Jeon et al. (2015) proposed 
mathematical models in closed-form equations to evaluate the energy footprints of a plants. A 
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study by Chinchanikar and Choudhury (2016) attempts to develop a cutting force model 
considering the effects of tool wear to the allowable tool life, dimensional accuracy, and surface 
finish. This model can only be used to predict cutting forces due to flank wear, but cannot optimize 
the allowable tool life. Hernandez et al. (2016) presented an integrated model for efficient selection 
of cutting parameters for maximal productivity and tool life. 
2.2.4 Tool replacement scheduling 
Tool replacement policy and scheduling have significant importance in machining economy. 
Liu (2000) studied three tool replacement strategies—failure replacement, optimal preventive tool 
replacement for fixed operations sequencing and joint optimal scheduling. Their studies show that, 
the total expected cost can be reduced considerably by jointly considering the optimal strategy for 
tool replacement and operations sequencing. In order to minimize the total completion time, 
Akturk et al. (2003) presented a mixed binary integer linear programming model for scheduling a 
set of jobs on a CNC machine where the cutting tool is subject to wear. They presented exact 
solutions for the instances with up to 20 jobs, and also proposed a number of heuristics for solving 
large instances. Lamond and Sodhi (2006) presented an economic tool life model for finite tool 
magazine capacity, where the tool life is a random variable. Their objective was also to minimize 
the expected total processing time, by optimally finding the expected number of tool setups as a 
function of cutting speed and magazine capacity. Sodhi and Sarker (2003) considered tool-loading 
problems in a capacitated magazine to minimize backtracking of tool rotation where, unlike the 
traditional tool loading problems in a magazine, it provided a more general solution perspective to 
a class of magazine allocation and tool assignment problems. Van Hop (2005) solved a tool-
switching problem by decomposing the problem into two cases—partial and complete job splitting. 
He considered multiple tool size and unconstrained magazine capacity to formulate the problem. 
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After a few years, Noel et al. (2009) presented some computer simulation results related to tool 
management models for a machine tool equipped with a tool magazine. The simulation was 
conducted to answer several questions regarding, tool life distribution, effectiveness of the models, 
offline versus online sensor systems for tool condition monitoring, cutting speed adjustments and 
inter-inspection times. Hippalgaonkar and Shin (2011) developed an expected production cost 
model for multi-pass turning operation under tool life uncertainty, with machining parameters 
being subject to practical constraints. They considered tool replacement time as a decision variable 
and used dynamic objective particle swarm optimization algorithm to minimize the cost. 
For maintaining a consistent and desired pipe quality, and for avoiding unscheduled downtime, 
it is needed to identify the appropriate time to remove the tools from the tool magazine before the 
break-down of tools. The lifespan of those tools follow statistical distributions; most commonly, 
Weibull, Lognormal (Wang et al., 2001) or Normal distribution (Li and Sarker 2013). The 
expected demand of tools is needed to be estimated from the tool-life distribution. Whereas, if the 
tools are replaced before their actual life span, the expected demand of tools may not be yielded 
directly from the statistical expectation theory. The approach presented by Li et al. (2014) can be 
followed to perform this estimation. Li et al. (2014) investigated the impact of maximum allowable 
stopping time for machining tools on the tool procurement policy under a stochastic production 
demand. Also, Li et al. (2015) determined the maximum allowable tool lifespan and an appropriate 
amount of tool stock in the crib to ascertain a smooth running of the production schedule. 
2.2.5 Limitations of researches on tool systems 
From the literature, it is noticed that many experimental and analytical research attempts 
(Choudhury and Rao 1999, Bouzid 2005, Krain et al. 2007, Li and Sarker 2013, Garg et al. 2016, 
Chinchanikar and Choudhury 2016) have been made in the last couple of decades to model and 
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optimize the tool life, which eventually maximizes production rate or profit. However, the 
maximum allowable magazine reload timing along with magazine and tool inventory policy for 
the tools used in the steel pipe mills are not prescribed in any of these research. The research works 
conducted by Li et al. (2014, 2015) are focused in determining the maximum allowable tool 
lifespan and tool stocking policy; but these research do not answer for the magazine size in multiple 
tool holding facility involved in a metal pipe manufacturing. Li et al. (2014, 2015) estimated the 
expected lifespan of the tools first and then took the inverse of the expected tool life to estimate 
the expected demand of tools. This approach provides an approximate value of the expected tool 
demand. In the current research work the expected demand of tools planned to be estimated directly 
instead of finding the expected tool life first. Moreover, in a practical situation, the tool magazine 
system involves multiple tools, hence a research should be is conducted with the joint probability 
density function for the magazine reload timing. So, a complete investigation needs to be done for 
determining the maximum allowable magazine reload timing, magazine size and appropriate tool 
order size for different cutting and scrubbing tools, while minimizing total cost for that tool 
magazine system. 
2.3 Pipe Sizing and Rework Policy 
In the pipe sizing and rework policy optimization problem, the alternative strategies for the 
defective spots are indicated with 0-1 binary integer variables. The basic theme of this problem is 
comparable with the one-dimensional silting problems and knapsack problems. Literatures 
relevant to these special problems are surveyed in addition to some other literatures regarding 





2.3.1 One dimensional slitting problem 
Sarker (1988) worked on the one-dimensional slitting problems which are often encountered 
in textile, paper and sheet metal industries where the products are slitted into some lengths along 
some suitable defect(s) across the length of the material. He framed the problem as a dynamic 
programming in order to maximize the total sales. Hsieh (1997) also optimally solved the one-
dimensional slitting problem in which the value of a piece is nonlinearly dependent on the size of 
the piece and the number of defects on it. He used dynamic programming, linear programming as 
well as shortest path approaches to solve the problem. 
2.3.2 Continuous process optimization with defective products 
The inspection and rework issues in the manufacturing systems are found in many research 
articles. Kulkarni and Babu (2005) proposed a multi-criteria optimization procedure to determine 
appropriate process parameter values for producing quality products in a continuous casting 
system. On the other hand, Wang et al. (2009) developed a mathematical model for off-line 
inspection with rework, in order to determine the inspection size in a batch. However, Tsai and 
Wang (2011) reformulated that model with some modifications in the assumption. Giannakis et 
al. (2010) studied the serial manufacturing systems with inspection stations and rework loops for 
solving inventory control and inspection station allocation problems. Koksal et al. (2013) studied 
the effect of inspection error on quality in a manufacturing system with a separate rework unit, 
whereas Chen (2013) studied an imperfect production process to solve an integrated problem of 
production, preventive maintenance, inspection, and rework inventory. Chakraborty and Giri 
(2014) also studied the joint effect of shift, inspections, preventive maintenance and rework of 
defective items on a deteriorating production system. Yang and Cho (2014) presented an 
optimization problem for minimizing the cost in an interconnected inspection-rework system. 
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Selim and Al-Zu'bi (2011) mentioned that depending on the value of the quality characteristic, 
an item can be reworked, scrapped or forwarded to the next process. They constructed the profit 
function of a continuous process and maximized the profit. Dong and Medeiros (2012) presented 
a method to minimize the cost of batch schedules for a pipe manufacturing facility. Purtonen and 
Salminen (2014) examined the effect of cutting position on laser cutting of stainless steel; they 
obtained suitable cutting position and other parameters for improving the cutting quality and 
performance. On the other hand, Shinkin and Kolikov (2012) presented analytical methods for 
calculating the process parameters involved in large-diameter pipe manufacturing. Fan et al. 
(2015) formulated the production process of a steel pipe as a mathematical model and optimized 
the crimping parameters using response surface method and genetic algorithm. Their results 
provided an effective approach for improving crimping quality and reducing design times. Hossain 
and Sarker (2016a, 2017c, 2017e) obtained the optimal locations of rework stations and rework 
policy in a serial production line considering the work stations with random yield. A preventive 
maintenance policy was proposed by Gouiaa-Mtibaa et al. (2018) for the rework activities on 
substandard and non-conforming products, in order to maximize the total expected profit. Sonntag 
and Kiesmuller (2018) proposed an optimization model to make strategic decision whether to 
dispose of or rework defective items. However, an effective approach for optimally dealing the 
defects in a continuous production system is not specifically addressed in available articles. 
2.3.3 Knapsack problem 
Knapsack problem is a well-known combinatorial optimization problem, where a collection of 
items has to be chosen from a given set of items with known weights and values, while satisfying 
total weight constraint as well as maximizing the total value. The structure of a Knapsack problem 
is very close to the pipe rework and sizing problem. Yan (2003) proposed the line-up competition 
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algorithm, a simulated evolutionary algorithm for solving the knapsack problem. Lee et al. (2013) 
solved a slab cutting design problem, with knapsack-based heuristic algorithm, which occurs when 
parallel piped items are cut from raw material steel slabs with varying widths and lengths to meet 
a volume requirement. Della Croce et al. (2017) formulated the 0-1 Collapsing Knapsack problem 
and solve optimality with an exact approach. At the same time, Feng et al. (2017) presented a 
binary monarch butterfly optimization method, for solving the 0-1 knapsack problem. Furini et al. 
(2017) also studied the problem of finding a maximal knapsack packing that maximizes the profit 
of the selected items. They proposed a dynamic programming (DP) algorithm for solving the 
problem optimally. 
2.3.4 Limitations of the research works on pipe sizing and rework policy 
In the light of supply chain perspective, a very limited research in the field of steel pipe 
manufacturing process optimization is reported. Moreover, the optimal rework policy and cutting 
length for an imperfect metal pipe production system are not specifically optimized in any 
available research works. Hence, the continuous pipe manufacturing system with random defects, 
needs careful attention for extensive research, in order to find the best strategy for dealing with 
deferent type of defects. 
2.4 Inspection and Rework Queues 
The fourth phase of this research deals with the configuration of the final inspection-rework 
facility. The research question ensued from the steel pipe manufacturing system involves the 
number of servers and the size of waiting areas for the pipes in each of the rework or inspection 
stations. The inspection-rework facility deals with multiple interconnected queues which forms an 
open Jackson network. Several recent relevant research works are surveyed to identify their 
applicability in the current research problem. 
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2.4.1 Optimization of product queues 
Many research works regarding optimization of product queues are reported in last decades. 
Karmarkar et al. (1992) formulated a single facility multi-item model relating batching to queuing 
delay and developed heuristic batching rules to determine some system parameters. On the other 
hand, Laghaie et al. (2012) obtained a single production cycle for the machines where uncertain 
machine breakdowns occur, and determined the optimum number of servers such that costs are 
minimized. Ravid et al. (2013) considered a repair facility consisting of one repairman and two 
arrival streams of failed items, and obtained simple expressions for probabilities of several 
interests and for probabilities of all queue lengths.  
2.4.2 Queues in multistage service stations 
Gopalan and Kannan (1995) analyzed inspection and rework activities simultaneously in two-
stage queueing systems and developed a stochastic model to obtain the system characteristics. 
Javidi et al. (2001) determined a scheduling policy that minimizes the expected makespan in a 
system of two interconnected service stations under certain conditions on the arrival, service and 
processes. Tirkel and Rabinowitz (2014) investigated the effects of inspection capacity and 
inspection rate on the cost using analytical and simulation models; they derived an optimal 
inspection rate for a given inspection capacity. In order to maximize the throughput, Suk and Shin 
(2017) proposed a generic framework for solving a constrained queueing network by scheduling 
algorithms. Yang and Frangopol (2018) developed a framework for optimizing inspection/repair 
planning for minimizing expected life-cycle cost. 
2.4.3 Jackson network 
The concept of the open Jackson network fits well with the inspection-rework facility 
configuration problem. Some research works are found in the literature where the open Jackson 
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networks are evaluated for their performance measures and/or different optimization problems are 
discussed for production or supply chain systems. Calabrese (1992) examined the general problem 
of workload allocation in an open Jackson network of multi-server queues. Calabrese showed that 
use of the open network model leads to a separable, convex formulation of the problem. 
Shanthikumar and Xu (2000) also modeled a production system as a multiple stage open Jackson 
network, in order to minimize the expected total holding cost. They obtained an asymptotically 
optimal workload allocation for the production system. Azaron and Ghomi (2003) modeled 
dynamic job shop system as a network of queues, to optimize the service rates and arrival rates by 
minimizing the shortest path of the network and the total operating costs of the network.  
Recently, Rosenbaum et al. (2013) investigated the methods for reallocation of service 
capacities in an open Jackson network in order to minimize the mean total work-in-process; they 
developed a heuristic method to solve relatively large networks in tractable time. Xia and Shihada 
(2015) developed a simplified semi-open Jackson network model to optimize the transmission 
rates in a wireless network by minimizing the energy consumption. Sommer et al. (2017) studied 
the generalized Jackson networks with single-server stations, where they modeled the breakdown 
of servers and group repair strategies. They provided closed-form solutions for the throughput rate 
of a server. Hum et al. (2018) studied a multi-stage supply chain network for measuring and 
optimizing the supply chain responsiveness using the queueing network models.  
2.4.4 Limitation of network approaches in steel pipe inspection 
The inspection-rework facility in steel pipe manufacturing facility incurs several types of cost 
(for inspection, rework, server maintenance, regular/overstock holding) parameters, and also 
involves a floor space constraint. The specific costs and service rate parameters in addition to the 
constraints give the problem an uncommon look, for which a customized cost model is generated. 
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The open Jackson network concept is applicable in determining the average length of queues in 
the network. However, the available research works do not dealt with the optimization of multi-
stage inspection-rework servers and waiting space allocation in a discrete product manufacturing 
system. Hence, the inspection-rework facility in a steel pipe manufacturing system needs to be 
formulated mathematically from where the optimum number of servers and waiting space 
allocation can be determined. 
2.5 Overall Performance of Engineering Systems 
Throughput rate is considerded as a performance measure in many manufacturing indutries. 
Other than the throughput rate, the overall effectiveness of a manufacturing system is evaluated 
with various tools and standards including, Overall Equipment Effectiveness (OEE). Some of the 
articles reporting such tools, are summarized in the following subsections. 
2.5.1 Throughput rate of product manufacturing systems 
Throughput rate is widely used in industries as a performance measure of different 
manufacturing systems. This dissertation is intended to improve the throughput rate of the pipe 
mills. Some relevant articles are surveyed in order to device an expression for the throughput rate 
of steel pipe manufacturing process. 
Bazacott (1967) proposed the fundamental approach for throughput rate and efficiency 
estimation for both discretely continuous and discontinuous production systems. Sarker and 
Shanthikumar (1983) developed and evaluated the effective throughput rate of a generalized serial 
or parallel line of discrete assembly system. Later Sarker (1984) reported several performance 
measuring models for design and comparison of series production systems. Shi et al. (1999) 
derived a recursive representation for the departure time of the products in a continuous fluid flow 
line which might be somewhat approximation to continuous non-fluid flow line. They considered 
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the steady state throughput as a specific performance measure. Li et al. (2009) developed a plant-
level maintenance decision support system (PLMDSS) while maximizing the short term profit. 
The PLMDSS focusses in reducing unplanned downtime by predicting the remaining useful life 
of the machines and efficient utilization of the resources through identifying the critical machines.  
Liu et al. (2012) modeled the throughput of a two-stage manufacturing system with 
independent and unreliable machines, and a finite-sized buffer. Yang et al. (2013) presented a fluid 
flow approach to develop a data-driven model for a continuous assembly line, considering the 
instantaneous throughput rate as a performance measure of the system. Ozdogru and Altiok (2015) 
investigated the continuous material flow systems material flow in marine port terminals. They 
proposed a decomposition approximation method to study the steady-state behavior of the system, 
in terms of throughput as a performance measures. In addition to that, some other approaches and 
models are found in recent literatures which focus in the throughput rate improvements. For 
example, Zhao et al. (2016) focused in a throughput maximization problem for prioritized 
customer orders, considering workload and server assignment schemes. They determined the 
optimal assignments under the two assignment schemes to maximize the long-run throughput. 
2.5.2 Performance measures in group technology 
For evaluating the performance of cellular manufacturing systems, Sarker and Li (1998) 
proposed a new efficiency measure called alternative routing grouping (ARG) efficiency which 
eliminates some limitations of available grouping measures—grouping efficiency and grouping 
efficacy; and derived its desirable properties. Besides this, Sarker and Khan (2001) presented a 
comparison between existing grouping efficiency measures and a new weighted grouping 
efficiency measure, named “doubly weighted grouping efficiency” measure. The relative 
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performance of this doubly weighted grouping efficiency measure is evaluated by Sarker (2001) 
with respect to other existing measures.  
2.5.3 Plant level performance measures 
Muchiri and Pintelon (2008) analyzed, how the overall equipment effectiveness (OEE) has 
evolved leading to other tools like total equipment effectiveness performance, production 
equipment effectiveness, overall factory effectiveness, overall plant effectiveness, and overall 
asset effectiveness. They discussed two examples of industrial applications of OEE in packaging 
industry and chemical processing company. Ron and Rooda (2005, 2006) claimed that OEE 
includes some equipment-independent conditions, which may not be caused by the equipment but 
by the environment of the equipment. That is why, they defined a new performance measure—
equipment effectiveness, E, which is related to equipment-dependent states only. This E includes 
only events that are caused by the equipment itself and does not depend upon utilization. They 
presented an application of this equipment effectiveness measure in a semiconductor industry. 
When several machines operate jointly in a manufacturing line, OEE alone is not sufficient to 
improve the performance of the system as a whole. Hence, Muthiah and Huang (2007) developed 
an overall throughput effectiveness (OTE) metric based on the idea of comparing actual 
productivity to maximum attainable productivity. They presented an application of OTE to wafer 
fab and glass manufacturing industries in order to identify the productivity, bottleneck and 
opportunities for improvement quantitatively. Later on, Muthiah et al. (2008) developed 
algorithms to automate the factory-level performance monitoring and diagnostics process using 
OTE. They applied their automated performance diagnostics algorithms in a glass manufacturing 
industry. On the other hand, Braglia et al. (2008) presented a new metric, overall equipment 
effectiveness of a manufacturing line (OEEML) to overcome this limitation. 
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Samat et al. (2012) proposed a four-phase equipment performance and reliability (EPR) model 
for measuring maintenance performance based on machine effectiveness. The model was 
implemented in a semiconductor company as well. Chien et al. (2013) proposed the Overall Wafer 
Effectiveness (OWE), to measure wafer productivity for semiconductor ecosystem as a whole. 
Based on the classical OEE approach of the Total Productive Maintenance (TPM) concept, Lanza 
et al. (2013) developed a theoretical measure named as global production effectiveness (GPE), 
which integrates all aspects of a globally distributed production system and transfers the idea of 
the overall plant availability to the global production network. Hwang et al. (2017) developed an 
Internet-of-Things based performance model and implemented the model for performance 
measurement process. On the other hand, da Silva et al. (2017) proposed a new efficiency 
indicator, called Overall Machinery Effectiveness (OME), and presented its application ins an 
automotive company in Brazil. 
2.5.4 Weighted and stochastic performance measures 
Besides these performance measures, several other approaches are developed for evaluating 
the overall effectiveness of a production system based on the traditional OEE measure. Wudhikarn 
(2010) proposed rank-order centroid (ROC) method to identify dissimilarity in weighting each 
OEE element and thus improved the original OEE. This newly calculating methodology is called 
as overall weighted equipment effectiveness (WOEE). He presented an application of WOEE in a 
fiber cement roof manufacturing company. Wudhikarn (2012) also developed another method 
named as overall equipment and quality cost loss (OEQCL) by adding the loss from cost of quality. 
This method eliminates some of OEE’s weaknesses and expands its scope. Rodseth et al. (2015) 
developed a profit loss indicator based on waste in production, presenting it as a financial measure. 
Garza-Reyes (2015) and Chien et al. (2015) presented an alternative measure derived from OEE, 
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overall resource effectiveness (ORE), which considers efficient use of resources. Again, 
Wudhikarn (2016) described the overall equipment cost loss (OECL) methodology with finance 
elements and also presented its implementation. He showed that OECL and OEE methodologies 
rank problematic machines differently.  
Zammori et al. (2010) noted that OEE only provides a static representation of a process, and it 
fails to capture the real variability of its performances. In order to capture the stochastic nature of 
OEE, they presented an approximated procedure to generate probability density function of OEE. 
Later, to capture the day-to-day fluctuations of OEE, Zammori (2015) extended his works to 
propose Fuzzy Overall Equipment Effectiveness (FOEE) by defining the manufacturing losses as 
LR fuzzy numbers. For dealing with the variability in the loss units, Yuniawan et al. (2013) 
proposed a new procedure to obtain the weights needed for measuring weighted OEE, by a 
combined result of simulation and experiment, through the Taguchi method. Sonmez et al. (2018) 
calculated OEE components considering the uncertainty in production speed and stoppage 
duration. They handled the uncertainties with fuzzy arithmetic. 
2.5.5 Applications of OEE based performance measurement tools 
Several recent research articles have reported the implementation of OEE-based performance 
measurement tools in different manufacturing industries. Munteanu et al. (2010) presented some 
computing techniques for establishing and improving the OEE measures, which reflect the actual 
production process in the Romanian automotive industry. Dal et al. (2000) presented a practical 
analysis of operational performance measurement at Airbags International Ltd (AIL), a supplier 
of airbag safety devices to the automotive industry. Tsarouhas (2013a) evaluated the equipment 
performance in a production plant of traditional Italian cheese. Tsarouhas (2013b) presented a case 
study of evaluating OEE in the beverage industry, as well. Later, Aminuddin et al. (2016) 
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presented some managerial issues related to the implementation of OEE in the manufacturing 
industries. They conducted five hypotheses tests based on a survey questionnaire responded by 
several manufacturing organizations worldwide. While developing a simulation model for 
aerospace part manufacturing, Teoh et al. (2017) noticed that variation of production rate with 
respect to customer demand affects the OEE. Mousavi and Siervo (2017) measured the utilization 
of resources, Overall Equipment Effectiveness, and Overall Line Effectiveness in a real-time and 
fast-forward mode simulation of a production line in order to verify the what-if-scenarios. On the 
other hand, Fattah et al. (2017) implemented an OEE improvement approach in an automotive 
wiring mechanical machine based on best maintenance practices. Kardas et al. (2017) evaluated 
OEE in a production of tapered roller bearings. The objective of that evaluation was to analyze the 
causes of machine downtime and suggesting the ways to improve the machines utilization.  
In order to improve the overall equipment effectiveness several optimization problems are also 
reported in recent years. Al-Durgam and Duffua (2013) presented a mathematical model to 
maximize the Overall Systems Effectiveness for an n-state system for a Partially Observed Markov 
Decision Process. In another research, Gupta and Vardhan (2016) optimized the sales volume by 
improving overall equipment effectiveness (OEE) of machines, plant productivity and production 
cost. Saleem et al. (2017) optimized the tire curing press production rate based on overall 
equipment effectiveness (OEE) while minimizing the maintenance cost.  
2.5.6 Observations from the literatures on performance measures 
The performance measurement techniques and their applications discussed in the above 
literature survey are summarized in Table 2.1. Among the surveyed literature it is found that OEE 
is applied in packaging and chemical processing, automotive as well as (but not limited to) airbags 
manufacturing industries. Some applications of weighted OEE are found in the fiber cement, 
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waterproofing coatings and crimping manufacturing lines. On the other hand, some other 
performance measurement techniques like Overall asset effectiveness (OAE), Overall plant 
effectiveness (OPE), overall equipment effectiveness of a manufacturing line, and Equipment 
performance and reliability (EPR) are also reported to be applied in the packaging and chemical 
processing, automotive, glass and semiconductor manufacturing industries.  
Table 2.1. Production line performance measures and their applications. 
Reference Performance measures Example of application area 
Muchiri and Pintelon (2008) 
Overall equipment effectiveness (OEE), Overall 
asset effectiveness (OAE), Overall plant 
effectiveness (OPE) 
Packaging and chemical 
processing 
Munteanu et al. (2010) Overall equipment effectiveness (OEE) Romanian automotive 
Dal et al. (2000) Overall equipment effectiveness (OEE) Airbags International Ltd. 
Sarker & Li (1998), Sarker & 
Khan (2001), Sarker (2001) 
Doubly weighted grouping efficiency Cellular manufacturing systems 
Braglia et al. (2008) 
Overall equipment effectiveness of a 
manufacturing line (OEEML) 
Automotive firm—motor 
basement 
Lanza et al. (2013) Global production effectiveness (GPE) Global manufacturing system 
Muthiah and Huang (2007), 
Muthiah et al. (2008) 
Overall throughput effectiveness (OTE) Wafer fab and glass  
Ron and Rooda (2005, 2006) Equipment effectiveness, E Semiconductor  
Samat et al. (2012) 




Rank-order centroid (ROC) method in overall 
weighted equipment effectiveness (WOEE) 
Fiber cement roof 
Wudhikarn (2012) Overall equipment and quality cost loss (OEQCL) Fiber cement 
Zammori et al. (2010) Generate probability density function of OEE Waterproofing coatings 
Yuniawan et al. (2013) Taguchi method in weighted OEE Crimping manufacturing line 
Chien et al. (2013) Overall Wafer Effectiveness (OWE) Semiconductor ecosystem 
Garza-Reyes (2015), Chien et 
al. (2015) 
Overall resource effectiveness (ORE) Medical instruments 
Wudhikarn (2016) Overall equipment cost loss (OECL) Any product manufacturing 
Zammori (2015) Fuzzy Overall Equipment Effectiveness (FOEE) Superconductor coil windings 
Hwang et al. (2017) Internet-of-Things based performance model 
Manufacturing information 
systems 
Silva et al. (2017) Overall Machinery Effectiveness (OME) Automotive company 
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The literature survey reveals that the same performance measures may be implemented in 
different type of industries and vice versa. On the other hand, the available measures have some 
weaknesses over one another. Hence, a careful attention is essential for developing a new tool for 
measuring the equipment effectiveness by overcoming these weaknesses. A detailed investigation 
on the current tools, and the implication of different performance measures are summarized in this 
dissertation. 
2.6 General Conclusion on Overall Literature Survey 
The research works on buffer capacity in 60s and 70s [Hillier and Boling (1966), Buzacott 
(1967a), Knott (1970), Rao (1976), Basu (1977)] are mostly focused in discrete production 
systems. On the other hand, the recent available literatures on buffer capacity optimization are 
either evolved from approximation of discrete systems [Alvarezvargas et al. (1994), Rajaram and 
Tian (2009), Bierbooms et al. (2013), Ozdogru and Altiok (2015)], or focused in modeling the 
system as a fluid flow. None of the available researches is specifically oriented with the situation 
of a coil accumulator in continuous steel pipe manufacturing systems. Hence, the first phase of 
this dissertation is oriented in determining the optimum buffer capacity. 
In the second phase of the research a multiple-tool magazine system is proposed for the steel 
pipe manufacturing system. Some research works are reported in the literature, that deals with tool 
life prediction [Karandikar et al. (2012), Yao and Chien (2014), Wang and Gao (2015)], machining 
economy [Koulamas (1994), Iakovou et al. (1996a), Choudhury and Rao (1999)] or tool 
replacement scheduling [Liu (2000), Lamond and Sodhi (2006), Sodhi and Sarker (2003), 
Hippalgaonkar and Shin (2011)]. However, a generalized model for multiple-tool magazine system 
in terms of magazine reload timing, magazine size, tool order quantity, and generalized tool-life 
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distribution, still absent in the available literatures. The second phase of this dissertation is focused 
in developing such model and evaluating the impact of tool magazine system on the cost savings.  
On the other hand, some research works are found, which deal with the one-dimensional 
slitting problems [Sarker (1988), Hsieh (1997)], knapsack problems [Yan (2003), Lee et al. (2013), 
Della Croce et al. (2017), Feng et al. (2017), Furini et al. (2017)], or discrete rework optimization 
[Selim and Al-Zu'bi (2011, Hossain and Sarker (2016a, 2016b)]. However, the on-line defect 
detection and rework policy in a continuous process, as well as the sizing policy for the pipes cut 
are not precisely addressed in the available research works. The third phase of this dissertation is 
concerned about determining the optimum pipe cutting length and pipe rework policy. 
The inspection and rework queues, in the final stage (fourth phase) of pipe manufacturing, 
depend several system parameters and constraints. Though several literatures on the production 
line queues are reported [Karmarkar et al. (1992), Gopalan and Kannan (1995), Laghaie et al. 
(2012), Ravid et al. (2013)], the appropriate model for the intertwined inspection-rework queuing 
network in the pipe manufacturing system, is not specifically exemplified in the available 
researches. A specific model for determining the number of inspection/rework server(s), with the 
appropriate system parameters for a steel pipe manufacturing line, still needs to be developed.  
Finally, a suitable method for evaluating the effectiveness of the pipe manufacturing system 
needs to be chosen. The available measures [Raouf (1994), Wudhikarn (2010), Yuniawan et al. 
(2013)] of weighted overall equipment effectiveness (OEE) do not provide a concrete method for 
determining the weights in the expression. Moreover, the available performance measures do not 
consider the weights in terms of cost parameters. Hence, the fifth phase of this dissertation research 
is focused in developing a new approach of measuring the weighted OEE that suits with the 




RESEARCH GOAL, OBJECTIVE AND METHODOLOGY 
A continuous steel pipe manufacturing plant is equipped with a long production line where a 
continuous flow of the material is maintained and several steps of manufacturing operations are 
done over it. The current research problems are concerned about four of those operations such as 
coil feeding and joining, material removal after pipe-forming and seam welding, pipe-cutting to 
sizes, rework and inspection of the final products. The first problem focuses on determining the 
capacity of coil accumulator that acts as a buffer storage. The second problem deals with the tool 
magazine size and reload timing for flash trimming and other cutting tools. The third problem 
discusses ascertaining the on-line rework policy and pipe-cutting to standard or substandard sizes. 
The fourth problem of this research is focused on the final inspection-rework queue. These four 
distinct tasks of the research problems are indicated by a generic process flow diagram in Figure 
3.1 that summarizes the major steps of steel pipe manufacturing systems, and the location of these 
four problems in the process. Due to space limitations the process flow diagram in Figure 3.1 is 
drawn curved on right hand side. However, in reality, a steel pipe manufacturing line is not curved, 
rather if is configured in a long straight production line.  
 
Source: Nippon Steel & Sumikin Pipe Company, Ltd., Tokyo, Japan. (http://www.nspc.nssmc.com) 
 
Figure 3.1. A generic process flow diagram of a continuous steel pipe manufacturing system. 
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The ultimate goal of this research is to improve the overall equipment effectiveness of a steel 
pipe manufacturing system by optimally solving different operational problems. The respective 
goals of the design problem are basically improving the performance of the buffer accumulator, 
tool magazine, pipe sizing and rework process, and inspection-rework systems.  
Thus, this research is conducted in five different phases. The first four phases deal with four 
optimization models that are developed to optimally design (1) the accumulator’s buffer capacity, 
(2) flash trimming/ cutting tool magazine system, (3) pipe rework and sizing and (4) inspection-
rework queue. These models are solved optimally with available and/or newly developed methods. 
Following these four optimization models, an additional undertaking is pursued in this research 
where a weighted performance evaluation technique (fifth phase) is developed to measure the 
overall effectiveness for a pipe manufacturing system. The problems and their solution 
methodologies for each of these five phases are discussed in the following sections. 
3.1 Problem 1: Buffer Capacity Optimization 
The steel strip joining process in a seam welded pipe manufacturing line is followed by a coil 
accumulator that facilitates buffer inventory for the subsequent pipe production. The size of the 
buffer determines the allowable time for strip joining. High buffer inventory increases the cost for 
coil accumulator but it reduces the occurrence of line stoppage that may occur as a result of 
additional joining time. The objective of this problem is to find an appropriate buffer capacity that 
minimizes the total cost for the coil accumulator and coil feeding system. Hence, the first phase of 
this dissertation research is focused on an analytical formulation of total cost involving the buffer 
storage (coil accumulator) and the random time required for coil joining. The total cost function 
formulated considers the issues of line stoppage, instantaneous buffer inventory size and the strip 
joining parameters.  
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The buffer capacity optimization problem is to be formulated as a constrained non-linear 
programming problem. With a close observation of the system, all relevant parameters and their 
effects on the buffer storage will be evaluated. Based on this evaluation, a mathematical 
relationship between the system parameters and the variable (buffer capacity) is established. A 
search algorithm may be developed for finding the optimum buffer size that minimizes the total 
cost of the whole strip accumulation system. The sensitivity of the solution is also tested by 
changing the values of different controllable system parameters.  
3.2 Problem 2: Tool Magazine and Inventory  
Several cutting or scrubbing tools are used in a continuous steel pipe manufacturing system. 
Some scrubbing tools are used, after the seam welding operation, to remove extra weld materials 
and flanges. Some cutting tools are used for chamfering operation, as a part of edge preparation 
for welding. Fly cutters are used at the end of the production line for partitioning the pipes to a 
pre-determined dimension/specification in most cases. The cutting or scrubbing tools need to be 
replaced at the end of their lives. Changing the tool early, incurs unutilized portions of tool lives 
leading to early purchase of additional tools; whereas delay in tool change may result in sudden 
tool failure and machine breakdown causing damage to the pipe. A multiple tool holding facility 
in a tool magazine can provide a good opportunity to reduce the number of tool reloading 
(changing) in the magazine. With the increase of magazine size, total operating cost for the 
magazine increases but total reloading cost decreases. On the other hand, an appropriate inventory 
policy for the tools is essential for minimizing the total cost. The current research deals with these 
decision variables (tool ordering size, tool magazine size and magazine reload timing) in order to 
trade-off between the stated conflicting objectives. The ultimate objective of this phase of research 
is to conduct a complete investigation for determining the maximum allowable magazine reload 
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timing, magazine size and appropriate tool order size for different cutting and scrubbing tools, 
while minimizing total cost for that tool and improving overall throughput rate of the pipe 
manufacturing system. 
Thus the second phase of this research is focused in determining a total cost function for the 
tool magazine system. A mathematical relationship among the parameters and the variables 
(magazine size, magazine reload timing and tool order quantity) are derived from the general 
characteristics of the tool magazine system. The problem is then to be formulated as a non-linear 
mixed-integer function to minimize the total cost for cutting tools. The problem is to be solved 
both optimally and heuristically to find an appropriate combination of the values of objective 
variables. The throughput rate will be observed to expectedly improve when multiple-tool 
magazine is used. The sensitivity analyses for different system parameters will be noted to 
investigate the influence of the corresponding parameter(s) on the optimum solution. 
3.3 Problem 3: Pipe Rework and Sizing Policy 
In many pipe production industries welding defect is a common problem and these defects 
occur randomly with a constant rate following a Poisson distribution. There are several alternative 
options to deal with the defective spots, which include reworking the defect on-line or off-line, 
scrapping, or producing substandard pipes. However, each of these alternatives adds different level 
of extra costs to the production. This phase of research aims to find the best way of dealing with 
the defective spots among all of these alternatives strategies. The objective of this research is thus 
to formulate a profit function for a continuous pipe manufacturing system with random defects, 
and solving the model optimally to find the best strategy to deal with deferent type of defects, that 
eventually maximizes the overall profit. 
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A profit function is developed in terms of cost parameters and all alternative strategies for 
dealing with the defects (on/off-line reworking or scrapping) and the desired length of pipes 
(standard or substandard). The alternative strategies are indicated by some binary integer variables. 
Thus, the problem is formulated as a 0-1 binary nonlinear integer programming (NILP) problem 
for multiple type of detectable defects. In order to maximize the profit and to find optimum strategy 
for pipe rework and sizing, an exhaustive search method is developed. The solution procedure is 
illustrated and the results are interpreted with numerical examples. To test the sensitivity of the 
solution, different parameters are individually varied and the corresponding solutions are 
evaluated. 
3.4 Problem 4: Inspection and Rework Queue 
In many discrete manufacturing systems the final products are inspected through a series of 
inspection stations for quality assurance and for re-workable product identification. The re-
workable defective products are sent to the rework station and passed through the inspection 
stations for re-inspection. This inspection-rework system generates a series of queues of the 
products at each station. It is evident that increased number of servers at any workstation reduces 
the length of the queue at that station; however, it increases the server’s cost and floor spaces 
occupancy. On the other hand, the available floor space for the inspection or rework servers is 
limited, which restricts the number of servers as well as space allocation for the product queues in 
the network. Therefore, the objective of this research is to identify the optimal number of 
inspection and rework severs as well as optimum waiting space at each station to minimize the 
total cost of the inspection-rework system subject to the floor space constraint.  
Considering the intrinsic or cyclic problem in this research, a mathematical model for the total 
cost is developed for the final inspection-rework facilities of a discrete product manufacturing 
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system. The average length of the queue at each station (rework and inspection) is obtained from 
the relevant queuing theories based on steady state arrival rates obtained from an open Jackson 
network of the line configuration. The total cost function becomes an integer non-linear 
programming (INLP) problem, with relevant physical constraints related to space and service rates. 
This INLP problem is optimally solved for the number of inspection and rework servers, as well 
as the optimum combination of allowable queue length (waiting space) at the corresponding 
station. In order to optimally solve large instances in a tractable time, an optimum-seeking 
algorithm is developed. The presented model and the solution approach is applicable in other 
discrete product manufacturing systems where the products are inspected and reworked under a 
feedback strategy. Numerical examples are presented for a steel pipe manufacturing system and 
computational results are supportive of the proposed problem. 
3.5 Problem 5: Overall Equipment Effectiveness Measure 
Measuring the Overall Equipment Effectiveness (OEE) of an engineering production system 
is essential for numerous purposes including scheduling, capacity estimation and budgeting. 
During last few decades, several performance measurement techniques are developed from the 
basic OEE structure and are being implemented in different manufacturing industries [see Table 
2.1 in Chapter 2]. Every technique has some advantages and deficiencies over others. The objective 
of this final phase of research is to investigate the applications and limitations of the recently 
developed equipment effectiveness measures, in addition to identifying an appropriate technique 
for measuring the weighted OEE that suits the continuous pipe manufacturing system under 
consideration.  
This phase of research summarizes and characterizes the most frequently used performance 
measurement techniques and their industrial applications. They are compared from the theoretical 
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and experimental perspectives. A detailed literature survey is conducted to identify the 
shortcomings of different existing methods for overall effectiveness measures. It is found that, 
several weighted OEE tools are available in the literature. However, none of them considered the 
effect of monetary losses in determining the weights of different OEE elements. Moreover, the 
stochastic randomness or the volatility of the loss units are overlooked in the available weighted 
OEE tools. Hence, a new monetary loss based regression (MLBR) method for the weighted OEE 
is proposed for overcoming some of these shortcomings of the existing methods. The effectiveness 
of the pipe manufacturing system is evaluated with the existing and the newly developed MLBR 
method. A comparison is made with the existing and proposed measures based on some numerical 
instances.  
3.6 Simulation of the Pipe Manufacturing System 
The research works in this dissertation emphasize on solving four distinct operational problems 
in the pipe manufacturing system. The intended solutions are optimum for the respective local 
problems. In order to capture the overall scenario from a global perspective, the whole system is 
simulated with some randomly generated system parameters [Figure 3.2]. The objective of this 
simulation is to assess the impact of the proposed optimum solutions to the overall effectiveness 
of the system. The overall impact of those solutions on the entire manufacturing system can be 
evaluated by implementing all results to be obtained from Problems 1-4, and subsequently 





Figure 3.2. Numerical simulation of the operational problems in pipe manufacturing. 
The system is simulated for certain period of operation under two different conditions. In one 
condition, the system is configured by imitating the existing system parameters and in another 
condition, the process is configured with the corresponding optimum solutions. Under both 
situations the overall effectiveness of the system is evaluated. A paired comparison is finally 
conducted to statistically quantify the gain in overall effectiveness of the localized optimum 
solutions over the existing non-optimal configuration.   
3.7 Overall Objective 
The first, second and fourth phases of this research are dealing with some operational problems 
where some important process parameters, such as buffer size, tool magazine size, magazine reload 
timing, tool order size, number of off-line inspection and rework stations, are optimized in order 
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to minimize the total cost for that specific stage of manufacturing operation. However, the 
objective of the third phase of this research, which is termed as pipe sizing problem, is to maximize 
the profit by determining optimum cutting size of the pipes and the policies for dealing with 
different type of defects. The last phase of this research determines a suitable tool for measuring 
overall effectiveness of the pipe manufacturing system. The ultimate overall objective of this 
research is to improve throughput and yield of the continuous pipe manufacturing system while 
improving the overall effectiveness of the system. 
The subsequent chapters present all of the above discussed five problems in details, with 
mathematical formulations and relevant numerical examples. The buffer capacity, and the tool 
magazine problems are discussed in Chapter 4 and 5, respectively. On the other hand, Chapter 6 
and 7 presents the pipe rework and sizing problem, and the inspection-rework facility 
configuration problem, respectively. Chapter 8 describes a new method for weighted OEE 
evaluation. In Chapter 9, complete simulation results of the whole pipe manufacturing process are 
presented numerically, before and after implementing the optimum solutions. The overall 
conclusion and research summary are written in Chapter 10. 
The optimum solutions to the local operational problems eventually lead to a global 
improvement of the pipe manufacturing system under consideration. The degree of improvements 
in terms of the overall equipment effectiveness is finally evaluated as a key performance indicator. 
Thus, all phases of this research act collectively as a benchmark for the improvement of the overall 




BUFFER CAPACITY OF THE COIL ACCUMULATOR  
The performance of a continuous steel pipe manufacturing system can be improved by solving 
different operational problems in the system. One of the important problems involves 
determination of buffer capacity of the coil accumulator which acts as an inter-stage buffer storage 
of steel strip that slowly feeds into the rolling benders to form the steel pipes. The first phase of 
this research work is oriented in modeling this part of coil-feeding operation before forming the 
pipe and solving this by ensuring minimum costs for building and maintaining the sufficient buffer 
storage space to keep up the normal flow of raw materials to the system. 
4.1 The Problem in Buffer Capacity 
Continuous seam welded pipes are produced from steel strip coils. These steel strips are first 
uncoiled and straightened. Then the steel strip is welded with the end of preceding strip to maintain 
a continuous flow of it as needed by processes. In order to avoid any disruption of production due 
to this joining operation a buffer inventory is held in between joining and forming stations [Figure 
4.1]. This buffer zone is known as coil accumulator which can hold steel strips for future use as a 
safety stock.  
 
Figure 4.1. Buffer storage (accumulator) before the forming station. 
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The coil feeding system comprises of coil joining and coil accumulation. While a new steel 
coil is fed into the line through a welding joint, the process needs not to be stopped, rather the steel 
strip is continuously delivered to the main manufacturing line from a coil accumulator. The size 
of the allowable buffer inventory (buffer capacity) directly depends on the strip joining time. When 
feed rate of the line (roughly the pipe production rate) is given by   feet/hour and the coil 
accumulator (buffer) can accommodate B feet (buffer size) of steel strip, the operators at the joining 
station gets maximum /B  hours to complete their job. If they fail to complete the joining process 
by this time, the whole line has to be stopped. In order to avoid the line stoppage or downtime, the 
runout time of steel strips at the coil accumulator should be kept within an acceptable limit. High 
buffer inventory at the coil accumulator provides higher flexibility of time to carry out the joining 
operation. However, an increased buffer capacity results extra holding and operational cost, in 
addition to the initial fixed cost for buffer accumulator construction. So, an appropriate buffer 
capacity can be traded off between the buffer holding cost for maintaining the strip flow and 
downtime cost for potential loss of production. On the other hand, the time required for coil joining 
process is not deterministic rather shows some variabilities. Now, the problem is, therefore, to find 
an appropriate buffer capacity of the coil accumulator that can minimize the total cost of coil 
feeding facility.  
4.1.1 Assumptions 
The mechanics of buffer operation at the coil accumulator is further clarified with some 
specific assumptions summarized below. 




(b) An acceptable limit for line stoppage or down time is specified by the level of significance 
for buffer runout. 
(c) All coils that are fed into the line, are of the same strip length. 
(d) Input rate to the coil accumulation is higher than the output rate from the accumulator. 
(e) The strip input process involves the same value ( ) for acceleration and deceleration, 
which incurs a power consumption cost proportional to the absolute value of  . 
(f) The steel strip accumulator can be built in any dimension. 
4.1.2 Notations 
The buffer accumulation problem is formulated mathematically using some notations. Before 
illustrating the problem formulation, these notations are defined in four categories. 
(a) System Parameters 
    Strip output rate from the coil accumulator (feet/hour) 
Jc    Cost of coil joining (dollars/hour) 
c    Unit cost for strip feeding to the coil accumulator [dollars/hour/ (feet/hour)] 
c    Unit cost for acceleration/deceleration change [dollars/hour/ (feet/hour
2)] 
Bh    Buffer strip holding cost at the coil accumulator (dollars/feet/year) 
Bc    Operational cost for the buffer storage in coil accumulator (dollars/feet/year) 
tdc    Line stoppage or downtime cost ($/hour) 
cD    Demand of coils (coils/year) 
J
Tf   Probability density function (pdf) of JT  
cL    Length of a coil (feet/coil) 
JT    Coil joining time (hours/coil) 
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JT    Mean time to join a coil (hours/coil) 
T    Standard deviation of joining time (hours/coil) 
in    Rate of strip feeding to the coil accumulator (feet/hour) 
    Acceleration for strip input to the coil accumulator (feet/hour2) 
    Level of significance for buffer runout 
(b) Intermediate variables 
net   Resultant rate of coil accumulation (feet/hour) 
BI   Average buffer inventory level (feet) 
cT    Cycle time (hours/coil) 
J
TF   Cumulative density function (cdf) of JT  
(c)  Variable 
B    Buffer capacity (feet) 
(d) Performance measures 
BTC  Expected total cost for the buffer storage system (dollars/year) 
4.2 Mathematical Model for Total Cost of Coil Feeding System 
The coil feeding system includes fixed operational cost and the cost of capital for the coil 
accumulator, holding cost for the buffer, coil joining cost, power consumption cost involved in 
acceleration-deceleration and input-rate of steel strips to the coil accumulator, and downtime cost 
for strip runout.  
The time gap between two consecutive coil joining operations determine one feed-cycle of the 
coil accumulation process. Throughout the cycle, the output rate ( ) of steel strip from the coil 
accumulator remains constant, which is the same as the feed rate of steel strips to the main 
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manufacturing line. In a complete feed-cycle, the coil accumulation (in the coil accumulator) 
process can be segmented into six different time-slots over the time scale. Each of these time-slots 
are indicated graphically in Figure 4.2. The feed-cycle in Figure 4.2 starts at time 0t   and end at 
time 6t t , where the points of time 1t , 2t , 3t , 4t , 5t and 6t  make partitions for the six time-slots 
containing six different patterns of coil accumulation.  
 
Figure 4.2. Buffer inventory level and coil accumulation rate over time. 
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(i) Acceleration: At time 0t   the joining of previous coil is completed and input of a new 
steel strip to the coil accumulator is started. An acceleration ( ) of coil input (to the 
accumulator) is started at 0t  and continues until a desired coil input rate ( in ) is achieved 
at the time point 1t . Thus, when 10 t t  the resultant coil accumulation rate is found as 
net t    .  
(ii) Constant accumulation: In the second time-slot of 1 2t t t  , the strip input to the 
accumulator follows a constant rate in . At the same time the output rate ( ) of the strip is 
consistently maintained. Hence, the resultant accumulation rate becomes net in    . 
(iii) First deceleration: A deceleration (- ) of strip input is maintained in the time-slot 
2 3.t t t   At the end of this deceleration process, the input rate becomes same as output 
rate, resulting net 0. 
(iv) Buffer full: At the time point 3t input rate become equal to the output rate ; hence, the 
resultant rate of coil accumulation become net = 0. This steady state condition continues 
until the end of the next time segment 3 4t t t  .  
(v) Second deceleration: Now, in order to join a new coil with the continuing steel strip in the 
line, the feeding of strips to the coil accumulator has to be stopped. So, a deceleration is 
imposed. The deceleration continues until the input rate reaches to zero. This stage of 
deceleration results net =  4t t  , in the time-slot 4 5t t t  .  
(vi) Coil joining: At the last time-slot 5 6t t t  , the feeding of the steel strip to the coil 
accumulator remains ceased, and the joining operation is conducted. This joining operation 
takes JT time units. Once the joining of a new coil is completed the cycle re-starts again. 
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  (4.1) 
Now, expressing the size of the coil accumulator, B  in terms of the length (feet) of steel strip, 
the total operational cost for the coil accumulator becomes Bc B  dollars/year, where Bc
(dollars/feet/year) is the unit operation cost for the accumulator. Again, the holding cost for the 
buffer storage at coil accumulator depends on the expected buffer inventory level, BI . Hence, total 
expected holding cost can be written as B Bh I  dollars/year.  
When the demand of coils for the pipe manufacturing plant is given by cD  coils/year, and the 
joining cost is denoted as Jc (dollars/hour), total joining cost in one year can be written as c J JD c T  
where JT  (hours/coil) is the expected joining time. On the other hand, feeding of steel strip to the 
coil accumulator continues for the time-slot 40 t t  , for which a cost of 4inc t is accessed. 
Again, the input is accelerated and decelerated at a rate of   in the time-slots 10 t t  , 2 3t t t 
and 4 5t t t  . For the acceleration and deceleration of the feeding, a cost of c  
{dollars/hour/(feet/hour2)} is accessed which yields a cost of 5 4 3 2 1( )cD c t t t t t      
dollars/year.  
Besides these costs of operation, holding, joining, feeding and acceleration, an additional cost 
is incurred when the line needs to be stopped due to buffer storage runout. As the joining time 
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( )JT  in reality is probabilistic with mean JT and standard deviation T , a runout duration can be 
obtained as { ( )}J J TT T z  hours under a normal assumption. Hence, for a known probability 
density function  
JT J
f T  of joining time JT , the total expected runout cost becomes 
   
J
J T
c td J J T T
T z







  . Here,   denotes the level of significance for buffer runout, 
and z is denoted for the corresponding variable of standard normal distribution. Considering all 
costs involved in the coil accumulator and the coil joining process, the total expected cost ( )BTC B
is formulated for the coil feeding and accumulation system.  
In order to avoid the buffer runout with level of confidence 1  , a minimum buffer capacity 
in the coil accumulator should be maintained, so that enough strip can be supplied to the main 
production line during, decelerations, coil joining and starting of the next cycle. The required 
amount of steel strip during the time-slot 4 5t t t  (decelarartin-2), is obtained as 
2
5 4( 2)( ) .t t   
The required amount of steel strip is ( )J TT z  , while a new coil is joined. In addition to these, 
an additional amount of steel strip with length 2 2  , is needed to maintain an uninterrupted 
feeding to the main line when a new feed-cycle is started. Thus, a constraint is formulated as in 
[Eq. (4.2a)] that defines the minimum buffer capacity in the coil accumulator. Hence, the coil 
accumulation problem (CAP) becomes 
CAP Problem: Min. ( )BTC B  =  4 5 4 3 2 1( )B B B c J J inc B h I D c T c t c t t t t t           
   
J
J T
c td J J T T
T z







       (4.2) 
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Subject to        
2
2
5 4( ) ( )
2 2




           (4.2a) 
and  0 1  , 0B  .       (4.2b) 
The buffer inventory level ( )BI t in a specific feed-cycle depends on the joining time during 
the previous cycle. The upper and lower limits of joining time are J TT z  and J TT z , 
respectively. Three levels of the joining time JT are represented with an indicator variable y  
defined as 
0,  if 
1,  if 
















         (4.3) 
Based on the definition of y , the buffer inventory level ( )BI t can be obtained by integrating 
Eq. (4.1) over time t . The expressions for ( )BI t can be written as 
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Now, the average buffer inventory level ( )BI t at any time t  can be calculated as 
0 2









 .         (4.6) 
In case of probabilistic joining time, buffer stock is increased by a safety stock Tz  . If minB  






  , 
then the required size of the coil accumulator is min TB B z   . Now, from Figure (4.2) it can 
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    . So, from Eq. (4.5) and Eq. (4.6) the expected buffer 
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Again, 5 4 3 2 1
2in in int t t t t
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   . Hence, 
from Eq. (4.2), the final version of the revised RCAP Problem becomes 
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       (4.8) 
 Subject to    
2




         (4.8a) 
   0 1   and 0B  .       (4.8b) 
This is a non-linear programming problem, along with a constraint (4.8a). The non-linearity 
exists for the buffer runout probability , when is a decision variable. For a given value of  , 
the objective function ( )BTC B is a linear function of B . In that case, the total cost decreases with 
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buffer capacity B . However, the value of   directly affects the buffer runout cost. In other words, 
the total cost increases as   increases. As a result, lower value of   is desired. The value of   is 
also controlled by the constraint (4.8a). In constraint (4.8a) the buffer capacity B  and the standard 
normal variable z are linearly related, while z  increases with the decrease of  . So, higher value 
of B is necessary to reduce the buffer runout cost. These two contradicting scenarios are addressed 
in the formulation, from where an optimum value of B  is needed to be determined. 
In addition to the optimization of buffer capacity, some additional results are observed 



















































 .     ■ 
4.3 Solution Methodology 
It is observed that, for a given value of buffer runout probability , the total cost ( )BTC B is a 
linear function of B  for which a zero buffer ( B =0) should be the optimum solution to this 
problem. However, a boundary condition for B  is defined by the constraint (4.8a) which fixes the 
lower limit for buffer capacity as 
2
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 
 ,      (4.9) 
and 0B  . 
Thus, the objective function in Eq. (4.8) along with boundary condition in constraint (4.8a) 
forms a single variable non-linear programming problem, as shown in Eq. (4.9). The holding cost 
and the buffer stock runout cost (that causes line stoppage) can be controlled by changing the 
buffer capacity B  (i.e., the size of the coil accumulator). Higher buffer capacity B  increases 
holding cost whereas this increase of B  reduces the buffer runout cost. These conflicting scenario 
concludes that there is a optimum point for B that minimizes total cost for the coil feeding system.  
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The second derivative is positive definite for any 0  . So, ( )BTC B is a convex function in 
B . The minimum value of ( )BTC B can be found by setting 
( )Bd TC
dB
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.      (4.12) 
This solution for
*B in Eq. (4.12) is optimum when a specific value of   is not assigned. On 
the other hand, if a particular value of  is given and the solution of B in Eq. (4.12) does not satisfy 
constraint (4.8a), the optimum solution will be dominated by the constraint. In the latter situation, 
the optimum solution 
*B  is thus obtained as 
2




    , where z =  
1
JT
F  .      (4.13) 
The process for obtaining the optimum solution 
*B is stated with a flow diagram in Figure 4.3. 
It is noticeable from Eq. (4.12) that the optimum buffer capacity (or the coil accumulator)
*B does 
not depend on coil joining cost ( Jc ), strip feeding cost ( c ) , acceleration cost ( c ), rate of coil 
feeding to the accumulator ( in ) and the length of a coil ( cL ). However, these parameters affect 
the total cost of the coil joining and buffer accumulation. When other parameters are known, the 
optimum buffer capacity 




Figure 4.3. Flow diagram of optimum solution search. 
Some numerical instances are presented in the next section for describing the solution and the 
sensitivity of the solution with respect to some system parameters is presented subsequently. 
4.4 Numerical Experimentation 
The continuous steel pipe manufacturing process involves a special type of buffer storage 
facility known as a coil accumulator. The size of the coil accumulator determines the buffer 
capacity of the system. The optimum solution for the buffer capacity can be obtained by following 
the flow diagram in Figure 4.3. A numerical illustration of this process in presented here.  
Example 4.1: Optimum buffer capacity (size of coil accumulator) 
In a steel pipe manufacturing system the coil joining time ( JT ) is normally distributed such 
that 2,  ~ 0( 0 51 ).JT N in minutes. All other parameters involved in the feeding stage, are listed in 
Table 4.1.  
Table 4.1.  Input parameters for Example 4.1 


























The probability of buffer runout (  ) is not assigned here. Hence, the optimum solution for the 
buffer capacity 
*B can be calculated from Eq. (4.12). It becomes * 775.91B   feet which yields 
*( )BTC B  = $867,665.79 per year from Eq. (4.9). This optimum solution indicates that the coil 
accumulator should have enough space to hold a steel strip of length 775.91 feet. Both higher and 
lower capacity than 775.91 feet will increase the total cost for the coil joining and buffer storage 
facility. The optimum solution is graphically represented in Figure 4.4.  
 
Figure 4.4. Optimum solution of Example 4.1. 
 
4.5 Sensitivity of the Solution 
From Eq. (4.12) and Eq.(13) it is observed that, the optimum buffer capacity 
*B largely 
depends on buffer runout probability (  ), the output rate of steel strips from the coil accumulator 
( ), acceleration rate of strips input ( ) and coil joining time ( JT ). The effects of these 
parameters on the optimum solution are analyzed in the following sub-sections. 
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4.5.1 Effect of   
Now, the probability of buffer runout can be calculated from the optimum solution found. From 
Eq. (4.13),    * 2 J TB T z       . Here, 2min JB T     is the minimum buffer 
capacity which is essential for continuing the pipe manufacturing process during the coil joining 
operation. The minimum buffer capacity is computed as minB 750 feet. So, Tz  = 
*
minB B  
= 25.91 feet is the amount of safety stock for handling uncertainty in joining time. From this, the 
standard normal variable *z is found as  * * 2 ( )J Tz B T        25.91/ ( )T  =1.0364. 





0.1515. This result indicates that, if the buffer capacity in the coil accumulator is set at 
* 775.91B   feet, the buffer storage in the accumulator will runout 15.15% times. Though this 
probability is noticeably large, yet the total cost for the coil joining, coil accumulator and line 
stoppage (due to buffer runout) is minimum at (775.91)BTC  = $867,665.79 per year. 
Any deviation from the optimal 
* 775.91B   feet will lead to an increase to the total cost until 
other related system parameters are changed. If the production manager is not happy with the 
runout probability *  = 0.1515, he/she sets a different acceptable value of   = 0.10 (for example). 
With this new value, the solution for the buffer capacity B = 775.91 does not satisfy constraint 
(4.8a). Hence, constraint (4.8a) becomes effective and dominating to the optimum solution. When, 
under this condition, the optimum solution 
*B is evaluated using Eq. (4.13) [See Figure 4.3] as 
*B  782.04 feet. In this case, the total cost becomes (782.04)BTC  = $867,697.89/year which is 
obtained from Eq. (4.8).  
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The effect of  -value on the solution is more visualized in Figures 4.5 and 4.6. Figure 4.5 
presents a joint effect of B  and   on the total cost. When a low value is imposed to the probability 
of buffer runout  , the optimum buffer capacity B  is dominated by constraint (4.8a). Thus, a 
certain threshold value * , of can be determined for a given set of system parameters. Below *  
the constraint becomes tight and above * the constraint becomes relaxed. 
 
Figure 4.5. Variation in solution for different   value. 
On the other hand, if the manager relaxes the value of  , the buffer capacity will have a visible 
control over total cost. Hence, as shown in Figure 4.6, the optimum solution 
*B changes with   
up to a certain point. The effect of   on the optimum solution diminishes at some higher values, 
when constraint (4.8a) losses its domination on the solution. Table 4.2 presents some optimum 
solutions for different limiting values of  . 
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Table 4.2. Optimum solutions for different limiting values of  . 
SL   *B feet *( )TC B $/year SL   *B feet *( )TC B $/year 
1 0.0001 842.97 869,289.38 6 0.0500 791.12 867,838.10 
2 0.0005 8.3226 8.6896855 7 0.1000 782.04 867,697.88 
3 0.0010 827.25 868,819.06 8 0.1500 775.91 867,665.79 
4 0.0100 808.16 868,261.70 9 0.1515 775.75 867,665.79 
5 0.0200 801.34 868,077.03 10 0.2000 775.75 867,665.79 
 
 
Figure 4.6. Effect of   value on the optimum solution. 
4.5.2 Sensitivity of the solution with respect to joining time 
The mean time for joining a coil ( JT ) is a random value with known probability distribution. 
Both the mean ( JT ) and the standard deviation ( T ) of joining time have direct effect on the 
optimum solution. In order to see the effects of joining time on the optimum solution, JT and T
in Example 4.1 are varied individually. Six different values of JT are taken; these are 5, 10, 15, 
20, 25 and 30 minutes. For each of the values of JT , several solution points of B  and the 
corresponding ( )BTC B  are measured. The solution points for each of the six values of JT are 
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plotted in Figure 4.7 with different colors. It is observed that, if JT increases, the optimum total 
cost *( )BTC B  also increases. The increasing trend of *( )BTC B  with respect to JT seems to be 
asymptotic [Figure 4.7].  
 
Figure 4.7. Sensitivity of the solution with respect to JT  . 
Similarly, Figure 4.8 is plotted for six different values of T ; these are 0.5, 1.5, 2.5, 3.5, 4.5 
and 5.5 minutes. The solutions corresponding to each of the values of T , are represented with 
different colored lines in Figure 4.8. It is found that the optimum solutions follow a linear 




Figure 4.8. Sensitivity of the solution with respect to T  . 
4.5.3 Sensitivity of the solution with respect to acceleration 
The acceleration and/or deceleration of steel strip input ( ) to the coil accumulator should 
satisfy the condition in Theorem 4.1. This condition defines the minimum value of  that is 
needed to be ensured for achieving a desired input rate of strips to the coil accumulator. Now, for 
the given parameters in Table 4.1, it is calculated that,  2 1.25c JL T   , and 
   2in in JT    =0. Hence, from Theorem 4.1, the minimum value of   is found as
max(1.25,0) =1.25. 
So, in Example 4.1 the value of  is varied from 1.25 to 15 feet/min2. For several values of 
  the optimum solution,
*B  and the corresponding total cost, *( )BTC B  are calculated. The 
optimum solution points are plotted in Figure 4.9. Both Figure 4.9(a) and 4.9(b) are representing 
the same results, but in different ways. In Figure 4.9 it is shown that, with the increase of   the 
optimum buffer size decreases; whereas the total cost increases asymptotically. So, in order to 
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obtain a lower value of total cost, the input acceleration should be kept as low as possible if the 
corresponding 









In continuous steel manufacturing process, steel strips are fed into the line through a coil 
accumulator. The coil accumulator acts as a buffer storage that helps avoid disruption of the 
continuous process during joining a new coil with the previous strip in the line. The first research 
problem in this doctoral dissertation concerns about the capacity of buffer storage in the coil 
accumulator. The problem is formulated as a constrained non-linear programming problem, for 
which an optimum solution is obtained in closed form.  
The optimum solution is dominated by the constraint at some pre-determined low value of the 
buffer runout probability. On the other hand, the optimum solution can be calculated by a closed 
form expression, if the buffer runout probability is relaxed or set at a higher value. The optimum 
solution for buffer capacity is not affected by input rate of the strip to the coil accumulator, the 
length of the steel strips in a coil, and the unit costs for the input velocity, acceleration and coil 
joining. It is observed that, optimum solution for the total cost increases linearly with joining time 
variability. The optimum total cost increases with the mean joining time as well. Some other 
observations of the solution conclude that the buffer runout probability decreases with increase of 
buffer capacity. Acceleration of strips input should be kept low for the resulting lower total cost. 
The research in this chapter does not consider the budget constraint. Moreover, a continuous 
variable is considered for the size of the steel strip accumulator. In a more realistic situation, the 
company faces a constraint for capital expenditure, and only a few sizes of the coil accumulator 
are available in the market. So, an extension of this research can be done while considering the 
budget constraint and discrete size of coil accumulator. However, the outcome of this research 
develops a basis for reducing the cost for buffer storage in coil accumulator. It also helps reduce 




TOOL MAGAZINE SYSTEM 
The research in tool magazine (Figure 5.1) system is motivated by the potential cost savings 
from the cutting tools used in steel pipe manufacturing industries. Most of the metal pipes are 
produced from steel strips in a continuous pipe production line. After seam welding the steel strips 
get a form of continuous pipe. These pipes are cut into standard lengths, inspected for detecting 
any manufacturing defects, and finally gone through finishing operations. A continuous seam 
welded steel pipe manufacturing system involves several steps of operations where cutting and 
grinding tools are frequently used. Some operations, such as chamfering the steel strip edges and 
scrubbing the extra welded metals, are integrated steps of this continuous process. In such steps, 
the whole process needs to be stopped during the tool change. This phase of the research is focused 
on the facts regarding tool change and tool inventory management. 
 
Figure 5.1. A typical tool magazine with multiple tools. 
Cutting and scrubbing tools are used in different phases of the pipe production system, 
including an edge chamfering operation before welding, scrubbing of excess metal from the 
welded zone, partitioning the pipes in standard or substandard lengths, and grinding/ polishing the 
surface of the pipe for achieving desired surface finish. These tools have different probabilistic 
lifespan and are needed to be replaced before the end of their prescribed life. While replacing a 
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tool the production may need to be stopped. Earlier removal of the tools will increase tool costs, 
whereas late removal will degrade the operation quality. Hence, a scheduled tool replacement 
policy is needed to be established in order to avoid unscheduled machine stoppage and downtime. 
On the other hand, multiple tool holding facility in a tool magazine raises question for the 
appropriate magazine size. An optimal tool ordering size is an integrated part for the tool inventory 
replacement policy, indeed. Therefore, this research aims to formulate the expected cost for cutting 
tools with appropriate replacement policy. The model will be solved optimally to find magazine 
size, tool replacement time (magazine reload timing) and tool ordering size for any particular type 
of tools that would eventually minimize the total expected cost for that tool. 
5.1 The Tool Magazine and Inventory System 
In many steel pipe manufacturing industries continuous steel pipes are produced by bending a 
strips from the steel coils and joining its edges with seam weld. The welded zone contains some 
extra welded metals which are removed in order to obtain a smooth and regular finish of the pipe. 
This metal removal process is done with a carbide tool, known as scrubbing tool. In general, a tool 
can be used for a certain period of time. After the specified time the tool loses its sharpness, and 
hence, it cannot produce the desired level of surface finish at the weld zone. This active operational 
time of the tool is known as tool life. At the end of tool life, the tool is treated or termed as a dead 
tool. The tool is essentially removed from the tool holder when it fails or become dead due to 
unavoidable tool wear. The tool life follows statistical distribution and hence tool failure may 
happen in any time, even during a rush time of production. This unscheduled downtime costs a lot 
to the production floor, and incurs additional unidentified cost for customers’ dissatisfaction in 
case of quality deterioration and late delivery of final products. A prescheduled tool replacement 
policy can reduce the unscheduled downtime during tool replacement. Also for obtaining a desired 
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surface finish at the weld zone an appropriate schedule for tool change is essential, so that the tool 
can be removed before it fails [Hossain and Sarker (2017d)].  
On the other hand, an automated tool magazine in the machine can be facilitated with multiple 
identical tools arranged in series. When one tool becomes dead it can be almost instantly shifted 
to the next one which is already loaded in the tool magazine. If n tools are mounted in the 
magazine, the number of tool change (i.e., the number stoppage) can be reduced by 1n  times. In 
other words, if the number of tools required in a certain period is given by mn , the magazine will 
be loaded with n  tools every time, and thus, the total number of stoppage of the line for tool 
change will be only m , instead of mn . However, larger size of the magazine incurs higher 
magazine and operating cost. While different size of tool magazine is available in the market for 
different operating cost, the appropriate size of the magazine in addition to the prescribed tool 
replacement schedules (magazine reload timing) becomes another objective variable for the 
research. 
The tools are ordered from the supplier and stored in the production floor for ensuring instant 
availability of the tools during replacement in the magazine and to minimize the total ordering 
cost. This tool ordering and holding cost depends on the demand of tools and expected tool life. 
When multiple tool holding facility for the magazine (of size n) is availed, the tools are replaced 
in a batch of n, and hence, the demand of the tools is controlled by n. The tradeoff between tool 
ordering and holding cost can be optimally maintained by ensuring appropriate selection of tool 
order size. 
It is noted that the lives of the tools are not deterministic, rather these follow certain probability 
distributions. The modern tool life monitoring devices can detect the real time tool wear, and hence 
it is possible to identify any tool (dead tool) which is not producing desired level of performance. 
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In case of multiple tools in a tool magazine (with a capacity of holding n tools), the dead tool is 
replaced by the next tool in the magazine; this is termed as a tool shifting. If no tool fails before 
the scheduled tool shifting time ( t ) the tool magazine can be refilled with new n  tools after 
nt  time unit [Figure 5.2]. On the other hand, if any tool fails before its’ scheduled shifting 
time the tool magazine will be needed to be refilled before time . The probability that the overall 
life ( )MT of all tools in the magazine is less than  [i.e., ( )MP T  ] can be obtained from the 






 , where iT  is the 
independent life of tool type i  . 
 
Figure 5.2. Tool life distribution in a magazine. 
The removal of tools before the end of their lives, results unutilized portion of tool life which 
eventually increases the number of tools required in a certain time. In other words, increasing the 
scheduled time for replacing the tools will increase the possibility for tool breakdown, whereas 
deceasing that time will lead to increased tool cost. The size of the tool magazine directly 
influences the power consumption and maintenance/operating cost for the magazine, but 
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eventually reduces the cost due to line stoppage. In addition to these, the order size of tools is 
positively correlated to ordering cost but negatively correlated to holding cost. Thus, the problem 
is to tradeoff between all of these opposing parameters for minimizing the expected total cost for 
the metal removal tools in a steel pipe mill. This minimization should be made by optimally 
determining the magazine reload timing, the size of the tool magazine (i.e., the number of tools 
that can be accommodated in the magazine) and the tool ordering size. The total cost for the tools 
involves tool price, tool magazine operating cost (including installation, utility and power 
consumption), tool replacement cost (scheduled and unscheduled), pipe production rate (arrival 
rate) and rate of tool usage for pipe processing (service rate).  
5.1.1 Assumptions 
The problem description is further clarified by introducing some specific assumptions 
summarized below. 
(a) Cutting tool life follows identical and independent probalitity distributions. 
(b) Tool  wear is indicated by the 3D (3-dimensional) vibration parameters. 
(c) Tool wear monitoring facility is error free with no human errors. 
(d) Tool is declared dead before the product is about to be damaged. 
(e) Tool magazine maintenace and operating cost varies with its capacity for holding tools. 
(f) Tools can be ordered from vendor at any time in any quantity with neglegible leadtime.  
(g) Tool shifting within the magazine is almost instantaneous. 
(h) Unit price of a tool and other cost parameters remains constant over the planning period. 
Other than these assumptions there are some system behaviors observed in a production floor; 
for example, the scheduled and unscheduled tool replacement cost can be the same or different 
though this system behavior does not affect the modeling or solution of the described problem. In 
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most practical situations, the unscheduled tool replacement cost is very high as compared to a 
scheduled tool replacement, because an unscheduled tool replacement can incur high cost for tool 
changing resources (instruments and manpower) and extra downtime during pick hours of 
production. In addition, some hidden costs, such as customers’ dissatisfaction for late delivery 
caused by the downtime, is also incurred to the unscheduled tool replacement cost. 
5.2 Tool Magazine Cost 
The problem is formulated mathematically using some notations. Before illustrating the 
problem formulation these notations are listed in three classifications—system parameters, 
intermediate variables and variables. 
(a) System Parameters 
oA   Tool ordering cost (dollars/order) 
h   Tool storage cost at tool crib (dollars/tool/year) 
pc   Price of a tool (dollars/tool) 
sc   Scheduled tool replacement cost (dollars/magazine) 
uc   Unscheduled tool replacement cost (dollars/magazine) 
f   PDF of the life (T ) of a single tool 
F   CDF of the life (T ) of a single tool 
Mf  PDF of overall life of the tool magazine 
MF   CDF of overall life of the tool magazine  
m   Number of tool magazine replacements (magazines/year)  
iT    Life of tool type i  (years) 
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T   Life of identical tools (years) 
t    Mean tool life (years) 
RT   Magazine reloading time (hours/magazine)  
t    Standard deviation of tool life (years) 
y   Pipe feeding (production) rate (feet/year) 
   Normal pipe polishing rate with the tool (feet/year) 
( )oc n  A cost function of n ; the operating cost for a magazine with n tools (dollars/year). 
hW  Industry working hours is a year (hours/year) 
(b) Intermediate variables 
rtC  Expected total tool replacement (magazine reloading) cost (dollars/year) 
ItC  Expected cost for the tool inventory (dollars/year) 
s
kI   Starting inventory of tools in replenishment cycle k (tools) 
e
kI   Ending inventory of tools in replenishment cycle k (tools) 
kI   Average inventory of tools in replenishment cycle k (tools) 
I   Average tool inventory (tools) 
N    Expected demand of tools (tools/year)  
(c) Variables 
Q   Tool order quantity (tools/order) 
n   Magazine capacity, i.e., the number of tools in a magazine (tools/magazine) 
77 
 
   Magazine reload timing (i.e., tool magazine operational cycle time) (years) 
t   Allowable lifespan of a tool, /t n (years) 
(d) Performance measures 
nTC  Total cost for the tool magazine of size n  (dollars/year) 
th
nR   Throughput rate for magazine size n  (feet of pipes/year) 
thR   Change in throughput rate if optimum magazine size is used (%) 
M   Deviation of magazine reload timing from the mean magazine life (%) 
The total cost for a specific type of tool (for example, scrubbing tool for extra weld metal 
removal) is composed of tool replacement costs, tool inventory costs and cost for the magazine. 
Before formulating these costs, a joint probability distribution of the tools in the tool magazine is 
found. This joint distribution is needed for finding the expected number of tool reloading (or 
replacement) in the tool magazine. In fact, the expected tool replacement cost and the tool ordering 
cost depend on the number of tool replacement events in a year. 
5.2.1 Joint probability of tools in the magazine 
The life of tool i  in the magazine is iT  that follows a probability distribution such that
( ) ( )i iP T t F t  . This means that the probability that tool i  will fail (or become dead) on or before 
time t is ( )iF t . In other words, the probability that tool i  will not fail before time t is given by
{1 ( )}iF t . As life of each tool is independent of others, the probability that any tool in the tool 







  where n is the number of tools in 
the magazine. Thus, the probability that at least one tool will fail before time 𝑡, is  
1





   
Now, the total life of all tools (denoted with random variable MT ) in the tool magazine (when they 
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 . Hence, the probability that 
MT is less than or equal to the magazine reload timing   can be obtained as 
 
1
( ) ( ) 1 1 ( )
n
M M ii
P T F F t 

     ,       (5.1) 
where ( )MF  indicates cumulative probability density function of MT . For identical tools in the 
magazine  ( ) 1 1 ( )
n
MF F t    , where 1 2( ) ( ) ... ( )F t F t F t   . Now, assuming nt   [refer 
Figure 5.2], we can write  ( ) 1 1 ( / )
n
MF F n    , which yields the probability density function 
of MT as  
 
1
( ) ( ) ( / ) 1 ( / )
n
M MF f f n F n   

    .      (5.2) 
5.2.2 Expected number of magazine reloading 
The rate of pipe production per year ( y ) determines the rate of pipe arrival at the on-line metal 
removal station where the cutting tool (scrubbing, chamfering or grinding tool) is being used. The 
rate of service (i.e., metal removal) , has to be higher than the arrival rate. Thus, the number of 
magazine reloading can be obtained as y MT  and the expected value of the number ( m ) of 
magazines reloading becomes    ( ) 1y ME m E T  . When the tools in the tool magazine are 
replaced at  time units, though the overall life of all tools in the magazine (that is magazine life, 
MT ) is higher than  , a portion of the magazine life MT   remains unutilized.  Hence the 
expected number of magazine replacements,  ( )E m  can be obtained as [refer Figure 5.2]  
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    
 
 .     (5.4) 
5.2.3 Magazine reloading costs 
Each tool in the tool magazine has its own independent life (T ). The life of a tool follows a 
probabilistic distribution. If it fails (become dead) early, before the scheduled tool replacement 
timing   an unscheduled tool replacement cost uc dollars/magazine may be incurred. Probability 
of tool failure in the magazine before time   is given by ( )MF  . Thus, unscheduled tool 
replacement cost becomes ( )u Mc F  . On the other hand, regular tool replacement before tool 
breakdown, incurs a scheduled tool replacement cost sc dollars/magazine. Therefore, total tool 
replacement cost per year rtC , becomes is found as 
 ( )rt s u MC c c F n  .         (5.5) 
5.2.4 Expected tool inventory size 
The tools are consumed from the inventory at a rate of n  tools/replacement; that means the 
demand of tools are discrete. The tool inventory level in one replenishment cycle is shown in 
Figure 5.3. 
  
Figure 5.3. Tool inventory level over time. 
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At first it is assumed that the ending inventory in any replenishment cycle is zero. The next 
replenishment cycle is considered as first cycle 1k  . So, starting inventory of cycle 1k   is
1
sI Q n  , and ending inventory is  1
eI Q n Q n n n      Q Q n n     . Next, the starting 
inventory of cycle 2k  will be 2
sI Q n Q Q n n       2Q n Q n n      , and the ending 
inventory of cycle 2k   becomes    2 2 2
eI Q n Q n n Q n Q n n n n              , which can be 
simplified as 2 2 2
eI Q Q n n     . In general, the starting and ending inventory of cycle k  can 
be written as ( 1)
s
kI kQ n k Q n n       and 
e
kI kQ kQ n n     , respectively. Hence, the 
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.       (5.6) 
A similar set of cycle restarts at k K when the ending inventory reaches to zero, that is   
0eKI KQ KQ n n     , or KQ n KQ n    . Thus the true average inventory ( I ) can be obtained as 
1 1





k Q kQ n
I I kQ
K K n n 
      
         
     
  .    (5.7) 
5.2.5 Expected cost for tool inventory 
The cost for tool inventory depends on the holding cost and ordering cost for the tools. The 
holding cost for a tool in the tool crib is denoted by h  dollars/tool/year. So, the total holding cost 
for a year is given by hI  per year. On the other hand, total ordering cost for the tools depends on 
expected number of tools required in a year, which is ( )N nE m . For a given ordering cost oA
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dollars/order, total ordering cost becomes ( ) onE m Q A  per year. Hence, the total expected cost 
for the tool inventory ( ItC ) is obtained as 
( )ItC nAE m Q hI  .         (5.8) 
5.2.6 Tool price and magazine operating costs 
The total cost for the tools in a tool magazine is composed of price of the tools ( )pc nE m , where 
c  is the unit purchasing price of a tool and ( )N nE m is the expected number of tools required in a 
year. The total cost also includes tool magazine operating and installation cost ( )oc n which is a 
function of magazine size n (or the number of tools in a magazine). The function ( )oc n can be 
linear or non-linear depending on the practical situation. These two costs, ( )pc nE m  and ( )oc n , 
are also included in the overall total cost function. 
5.2.7 Overall magazine cost 
The objective of this research is to minimize the total tool cost ( nTC ) for the best available 
magazine size n. As indicated above, the total tool cost is now composed of tool inventory, tool 
replacement and magazine operating costs. Hence the total cost function becomes nTC = rt ItC C
+ ( ) ( )p oc nE m c n , where ( )oc n is a function of n, defined as the operating cost for tool magazine. 
Collecting information for 𝐶𝑟𝑡 and 𝐶𝐼𝑡 from equations (5.5) and (5.8) and using the values of ( )E m  
and I from equations (5.3) and (5.7), respectively, the mathematical problem to minimize the total 
cost for optimal order quantity 𝑄 and magazine reload timing 𝜏 can be written as 
Problem Z : 
Min ( , ) ( ) ( ) ( )on s M u p o
A n
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 
    (5.9) 
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Subject to  
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( ) ( ) 1 ( )
y






   
 







k Q kQ n
I kQ
K n n
      
        
     
     (5.9b) 
and KQ n KQ n    .        (5.9c) 
, ,Q n K  are integers. , , 1Q n K   and 0  . 
Here, Problem Z is a mixed integer non-linear programming problem, where the variables Q
and n integers and is a positive real number. Here, K is a dummy variable introduced to define 
the minimum number of replenishment cycle after which the tool inventory pattern repeats. 
Because of the discrete variables, discontinuous objective function and joint probability 
distribution of the tool life the solution of the problem is not immediate. The evaluation and 
comparison of the solution points, by taking small increments of the magazine reload timing ( ) 
and all feasible points of ( , )Q n  in a large range of solution space, can be an option to find the 
optimum solution. This exhaustive search approach is not only time consuming but also unrealistic 
in some cases when the upper limits of the variables are not predictable. Another way to solve this 
problem is to develop an efficient heuristic which can provide at least a good near-optimal solution. 
5.3 Solution Methodology 
In order to identify a suitable solution methodology some properties of Problem Z are 
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Now, the first partial derivative of ( , )nTC Q  with respect to magazine reload timing, can be 
written as 
   
20
1 ( ) 1 ( )( , ) 1
( ) ( ) ( )
y yM Mn o
u M M s M u p
F FTC Q A n
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   
 , (5.11) 
and the second partial derivative becomes 
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.  (5.12) 
The total cost function ( , )nTC Q  is convex in if condition 
2 2( , , ) 0TC Q n     is 
satisfied. This condition can be expressed as  
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The condition in Eq. (5.13) depends on the parameters and is valid in some certain ranges of 
variables. While this condition is valid, the value of local optimum
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Proof: Equation (5.14) can be solved to obtain an optimum value for  when Eq. (5.13) is satisfied 
and ,Q n  are given. For any value of    ,  1 ( ) 0u Mc F   , so Eq. (5.14) can be 
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 , and hence the result is. ■ 
The simplified form of ( )g   is used in the sensitivity analysis section to discuss the relationship 
between different parameters and corresponding optimum .  On the other hand, Theorem 5.1 is 
useful for obtaining a non-integer optimum solution for tool order quantity, Q. 
Theorem 5.1: When /Q n is an integer, ( , )nTC Q  is convex inQ . 
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Now, the first partial derivative of ( , )nTC Q  in Eq. (5.15) with respect toQ  is obtained as 
 
2 0
( , ) 1




A nTC Q h






       
 ,       (5.16) 















   
 
 .    (5.17) 
The second partial derivative of ( , )nTC Q  with respect to Q is positive for any given value 
of  and n . Hence, the function is convex inQ . ■ 
When Theorem 4.1 holds the local non-integer optimum solution for Q can be obtained from 
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Though /Q n  may not be an integer, this convexity property can be used to develop an efficient 
heuristic. Based on these discussions a search heuristic, termed as Tool Heuristic [Figure 5.4] is 
developed to solve the problem for getting a near-optimum solution.  
The tool heuristic starts with defining an initial value to the objective function,
*TC  , 
minimum capacity for the magazine 1n   and a tolerance level   (stopping criterion), for 
evaluating the intermediate non-integer solution for Q . In the first step, the heuristic starts with an 
initial value of .Q n  Then this initial value of Q is used in Eq. (5.14) to find a by Donkey Carrot 
method (Li et al. 2014). The value of  obtained from Eq. (5.14) is further used in Eq. (5.18) to 
obtain a new value of order size newQ  which is compared with the old Q . Similar iterations are 
continued until solutions for  and newQ stabilize. The stabilized value of newQ is then used to find 
an integer solution for Q such that 1newQ Q n n    . Now, jQ Q j  and corresponding j are 
evaluated for all 1,2,..., 2j n  . This is done as a part of local search for integer solution of Q . 
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The best objective value ( , )n j jTC Q  is then stored as a candidate solution. This process continues 
for all n till nTC continues decreasing. 
 
Figure 5.4. Tool Heuristic for finding the best feasible solution. 
In the following section a numerical instance is presented in details to illustrate the solution 
procedure. The solution from tool heuristic is compared with the optimum solution from 
exhaustive search approach. The exhaustive search solution is obtained by evaluating the objective 
function, in Eq. (5.9) at different feasible points. The feasible points are chosen from all 
combinations of available magazine sizes (n), integer values of Q ranging from 1 to a very large 
number 50000 tools, and all possible values of  at an increment of 0.00001 up to 10 years. Thus, 
among all of the feasible solutions the best solution is chosen which gave the minimum total cost.  
5.4 Throughput Analysis 
The enhancement of throughput rate of a continuous pipe manufacturing system is an important 
measure of the pipe production in the line. A pipe manufacturing system with a single-tool 
magazine serves as an ideal situation. An operation that is being performed by a multi-tool 
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magazine with n tools saves ( 1)n   fewer setup times as compared to the total time required by  
𝑛 single-tool magazines, because such 𝑛 single-tool magazines will require 𝑛 independent setups.  
The throughput rate can be evaluated from the available hours of production and the production 
rate. If reloading of each magazine requires RT hours, then the total expected time for magazine 
reloading in a year is ( )RT E m  hours, where ( )E m  is the expected number of magazine 
replacements per year. For a given working hours in a year, hW  the total remaining productive 
time can be found as ( )RhW T E m  hours/year. When production rate is given as the feed rate of
  feet/hour, the throughput rate 
th
nR (feet/year) for magazine of size n  can be calculated as 
 ( )th Rn hR W T E m   .          (5.19) 
where ( )RhW T E m  is always positive because ( )E m  is a decreasing function of 𝑛, the number of 
tools in a magazine. The percentage change in throughput rate 
thR for using optimum magazine 
size 
*n , compared to single-tool magazine (i.e., 1n  ) can be found as  
  * 1 1 100%th th th thnR R R R   .       (5.20) 
The following theorem is importantly pertinent to the general observation of the system 
performance. 
Theorem 5.2: The throughput rate always improves with the increase of tool-magazine size, 𝑛. 
Proof: (a) Let nm be the number of magazines required per year when 𝑛 tools are used in it, i.e., 
when the magazine capacity is 𝑛, and ( )nE m be the expected number of magazine 
required per year. Also define nR = total yearly reloading time for nm magazines. 
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Hence, for each magazine reload time 
RT , the total reloading time per year for nm
magazines, nR = 𝐸(𝑚𝑛)𝑇
𝑅 = (𝑁/𝑛)𝑇𝑅 and for 1m  magazines, 1R = 𝐸(𝑚1)𝑇
𝑅= 𝑁𝑇𝑅.  
 (b) From Eq. (5.20), the difference in incremental throughput ratio is 
 * 1 1/th th th thnR R R R    = * 1/ 1
th th
n













 ≥ 1 for 𝑛 ≥1. Hence, * 1/ 1
th th th
n
R R R    ≥ 0 for any 𝑛 ≥1, which concludes 
the proof.   ■ 
Corollary 5.2.1: For any magazine size n,  0 ≤ nR / 1R ≤ 1. 
Proof: From part (a) of the proof of Theorem 4.2, nR / 1R = (
𝑁
𝑛
) 𝑇𝑅/𝑁𝑇𝑅 = 1/𝑛. So, when n =1,  
nR / 1R =1 and as n →∞, nR / 1R = 0. Hence the results. ■ 
Thus, it can be generalized that the system performance or the throughput rate of the continuous 
pipe feeding process will always improve or increase when multiple tools are used in a magazine. 
This will further enhance the overall effectiveness of the manufacturing system.   
5.5 Numerical Experimentations 
Some numerical examples are presented in this section to show the solution procedure and to 
interpret the solutions. The first example is described in details to illustrate the solution procedure 
with the tool heuristic. Some additional instances with arbitrary datasets are solved in the 
subsection for further explanations and references. The effects of different system parameters on 
the solutions are investigated in sensitivity analysis. In all instances, tool lives are considered 
independent and follow an identical normal distribution with mean t  and standard deviation t , 
i.e., 




Example 5.1: Flash trimming tool problem  
A steel pipe mill plans to purchase an automated tool magazine for handling the flash trimming 
tools which are used for removing extra materials from welded zone. Currently they are using a 
tool magazine where only one tool is mounted. Some tool magazines of different sizes are available 
in the market which can hold multiple tools with capacity ranging from n = 2 to 20. However, the 
power consumption for these tool magazines are higher than the regular one ( 1).n   Power 
consumption and other operating cost for the new tool magazine is a linear function of its’ capacity 
(i.e., n ) of holding tools. The rate of increase in this cost is given by oc = $10/tool/year, that means 
( ) 10oc n n . Other cost for this system is given as, pipe production rate (arrival rate)  = 4 
feet/minute which translates to y  = 400,000 feet/year (for 400 minutes per day and 250 working 
days per year), rate of cutting (service rate) = 700,000 feet/year, price of a tool pc = $20/tool, 
unscheduled tool replacement cost uc = $900 /magazine, scheduled tool replacement cost sc = $10 
/magazine, tool ordering cost oA = $60/order and tool holding cost at tool crib h =$30/tool/year. 
Life (T) of all cutting tools are independent and identically distributed. The distribution of tool life 
of one cutting tool is given as ~T N (0.002, 0.00052) in years, or ~T N (17.52, 4.382)in hours, 
equivalently. Given this information, equations (5.1) and (5.2) can be used to obtain the joint 
distribution for the overall life ( MT ) of all tools in the magazine. 
(a) Single-tool magazine 
From the above information the total cost ( )nTC  in Eq. (5.10) is evaluated for different values 
of Q  and . The results for n = 1 is graphically presented in Figure 5.5. It shows that, for any 
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value of Q , the total cost approaches to a minimum point with the increase of  and again starts 
increasing after a certain value of  .  
 
Figure 5.5. Total cost curve for n = 1. 
Similarly, TC reaches to a minimum point with respect to Q  for every values of  . Thus, a 
global minimum point for the total cost function in (10) is found for 1n    at *Q =52 tools and 
* 7.30   hours [see contour plot in Figure 5.6].  Thus, when a tool magazine has a capacity of 
holding a single tool, the minimum cost for the tools and magazine can be obtained as 
*




Figure 5.6. Contour plot for n = 1. 
 (b) Multiple-tool magazine 
A global minimum TC value is found in each case of 1,2,..., 20n  . All the minimum solutions 
for different values of 1,2,..., 20n   are recorded in Table 5.1. Each of the solution points in Table 
5.1 are plotted in Figure 5.7. The first point in Figure 5.7 corresponds to Figure 5.5 and 5.6. It is 
observed that the total cost 
*
nTC decreases with the increase of magazine size until a certain point 
n  = 11 [Figure 5.7]. After that, *nTC starts increasing again. This increasing trend for 
*
nTC
continues for the higher values of n  as well. As a result the minimum total cost is found as 
* *
11( , ) (55,74.16)nTC Q TC  =$22,405.13, for Q =55 tools,  = 74.16 hours and n =11 tools. This is 
the optimum solution indeed, which is supported by the exhaustive search approach. The optimum 
magazine reload timing is 74.16 hours, this means the magazine should be scheduled to be reloaded 
with new tools after every 74.16 hours of tool usage while the expected total life of all tools in the 
magazine would have been 72.99 hours. 
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Expected Number of 
magazine reloading 
per year E(m) 
Number of 




1† 07.30 52 28306.83 688.07 688.07 0.00 
2 14.10 54 24874.88 357.90 715.80 9.97 
3 20.85 54 23736.66 242.87 728.61 13.44 
4 27.59 56 23188.88 184.33 737.31 15.21 
5 34.25 55 22878.33 148.76 743.78 16.28 
6 41.00 54 22689.14 124.88 749.28 17.00 
7 47.65 56 22569.16 107.80 754.57 17.52 
8 54.31 56 22492.40 94.91 759.24 17.91 
9 60.97 54 22445.02 84.82 763.42 18.21 
10 67.54 60 22422.61 76.83 768.34 18.46 
11* 74.16* 55* 22405.13* 70.17 771.89 18.66 
12 80.68 60 22408.45 64.70 776.45 18.82 
13 87.42 52 22415.58 59.96 779.44 18.97 
14 93.91 56 22425.49 55.99 783.79 19.09 
15 100.39 60 22448.80 52.53 788.01 19.19 
16 106.87 64 22483.01 49.51 792.13 19.28 
17 113.62 51 22505.12 46.73 794.41 19.36 
18 120.10 54 22528.90 44.36 798.46 19.44 
19 126.58 57 22560.23 42.23 802.44 19.50 
20 132.98 60 22597.96 40.32 806.36 19.56 
†Figure 5.5 and 5.6 are drawn for 1n  ;  *Optimum solution is at n =11 for multi-tool magazine. 
The optimum solution indicates that the tools should be ordered in a batch of 55 and tool 
magazine should have the capacity to hold 11 tools at a time. Thus a minimum cost for the tool 
magazine can be achieved. In this instance, the order quantity Q = 55 tools can serve 55/11 = 5 
magazine reloads. From the solution in Table 5.1, it is found that the expected number of magazine 
reloading in a year is ( )E m   70.17 which further informs that the total number of tools required 
in a year will be around N = ( )nE m 772. This useful solution helps to optimally operate the cutting 




Figure 5.7. Total cost for tools, *nTC  and tool demand, N versus magazine size, n. 
 (c) Deviation of magazine reload timing from ( )ME T   
For a given magazine reload timing , the expected value of overall life of all tools in a 
magazine ( MT ) can be obtained as ( ) ( ) ( )
M M
M M MT T
E T E T E T
   
  , [refer Li et al. (2014)]. 
Thus, the expected magazine life, ( )ME T   becomes 
 
0
( ) ( ) 1 ( )M M ME T xf x dx F


    
  
 .      (5.21) 
The tool reload timing is suggested to set at 
* which is deviated from *( )ME T  . This deviation, 














    .        (5.22) 
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This measure of M  indicates how much time ahead of *( )ME T  the magazine reload timing
  should be set. This is an indirect measure of taking risk for using the tools in the magazine 
ahead of expected magazine life. In Example 5.1, using Eq. (5.21), the expected magazine life is 
found to be *( )ME T   = 72.99, when the optimum solution is chosen as 
*( , , ) (55, 74.16, 11)Q n  . 
In this case, the deviation M  is calculated from Eq. (5.22) as  (74.16 72.99) / 72.99 100%M     
1.6% . This means, in order to minimize the total cost the magazine should be reloaded 1.6% 
time unit ahead of the expected magazine life *( )ME T   = 72.99, i.e., after using the magazine for 
up to 74.16 hours.  
(d) Throughput improvement 
It is found in Example 5.1 that expected number of magazine reloading per year, E(m) 
decreases with the increase of magazine size (Table 1). Consequently, the total time required for 
tool replacement is reduced. This time savings is added to the productive time and hence the 
throughput rate is improved. It is found that, ( )E m  depends directly on the tool magazine size n , 
that means the throughput rate thnR  also depends on n . As n  increases (i.e., multiple tools in the 
magazine) thnR improves. The throughput rate improvement can be evaluated in Example 5.1. Here, 
the average magazine reloading time
RT is given as 0.5 hours. In Example 5.1, 4   feet/minutes 
is equivalent to 240 feet/hour, and for a single-tool magazine the expected number of magazine 
reloading is calculated as ( ) 688E m   magazines/year. Thus, throughput rate for single-tool 
magazine is found as 1
thR = {250(8)-0.5(688)} 240=397440 feet of pipes/year, considering 8 hours 
of production in a day and 250 working days in a year. On the other hand, multiple tool holding 
facility in the magazine results ( )E m =70.17 magazines/year for an optimum magazine size of
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* 11n  . In this case, the throughput rate increases to 11
thR = {250(8)-0.5(70.17)} 240= 471,580 
feet/year which is 18.66% higher than with a single-tool magazine system. Thus, extending this 
results for other instances, a higher throughput rate can be achieved by installing a new tool 
magazine with more tool capacity in the pipe manufacturing line. 
 
Figure 5.8. Percentage change in throughput rate ( thR ) with the increase of n  . 
It is observed that, 
thR asymptotically increases with the increase of magazine size n  [Figure 
5.8]; however, the total cost TC  does not improve significantly after optimum solution
* 11n  , 
that is, the increase of throughput rate is not significant (<1%) if n  is increased further beyond
*.n  
Thus, the optimum solution for the multiple-tool magazine not only minimizes total cost for the 
tools and tool magazine, but also significantly improves the throughput rate of the system. 
5.6 Computational Results 
In addition to Example 5.1, nine additional instances are presented in Table 5.2. Except tool 
life distributions other parameters are varied arbitrarily. The instances are solved with the newly 
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developed tool heuristic. All solutions from tool heuristic are verified by exhaustive search in large 
solution space. For all ten instances, the exhaustive search solutions coincide with tool heuristic 
solutions. Thus, the solutions presented in Table 4.2 are optimum solutions, indeed. Though the 
distributions of individual tool lives are the same for all ten instances, the solution points are found 
different. 
Table 5.2. Optimum results for ten different instances. 
Ins. 
Parameters Optimum Solutions 
sc  uc  pc  oA    y  h  
*Q  * (hrs) *n  *TC  N  
1 12 600 15     55     1,500,000   700,000    35 45 103.62 15 14084.15 626.55 
2 40     550 10     50     600,000     400,000    10 93 200.02 31 15338.69 998.96 
3 60     300 5      40     500,000     350,000     15 81 192.94 27 18009.09 959.78 
4 25     350 50     200    1,100,000    300,000     45 49 67.60 7 19513.35 267.86 
5 10     900 20    60      700,000     400,000      30 55 74.20 11 22405.13 771.89 
6 15 500 30     70     1,200,000    800,000       40 54 73.38 9 31743.18 758.00 
7 50 600 20     120    1,000,000    800,000     30 92 167.20 23 31840.97 1065.88 
8 8 400 35     80     900,000     600,000     15 85 43.85 5 32743.75 693.49 
9 20 450 25     100    800,000     700,000      40 72 96.36 12 36512.34 1025.27 
10 30 700 40     75     950,000     650,000     20 77 88.49 11 43432.52 795.88 
A close correlation between the variables 
*  and *n  is observed in Table 5.2, with a correlation 
coefficient 2 0.9827R   [Figure 5.9] whereas the correlation between optimum solutions for 
*Q  
and 
*n  is found comparatively poor ( 2 0.3191).R   As the parameters are changed arbitrarily the 
relationship between the parameters and the corresponding solutions are not clearly visible in 
Table 5.2. Some parametric sensitivity analysis is also done in order to illustrate the effect of 




Figure 5.9. Correlation between optimum solutions for the variables 
* and 
*Q  versus *n . 
5.7 Sensitivity Analysis 
Several sensitivity analyses are conducted to identify the effect of different parameters on the 
solution points. For these studies, the parameter values in Example 5.1 are adopted except the 
corresponding testing parameter(s).  
5.7.1 Change in scheduled to unscheduled tool replacement cost 
At first, the ratio of scheduled to unscheduled tool replacement cost (i.e., )s uc c  is analyzed 
[Table 3]. It is observed that both the total cost
*TC and the expected demand of tools N decreases 
with the increase of s uc c ratio [Figure 5.10]. In other words, if unscheduled tool replacement 
cost can be reduced compared to the scheduled tool replacement cost, the total cost for tools can 
be reduced. Some patterns in the variations of objective variables *( , , )Q n  are also observed for 
the change in s uc c ratio. A non-increasing trend in 
*Q and *n are observed for the increase in
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.s uc c  For a particular solution point of 
*Q  and 
*n the magazine reload timing * increases with 
the increase of s uc c .  
Table 5.3. Decision table showing the effect of changing s uc c ratio on the solutions. 
s uc c  
*Q  * (hrs) *n  *TC  N  ( )ME T (hrs) (%)M  thR (%) 
0.010 60 79.06 12 22904.44 790.72 77.81 1.61 19.30 
0.012 55 75.28 11 22052.00 761.73 74.02 1.70 18.32 
0.014 55 77.55 11 21373.90 742.14 76.10 1.91 17.67 
0.016 55 79.54 11 20816.40 725.98 77.91 2.09 17.13 
0.018 55 81.33 11 20346.50 712.32 79.51 2.29 16.68 
0.020 50 75.65 10 19938.70 695.31 73.96 2.29 16.11 
0.022 50 77.01 10 19582.40 684.97 75.17 2.45 15.77 
0.024 50 78.26 10 19267.40 675.82 76.27 2.61 15.46 
0.026 54 71.61 9 18985.70 662.85 69.85 2.52 14.98 
0.028 54 72.60 9 18730.40 655.39 70.71 2.67 14.74 
0.030 54 73.53 9 18498.50 648.62 71.52 2.81 14.52 
0.035 54 75.63  9  18000.43  634.11   73.31  3.16   14.03 
0.040 48 69.16 8 17584.10 615.57 67.03 3.18 13.40 
0.045 48 70.65 8 17231.70 605.41 68.27 3.49 13.06 
0.050 48 72.00 8 16928.70 596.71 69.37 3.79 12.77 
0.060 49 65.33 7 16429.50 575.43 62.88 3.90 12.01 
0.070 49 67.15 7 16025.40 563.94 64.32 4.40 11.62 
0.080 49 68.75 7 15693.00 554.61 65.55 4.88 11.30 
0.090 49 70.19 7 15413.00 546.84 66.62 5.36 11.02 
0.100 48 61.62 6 15168.00 531.30 58.61 5.14 10.46 
0.120 48 63.63  6  14762.12   520.22   60.06   5.95   10.07 
0.140 48 65.36  6 14440.33 511.64 61.24  6.72  9.76 
0.160 45 56.18 5  14174.19   493.57  52.75   6.50  9.09 
0.180 45 57.35 5 13943.11  487.57   53.52   7.15  8.88 
0.200 45 58.42 5 13745.40 482.54 54.20 7.79 8.69 
0.250 45 60.72  5  13354.39   472.93  55.56   9.30   8.32 
0.300 44 50.69 4 13060.70 451.45 46.43 9.18 7.49 
0.400 44 53.31 4 12616.20 441.34 47.79 11.55 7.10 
0.500 40 55.48 4 12310.40 434.84 48.75 13.81 6.83 
0.600 40 57.28 4 12085.70 430.58 49.43 15.88 6.63 
0.800 39 46.02 3 11744.70 403.91 39.46 16.62 5.57 
1.000 39 47.91 3 11508.80 400.12 40.02 19.72 5.40 
1.200 39 49.53 3 11339.00 397.78 40.39 22.63 5.29 
1.400 39 50.94 3 11210.80 396.17 40.66 25.28 5.20 
1.600 39 52.22 3 11110.59 395.10 40.85 27.85 5.13 
1.800 39 53.39 3 11030.18 394.35 40.99 30.25 5.08 
2.000 39 54.46 3 10964.28 393.81 41.09 32.53 5.04 
2.200 38 38.21 2 10902.62 362.14 29.66 28.83 3.65 
2.400 38 38.87 2 10842.24 361.62 29.74 30.70 3.63 
2.600 38 39.49 2 10790.20 361.21 29.80 32.49 3.61 
2.800 38 40.07 2 10744.91 360.89 29.85 34.23 3.60 
3.000 38 40.63 2 10705.15 360.63 29.89 35.90 3.59 
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When scheduled tool replacement cost, sc remains constant the optimum total cost, 
*TC  
reduces with the reduction of unscheduled tool replacement cost uc . The rate of reduction in 
*TC
decreases with higher value of s uc c ration (Figure 5.10). Hence, by controlling the unscheduled 
tool replacement cost, the total cost (TC ) for the tool magazine can be reduced. Table 5.3 acts as 
a design table which shows the potential amount of cost savings for any effort of reducing uc . The 
value of uc depends on several factors. 
 
 
Figure 5.10. Effect of change in s uc c  ratio on 
*TC and N . 
(a) Quantifying uc    
The value of uc includes (a) the loss of production time due to machine downtime, (b) labor 
cost for tool change and (c) customer dissatisfaction due to late delivery. These cost elements of 
uc  may be quantified, besides many other potential functions, as 
( ) d
t
u oh ut d W d cdc C C t C t C e    .       (5.23) 
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The cost associated with loss of production time is expressed in terms of overhead and utility 
costs during unscheduled tool replacement, which are denoted by ohC and utC  dollars/hour, 
respectively. Here, dt  (hours/magazine) is the amount of productive time loss during unscheduled 
tool replacement. The operator’s (who replaces the tools in the magazine) payment is denoted as
WC dollars/hour. On the other hand, 
dt
cdC e quantifies the hidden costs associated with customer 
dissatisfaction, where cdC  is a constant obtained from the survey on historical data analysis 
regarding customers’ dissatisfaction. For example, an unscheduled tool replacement time is 
estimated as dt = 0.75 hours. All other cost parameters are given as $300ohC  /hour, utC = 
$100/hour, $120WC  /hour and $241cdC  / hour. Hence, the unscheduled tool replacement cost 
uc  (dollars/ magazine) is calculated from Eq. (5.23) as uc  $900/magazine. ■ 
For different values of s uc c the corresponding values of ( )ME T  are also listed in Table 5.3. 
It is observed that, in some particular ranges of s uc c while 
*n  remains same, the deviation ( )M
of 
* compared to *( )ME T  increases with the increase of s uc c [Figure 5.11]. This situation is 
supported by Theorem 4.3. The values of M  in Table 5.3 indicates a comparative measure of 
taking risk by using the tools in the magazine beyond the expected magazine life MT . Higher value 
of M  indicates higher risk of tool failure. However, in Table 5.3 the lower total cost is observed 
with higher risk. For example, at 0.4s uc c   the optimum total cost, 
*TC  =$12,616.20 /year and 
deviation M  =11.55%. On the other hand, at 0.5s uc c  , the deviation becomes M  =13.81, that 
means risk of tool failure increases, but total cost reduces to 
*TC =$12,310.40 /year. This happens 
because of the reduction of unscheduled tool replacement cost uc . In Table 5.3, the ratio s uc c is 
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increased by increasing the value of uc , while keeping sc  constant. As a result, the increase in the 
risk of tool failure is balanced with lower value of uc . From this discussion it can be concluded 
that, by reducing the unscheduled tool replacement cost, the total cost for magazine can be reduced 
but this would increase the risk of tool failure.  
The percentage of throughput improvement (
thR ) compared to the single-tool magazine 
(ideal case) is recorded for different /s uc c  values [Table 5.3]. The change in throughput 
improvement ( thR ) is shown in Figure 5.11, as well. The relationship between /s uc c and
thR  
shows similar pattern as it was observed in case of 
*TC and N in Figure 5.10. It is also observed 
that as optimal magazine size (
*n ) changes, both M  and
thR drop significantly with the higher 
value of 
*n indicating the indirect correlation of n  with M  or 
thR . The magazine size n  
determines the joint probability distribution of all tools in the magazine, and hence, ( )ME T  and 
( )E m  are functions of n . Here, M and 
thR are calculated from ( )ME T and ( )E m , respectively. 
As a result, the impacts of n on M and 




Figure 5.11. Change in the deviation of  
* ( M ) and the throughput improvement (
thR ). 
 (b) Correlation between 
*  and s uc c ratio 
A mathematical relationship between optimum magazine reload timing 
*  and s uc c ratio is 
found. Theorem 4.3 can be used to explain this relationship.  
Theorem 5.3: 
* increases with the increase of s uc c , if for any 2 1    
   
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   

 
      
  
 .   (5.24) 
When , ,n Q c  and oA  are kept constant, the right hand side of Eq. (5.24) strictly 
increases directly with the ratio s uc c . On the other hand, ( )g  is a non-decreasing 
function in if any 2 1   satisfies 2 1( ) ( ) 0g g   . For a given value of 1 , the value of
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2  can be increased up to max( 2 ) such that 2 1{max( )} ( ) 0g g   is satisfied. Again, for 
a given max( 2 ) the value of 1  can be decreased up to min( 1 ) such that 
2 1{max( )} {min( )} 0g g    is satisfied. Thus a lower limit of 1 and a higher limit of 2
are obtained, respectively satisfying 2 1( ) ( ) 0g g   . Hence,  increases, within a range 
of min( 1 ) and max( 2 ), as the ratio s uc c increases. ■ 
The relationship between optimum magazine reload timing, 
*  and s uc c is presented in 
Figure 5.12. It is observed that, as s uc c increases, 
* continues increasing as long as optimum 
solution for magazine size, n  remains same. When optimum n  drops 
* also drops by a 
considerable amount. In fact, this result provides experimental evidence of getting higher 
throughput with higher magazine size.  
Figure 5.12. Change in optimum magazine reload timing (





5.7.2 Change in arrival rate, service rate, holding cost and ordering cost 
In continuous pipe manufacturing system the service rate ( ) of pipes with any cutting tool 
should not be lower than the pipe production rate ( y ) or arrival rate. That means / 1y   . By 
varying the y  ratio up to 1, several solutions for Example 5.1 are obtained and listed in Table 
5.4. Similarly, some other solutions are obtained by taking different values of holding to tool-
ordering cost ratio ( oh A ) and listed in Table 5.4 as well. The change in the ratio of pipe arrival 
rate y  (steel strip feed rate) to pipe service rate (machining rate)  has a high influence on the 
solution point, whereas similar change in holding cost to ordering cost ratio has relatively lower 
influence on the solution [Figure 5.13]. These results indicate that the total cost function is highly 
sensitive to arrival and service rate compared to the parameters involved in tool inventory. 
Table 5.4. Effects on solution point for changing y   and oh A  ratios. 
Ratio 
Different solutions for change in y   Different solutions for change in oh A  
*Q   
* (hrs) *n   *TC  N  
*Q  
* (hrs) *n   *TC  N  
0.10 24 81.74 12 4277.13 134.35 121 73.77 11 21614.73 775.58 
0.20 33 74.64 11 8208.22 268.65 84 73.89 11 21890.84 774.41 
0.30 44 74.34 11 12073.85 404.38 77 73.96 11 22098.24 773.80 
0.40 48 80.88 12 15893.66 542.45 60 80.70 12 22264.45 776.45 
0.50 55 74.16 11 19700.74 675.41 55 74.16 11 22405.13 771.89 
0.60 60 80.70 12 23486.88 815.27 48 80.88 12 22530.38 774.94 
0.70 60 80.70 12 27261.36 951.15 48 80.88 12 22638.38 774.94 
0.80 66 74.04 11 31027.56 1082.21 48 80.88 12 22746.38 774.94 
0.90 72 80.58 12 34786.36 1224.52 44 74.34 11 22846.42 770.25 
1.00 72 80.58 12 38538.18 1360.57 39 87.70 13 22909.92 777.15 
1.10 
Solutions are infeasible when y  †  
39 87.70 13 22987.92 777.15 
1.20 39 87.70 13 23065.92 777.15 
1.30 36 81.17 12 23140.75 772.47 
1.40 36 81.17 12 23212.75 772.47 
1.50 36 81.17 12 23284.75 772.47 





Figure 5.13. Effect of the change in parameter ratios /y   and / oh A   on 
*TC . 
5.7.3 Change in tool life distribution parameters 
Tool life distribution is an important element for the objective function. The expected life of 
the tool magazine solely depends on the parameters involved in tool life distributions and the 
variables defined for tool magazine size ( n ) and magazine reload timing ( ). Commonly, the 
independent and identically distributed life of cutting tools follow normal distribution. The mean 
( t ) and standard deviation ( t ) of the distribution can be known from historical data by tool wear 
monitoring. If the parameters of the tool life distribution changes, the joint probability distribution 
of all tools in the magazine also changes. As a result the optimum solution point changes with the 
change in t or t . The effect t and t are analyzed by changing these parameters separately 





Table 5.5. Effect of the change in tool life distribution parameters. 
% 
Change 
When mean of tool life ( t ) is changed When SD of tool life ( t ) is changed 
*Q  * (hrs) *n  *TC  N  
*Q  * (hrs) *n  *TC  N  
-40% 86 5.89 2 119467.92 1885.44 56 280.35 28 12411.68 502.63 
-35% 82 6.55 2 90727.11 1655.12 56 266.79 28 13193.45 529.30 
-30% 78 10.59 3 70050.69 1552.02 56 253.74 28 14061.72 558.10 
-25% 72 12.00 3 55209.64 1337.97 56 241.22 28 15032.85 589.44 
-20% 68 17.76 4 44340.62 1201.94 56 229.2 28 16131.06 623.99 
-15% 65 24.78 5 36376.94 1068.21 57 148.16 19 17448.59 655.07 
-10% 63 38.48 7 30412.21 960.91 57 140.73 19 18868.14 696.29 
-5% 63 54.86 9 25897.58 860.52 56 98.9 14 20527.17 732.56 
+10% 54 145.44 18 17476.40 638.78 56 43.25   7 26909.24 852.18 
+20% 50 237.68 25 14236.94 538.92 60 28.57 5 32499.49 934.43 
+30% 50 274.92 25 12029.67 461.96 64 21.35 4 39265.78 1017.28 
+40% 48 300.59 24 10421.25 403.64 66 15.35    3 47159.56 1068.66 
+50% 46 323.83 23 9194.22 358.02 66 10.18 2 56189.04 1064.47 
+60% 44 344.45 22 8227.52 321.35 66 9.88 2 66001.09 1121.05 
+80% 40 377.33 20 6803.71 266.11 63 5.40 1 87896.47 1001.40 
Optimum results are obtained and listed in Table 5.5. It is observed that as mean tool life, t
increases the total cost decreases, whereas increase in standard deviation t causes increase in 
total cost. Increasing the mean tool life indicates that, on an average, the tools will remain usable 
for a longer time that eventually leads to lower tool demand. When other parameters remain 
constant the magazine life is dominated by t . As a result, the magazine reload timing   becomes 
longer and number total cost becomes lower. On the other hand, higher variability of tool life t
results higher probability of tool failure at the same level of magazine reload timing . Hence, *  
decreases with the increase of t , that consequently reduces the probability of tool failure and its 
related costs. However, lower 
* results higher tool demand N , that ultimately increases total cost.  
The reverse effect of t and t  on 
*TC  is noticeable in Figure 5.14. These results indicate 
that if t is somehow increased and t is somehow decreased the total cost for the tools can be 
reduced. The distribution of tool life depends on several factors related to tool material and its 
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manufacturing process. Increasing t  and decreasing t  lead to cost savings in the tool 
manufacturing system.  
 
Figure 5.14. Effects of tool life distribution on optimal total cost. 
A potential research scope can be explored to find an appropriate combination of t and t , 
by making tradeoffs between the costs involved in controlling t and ,t  respectively. The 
optimal solutions for 
*Q and *  as well as the optimum tool demand N per year also show some 
correlations with t and t . The influence of t and t  are also found reverse on each variable 
,Q   and N  . 
5.8 Conclusion on Tool Magazine System 
This research is focused on modeling a cost function for the cutting tools used in the continuous 
steel pipe manufacturing system, while considering stochastic tool life, tool inventory and multiple 
tool gripping facility in the tool magazine. A general form of the model is developed as a mixed 
integer non-linear programming problem with a joint probability distribution of the tools in the 
magazine. An efficient heuristic, called as tool heuristic is developed to solve the model in a 
quickly and convenient way. The model is solved optimally as well as heuristically. The heuristic 
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solutions are verified by the exhaustive search solutions to confirm as the optimum solutions. The 
optimum total cost for a single-tool magazine is found higher than for a multiple-tool magazine 
solution. At the same time, a significant amount of throughput improvement is obtained in all 
instances compared to the corresponding single-tool magazine solution. 
To investigate the influence of system parameters on the optimal solutions, some sensitivity 
analyses are done. It is observed that tool replacement costs have high influence on the total cost 
for tools. The optimum total cost, the expected tool demand as well as the throughput improvement 
show asymptotically decreasing trend with the increase of scheduled-to-unscheduled tool 
replacement costs ratio. On the other hand, optimum magazine reload timing increases with the 
increase of scheduled-to-unscheduled tool replacement costs ratio, for any particular size of the 
magazine. The ratio of pipe feeding rate and service rate (rate of scrubbing operations) also has 
strong direct influence on the total cost. However, the inventory related costs for the tools do not 
affect the solution significantly. The parameters involved in the tool life distribution noticeably 
affects the solution. Higher mean value and lower standard deviation of the tool life can lead to 
reduce the optimum total cost. Tool life distribution largely depends on tool materials and its 
manufacturing process. Controlling the tool life variability and mean tool life incur cost to the tool 
manufacturing process. Finding an appropriate combination of these two parameters of tool life 
distribution, can be considered as a potential research scope. 
The model presented in this article is equally useful for non-identical tools in the magazine, 
and discrete magazine size, though these cases are not reflected in the examples. The model and 
solution approach is effectively applicable in other similar industries including large scale metallic 
product manufacturing. The model can be further extended by incorporating a quality function for 




PIPE SIZING AND REWORK POLICY 
In many pipe production industries welding defect is a common problem, where defects occur 
randomly with a constant rate following a Poisson distribution. The defective spots can be 
reworked or the defective portion can be scrapped based on the cost of reworking or scrapping, 
respectively. However, extra costs are added to production for choosing any of the two alternatives. 
Besides these, the rework operation can be done on-line or at a separate off-line rework station. 
Another way to deal with the defective portion is to cut the portion into small substandard pieces 
if there is a demand for any substandard length of pipes. This option reduces scrapping cost but 
adds extra cutting cost. The goal of this research is to find the best strategy for dealing with the 
defective spots among all of these alternatives pointed above. 
6.1 The Pipe Sizing Problem 
In steel pipe industries, pipes are manufactured in different shapes and sizes depending on the 
requirements. Though pipe manufacturing techniques involve discrete or continuous processes, 
this research deals with the continuous process only. Many manufacturers prefer continuous pipe 
production line for its ability to ensure higher production rate. The size of the pipe is measured in 
terms of length, diameter and thickness. In a particular pipe manufacturing line which continuously 
produces a continuous stream of pipe of a certain thickness and diameter, the individual pipes are 
supposed to be maintained a standard length. Thus, the continuously producing pipes are cut into 
a certain length. Unavoidably these pipes with standard length cannot be defect-free all the time. 
On-line inspection, i.e., the quality inspection during production phase helps determine some 
welding or other kind of defects such as surface scars, scratches or cracks. Commonly, the 
occurrence of the defects follows Poisson process. However, different type of defects may have 
different rates of occurrence, and may need different methods for reworking. The defects can be 
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reworked on-line, or off-line depending on the cost or feasibility of the rework. On-line or off-line 
rework incurs different costs in terms of cost of man, machine, method and time. When a defect is 
not re-workable on-line, or an on-line rework is time intensive which might disrupt the smooth 
flow of line, the defective pipes are sent to an off-line rework station after cutting it at a standard 
length. In many cases, the defects are not re-workable or incurs very high rework cost even at an 
offline rework station. In those cases, the defective portions of the pipe are scrapped instead of 
rework, though a huge investment is sunk under the material and production of the rejected pipe. 
To illustrate the situation, the problem is described here in details. A continuous pipe 
manufacturing industry produces and sales seam welded steel pipes of a standard length, sL (feet) 
to some specific buyers. The manufacturer offers a competitive price oP (dollar/feet) and ensures 
desired quality. In order to maintain a defect-free production system, the production line is 
equipped with a perfect radiographic inspection facility. This inspection system can detect some 
specific type of pipe defects during the production phase. Thus, the quality inspection department 
can detect those unavoidable random defects on the tube being processed. When the distance ( L ) 
between two consecutive defects (of any type) is obtained such that sL L , the manufacturer can 
produce at least one defect-free (detectable on-line) pipe with standard length without conducting 
any rework operation. However, when a defect-free length L  is found as sL L , a suitable rework 
policy needs to follow. 
On the other hand, some buyers show their willingness in buying some substandard length 
( )bL  of pipes at a different price tag P  (dollar/feet), in order to avoid the cutting cost of a standard 
length ( sL ) pipes to obtain their desired substandard length ( bL ). In response to the demand of 
substandard pipes the manufacturer cuts the regular pipes to a substandard length according to the 
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buyer’s specification by adding some extra cost of cutting. This demand of substandard length 
pipes creates an alternative opportunity for the manufacturer to deal with the defective portion 
(that has high rework cost) of the pipe. When a defect-free portion (with length L  such that
b sL L L  ) of a continuous pipe has a length less than sL  but greater than or equal to bL  [Figure 
6.1], the pipe can be processed for substandard length pipes avoiding the reworks. Conducting a 
cutting operation through the defective spots, a defect-free portion with length L  is separated. This 
cut-off portion, of length L  (such that b sL L L  ) which neither standard nor substandard, may 
have to be scrapped. However, incurring some extra cutting cost, this defect-free pipe portion can 
be cut into one or more substandard pieces (with length bL ) and sold at a higher price compared to 
scrapping, sometimes even higher than the standard pipe price. Moreover, this option for 
substandard pipe helps to maintain a smooth flow of regular production while avoiding any on-
line rework operation.  
 
Figure 6.1. A portion of defective pipe when b sL L L  . 
Similarly, if a defect-free portion of the pipe is less than a substandard length (i.e., bL L ), 
there are three alternatives for dealing with the defective pipe, these are (a) rework on-line when 
defect is detected, (b) rework off-line after cutting the pipe at a standard length or (c) scrapping 
the non-standard portion ( bL L ) instead of rework. Now, the problem is to choose an appropriate 
strategy among the alternatives—substandard cutting, standard cutting with on-line/off-line 
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rework or scrapping of a non-standard portion, to deal with a defect, that eventually leads to the 
maximum profit. Some assumptions are made for a concrete understanding of the problem. 
6.1.1 Assumptions 
The following assumptions are applied during developing and solving the model concerning 
the metal pipe rework and sizing problem. 
(a) Length of a defect is negligible along the pipe axis. 
(b) The minimum possible axial distance between two consecutive defects is equal to the width 
of the cutting tool. 
(c) There is no additional inventory cost for the substandard pipes. 
(d) Substandard pipes are shorter than standard pipes (i.e., b sL L ) but useful to the buyers. 
(e) Substandard pipes are produced only if a defect-free length falls within the range[ , ).b sL L  
(f) Number of defects of type i  ( iN ) in time [0, t ] follows Poisson distribution.  
(g) Both the elapsed time and the length between two consecutive defects are exponentially 
distributed. 
(h) Occurrence of defects are independent of each other. 
6.2 Problem Formulation 
The objective of this research is to find the optimal rework policy (rework or scrap) and cutting 
length of the defective pipes, so that the profit can be maximized, while in-line inspection facility 
is devised for effectively detecting some specific type of undesirable defects. In order to achieve 
this goal, an expected profit function is formulated in terms of different cost parameters, defect 
characteristics (frequency and probability of defects) and other process parameters. The cutting 
length (standard/substandard) of the pipe and the rework policy (rework/scrapping) are considered 
in the model with 0-1 binary variables. The profit function has to be maximized by optimally 
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selecting the appropriate cutting length and/or rework policy for the defective portion of the pipe. 
The outcomes of this research will be applicable in any pipe manufacturing industries and is also 
expected to be beneficial for other similar production systems. Before, describing the problem 
formulation some notations need to be defined. 
6.2.1 Notations 
The problem is formulated using some notations. These notations are classified in three 
groups—system parameters, intermediate variables and decision variables. All notations are listed 
below. 
(a) System parameters 
C  Fixed cost of the pipe manufacturing line (dollar/hour)  
c   Variable cost of production including material and utility costs (dollar/feet) 
off
ic  Cost of off-line rework on defect type i  (dollar/defect) 
on
ic  Cost of on-line rework on defect type i  (dollar/defect) 
sc   Cost of scrapping (dollar/feet) 
tc   Cost of cutting (dollar/cut) 
L   Distance between two consecutive defects along pipe axis (feet) 
n   Type of defects detectable at the on-line quality inspection 
cbn   Number of substandard pipes can be produced (number/hour) 
T
bL   Substandard pipe production rate, i.e., total length of substandard pipes that can be 
produced per unit time (feet/hour) 
oP   Unit price (rate) of the standard pipes (dollar/feet) 
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P   Unit price (rate) of the substandard pipes (dollar/feet) 
sL   Length of a standard pipe (feet) 
bL   Length of a substandard pipe (feet) 
T   Elapsed time between two consecutive defects (hours) 
   Pipe production rate (feet/hour) 
i  Average frequency of the defect type i  (number of defects/hour) 
( )f L   Probability density function of L   
(b) Intermediate variables  
n    Number of substandard pipes obtained from a standard pipe, s bn L L     
iN   Number of defects of type i in a certain time duration [0, t ] 
kTC  Total cost for Case k (dollar/hour) 
kTS  Total sales value for Case k (dollar/hour) 
(c) Decision variables  










kiy   On-line/off-line rework decision for defect type i  in Case k  
if rework is done on-line
 if rework is done o
0,






iz   Decision for substandard pipe cutting when b sL L L   
if substandard pipes are NOT made
 if substandard pipes 
0,








   Expected profit (dollar/hour) 
The objective of the problem is to maximize total profit from the pipes being produced. The 
occurrence of defect is random and in general the number of defects, in a certain period of time, 
follows Poisson distribution. At first, the probability distribution of the defect free length (distance 
between two consecutive defects) is needed to be defined in order to formulate the profit function 
in terms of the decision variables. Then, the expected cost and sales of the pipes in different cases 
(Case 1: sL L , Case 2: b sL L L  and Case 3: bL L ) are evaluated. Some constraints are also 
defined based on the system behavior. 
6.2.2 Probability Distributions 
The formulation of the stated problem is derived from the assumption that, in a time span [0, ]t  
the number of occurrence ( iN ) of each individual defect of type i  follows Poisson distribution. In 
other words, if the average defect frequency of defect type i  is given by i defects/hour, then
~iN Poisson ( ).it As the defects are independent of each other, the total number of defects (while 













 Poisson ( t ). This assumption yields the exponential distribution of the elapsed 
time between two consecutive defects (individual types or collective). Thus, the elapsed time 
between two consecutive defects of type i  is iT  Exp ( )i and probability density function (pdf) of 
iT  is ( )
it
i i if T t e
   . Similarly, the elapsed time between two consecutive defects of any type 
is ~T  Exp ( ) and pdf is ( )
t
Tf T t e
   . Considering the rate of production   feet/hour the 
defect-free length is T L  . Theorem 6.1 derives the probability distribution for L . 
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Theorem 6.1: ~L Exp ( /  ), ( )E L   and. 
2var( ) ( )L    
Proof: Characteristic function of L is  
( ) ( )isLg s E e ( )is TE e 
0




is te dt 



































This is a characteristic function of exponentially distributed random variable with mean
/  . Thus, ~L Exp ( /  ), i.e., the pdf of L  is given by 
( / )( ) ( / ) Lf L e     with
2var( ) ( )L   . ■ 
Corollary 6.1.1: Distance between two consecutive defects of type i  is iL Exp ( /i  ). ■ 
On the other hand, iL is defined as the distance between two consecutive defects of type i . So, 
the number of defects of type i  in unit length is1/ iL . As there are n types of defect detectable 






  So, the relationship between two consecutive defects of type i  (denoted as iL ) and the 










  .               (6.1) 
6.2.3 Different cases 
When a defect is detected on-line (on the continuously manufactured pipe) the defect-free 
length behind that defect is continuously monitored. Based on the length of defect-free portion of 
the pipe and the type of next identified defect, it is decided whether that defect should be repaired 
on/off-line or the defective portion should be scrapped rather than cut into substandard lengths. In 
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order to formulate the stated problem, all possible strategies to deal with the defective spots are 
discussed in three different cases, Case 1: Standard ( )sL L , Case 2: Substandard ( )b sL L L   and 
Case 3: Non-standard ( )bL L . All alternative strategies are listed and summarized in Figure 6.2 
under these three cases. 
 
Figure 6.2. Decision tree in different cases. 
6.2.4 Case 1: Standard pipes ( sL L ) 
If a defect-free length L , is found to be greater than or equal to the standard pipe length ( )sL
then / sL L    number of standard length pipes can be cut from that portion without any reworks 
[Figure 6.3]. Rest of the portion of length ( / )s sL L L L     can be scrapped or the defect can be 
reworked on-line or off-line. Thus, there are three alternative strategies for dealing with the 
defective spot of type i , these are (a) on-line rework 1 1( 1, 0)i ix y  , (b) off-line rework 
1 1( 1, 1)i ix y  , and (c) scrapping ( 1 0ix  ).  
Case 1:  
Rework (x1i= 1)  
Standard on-line rework (x1i= 1, y1i = 0) 
Standard off-line rework (x1i =1, y1i = 1)  
 
Case 2:  
Standard scrapping (x1i = 0)  
 
Substandard (zi = 1) 
 
No-substandard (zi = 0) 
 
Case 3:  
Rework (x3i = 1)  
 
Nonstandard scrapping (x3i = 0)  
 
Nonstandard on-line rework (x3i = 1, y3i = 0) 
Nonstandard off-line (x3i = 1, y3i = 1)  
 
Rework (x2i= 1)  
 
No-substandard scrapping (x2i = 0, zi = 0) 
 
No-substandard on-line rework 
(x2i= 1, y2i = 0, zi = 0) 
No-substandard off-line rework 





Figure 6.3. Standard length pipe cutting from defect-free length sL L . 
(i) Standard on/off-line rework cost 
If the defect is reworked there is no need to cut the pipe at the defective spot, so there is no 
extra cutting cost other than regular cutting at every sL  units of length. When defect type i  is 
reworked and the frequency of defect (type i ) is given by i , the proportion of rework event is 
given by    11 1 .
n n
i i ii i
x  
    Now, cutting cost incurs only when a cutting operation is 
performed. Instead of writing the cutting cost per cut, the purpose is to convert this cost on hourly 
basis. The production rate is  feet/hour which can be stated differently, as   feet pipe is produced 
in one hour while the number of cuts determines the cost of cutting the pipes. So the total cost of 
pipe cutting can be expressed, on the average, as dollar per unit time.  Thus, the regular cutting 
cost is     11 1/
n n
t s i i ii i
c L x   
    dollar per hour. Again, the number of type i  defective 
spots in the length of   is given by / iL , where iL  (feet) is the distance between two consecutive 
defect of type i . So, the on-line rework cost is 1 1( / ) (1 )
on
i i i ic L x y  per hour and the off-line 
rework cost is 1 1( / )
off
i i iic L x y per hour. Thus, the total cost 1.1TC  dollar/hour in standard rework 
strategies can be summarized as 
 11 11.1 1 11
1
(1 ) ( )
s
n
ni i on offt i i
i i i in i
s iL ii
xc x



















.  (6.2) 
 





(ii) Standard scrapping cost 
When sL L and no rework is done on the defective spot, a portion of the pipe of length 
( / )s sL L L L     is scrapped [refer Figure 6.3]. An additional cutting operation in this case is 
needed to be performed at the defective spot to separate the portion of length ( / )s sL L L L     
from the continuous pipe. As a results, the cutting cost for L  feet of pipe is obtained as 
 / 1s tL L c    and the scrapping cost for the portion of pipe is given by ( / )s s sL L L L c    . On 
the other hand, the proportion of this situation is given by  11 11
n n
i i ii i
x  
 
  . So, the total 
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.       (6.3) 
Finally, in the standard case (Case 1) from Equations (6.2) and (6.3), the total cost for cutting, 
scrapping and reworking per hour is summarized as 
 11 11 1 11
1
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  (6.4) 
(iii) Total pipe sales price in Case 1 ( sL L ) 
It is to be noted that, when sL L  the defect is reworked on or off the line, there is neither 
cutting operation at the defective spot nor the scrapping. The currently reworked pipe is now 
treated as a regular defect-free pipe. So, the pipe (i.e.,  feet/hour) can be sold at the regular 
standard price of P dollar/feet. This happens 11 1
n n
i i ii i
x  
   proportion of times. Again, the 
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total length of the standard pipes (length sL ) cut from the length L is .s sL L L    Now, the length 
of defect-free standard pipes per hour is found as s sL L L L   . Thus, in Case 1, the total sales 
value, 1TS  dollar/hour of the standard pipes produced per hour is obtained as 




( ) ( )
s s
n n
i i s o i ii i
o n n
sL Li ii i
x L P x L
















.  (6.5) 
6.2.5 Case 2: substandard ( )b sL L L   
When the defect-free length ( L ) remains within the range[ , )b sL L , a standard length pipe is 
not possible to obtain without any repair. So, either the portion L  can be scrapped or the defective 
spot can be reworked. Another option for dealing with this case is to produce some substandard 
pipes of length bL . If substandard length pipes are produced from the defect-free length L  , the 
number of substandard pipes will be / bL L   , and rest of the portion of the pipe of length
/ b bL L L L     has to be scrapped [see Figure 6.4].  
 
Figure 6.4. Sub-standard pipe cutting from defect-free length L  ( )b sL L L  . 
So, there are four alternative ways to deal with the defect in this case—(a) substandard pipe 
making, (b) on-line rework (c) off-line rework and (d) scrapping. If substandard pipes are made, 
/ bL L    substandard pipes of length bL can be cut from the defect-free length L  and the 
nonstandard portion of length / b bL L L L     will be scrapped. This alternative option is 






indicated by 1iz   for the defect of type i. On the other hand, in no-substandard option, the sub-
standard pipes are not made ( iz = 0), rather the defective spot of type i can be reworked (i.e.,
2 1ix  ) online ( 2 0iy  ) or off-line ( 2 1iy  ); or the pipe of length L  can be scrapped ( 2 0ix  ). 
(i)  Sub-standard pipe making cost 
The number of cutting operations needed for making substandard pipes is given by / bL L    
from the defect-free length L , when b sL L L  . Again, some additional substandard pipes can 
be made when sL L  from the pipe portions of length s sL L L L    . The number of cuts for making 
substandard pipes (of length bL ) from the portion of sL L is found as   .s s bL L L L L       
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If the substandard pipes has a maximum demand of 
max
bL feet/hour, the total number of cutting 
operation for making substandard pipes will be limited by 
max
b bL L . In addition to cbn or 
max
b bL L , 
an additional cutting operation is needed at each defective spot. The number of cutting operation 
at the defective spots per hour is given as / L . Hence, the total cutting cost for making 
substandard pipes will be  maxmin , ( )s
b
L
t cb b b L






On the other hand, the total length of substandard pipes, 
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.  (6.7) 
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However, the total length of substandard pipes, 
T
bL   can be higher than 
max
bL feet/hour. Hence, 
the total scrapping cost (per unit time) for making substandard pipes will be 
  maxmin , Tb b sL L c  . Here, the proportion of substandard case is given by 1 1
n n
i i ii i
z  
   . 
Thus, the total cost of making substandard pipes, 2.1TC  dollar/hour (includes cutting and scrapping 
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 . (6.8) 
(ii) No-substandard: on/off-line rework costs 
On the other hand, the defective spots of type i can be reworked on-line incurring a cost of 
on
ic
dollar/defect, or can be reworked off-line incurring a cost of 
off
ic dollar/defect. So, the rework cost 
for a defect of type i is  2 2 2(1 ) (1 )on offi i i i i ic y c y x z    in the length iL . Thus, the rework cost 
for the pipe of length   is 2 2 2(1 ) (1 )on offi i i i i i ic y c y x z L    dollar/hour. When the defect is 
reworked, the pipe can be cut at a standard length .sL  This situation happens in 
   21 1(1 )
n n
i i i ii i
x z  
 
   proportion of cases. Thus, the cutting cost for length   is given 
by    21 1( / ) (1 )
n n
t s i i i ii i
c L x z   
 
  dollar/hour. When the pipe of length L  (where
b sL L L  ) is reworked, the total cost 2.2TC  dollar/hour can be found as 
 21 22.2 2 21
1
(1 ) (1 )
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(iii) No-substandard: scrapping cost 
If the portion of the pipe of length L  (when b sL L L  ) is scrapped, the scrapping and cutting 
cost are given as sc and ( / ) tL c dollars/hour, respectively. If no substandard pipe is produced, 
and the portion is scrapped instead of repair for defect type i , the both indicating variables 2ix  and 
iz  will be 0 (i.e., 2 0ix  , and 0iz  ). The number of defects per hour, when no-substandard-





 . Hence, the situation, no-substandard-scrapping happens in 
    21 11 (1 )
n n
i i i ii i
x z  
 
    proportion of times. The total cost per hour for scrapping and 



























.      (6.10) 
Finally, from Equations (6.8), (6.9) and (6.10) in Case 2 (i.e., for b sL L L  ), the expected 
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(iv) Total pipe sales price in Case 2 ( b sL L L  ) 
Now, the total length of defect-free sub-standard pipes per hour is 
maxmin( , )Tb bL L . If the selling 
price of the substandard pipe is given by P , the total sales price of the sub-standard pipes produced 
per hour will be  max 1 1min ,
n nT
b b i i ii i
L L P z  
 
  . When pipes are reworked in case of 
b sL L L  , it can be sold at the standard rate oP  dollar/feet. In this situation the sales value for 
the pipes produced in one hour is given by, 21 1
(1 )
n n
o i i i ii i
P x z   
 
  . However, in case of 
scrapping, there is no salable pipes (neither standard nor substandard) in the length L . So, the total 
sales value of the pipes in Case 2 can be written as 
  2max 1 12
1 1
(1 )
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.  (6.12) 
6.2.6 Case 3: non-standard ( )bL L  
If the defect-free length L   remains below the substandard length bL , there are three alternative 
strategies to deal with the defect—(a) on-line rework, (b) off-line rework or (c) scrapping the 
portion of length .bL L  The rework decision is indicated by the variable 3 1ix  , where on-
line rework is indicated with 3 0iy   and off-line rework is indicated with 3 1iy  .  
(i) Non-standard on/off-line rework cost 
If the defective spot of type i is reworked on/off-line, the rework cost is
 3 3 3(1 ) ( / )on offi i i i i ic y c y L x   per hour for that specific type of defect. In this case, the cutting 




t s i i ii i
c L x   
   per hour. So, the expected total cost, 3.1TC  dollar/hour 
for non-standard rework strategy is given by  
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c xx















.  (6.13) 
Here, 0 indicates a very small positive number which is equal to the width of the cutting tool. 
(ii) Non-standard scrap ( 3 0ix  ) 
If the defective spot is not reworked, the pipe of length bL L  has to be scrapped. The 
scrapping cost for the pipe of length L   is given by sLc . So, the scrapping cost for the pipe of 
length   will be sc . On the other hand, the cutting operation needs to be performed through the 
defective spot, and it will cost tc  for one spot in the length L . So, the cutting cost in length   
feet/hour can be written as ( / ) tL c  dollars/hour. This non-standard scrapping case happens in 
 31 11
n n
i i ii i
x  
 
  proportion of times. Hence, the expected total cost, 3.2TC in non-standard 


























.      (6.14) 
Now, from Equations (6.13) and (6.14), the expected total cost 3 3.1 3.2TC TC TC   dollar/hour 
in the Case 3 ( )bL L  is written as 
  33 13 3 31
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(iii) Total pipe sales price in Case 3 
When the pipe portion of length is scrapped, the sales value is zero. However, in the non-
standard rework strategy, the sales value for the pipes produced in one hour is given by 
31 1
n n
o i i ii i
P x   
   . Hence, total expected sales value of the pipe portion with length bL L  






















.       (6.16) 
6.2.7 Constraints 
All of the alternative strategies listed in Figure 6.2 are incorporated in the model with three 
sets of 0-1 binary integer variables, kix , kiy  and iz  for Case k, defect type i. Here, kix  = 0 indicates 
that in Case k, when a defect of type i is detected on-line the defect-free portion (of length L ) is 
scrapped, while kix  = 1 indicates that the defect is reworked. On the other hand, kiy = 0 and kiy  = 1 
indicates that the rework is done on-line or off-line, respectively. It is to be noted that, when kix  = 
0, it must yield kiy  = 0. In other words, kiy  = 1 if and only if kix  = 1. These definitions and conditions 
on kix and kiy are applicable for all the Cases 1,2,3k  . The relationship between kix and kiy can be 
expressed as 0ki kiy x   (Hossain and Sarker, 2016a). 
However, when substandard pipes are produced in case of b sL L L  , the decision variable 
indicates 1z  . In this case, rework decision is to be 2 0ix  (meaning no rework). So, 2 1ix   
( 1,2,...,i n  types of defect) are infeasible solution when 1iz  . Again, when no-rework 
(scrapping) decision is taken in any case k , i.e., 0kix  for k 1, 2 or 3, an off-line rework is 
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irrelevant. That means, 0kiy  for any 0kix  , whereas 1kiy  is infeasible for any 0kix  . 
These two infeasible solutions can be excluded from the feasible region with the constraints 
0ki kiy x  and 2 1i ix z  , 1,2,3k  and 1,2,...,i n  ,          (6.17) 
if there are n types of defect detectable on-line. 
6.2.8 Final mathematical form of the problem 
Finally, combining Equations (6.4), (6.11) and (6.15), the expected total cost (per hour) is 
found as  
1 2 3( , , )ki ki iTC x y z C c TC TC TC      
 11 11 11
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,     (6.18) 
where cbn  and 
T
bL  are denoted for the total number and length of substandard pipes per hour 
defined in Eq. (6.6) and Eq. (6.7), respectively. Again, from Equations (6.5), (6.12) and (6.16) the 
expected total sales value, TS  for the pipes produced in one hour is found as 
1 2 3( , , )ki ki iTS x y z TS TS TS    
 1 3 11 1 1
01 1 1
1 1
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Thus, the expected profit,  (dollar/hour) from the sales of the pipes produced in one hour is 
calculated as TS TC   . The mathematical formulation of the stated problem becomes a 
nonlinear integer programming problem as given below. 
Problem INLPZ : 
Max ( , , ) ( , , ) ( , , )ki ki i ki ki i ki ki ix y z TS x y z TC x y z       (6.20) 
Subject to, 0ki kiy x          (6.20a) 
2 1i ix z          (6.20b) 
, , (0,1)ki ki ix y z  , 1,2,3k   and 1,2,...,i n  . 
This is a binary nonlinear integer programming problem for which the solution is not 
immediate as compared to a linear programming technique. Moreover, inclusion of the constraints, 
the coefficients including exponential and discrete functions, and multiple integrals make it 
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difficult to evaluate the function. Proper methods for evaluating the profit function and for solving 
the problem need to be devised.   
6.3 The Solution Methodology 
The general form of Problem INLPZ can handle multiple type of defects which are detectable 
on line. After, several steps of calculations the profit function  can be rearranged as 
 ( / ) ( / ) ( / )1 3 11 1 1
0
1
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 is the summation of all defects, and the multiple integrals 1I  , 2I  and 3I  are 
evaluated following Equations (6.22), (6.23) and (6.24), respectively. 
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Here, iL  is the length of the pipe between two consecutive defects of same type i , whereas L  
(defect free length) is the distance of two consecutive defects of any type. The relation between 











 . For n  types of defect the integrals 1I , 2I and 3I become n -th integrals, limits of 
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On the other hand, Eq. (6.6) and Eq. (6.7) can be evaluated as  4 1 51 1
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Now, define 1 2, ,..., ma a a  locally as 
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Proof: The integral 5I  can be extended as 
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Now, the function
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Thus the result is obtained. ■ 
Thus the profit function in Equation (6.21) can be evaluated for any given solution point
( , , )ki ki ix y z . For n  type of defects there are 7n variables, and each of the variables has two 
possible values 0 or 1. Hence, for n  type of defects there could be 
7
2
n solution points. For 
example, when n =3, the number of solution points could be 
212   2,097,152. In order to obtain 
the optimum solution through exhaustive search, all solution points should be checked for 
feasibility and all the feasible points are needed to be evaluated. The problem in this chapter is 
concerned about a design aspect for the pipe manufacturing line and the solution for a specific 
environment is needed to be obtained only once in a batch. Hence, an exhaustive search procedure 
is feasible and realistic in the light of the computational time. 
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6.4 Pipe Manufacturing Example and Numerical Computation 
The expected profit in a continuous seam welded pipe manufacturing process involves fixed 
and variable costs of production, standard and substandard pipe prices and lengths, defect rate(s), 
production rate, on-line/off-line repair costs, cutting and scrapping costs. Once all of these 
parameters are estimated the expected profit can be evaluated for a given solution for rework and 
pipe sizing policy. The objective of this research is to find the best solution for maximizing the 
profit. Several numerical instances are set in this section to illustrate the solution process and to 
examine the behavior of the solution with respect to the system parameters.  
6.4.1 Single type of defect 
In general, all type of quality defects in the pipe are not detectable with the on-line inspection 
facility. While only one type of defect (for example, surface scars) is detectable on-line, or all 
defects which are detectable on-line are considered as a single type of defect, the problem can be 
termed as single type defect problem. In a single type defect problem, the number of variables (
1 2 3 1 2 3, , , , , ,x x x y y y z ) is 7, and each variable can have two possible values, 0 or 1. Hence, the size 
of the solution space is given as 72 128 . Such type of problem can be solved optimally by 
exhaustive search procedure. Some single type defect problems are solved optimally and the 
solutions are recorded in Table 6.1. 
Example 6.1: Continuous Steel Pipe Manufacturing 
A local pipe production industry produces steel pipes of different dimensions. In one of their 
plant steel pipes are produced continuously for 8 hours in a day. Pipes are cut into a standard length 
( sL ) of 40 feet and sold for a regular price ( oP ) of $180 per feet. The cross-sectional (circular) 
cutting cost ( tc ) is $15 for each cut. The production line has an estimated fixed expenses ( C ) of 
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$10,000 per hour. The variable cost includes, materials and utility costs which are linearly related 
to the length of pipe being produced. The net variable cost ( c ) of production is estimated as $100 
per feet. It is observed that some welding defects are generated during production at a constant 
rate ( )  of 3 defects per hour, which are repairable at a cost (
onc ) of $30 while repaired on-line or 
at a cost (
offc ) of $20 in case of reworking at an off-line rework station. The production rate (
)  is 230 feet/hour. Now, one of the buyers offers to purchase substandard length of pipes at a 
higher rate of price ( P) $350 per feet, so that they can avoid the pipe cutting cost at their (buyer’s) 
own facility. Each of these substandard pipes have to be 9 feet in length ( bL ). On the other hand, 
a scrapping cost ( sc ) of $10 per feet of pipe is incurred for dumping the scrapped portions. The 
maximum demand of substandard pipes is given as
max
bL = 50 feet/hour. Now, the objective for the 
management is to identify the optimal decision on the policy for dealing with the defective spots 
and substandard pipe production. In other words, it is to be decided whether the rework operation 
should be done on-line or off-line, or a portion of pipe between two consecutive defects should be 
scrapped, or substandard pipes should be produced from the defect-free portion instead of 
reworking or scrapping it if the portion is less than a standard length.  
This is a single type defect problem (i.e., 1n  ). The problem described above is formulated 
according to the structure of Problem INLPZ and solved optimally by exhaustively searching all 
feasible solution points of (x1, x2, x3, y1, y2, y3, z). Thus, the maximum profit is found as
* = 
$11,088.32 from one hour production and the corresponding solution point is obtained as (x1, x2, 
x3, y1, y2, y3, z) = (1, 0, 1, 1, 0, 1, 1). The optimum solution indicates that, if the defect-free length 
( L ), that is, the length of pipe portion between two consecutive defects is less than the substandard 
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length (i.e., bL L ) or greater than or equal to standard length (i.e., sL L ) the defective spot should 
be reworked, because the solution is obtained as 1 1x   and 3 1.x   These reworks should be done 
at an off-line rework station as 1 1y  and 3 1y   are found as an optimum solution. However, if 
the defect-free length is found greater than or equal to the substandard length but less than the 
standard length (i.e., b sL L L  ) the defect-free portion should be cut at substandard lengths, bL  
and rest of the portion of length / b bL L L L    should be scrapped, because optimum is 1.z    
6.4.2 Empirical tests 
Nine additional instances are set with arbitrary values of the parameters. The values of all 
parameters along with their optimum solutions are summarized in Table 6.1. It is found that, for 
different values of the parameters, the optimum result 
*  and corresponding solution varies 
significantly. The CPU time for all instances remains around 167 seconds which is acceptable as 
a computational time in a design problem. 






C  c  offc  onc  sc † tc  oP  P  sL  bL      
max
bL  1x  2x  3x  1y  2y  3y  z  * ($) 
1 10000 100 20 30 10 15 180 350 40 9 230 3.00 50 167.32 1 0 1 1 0 1 1 11088.32 
2 9000 100      12       13       10       1       150      200      50       13        330       3.00        10 172.65 1 1 1 1 1 1 0 7095.83 
3 9500 100      10       18       10       15       170      350      50       18        180       0.10     40 168.42 1 1 1 1 1 1 0 3032.16 
4 8000 100      15       30       -25      50       165      110      80       13        400       0.20     20 161.86 1 0 1 1 0 1 1  26434.23 
5 5000 80       18       19       -30       5       190      150      30       19        250       0.33     15 176.12 1 0 1 1 0 1 1 29548.19 
6 11000 100      20       17      -10       15       210      130      50       29        350       0.10   35 164.25 1 0 1 0 0 0 1 30621.70 
7 13000 100      12       30       10       15       195      210      60       23        190       0.50     12 162.22 1 1 1 1 1 1 0 4928.78 
8 9700 80       10       13      -30       15       160      120      70       13        320       0.20     12 168.21 1 0 1 1 0 1 1 24443.86 
9 8500 60       20       30       10       3        155      210      40       13        210       0.18     10 167.58 1 1 1 1 1 1 0 11386.01 
10 7300 80       50       12       -20      4        240      140      40       17        350       0.15     20 162.75 1 0 1 0 0 0 1 55130.20 
Note: †Negative sc means salvage value (scrapped materials sold at lower price). 
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6.4.3 Multiple type of defects 
In some cases, various types of defects are detectable on-line and their rates of occurrences 
(defect rate i ) and the repair costs ( offic  and 
on
ic ) are different. In those cases, the decision for 
each type of defects should be taken separately. The number of variables becomes 7n  for n types 
of defect, and each variable has two possible values, 0 or 1. Hence, the number of solutions in the 
solution space becomes 72 n . For 2,n   the size of the solution space becomes16,384 , and for 
3n  , it becomes 2,097,152. That means, the size of the solution space is increasing exponentially 
with the increase of defect types. Sorting the feasible solutions and then evaluating all feasible 
solutions for evaluating the profit function, is the adopted strategy for obtaining the optimum 
solution. 
The even number of instances (2, 4, 6, 8 and 10) in Table 6.1 are extended for multiple types  
( 2n   and 3n  ) of defect. The corresponding repair costs (on-line and off-line) and the rate of 
defects for the defect type 2,3i   are listed in Table 6.2. Corresponding single type defect ( 1)i   
results are recorded in Table 6.1. The solutions in Table 6.2 indicates that the solution point differs 
for different type of defects. On the other hand, the profit decreases with the increase of defect 









Table 6.2. Optimum solutions for multiple type of defects. 
6.4.4 Sensitivity analysis 
In order to identify the sensitivity of the optimum profit (
* ) with respect to different process 
parameters, the reflection of this objective function is observed, in general, for some ratios of the 
(relative) process parameters
on offc c , s tc c , oP P , and b sL L which are varied while keeping 
rests of the parameters fixed at a point in Example 6.1. These results are reported in Table 6.3. 
Some graphical presentations of these results in Figure 6.5 reflects the relationships between *
and the corresponding process parameters. The values of the parameters ,  and maxbL are also 
varied individually in order to investigate the influence of these parameters on the optimum 
solution. These results are reported in Table 6.4; corresponding profits are plotted in Figure 6.6. 
 











1 12.00 13.00 3.00 
4976 
1 1 1 1 1 1 0 
7042.84 
2 21.00 3.00 1.50 1 1 1 0 0 0 0 
3 
1 12.00 13.00 3.00 
172284 
(47.86 hrs) 
1 1 1 1 1 1 0 
6943.12 2 21.00 3.00 1.50 1 1 1 0 0 0 0 
3 3.00 27.00 3.00 1 1 1 1 1 1 0 
4 
2 
1 15.00 30.00 0.20 
7935 
1 0 1 1 0 1 1 
22064.58 
2 18.00 32.00 0.50 1 0 1 1 0 1 1 
3 
1 15.00 30.00 0.20 
285704 
(79.39 hrs) 
1 0 1 1 0 1 1 
20035.86 2 18.00 32.00 0.50 1 0 1 1 0 1 1 
3 123.00 120.00 0.19 1 0 1 0 0 0 1 
6 
2 
1 20.00       17.00      0.10 
4652 
1 0 1 0 0 0 1 
30126.28 
2 10.00 5.00 0.20 1 0 1 0 0 0 1 
3 
1 20.00       17.00      0.10 
207843 
(57.73 hrs) 
1 0 1 0 0 0 1 
29626.33 2 10.00 5.00 0.20 1 0 1 0 0 0 1 
3 15.00 40.00 0.20 1 0 1 1 0 1 1 
8 
2 
1 10.00 13.00 0.20 
6930 
1 0 1 1 0 1 1 
22146.50 
2 90.00 13.00 0.30 1 0 1 0 0 0 1 
3 
1 10.00 13.00 0.20 
251021 
(69.73 hrs) 
1 1 1 1 1 1 0 
15620.93 2 90.00 13.00 0.30 1 0 1 0 0 0 1 
3 110.00 12.00 0.90 1 1 1 0 0 0 0 
10 
2 1 50.00 12.00 0.15 
3718 
1 1 1 0 0 0 0 
48616.13 
2 1.00 4.00 2.00 1 1 1 1 1 1 0 
3 1 50.00 12.00 0.15 
134611 
(37.39 hrs) 
1 1 1 0 0 0 0 
47701.64 2 1.00 4.00 2.00 1 1 1 1 1 1 0 
3 120.00 150.00 0.60 1 1 1 1 1 1 0 
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Table 6.3. Sensitivity analysis of the solution by varying the ratios of parameters. 
 
Optimum solution for 
changing
on offc c  
Optimum solution for 
changing s tc c  
Optimum solution for 
changing oP P  
Optimum solution for 
changing b sL L  
Ratio *  
(x1, x2, x3, y1, y2, 
y3, z) 
*  
(x1, x2, x3, y1, y2, 
y3, z) 
*  
(x1, x2, x3, y1, y2, 
y3, z) 
*  
(x1, x2, x3, y1, y2, 
y3, z) 
0.01 11654.12 (1,0,1,0,0,0,1) 2009.33 (1,1,1,1,1,1,0) 7673.01 (1,1,1,1,1,1,0) 7673.01 (1,1,1,1,1,1,0) 
0.02 11648.40 (1,0,1,0,0,0,1) 4884.30 (1,1,1,1,1,1,0) 7673.01 (1,1,1,1,1,1,0) 7673.01 (1,1,1,1,1,1,0) 
0.03 11642.69 (1,0,1,0,0,0,1) 6937.44 (1,0,1,1,0,1,1) 7673.01 (1,1,1,1,1,1,0) 7673.01 (1,1,1,1,1,1,0) 
0.04 11636.97 (1,0,1,0,0,0,1) 8024.06 (1,0,1,1,0,1,1) 7673.01 (1,1,1,1,1,1,0) 7673.01 (1,1,1,1,1,1,0) 
0.05 11631.26 (1,0,1,0,0,0,1) 8676.03 (1,0,1,1,0,1,1) 7673.01 (1,1,1,1,1,1,0) 7673.01 (1,1,1,1,1,1,0) 
0.10 11602.68 (1,0,1,0,0,0,1) 9979.97 (1,0,1,1,0,1,1) 7673.01 (1,1,1,1,1,1,0) 8519.59 (1,0,1,1,0,1,1) 
0.20 11545.53 (1,0,1,0,0,0,1) 10631.94 (1,0,1,1,0,1,1) 7673.01 (1,1,1,1,1,1,0) 10597.16 (1,0,1,1,0,1,1) 
0.30 11488.38 (1,0,1,0,0,0,1) 10849.26 (1,0,1,1,0,1,1) 7673.01 (1,1,1,1,1,1,0) 11341.95 (1,0,1,1,0,1,1) 
0.40 11431.23 (1,0,1,0,0,0,1) 10957.93 (1,0,1,1,0,1,1) 7673.01 (1,1,1,1,1,1,0) 10047.36 (1,0,1,1,0,1,1) 
0.50 11374.07 (1,0,1,0,0,0,1) 11023.12 (1,0,1,1,0,1,1) 7673.01 (1,1,1,1,1,1,0) 8355.45 (1,0,1,1,0,1,1) 
0.60 11316.92 (1,0,1,0,0,0,1) 11066.59 (1,0,1,1,0,1,1) 7673.01 (1,1,1,1,1,1,0) 8488.41 (1,0,1,1,0,1,1) 
0.70 11259.77 (1,0,1,0,0,0,1) 11097.64 (1,0,1,1,0,1,1) 7673.01 (1,1,1,1,1,1,0) 8173.31 (1,0,1,1,0,1,1) 
0.80 11202.62 (1,0,1,0,0,0,1) 11120.92 (1,0,1,1,0,1,1) 7673.01 (1,1,1,1,1,1,0) 7673.01 (1,1,1,1,1,1,0) 
0.90 11145.47 (1,0,1,0,0,0,1) 11139.03 (1,0,1,1,0,1,1) 7673.01 (1,1,1,1,1,1,0) 7673.01 (1,1,1,1,1,1,0) 
1.00 11088.32 (1,0,1,0,0,0,1) 11153.52 (1,0,1,1,0,1,1) 7673.01 (1,1,1,1,1,1,0) 7673.01 (1,0,1,1,0,1,0) 
1.20 11088.32 (1,0,1,1,0,1,1) 11175.25 (1,0,1,1,0,1,1) 7673.01 (1,1,1,1,1,1,0) 
s bL L  
1.40 11088.32 (1,0,1,1,0,1,1) 11190.77 (1,0,1,1,0,1,1) 7673.01 (1,1,1,1,1,1,0) 
1.60 11088.32 (1,0,1,1,0,1,1) 11202.41 (1,0,1,1,0,1,1) 7988.32 (1,0,1,1,0,1,1) 
1.80 11088.32 (1,0,1,1,0,1,1) 11211.47 (1,0,1,1,0,1,1) 9788.32 (1,0,1,1,0,1,1) 
2.00 11088.32 (1,0,1,1,0,1,1) 11218.72 (1,0,1,1,0,1,1) 11588.32 (1,0,1,1,0,1,1) 
(a) Change in on-line and off-line rework costs: 
It is observed that, with the increase of 
on offc c the profit decreases slowly until the ratio 
becomes greater than 1.00. It is to be noted that, here offc is kept fixed at $20 /defect and 
onc  is 
varied to change the ratio. The solution point remains the same at (1,0,1,0,0,0,1) until 1,on offc c 
where an online repair policy 1 3( 1x x   and 1 3 1y y  ) is suggested as the optimum solution, for 
Cases 1 and 3. On the other hand, when 1
on offc c  , the on-line repair cost is higher than the off-
line repair costs. In those cases, the optimum solution comes out from off-line rework decision. 
This is reflected in the solution point (1,0,1,1,0,1,1) in the cases with 1
on offc c  . In general, the 
effect of the repair costs on the solution point is not significant as compared to other ratios. 
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(b) Change in scrapping and cutting costs: 
On the other hand, the profit increases asymptotically with the increase of s tc c . In this 
experiment the scrapping cost ( sc ) is kept constant at $10 per feet, while the cross-sectional cutting 
cost ( tc ) is varied. At a lower ratio of s tc c  (i.e., when tc is relatively high) the profit remains 
low. Profit increases as s tc c  increases; however, the increase of the profit is not noticeable while 
s tc c is high. This result indicates that s tc c  influences highly at lower values of s tc c , but it 
becomes insignificant to the profit when sc becomes closer to or higher than tc . 
 
Figure 6.5. Effect of change in (a) 
on offc c , (b) s tc c , (c) P P and (d) b sL L on Profit 
* . 
(c) Change in substandard and standard pipe price: 
Now, the ratio oP P is varied while keeping the standard pipe price oP  ($/feet) constant, and 
the sub-standard pipe price P($/feet) is increased. All other parameters are kept constant at the 
values in Example 1. It is observed that, the profit starts increasing when P is high enough as 
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compared to oP  (i.e., when 1.4oP P  ). The strategy for making substandard pipes does not 
indicate to be the optimum solution until 1.4oP P  . It can be concluded that a higher price of 
substandard pipe is not the only factor to take a decision for making substandard pipes. The pipe 
cutting cost, scrapping cost and the defect rate are the influencing parameters for making decision 
on substandard pipes. 
(d) Change in substandard and standard pipe length: 
It is noted earlier that a standard pipe (length bL ) is produced only if a defect free length L  
remains within the range b sL L L  . Hence b sL L is varied from 0.01 to 1. A nonlinear relationship 
is found between b sL L and the profit
* . To observe the pattern of this relationship, b sL L is 
increased while sL  is kept constant. The profit 
* starts increasing at 0.10b sL L  when the 
optimum solution point (1,0,1,1,0,1,1) suggests to produce substandard pipes. If a good amount 
(length) of substandard pipe is not produced from a defect free length L (when )b sL L L  , and 
a large amount of scrap (of length b bL L L L    ) comes out, the production of substandard pipes is 
not profitable. For this reason, the profit increases until a certain ratio 0.3b sL L   for this instance; 
after that the profit starts decreasing. At 0.8b sL L   the substandard pipe production becomes less 
profitable than producing no substandard pipes. Hence, the optimum solution becomes 
(1,1,1,1,1,1,0) when 0.8b sL L  , where 0z   indicates no substandard pipe should be produced, 
rather repair all defects. 
(e) Change in production rate, defect rate and maximum demand of substandard pipes:  
The parameters production rate (  feet/hour), defect rate  (defects/hour) and maximum 
demand of substandard pipes (
max
bL feet/hour) are varied from the reference point as in Example 
142 
 
6.1. The corresponding optimum results are recorded in Table 6.4. Increasing the material flow 
rate,   feet/hour results higher productivity. If all other parameters are kept constant, the profit 
*  $/hour should increase with the increase of . This expected result is reflected in Figure 6.6, 
though the relationship between  and 
* is not found linear.  





Optimum solution for 
changing   
Optimum solution for 
changing   
Optimum solution for changing max
bL  




bL  (x1,x2,x3,y1,y2,y3,z) 
*  
-90% (1, 0, 1, 1, 0, 1, 1) -8214.04 (1, 1, 1, 1, 1, 1, 0)   8235.86 5.00 54.65 (1, 1, 1, 1, 1, 1, 0) 7673.01 
-80% (0, 0, 1, 0, 0, 1, 1)   -5063.82 (0, 0, 1, 0, 0, 1, 1) 9495.85 10.00 54.65 (1, 1, 1, 1, 1, 1, 0) 7673.01 
-70% (0, 0, 1, 0, 0, 1, 1) -2026.76   (0, 0, 1, 0, 0, 1, 1) 10575.52 15.00 54.65 (1, 1, 1, 1, 1, 1, 0) 7673.01 
-60% (0, 0, 1, 0, 0, 1, 1) 776.92 (0, 0, 1, 0, 0, 1, 1) 11474.24 20.00 54.65 (1, 1, 1, 1, 1, 1, 0) 7673.01 
-50% (0, 0, 1, 0, 0, 1, 1) 3389.37 (0, 0, 1, 0, 0, 1, 1) 11426.89 25.00 54.65 (1, 1, 1, 1, 1, 1, 0) 7673.01 
-40% (1, 0, 1, 1, 0, 1, 1) 4957.46 (1, 0, 1, 1, 0, 1, 1) 10661.55 30.00 54.65 (1, 1, 1, 1, 1, 1, 0) 7673.01 
-30% (1, 0, 1, 1, 0, 1, 1) 7017.97 (1, 0, 1, 1, 0, 1, 1) 11250.92 35.00 54.65 (1, 1, 1, 1, 1, 1, 0) 7673.01 
-20% (1, 0, 1, 1, 0, 1, 1) 8792.91 (1, 0, 1, 1, 0, 1, 1) 11794.42 40.00 54.65 (1, 1, 1, 1, 1, 1, 0) 7673.01 
-10% (1, 0, 1, 1, 0, 1, 1) 9900.22 (1, 0, 1, 1, 0, 1, 1) 12024.81 45.00 54.65 (1, 0, 1, 1, 0, 1, 1) 9296.65 
0% (1, 0, 1, 1, 0, 1, 1) 11088.32 (1, 0, 1, 1, 0, 1, 1) 11088.32 50.00 54.65 (1, 0, 1, 1, 0, 1, 1) 11088.32 
10% (1, 0, 1, 1, 0, 1, 1) 12339.04 (1, 0, 1, 1, 0, 1, 1) 10214.06 55.00 54.65 (1, 0, 1, 1, 0, 1, 1) 12753.83 
20% (1, 0, 1, 1, 0, 1, 1) 13639.21 (1, 0, 1, 1, 0, 1, 1) 9398.63 60.00 54.65 (1, 0, 1, 1, 0, 1, 1) 12753.83 
30% (1, 0, 1, 1, 0, 1, 1) 14979.10 (1, 0, 1, 1, 0, 1, 1) 8638.84 65.00 54.65 (1, 0, 1, 1, 0, 1, 1) 12753.83 
40% (1, 0, 1, 1, 0, 1, 1) 16351.34    (1, 0, 1, 1, 0, 1, 1) 7931.64  70.00 74.36 (0, 0, 1, 0, 0, 1, 1) 13259.44   
50% (1, 0, 1, 1, 0, 1, 1) 17750.28 (1, 1, 1, 1, 1, 1, 0) 7389.13 75.00 74.36 (0, 0, 1, 0, 0, 1, 1) 14818.49 
On the other hand, increase in defect rate  does not always result in low productivity. For the 
experimented instance, it is found that at the lower values of  , the profit continues increasing 
for a while, after that it starts decreasing again. In fact, the trend is not consistent. Low values of 
 results a few number of substandard pipes. In this example the price of substandard pipe is 
higher than that of the standard pipes. A higher defect rate causes a scope for producing higher 
number of substandard pipes, which can be sold for a higher rate. This is a reason for getting higher 
profit for higher defects, in some cases. In general, a high rate of defect leads to lower profit, which 
is visible for (1 0.10) initial   (








The maximum production of substandard pipe is restricted by
max
bL (feet/hour). The profit is 
controlled by 
max
bL or the available substandard pipe 
T
bL (feet/hour) whichever is minimum, given 
that substandard pipe production is suggested by the optimum solution (i.e., 1z  ). In the example, 
the substandard pipe is sold for higher price ( $350P  /feet $180P  /feet); as a result, the profit 
increases with the increase of substandard pipe sales. However, the substandard pipe sales are not 
profitable until a critical amount of substandard pipe is sold. From -90% to -20% of 
max
bL , the 
maximum amount of substandard pipe sales remains below the critical value, hence the decision 





bL has any effect on the profit. As
max
bL increases to 45 (i.e., -10% of the base 
value 50 feet/hour listed in Table 6.1), the production of substandard pipes becomes profitable and 
the profit increases with an optimum solution 1z   (suggesting to produce substandard pipes). This 
increasing trend continues until 
max
bL dominates the profit (when
max T




bL the available substandard pipes
T
bL   54.65 feet/hour becomes lower than 
max 55bL  feet/hour 
and starts dominating the profit. Hence, the profit remains constant until
T
bL  remains constant. On 
the other hand, at +40% of 
max
bL (i.e., at 
max
bL =70 feet/hour) the production of substandard pipes 
from the defect free pipe length sL L , seems profitable instead of repairing the defect. This is 




b bL L . 
From the sensitivity analyses of 
* some overall conclusions can be drawn. This analyses 
show that, the profit, 
* decreases for increasing 
on offc c until the ratio reaches to 1. Profit 
*
increases asymptotically while s tc c  increases. However, b sL L shows a nonlinear relationship 
with profit




b bL L . 
Only a good amount of sales from the substandard pipes can contribute to increase the profit. It 
was observed that, though substandard pipe price is 40% higher than the standard pipe price, the 
optimum solution does not suggest producing substandard pipes. The effect of defect rate,   on 
the profit 
* is found non-linear. In some cases, increasing  results even higher profit as 
substandard pipe (with higher price rate) production discretely increases with the increase of  . 
6.5 Summary on Pipe sizing and Rework Policy  
This research deals with the decision problem for dealing with defective spots of pipes in a 
continuous pipe production industry, where the number of defects in certain time interval follows 
a Poisson process. There could be four alternative ways to deal with a defect in pipe production: 
(a) rework on-line, (b) rework off-line, (c) scrapping, (d) producing substandard pipes. The 
objective is to maximize the profit by determining optimum decision among these alternatives.  
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The problem is formulated as a nonlinear integer programming (NILP) problem where the 
alternative decisions are indicated by some binary integer variables. The problem is solved 
optimally with an exhaustive search method. Several instances are presented to illustrate the 
behavior of the optimum solution. Ten different instances reveal that, the optimum result (
* ) 
and corresponding solutions points varies significantly for different values of the system 
parameters. For multiple type of defects, the profit decreases with the increase of defect types. 
Again, the optimum solution for a definite type of defect might differ when other type of defect 
affects the defect free length. The computational time increases exponentially with the increase of 
defect types. The sensitivity of the optimum solution is monitored for changing different system 
parameters. Some important observations are made from the sensitivity analyses. These are, (a) a 
higher price of substandard pipes does not mean that a decision for making substandard pipes will 
always increase the profit; (b) higher defect rate does not always lead to lower profit; (c). An 
increased production rate leads to higher profit, though the relationship between production rate 




b bL L . As 
a summary it can be said that, the profit depends on all system parameters but differently. 
In a real life environment, only a few type of defect is detectable with online inspection 
facilities. Hence, the proposed model is practical and feasible to solve with exhaustive search 
method. However, multiple types of defect problem can be solved with heuristics. Developing an 
efficient heuristic can be considered as a potential extension of this research. The solution presents 
a complete decision for dealing with a defective spot on the pipe being produced in a continuous 
line, which maximizes profit. This approach is applicable in any continuous pipe production 





CONFIGURATION OF INSPECTION-REWORK FACILITY  
In many metal pipe manufacturing industries, the pipes are produced continuously from sheet 
metal coils by seaming the edges of the sheet with some welding operations. The pipes are cut to 
a specified length and sent to a series of inspection stations for detecting any nonconformities. 
Repairable defective items are sent to the rework station and then fed to the inspection stations 
again for re-inspection. Thus the queuing systems for inspection and rework stations are 
intertwined together. In general, any inspection or rework time is not constant for all pipes, rather 
it follows a statistical distribution. Thus, a queue of the pipes is generated in front of the inspection 
and/or rework station(s) though the average inspection or rework rate is higher than average arrival 
rate at that station. The capacity of a station can be increased by adding extra servers which will 
decrease the length of the queue but will increase the server cost. On the other hand, factory has a 
limited space to accommodate the queues of pipes and the servers. Hence, it is needed to decide 
on the appropriate number of servers and the waiting space in each of the inspection and rework 
stations that minimize the total cost for the overall inspection-rework facility, while satisfying the 
floor space constraint. 
7.1 The Inspection-Rework Facility 
In a continuous steel pipe manufacturing system, the pipes are cut into standard lengths and 
sent to a series of different inspection stations for identifying unwanted quality defects. Thus, 
several queues of manufactured pipes are generated in front of many inspection stations. After 
going through all inspections the defect free pipes are sent to the finishing stations. However, the 
unrepairable defective pipes are scrapped and the repairable defective pipes are sent to the rework 
station. Hence, another queue of defective pipes is generated at the rework station. The reworked 
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items are fedback to the inspection station. The complete network of this inspection-rework facility 
is described in Figure 7.1 where the reworkable pipes from all inspection stations are sent to one 
rework facility. 
 
Figure 7.1. Layout of inspection and rework stations for the pipe production. 
Now, let IN  inspection stations be arranged in a sequential order in the production line. The 
pipes are inspected through all of the inspection stations. There is only one rework station where 
all the rework operations can be done on the repairable defective items. The inter-arrival time and 
the service times at each of the inspection and rework stations are probabilistic in nature with 
independent exponential distributions. The average arrival rate at the inspection-rework facility is 
given by pipes/hour. Any inspection station i  consists of in  parallel servers. The average 
service rate at any server of the inspection station i  is given by i  pipes/hour. Similarly, the 
rework station consists of Rn parallel servers and the service rate at any rework server is given by 
R  pipes/hour. At the inspection station i , the expected proportion of unrepairable and repairable 
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defective pipes are found as
ip  and ip , respectively. Thus, the average proportion of pipes passing 
to the next inspection station 1i , is obtained as1 i ip p  .  
As the inter-arrival time and the service times are random variables, several queue of pipes are 
generated at each of the stations. However, due to space constraint, maximum im  pipes can be held 
at the waiting area of the inspection station i , and maximum Rm  pipes can be held at the rework 
station. If at any instance the length of queue at the inspection station i , exceeds the maximum 
limit im , the excess pipes are tagged with corresponding station number ( i  ) for identification of 
its original location in the inspection line. Then they are sent to the overstock holding area, 
incurring some additional cost involved in transportation, renting or occupying additional 
warehousing facility, additional manpower for moving and recalling the item when needed.  This 
situation happens in case of rework queue as well. When the regular waiting area of a station 
(inspection station i  or the rework station) is found empty, the overstock pipes tagged with that 
specific station number, is recalled and brought back to that station.  In general, the holding cost 
at the overstock area is higher (due to additional material handling, transportation and storage and 
retrieval activities) than the regular holding cost at the waiting space of corresponding inspection 
or rework station area.  
The queuing network is intertwined together in this situation and each of the queue affect the 
others. The capacity of the inspection station can be increased by adding extra server(s) at the 
inspection station, which will eventually add extra investment. This is true for the rework station 
as well. In a particular station, if the number of servers in  or Rn  is increased, then the length of 
queue at that station will decrease, which results lesser holding cost and consequently saves the 
floor space for the queues. However, the increased number of servers will eventually increase the 
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floor space occupancy and the server cost will be added to the total cost. Again, by increasing the 
maximum allowable pipes in the waiting area, im  or Rm , the regular in-station holding cost can be 
decreased, but this will increase the overstock holding cost. Moreover, the floor space is limited 
to TA  in order to accommodate all servers and queues. This floor space constraint limits the 
number of servers in and Rn  as well as the dimension of the waiting areas specified by im  and
.Rm  So, this research deals with the stated conflicting interests. Now, the problem is to find the 
appropriate values of in , ,Rn  im  and Rm , 1,2,..., Ii N  , so that the total cost for the 
inspection-rework facility can be minimized while accommodating all servers and queues in the 
available floor space TA . 
In general, the objective of this research is to identify the optimum number of server(s) in the 
inspection and rework station(s) as well as the maximum number of pipes in the corresponding 
waiting areas to minimize the total cost for the inspection-rework facility. An analytical model is 
presented in the following section based on a steady state situation of the open Jackson network.  
7.2 Inspection-Rework Station Configuration Model 
The inspection-rework facility in a steel pipe manufacturing system forms an open Jackson 
network if the arrival of pipes at the facility and the service at each station follows the Poisson 
process. The mathematical model for the described problem is developed here based on this core 
assumption. Some additional assumptions and definition of some notions are needed before going 
to the details of model formulation. 
7.2.1 Assumptions 
In general, a random sample of the pipes produced in the production floor are subjected to 
quality inspection. The sample of the pipes are drawn randomly and transported to the first stage 
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of the off-line inspection facility. Moreover, the production of pipes does not follow a constant-
uninterrupted flow, rather a random machine stoppage and flow rate variation generates a random 
variability in the output rate. Hence, the inter-arrival times of pipes at the off-line inspection facility 
follow a stochastic distribution which is more specifically approximated to an exponential 
distribution. After arrival at the inspection-rework facility all pipes go through all stages of 
inspection operations in sequential order of inspection requirements. Including these scenarios 
some other assumptions are necessary for developing the mathematical model of the described 
problem. These are listed here. 
(i) The pipes arrive randomly from the production floor (external source) at the first 
inspection station only. There is no other external sources of arrivals at any other 
station(s). 
(ii) All of the pipes that arrive at the inspection-rework facility will go through all inspection 
stations as arranged sequentially. Any reworkable defective pipe that does not confirm to 
the specification at an inspection station will go to a single rework station irrespective of 
what station it is diverted from. 
(iii) The inter-arrival time and the service times at each inspection and rework station follow 
exponential distributions. 
(iv) All rework and inspection stations can have multiple parallel servers whose service rates 
in a particular station are the same. 
(v) The pipes which cannot be accommodated in the regular waiting area are tagged with 
corresponding station number and moved immediately to an off-line overstock area. The 
overstock pipes are recalled by the tag number when the corresponding regular waiting 
area is found empty. 
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(vi) The regular holding cost is not higher than the overstock holding cost that involves 
renting or occupying additional warehousing facility, transportation, and additional 
manpower involvement in sorting, tagging and recalling the pipe when needed. 
(vii) Unlimited space is available in the overstock holding area. 
7.2.2 Notations 
All notations used in the model development are classified in three categories, these are 
system parameters, intermediate variables, decision variables and the measures. 
(a) System parameters 
ia   Floor space required for a server in the inspection station (IS)- i  (feet
2/server) 
Ra   Floor space required for a rework server (feet
2/server) 
Pa   Floor space required for holding a pipe in the waiting area (feet
2/pipe) 
TA   Total available floor area (feet
2) 
ip   Proportion of repairable defective pipes detected at IS- i   
ip   Proportion of unrepairable defective pipes detected at IS- i  
   Average rate of arrival at the inspection rework system (pipes/hour) 
i   Server utilization factor at station i , /i i ir n   
i   Average rate of inspection at station i  (pipes/hour) 
R   Average rate of rework (pipes/hour) 
ic   Variable cost of inspection at station i  (dollar/pipe) 
Rc   Variable cost of rework (dollar/pipe) 
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iC   Fixed cost for a server at the IS - i  (dollar/server/hour) 
RC   Fixed cost for a rework server (dollar/rework server) 
rh   Unit holding cost of the pipes in the regular waiting area (dollar/pipe/hour) 
osh   Unit holding cost of the pipes in the over-stock waiting area (dollar/pipe/hour) 
IN   Total number of inspection stations in the network 
(b) Intermediate variables 
H   Total expected holding cost of the pipes (dollar/hour) 
r
iL   Average length of queue in the regular waiting area of IS- i  (pipes) 
r
RL    Average length of the rework queue in the regular waiting area (pipes) 
os
iL   Average length of queue in the over-stock waiting area of IS- i  
os
RL   Average length of the rework queue in the over-stock waiting area (pipes) 
i   Resultant rate of pipes arrival at the inspection station i  (pipes/hour) 
R   Resultant rate of pipes arrival at the rework station (pipes/hour) 
TP   Transition probability matrix 
,n ip  Probability that there are n  number of pipes in the inspection station i  
(c) Decision variables 
in   Number of server at the inspection station (IS)- i   
Rn   Number of rework servers 
im   Maximum allowable number of pipes at the waiting area of IS- i  (pipes) 
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Rm   Maximum allowable number of pipes in rework station waiting area (pipes) 
(d) Measures 
IRTC   Total cost for the inspection rework facility (dollar/hour) 
7.2.3 Analytical model 
First of all, the steady state arrival rate at each station of the network is obtained using the 
general Jackson network.  Then the average length of regular queues and overstock queues at each 
station are obtained by using the queuing theory. This average length of queues determines the 
holding cost for the pipes at the facility. The total cost for the inspection-rework facility is 
formulated by adding the variable service (inspection or rework) costs, fixed hourly server costs, 
and holding cost for the pipes in the queue. 
(a) Steady state arrival rates 
It is noted that the network has an external arrivals and departures of the in-coming pipes and 
inspection-complied pipes, respectively. Hence, when all of the service times and the inter-arrival 
times follow a Poisson process, the network satisfies the general structure of an open Jackson 
network. Let there be IN  stages of inspection stations and one rework station as shown in Figure 
7.1. In any inspection station i  the proportion of reworkable and un-reworkable defective pipes 
are given by ip  and ip , respectively. Hence, from the inspection station i , 1 i ip p  proportion of  
pipes are going to the next inspection station 1i , and ipproportion of pipes are going to the 
rework station. From the inspection-rework configuration in Figure 7.1, the transition probability 
matrix, 
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 ,      (7.1) 
and the arrival rate vector is given by   λ 0 . Here,  is the arrival rate of pipes from the 
external source (i.e., the main production line) at the first inspection station. Again, 
1[0 0 ...] IN0  is a vector consisting of the arrival rates (from any external source) at rest of the 
stations, including the inspection stations 2,3,..., Ii N  and the rework station. This means, there 
is no pipe arrival at other station from any external source. From these information the equations 
can be determined, that describe the resultant long-run arrival rates ( 1 , 2 , …, IN  and R ) of 
pipes at all individual stations. These equations are known as the traffic equations in Jackson 
network. In a vector form the traffic equations (Gross et al. 2008, pp. 187-194) can be written as

Tγ = λ + γP , where 1 2[ ... ]IN R   γ . Here i ’s ( 1,2,..., Ii N  ) and R  are defined as the 
resultant long-run arrival rate of pipes at the inspection station, i  and the rework station, 
respectively. Hence, γ can be obtained as (Gross et al. 2008, pp. 187-194) 
 
-1
Tγ = λ I -P ,          (7.2) 
where I  is an identity matrix.  
(b)  Average length of queues and holding costs 
Given the inspection-rework configuration of the pipe manufacturing system in Figure 7.1 with 
Poisson arrivals and services for 𝑛𝑖 servers with 𝑚𝑖 respective buffer capacities at the i-th 
inspection station, the system follows an M/M/ni/mi queuing model [Gross et al., 2008, pp. 76-80]. 






        if 0
!
























 ,         (7.3) 
















    
  and i i ir n   . 
So, the average length of queue (
r
iL ) in the regular waiting area at the inspection station ,i can 
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Again, the average length of the overstock queue (
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Similarly, the average length of the rework queue in the waiting area, 
r
RL  and average length 
of the overstock rework queue, 
os
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 ,      (7.7) 
respectively, where R R R Rr n    and R R Rr n  .  
The total holding cost for the pipes in the queue depends on the length of the regular and 
overstock queues. When, rh denotes the regular holding cost ($/pipe/hour) for the pipes in the 
regular waiting area at any station, and osh denotes the overstock holding cost ($/pipe/hour) for 
the pipes which cannot be hold in the regular waiting area, the total holding cost is found as  
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H  =  1( , ) ( , )I
Nr r r
R R R i i ii
h L n m L n m

 +  1( , ) ( , )I
Nos os os
R R R i i ii
h L n m L n m

 .  (7.8) 
(c) Variable and fixed costs of services 
Now, the inspection cost is given by ic  $/pipe for the inspection station i  and the resultant 
inspection rate is calculated from Eq. (7.2) as i  pipes/hour. Thus, the expected inspection cost at 






 . On the other hand, the fixed cost for the servers in inspection station i  is given 
by iC $/server/hour which yields total fixed cost for the inspection servers as 
IN
i ii
n C . Likewise, 
the total expected rework cost and rework server cost can be found as R R R Rc n C  , where Rc  is 
the variable cost of rework ($/pipe), R  (pipes/hour) indicates the resultant (long-run) arrival rate 
of pipes at the rework station, and RC  ($/hour) denotes for the fixed cost for the rework station. 
The fixed and variables costs for inspection and rework, and the holding costs jointly forms the 
total cost ( IRTC ) function for the Inspection-Rework problem as 
   1I I
N NIR
R R i i R R i ii i
TC n C n C c c H 

      .    (7.9) 
(d) Constraints 
In addition to the total cost IRTC , the floor space constraint describes that the total floor space 
requited by both servers and queues, which are 
1
IN
R R i ii
a n a n







respectively, and the total space cannot exceed the available space ( TA ) in the floor. So, for 
ensuring a stable system in the long run it has to be ensured that the average arrival rate ( ,i R  ) 
at any station remains below (or equal to) the total service rate ( i in   or R Rn  ) of that station. 
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This condition generates the constraints i i in    or R R Rn   , for the inspection station i  or 
the rework station, respectively. 
(e) Complete problem 
Thus, the inspection-rework problem, IR  can be expressed mathematically as 
Problem IR : 
 1 1Minimize  ( , , , ) ( , ) ( , )I I I
N N NIR r r r
i R i R R R i i i i R R R R R i i ii i i
TC n n m m c c n C n C h L n m L n m 
 
          
 1( , ) ( , )I
Nos os os
R R R i i ii
h L n m L n m

       (7.10) 
Subject to, 
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i i i ir n   , i i ir n  , 1,2,..., Ii N       (7.10e) 
R R R Rr n   , R R Rr n         (7.10f) 
 1 1I I
N N
R R i i P R i Ti i
a n a n a m m A
 
           (7.10g) 
,i Rn n
Z and ,i Rm m
Z , 1,2,..., Ii N  . 
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Here, Z and Z indicates the positive and non-negative integers, respectively. The constraints 
in Eq. (7.10a) provides the expected length of pipe-queues in the regular waiting area of the 
inspection station(s) i . Eq. (7.10b) yields the expected length of overstock pipe-queues for the 
inspection station(s) i . Similarly Equations (7.10c) and (7.10d) basically describes the lengths of 
the regular queues and overstock queues at the rework station, respectively. On the other hand, the 
constraints in Eq. (7.10e) and (7.10f) are expressing the minimum server requirements at the 
inspection station i , and at the rework station, respectively, so that the system remains stable in 
the long run. The constraint Eq. (7.10g) can be termed as floor space constraint that defines the 
maximum floor area that can be used for the servers and buffers (regular waiting queues at any 
station) in the inspection-rework system. This is an important constraint in this model, which 
dominates the solution in several instance. 
Problem IR , is an integer non-linear programming (INLP) problem. The total cost function in 
Eq. (7.10) is neither differentiable nor purely convex. As a result, the solution procedure becomes 
complex. Moreover, as the number of inspection station increases the number of variable also 
increases. So, even the exhaustive search for the optimum solution becomes tedious and 
computationally prohibitive for large instances. Therefore, an efficient optimum seeking algorithm 
is developed for efficiently solving large instances. 
7.3 Solution Methodology 
The objective function in the INLP Problem IR  is not differentiable. In addition to that, this is 
a combinatorial problem where the best combination of the integer variables is needed to be 
obtained in order to minimize the total cost. One general way of solving such a problem is to 
exhaustively search all possible combinations of the variables. However, this process is practical 
for some small instances only. Thus, an efficient algorithm is needed to be established to solve the 
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problem within a tractable time. The following theorem becomes helpful in developing the 
proposed Algorithm.  
Theorem 7.1: !
nr n is a strictly decreasing function of n Z , when r n .  








( 1) ! !
n nr r r
n n n
   
          
. ■ 
It is observed that for a given im and Rm  some portions of 
IRTC  in Eq. (7.10) are only a 
function of in  and Rn  which are denoted as ( )iTC n  and ( )RTC n , respectively. Here ( )iTC n  and
( )RTC n can be expressed with a general expression 
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 .      (7.13) 
Now, the corollaries 1.1 and 1.2 present that ( )g n is an increasing function of n  and ( )f n is 
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 is strictly increasing function of n , if ( ) ( 1).g n g n    
Hence, in order to have ( )g n as a strictly increasing function, the following condition has 
to be satisfied. 
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, which is a sum of two positive numbers, because ( )n r > 
0. Hence, ( )g n is an increasing function of any n r . ■ 
Corollary 7.1.2:   ( ) 1 1r m m os mf n h m h        has a unique solution for n Z . 
Proof: By the definition of server utilization factor  , we have /r n   . Hence ( )f n






















  . Now, for any positive integer n















is negative, because, for any value of n










 . So, 1( )f n increases with the increase of n .  Again according to the 
assumption the overstock holding cost,





f n h h
n




Z . Thus ( )f n is a sum of two opposing functions, 1( )f n  and 2( )f n . So
( )f n should have some stationary point(s) where ( )f n is minimum.  
Though n  is an integer, / 1r n    can have non-negative value within (0, 1], 
because r   is a positive real number. So,   ( ) 1 1r m m os mf h m h          
is differentiable in 1 0  . 
Now, at the stationary points the first partial derivative of ( )f  can be written as 
( ) 0f     , which yields  2 ( 1) 0r osh m m m m h m      . This is a single degree 
equation of  , which indicates that ( ) 0f     has only one real solution for  . 
Hence, ( )f n has a unique solution for /n r  . ■ 
Corollary 7.1.2 can be used to find the optimum solution for a solution of variable in , which 
denotes the number of servers in inspection station i . The result of this is corollary is presented 
graphically in Figure 7.2, with Example 7.1. 
Example 7.1: Solution of ( )iTC n  
In a discrete manufacturing plant the inspection servers at a particular station has a nominal 
costs of maintenance 1C  = $5 /hour/server. The long run resultant arrival rate of pipes at that station 
is given by 1  = 27.78 units/hour. The waiting area for the product in front of the inspection station 
is limited to 1m  = 5 units. The regular and overstock holding costs for that product are found as 
rh  = $25/unit/hour and rh  = $35/unit/hour, respectively. A server at that inspection station can 
inspect at a rate of 1  = 20 items/hour.  
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From the information given above, we have 1r   1 1  = 1.389. Now the holding costs can be 
calculated with the length of queues listed in Eq. (7.4) and (7.5), by varying the number of servers 
1n  from 2 to 7 ( 1 1r n ). The corresponding total costs for the server 1, 1( )TC n are also evaluated 
from Eq. (7.11) and shown in Figure 7.1. These results show that, for 1n  = 3, the total cost remains 
at the lowest level. The same type of graphs can be plotted for other inspection and rework stations, 
and the corresponding minimum total costs for that station can be obtained. This observation is 
important powerful tool for the proposed heuristic. 
 
Figure 7.2. Total cost 1( )TC n with respect to 1n , the number of servers, in Example 7.1. 
On the other, Theorems 7.2 and 7.3 present the base for finding the optimum solutions for the 





Theorem 7.2: 1( ) (1 ) (1 )
m mf m m      is a strictly increasing function of m Z , for 0 1  . 
Proof: 1( )f m  is strictly increasing function of any non-negative integer m , iff 1 1( 1) ( )f m f m  . 
Now, 1 1( 1) ( )f m f m   can be written as 
1 1(1 ) ( 1) (1 )m mm        
(1 ) (1 )m mm      . It can be simplified as   1 22 ( 1)m mm m     
1m m mm m       , which further reduces to
2 1( 1) ( 1) 2( 1)m m mm m m        . 
Now, dividing both sides with ( 1) 0
mm   , we have 
21 2   , which concludes 
2(1 ) 0  . Hence, the result is found. ■ 
Now, the constraints (10e) and (10f) are satisfied if 1  . On the other hand, as 1  ,
m
decreases as m increases. Hence 
m is a decreasing function of m Z . These result, along with 
Theorem 7.2, can be used to state the following Theorem 7.3. 
Theorem 7.3:     ( ) 1 1 ,r m m os mg m h m h         is quasi convex in m , given that m
is a non-negative integer number. ■ 
Proof: By definition the function ( )g m  is quasi convex if ( ) min{ ( 1), ( 1)}g m g m g m    for any 
m . When, min{ ( 1), ( 1)}g m g m  ( 1)g m  we have to satisfy ( ) ( 1)g m g m  , to have a 
quasi convex function ( )g m . This condition yields 
  1 1r m m os mh m h         1 1 11 ( 1) 1r m m os mh m h           ,  












        (7.14) 
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for 1  . Again, if min{ ( 1),g m ( 1)}g m  ( 1)g m  , we get have the condition









.         (7.15) 
The conditions in Eq. (7.14) and Eq. (7.15) jointly covers the complete domain of m
Z  
Hence, ( )g m  is quasi convex for any value of m Z  ■ 
The objective function in Problem-IR is a linear combination of ( )ig m  and ( )Rg m , when the 
values of in  and Rn  are known. Hence, the independent solutions to ( )ig m  and ( )Rg m  will give 
the complete solutions for im  and Rm when in  and Rn  are on hand. Now, using the Corollary 
7.3.1 the optimum value of im  and Rm  can be obtained. 
Corollary 7.3.1: The optimum solution for 
*m  can be found in the range 










.      (7.16) 
Proof: If *m  is the optimum solution, then the 
* * *( 1) ( ) ( 1)g m g m g m     gives 
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when the function g(m) is defined in Theorem 7.3. After simplification, this result 
becomes












      which finally yields the results. ■ 
The data set in Example 7.1 can be used to verify Theorem 7.3 and Corollary 7.3.1. Figure 7.3 
is plotted for ( )g m , while considering 
rh  = $25/unit/hour, osh  = $35/unit/hour and 1 2n  . 














13.583 4.583m  . As m
Z , the optimum 
solution 
*
1m  must be 4. 
Figure 7.3. Plot of 1( )g m with respect to 𝑚1 (from Example 7.1) where the optimum is 
*
1 4m  . 
In the assumption list it was assumed that 
os rh h . This corresponding assumption conforms 
to the practical situations in the steel pipe manufacturing floor as well as Corollary 7.3.2 described 
hereafter. 
Corollary 7.3.2: The extreme minimum of 
osh  can be  1os rh h  for any value of 0 1  . 
Proof: In order to have a quasi-convex function ( )g m the condition in Eq. (7.13) has to be 











. Now by the definition of m Z  , 




Figure 7.4. IR-Algorithm, for the inspection and rework server optimization. 
Now, based on the observations, theorems and corollaries described above are establishes the 
foundation for the optimum seeking algorithm which is named as IR-Algorithm here on. IR-
Algorithm which has three major stages 1, 2 and 3 is shown in Figure 7.4. The starting point of 
each of these stages are marked with a highlighted circle in Figure 7.4. The algorithm first starts 
with defining the input parameters with some vector forms, such as, 1 2[ ]IN Ra a a aa , 
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1 2[ ]IN Rc c c cc , 1 2[ ]IN RC C C CC , 1[ , ]IN 
 λ 0  and
1 2[ ]IN R   μ . For simplicity, the index 1IR N   is considered in the algorithm. 
The transition probability matrix, TP  is given as an input to the algorithm.  
In Stage 0, the long run steady state arrival rates i  and R  are evaluated and stored in 
[ , ]i R γ . Then the minimum solution for 1 2[ ]IN Rn n n nn  that satisfies constraints 
in Eq. (7.10e) and Eq. (7.10f), is taken as the initial seed solution to the algorithm. After checking 
the feasibility in Eq. (7.10g) for 1 2[ ]IN Rm m m mm  =0 , Stage 1 starts to find the 
corresponding optimum 
*
m  from Eq. (7.16). Then, Stage 2 starts with checking constraint (9g) 
with the new current values of 
*
m  and n .  
If constraint (7.10f) is not satisfied at this stage, then the values of im  or Rm  are attempted 
to reduce one at a time. However, any reduction of m from it’s current optimum point 
*
m , will 
increase the value of 
IRTC . So, selection of the element in m should have the minimum impact 
of the objective function. The function ( )ig m  is a part of the objective function
IRTC . The impact 
of decreasing one unit of im can be measured from the gradient of im . Hence, the gradients of 
( )ig m  and ( )Rg m  are compared among all the elements in m . The value of im  or Rm is 
selected, which has the minimum gradient. Then the selected element of m is reduced by 1. The 
function ( )g m is non-linear in m , so the gradients can be different at different points. Hence, when 
one element of m is changed, the gradients of ( )ig m and ( )Rg m for all im  and Rm should be 
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checked again. The minimum gradient of ( )g m is searched again and again for reducing the 
corresponding element of m . This process is repeated until constraint (7.10g) is satisfied.  
Stage 3 tries to improve the solution by utilizing the available space for adding a new server in 
any station; that means, Stage 3 updates n in order to minimize the total cost. Adding a new server 
reduces queue length resulting in reduction of holding cost. At the same time, it increases the server 
operating and maintenance cost. Hence, the selection of in or Rn  is done based on the minimum 
gradient of 
IRTC , unless the constraint in Eq. (7.10g) is not violated. The application of this 
algorithm is presented in Example 7.2. Some other examples are also presented in the next section 
to study parametric sensitivity of the solution. 
7.4 Numerical Examples and Computational Results 
The purpose of this section is to (1) explain the different stages of operations in IR-Algorithm, 
(2) to check the sensitivity of the solution with respect to the system parameters, (3) to observe the 
effectiveness of IR-Algorithm for large instances, and finally (4) to see the effect of the randomness 
of system parameters on the algorithm performance and total cost. These aspects are evaluated and 
reported with some numerical examples that are chosen randomly. 
7.4.1 Elaboration of the solution method 
An example is now presented to describe the solution procedure with IR-Algorithm. A single-
stage (only one inspection station) inspection with multiple servers is taken as an example for 
demonstration purpose. The same example is also used for evaluating the sensitivity of the 
optimum total cost. 
Example 7.2: Single inspection station with multiple parallel servers. 
A steel pipe manufacturing plant randomly selects the final product (pipe) to check with any 
visible surface cracks. Only a visual inspection station is installed with multiple inspectors doing 
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the same works. Any defective pipe that is repairable are sent to the rework station and unrepairable 
pipes are sent to the disposal center. Defect-free pipes are transported to the shipment center. All 
the parameters’ values are listed in Table 7.1. 




















pipes/hour 1p  1p  R






R   
pipes/hour 
17,000 25 0.0820 0.0050 4000 15 20 1.5 
 
Stage 0: Now, at Stage 0 in IR-Algorithm, the values of γ  and r  are computed from Eq. (7.2) 
and Eq. (7.10e-7.10f), respectively. The starting value of n  is computed as i in r     and R Rn r    . 
From Eq. (7.2) we have γ  
1
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= 2.233. Hence, 1 1 1r    = 
27.233/20 = 1.362, Rr R R  = 2.233/1.5=1.489, 1 1n r   = 2, and R Rn r    = 2. Here 
1 1 R Ra n a n  = 2000(2) + 4000(2) = 12,000 < TA = 17,000 feet
2. So, a feasible solution exists and 
the space on the floor can be judiciously allocated for the waiting queues of pipes at the inspection 
and rework station.  
Stage 1: In Stage 1, the best values of 
*
1m  is found from Eq. (7.15) as, 





35 1 1.362 / 2 35 1 1.362 / 2
m  
 
, or 3.926 ≤ 
*
1m  ≤ 4.926. Similarly, we get 5.15 ≤ 
*
Rm  
≤ 6.15. According to the definition im
Z (non-negative integers), so 
*
1 4m   and 
*
Rm = 6. 
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Now, the total cost become *IRTC  $ 423.98 /hour, and the required floor space 14000A feet2<
TA . This solution is saved as a candidate solution. 
Stage 2: The floor space constraint (Eq. 10) is satisfied at this stage. So, 1m  and Rm  need not 
to be updated in Stage 2. However, we should check with higher number of servers ( 1n  or )Rn  to 
find any better (lower 
IRTC ) solution. Note that lower values than n r     will violate the 
constraints in Eq. (7.10e) and Eq. (7.10f). This update is done in Stage 3.  
Stage 3: If one more server is added to the inspection station the floor space requirement only 
for the servers will become 1 1 1R Ra n a n a   = 2000(2) + 4000(2) +2000 = 14,000< TA . So 
addition of one more server does not exceed the floor space constraint. Thus, with the new values 
of 1n  = 3 and Rn  = 2, Stage 3 repeats Stages 1 and 2 in order to optimally adjust the values of 1m
and Rm , the waiting space allocations for the queues of pipes. Repeating Stages 1 and 2 we get 
1 2m  and 6Rm  , which yields 
IRTC   $ 435.98/hour and A  15,600 feet2. The solution 
does not improve in terms of the total cost; so, the candidate solution is not updated.  
Stage 3 is repeated for adding one server to the rework station instead of inspection station. 
With 1n  = 2 and Rn  = 3, Stage 1 is repeated and finds that 1m  = 4 and Rm  = 3 creates the best 
solution with IRTC = $ 396.93/hour and A  17400 > TA . Though 
IRTC  improve, this solution 
violates the floor space constraint. So, Stage 2 is repeated for optimally reducing the values of 1m  
and/or Rm . If is observed that TA A  = 400 feet
2 of space is exceeded if the best values of 1m
= 4 and Rm = 3 are adopted. One pipe takes pa = 200 feet
2 of space. So, it is needed to reduce two 
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pipes from 1m and/or Rm . This process is done by finding the minimum value of ix   
( 1) ( )i ig m g m  , for 1i  , 2. Stage 2 finally results, 𝑚1= 3, 𝑚𝑅 = 2, 𝑇𝐶
𝐼𝑅∗= $396.99 and A = 
17000 = TA . This is an improved and feasible solution. So the candidate solution is undated with 
n* = (2,3) and m* = (3, 2). Further repetition of Stage 3 does not improve the solution. So the 
optimum solution is reached. 
 7.4.1.1 Sensitivity analysis 
Now, in order to investigate the effect of different system parameters on the optimum solution 
the individual values of the parameters in Example 7.2, are varied over certain ranges. During 
changing a parameter value the other parameters are kept fixed (static) at the point as in Example 
7.2.  
(a) Effect of 𝐴𝑇: 
The parameter of available floor space, 
TA  is presented only in the floor space constraint in 
Eq. (7.10g). When the available floor space is not big enough to accommodate the minimum 
number of servers [defined from Eq. (7.10e) and Eq. (7.10f)], then any solution for the waiting 
space ( m ) become infeasible. The effect of 
TA on the optimum solution is noticeable when the 
floor space constraint becomes effective. To see this effect, several instances are generated by 
changing the value of 
TA from -50% to +100% of the original value of TA in Example 7.2. The 
optimum solution *IRTC  for the corresponding instances are recorded in Table 7.2 and are also 
plotted in Figure 7.5. The 0% level in Figure 7.5 indicates the original solution of Example 7.2. It 
is noticed that when 
TA  is very small, the solution becomes infeasible. The floor space constraint 
[Eq. (7.10g)] remains dominating till the unconstrained solution for servers and queues of pipes 
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cannot be accommodated in the available floor space. As long as the required floor space of a 
solution stays below the available floor space the constraint in Eq. (7.10g) has no effect.  
Table 7.2. Optimum solution by varying



























-50% No feasible solution (2, 2) (4, 2) 344.02 13200 (2, 3) (4, 3) 396.93 11400 
-40% No feasible solution (2, 2) (4, 2) 352.51 13200 (2, 3) (4, 3) 396.93 12600 
-30% No feasible solution (2, 2) (4, 3) 362.92 13400 (2, 3) (4, 3) 396.93 13800 
-20% (2, 2) (4, 4) 425.61 13600 (2, 2) (4, 3) 376.32 13400 (2, 3) (4, 3) 396.93 15000 
-10% (2, 2) (4, 6) 423.98 14000 (2, 3) (3, 2) 388.25 17000 (2, 3) (4, 3) 396.93 16200 
0% (2, 3) (3, 2) 396.93 17000 (2, 3) (3, 2) 396.93 17000 (2, 3) (3, 2) 396.93 17000 
+10% (2, 3) (4, 3) 396.93 17400 (2, 3) (3, 2) 407.33 17000 (2, 2) (4, 6) 423.97 14800 
+20% (2, 3) (4, 3) 396.93 17400 (2, 3) (3, 2) 420.22 17000 (2, 2) (4, 6) 423.98 15600 
+30% (2, 3) (4, 3) 396.93 17400 (2, 3) (3, 2) 437.43 17000 (2, 2) (4, 6) 423.98 16400 
+40% (2, 3) (4, 3) 396.93 17400 (2, 3) (2, 3) 457.51 17000 (2, 2) (4, 5) 424.12 17000 
+50% (2, 3) (4, 3) 396.93 17400 (2, 3) (2, 3) 494.17 17000 (2, 2) (2, 3) 429.36 17000 
+60% (2, 3) (4, 3) 396.93 17400 (2, 3) (2, 3) 564.92 17000 (2, 2) (1, 0) 471.57 17000 
+70% (2, 3) (4, 3) 396.93 17400 (2, 3) (3, 2) 769.49 17000 No feasible solution 
+80% (2, 3) (4, 3) 396.93 17400 (2, 3) (3, 2) 1642.46 17000 No feasible solution 
+90% (2, 3) (4, 3) 396.93 17400 No feasible solution No feasible solution 
+100% (2, 3) (4, 3) 396.93 17400 No feasible solution No feasible solution 
 
(b) Effect of 1p : 
The optimum solution is directly correlated with the proposition of repairable defective items
1p  . It is logical that if 1p increases the repair cost will increase. In addition to the repair cost, the 
number of rework server is also needed to be increased so that more defective items can be handled 
for repair. As a result, total cost will increase exponentially with the increase of 1p . After a certain 
time, the minimum required server exceeds the available floor space, and hence the results are 
infeasible solution. The effect of 1p  is also shown in Table 7.2 as well as in Figure 7.5 by varying 




Figure 7.5. Sensitivity of the total cost *IRTC  on changing
TA , 1p  or Ra . 
(c) Effect of Ra : 
The server size has an indirect effect on the optimum total cost *IRTC . Like 
TA , this parameter 
Ra is used in the floor space constraint only. As a result, 
*IRTC follows a stepwise, increment with 
the increase of Ra . The rework server size, Ra  has no effect on 
*IRTC until a certain value, after 
which Ra  starts affecting the optimum solution by adjusting the number of rework server ( Rn ) or 
the waiting space ( 1, Rm m ) to some reduced value [see Table 7.2 and Figure 7.5].  
(d) Effect of 
r osh h : 
The holding costs rh and osh both affect the total cost simultaneously. Hence, instead of 
showing the effects of 
rh and osh separately, the effect of the ratio 
r osh h is presented here. The 
ratio 
r osh h is varied from 0.05 to 1, and corresponding optimum solution is noted in Table 7.3. 
The value of 
r osh h cannot be higher than 1, because according to the assumption we have 
os rh h
and the model is developed based on this assumption. The optimum solution *IRTC  is found to 
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increase almost linearly (stepwise) with the increase of 
r osh h [see Figure 7.6]. However, a break 
point is found at 
r osh h = 0.20 where the solution point *n increases and *m  reduces to decrease 
the total holding cost of queues at the waiting area.  
Table 7.3. Optimum solution for different levels of 
r osh h and R  . 
Ratio 
Varying 












*A  (feet2) 
0.05 (2, 2) (11, 14) 376.17 17000 (2, 3) (3, 2) 406.30 17000 
0.10 (2, 2) (11, 14) 380.89 17000 (2, 2) (4, 2) 376.79 13200 
0.15 (2, 2) (11, 14) 385.60 17000 (2, 2) (4, 2) 371.71 13200 
0.20 (2, 2) (11, 14) 390.31 17000 (2, 1) (4, 2) 361.10 9200 
0.25 (2, 3) (3, 2) 394.53 17000 (2, 1) (4, 2) 356.15 9200 
0.30 (2, 3) (3, 2) 394.85 17000 (2, 1) (4, 2) 353.92 9200 
0.35 (2, 3) (3, 2) 395.17 17000 (2, 1) (4, 2) 352.71 9200 
0.40 (2, 3) (3, 2) 395.49 17000 (2, 1) (4, 2) 351.97 9200 
0.60 (2, 3) (3, 2) 396.76 17000 (2, 1) (4, 1) 350.70 9000 
0.80 (2, 3) (3, 2) 398.04 17000 (2, 1) (4, 1) 350.30 9000 
1.00 (2, 3) (3, 1) 399.29 16800 (2, 1) (4, 1) 350.13 9000 
1.20 
According to the assumption,
r osh h . 
(2, 1) (4, 1) 350.03 9000 
1.40 (2, 1) (4, 1) 349.98 9000 
1.60 (2, 1) (4, 1) 349.94 9000 
1.80 (2, 1) (4, 1) 349.92 9000 
2.00 (2, 1) (4, 1) 349.90 9000 
 
Figure 7.6. Sensitivity of the total cost 
*IRTC  for changing 
r osh h or R  . 
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 (e) Effect of R  : 
The effects of arrival rate and service rate are also shown by changing the ratio R  , because 
they are highly correlated to the total cost. The ratio R  is varied from 0.05 to 2 [Table 7.3]. It 
is observed that *IRTC  asymptotically decreases with the increase of R  . As the rework-service 
rate R  increases with respect to the arrival rate , the number of rework server is reduced at some 
points (at R =0.10 and R = 0.20), while satisfying the constraints in Eq. (7.10e) and Eq, 
(10f). This happens so that the server operation and maintenance cost can be reduced. 
7.4.2 Multiple inspection stations 
In a real life industrial environment a series of multiple inspections are done on the products. 
As the number of inspection stations (or stages) increases the number of variables also increases 
proportionately. Example 7.3 is presented here to capture those instances as an extension of 
Example 7.2. 
Example 7.3: Multiple stages of inspection 
In this example, nine more instances are solved, each of which considers series of multiple 
inspections of the pipes. The instances are numbered in terms of the number ( IN  ) of series-
inspection stations [Table 7.4]. For example, in Instance 2, there are two stages of inspection 
stations, and in Instance 3 there are 3 stages of inspection stations, arranged sequentially. Each of 
these stages can have multiple parallel servers. Another value in the instance-number column 
represents the available floor space TA (in thousand square feet) for that instance. For example, 
the available floor space for Instance 2 is given by 34,000 feet2. Other parameters related to the 
corresponding inspection stations are also listed in Table 7.4. The parameters ( pa , Ra ,
rh , osh , R
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, RC , Rc  and ) which are not related to any particular inspection station are adopted from Table 7.1 
in Example 7.2. 
Table 7.4. Set of parameters for the examples of multiple inspection station cases. 
Instances 





























1 2000 10.00 12.00 20.0 0.0820 0.0050 
2 1644  45.08  31.53  2.1  0.0235     0.0058     
 3 2729 73.66 86.57 2.7 0.0282     0.0030     
 4 3020 14.04 42.54 12.7 0.0959     0.0074     
 5 2501 40.57 41.57 21.3 0.0114     0.0023     
 6 2921 50.05 42.71 24.9 0.0962     0.0069     
 7 2369 49.55 78.40 1.1 0.0123     0.0067     
 8 4108 67.66 44.96 14.0 0.0974     0.0031     
 9 2535 18.82 50.86 21.6 0.0368     0.0026     
 10 3846 31.00 83.78 22.8 0.0573 0.0025 
* 𝑁𝐼 = 1 can has been shown in Example 7.2. 
Now, the optimum solutions for each of the instances are noted in Table 7.5. The size of the 
problem increases in each instances, as a result the number of variables n   and m  also increases. 
Table 7.5 summarizes the unconstrained initial (starting) solution as well. The unconstrained initial 
solution basically indicates the minimum number of servers in each station and their corresponding 
best solution for the waiting space area (in terms of number of pipes). The instances where the 
initial solution satisfies the floor space constraint are dominated by the objective function. In those 
instances the number of servers in one or more station(s) are increased to utilize the available space 
for searching better solutions. Instance 5 and 6 fall in this category.  
On the other hand, in some instances the floor space constraint is not satisfied and also addition 
of extra server does not improve the infeasibility. In these instances, the waiting space for the 
queues are reduced from the best solution of m , to satisfy the floor space limitation. As a result, 
the solution becomes worse meaning higher 
IRTC . This type of examples are instances 2 and 3. 
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In the rest of the instances, the floor space constraints are not satisfied in the unconstrained initial 
solutions. However, the solution was improved by increasing some of the servers, which reduces 
the queue length and eventually improves the feasibility.  
 The computational time for each of the instances are also noted. The CPU times are found 
reasonably low within 22 minutes, while the calculation was done on a computer with 3.33GHz, 
Core 2 Duo processor and 4.0 GB RAM. The maximum size of the problem was 10IN   servers 
in this example which was solved within 14 minutes. A ten-stage inspection line is more than a 
practical size problem. Hence, the computational time for IR-Algorithm is tractable in a practical 
case. 
Table 7.5. Optimum solution to the multiple inspection stations. 
Ins. 










(feet2) n  m  *n  *m  
2 (2, 13, 2) (5, 25, 42) 2,633.96 47,772 (2, 13, 2) (3, 0, 0) 3,296.05 33,972 18 
3 (2, 13, 10, 3) (5, 44, 33, 8) 4,875.18 82,662 (2, 13, 10, 3) (3, 3, 5, 5) 4,881.55 67,862 41 
4 
(2, 14, 11, 3, 
5) 
(7, 177, 37, 5, 
15) 
6,052.96 134,295 
(2, 14, 11, 3, 
7) 
(6, 4, 20, 5, 
4) 
5,913.20 101,895 342 
5 
(2, 15, 11, 3, 
2, 5) 
(7, 24, 50, 5, 3, 
30) 
7,498.39 116,541 
(2, 15, 11, 3, 
2, 7) 
(7, 24, 50, 5, 
3, 4) 
7,111.67 119,341 196 
6 
(2, 16, 12, 3, 
2, 2, 8) 
(14, 53, 91, 8, 
4, 3, 12) 
9,436.76 151,956 
(2, 16, 12, 3, 
2, 2, 10) 
(14, 53, 91, 
8, 4, 3, 5) 
9,362.23 158,556 364 
7 
(2, 16, 12, 3, 
2, 2, 24, 8) 
(15, 90, 323, 8, 
4, 3, 38, 18) 
12,759.76 271,612 
(2, 16, 12, 3, 
2, 2, 24, 10) 
(8, 0, 0, 6, 3, 
3, 11, 4) 
12,600.02 186,812 1023 
8 
(2, 18, 14, 3, 
2, 2, 26, 2, 10) 
(416, 48, 28, 
17, 5, 4, 80, 
145, 156) 
18,541.10 381,312 
(2, 18, 14, 3, 
2, 2, 26, 2, 
13) 
(0, 8, 10, 8, 
4, 3, 0, 0, 4) 
15,993.07 220,912 1315 
9 
(3, 19, 14, 3, 
2, 2, 27, 3, 2, 
11) 
(5, 32, 83, 29, 
6, 4, 79, 4, 3, 
201) 
20,571.58 309,903 
(3, 19, 14, 3, 
2, 2, 27, 3, 2, 
14) 
(3, 3, 0, 4, 4, 
3, 0, 3, 2, 4) 
17,228.53 237,903 1091 
10 
(3, 20, 15, 4, 
2, 2, 29, 3, 2, 
2, 13) 
(5, 38, 54, 6, 8, 
5, 49, 5, 4, 3, 
49) 
20,010.60 293,726 
(3, 20, 15, 4, 
2, 2, 29, 3, 2, 
2, 16) 
(4, 10, 7, 4, 
5, 4, 8, 4, 3, 
3, 5) 
19,351.94 271,926 843 
7.4.3 Random examples (2 inspection stations) 
In most real life cases, the system parameters cannot be kept constant over the time. For 
numerous reasons, the value of some parameters can vary. In order to see the effect of these 
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variability of the parameters to the solution, some random instances are generated with some given 
probability distributions of the system parameter.  
Example 7.4: Probabilistic parameters   
Consider a two-inspection station case with probabilistic parameters where the distribution of 
the parameters are known. Fifteen instances are generated randomly with their respective 
probability distributions as indicated below. 
The parameters are assumed with following distributions,  30000,8 0~ 00 0TA U , 
 5  ~ , 25r Uh ,  25,~ 50  osh U ,  100,~  400pa U , ( , ) ~i Ra a U (2000, 10000), 
( , ) ~ (20,100)i Rc c U , ( , ) ~ (10,200)i RC C U , ( , ) ~i R  Poisson (15),  ~  Poisson (30), 
( , ) ~ (0.001, 0.1)i ip p U , for 1, 2i  . The first instance (Ins. 0) in Table 7.6 is evaluated with 
the mean value for all parameters (which is basically used as a reference point). All other instances 
in Table 7.6 are formed with randomly generated parameter values. The optimum solutions for 
each set of parameters are different and they are random. Each of the random solutions are 
compared with the mean level reference instance (Instance 0). The deviation from the mean level 
solution is expressed in the last column of Table 7.6. The variance of the optimum solution depends 
on the variances of the input parameters, which conforms with the basic statistical theories. In 
other words, a significant variation in the parameters values can generate noticeably different 
optimum solutions. However, a lower variation in the parameters values will generate less variation 
in the solution. As a whole, the results in Table 7.6 indicate that if the parameters vary too high, as 
considered in Example 7.4, a flexible system for maximum 4 servers should be kept in the 




Table 7.6. Some random instance. 
Ins. 

























































4602.56 55000 0.00 
1 77857  5.02  29.79 303 
3200    
6688    
4097 
79.89   









0.0499    
0.0540 
 






20    
23     
7 
6765.62 48911 47.00 
2 51996  14.24  43.46  290  
2355    
8039    
3942 
45.48   
62.72   
27.19 







0.0207    
0.0627 
 






45    
10     
3 
4357.76 51944 5.32 
3 60077  13.48  31.07  383  
5539    
7502    
4873 
28.93   
30.90   
74.29 
102.01  






0.0036    
0.0326 
 






14     
6     
2 
3666.00 59924 20.35 
4 66013  14.21  47.93  162  
7890    
5157    
7467 
59.61   
35.17   
59.60 
114.93  






0.0538    
0.0334 
 
0.0361    
0.0274 
 
No feasible solution  
5 63939  20.40  31.72  312  
7632    
5538    
2156 
31.80   
24.39   
88.05 
126.79   






0.0606    
0.0368 
 






26     
3     
1 
2139.25 45488 53.52 
6 40638  11.44  44.13  170  
4646    
5394    
4162 
64.84   
94.36   
75.73 
103.01   






0.0144    
0.0915 
 






21    
26     
5 
4951.06 33082 7.57 
7 34081  20.69  29.71 135  
3576    
8573    
5439 
66.62   
85.23   
90.32 
49.04   






0.0644    
0.0662 
 
0.0251    
0.0870 
 
No feasible solution  
8 43724  14.42  32.18 282  
9102    
5129    
8152 
99.11   
20.04   
89.23 
18.10  






0.0679    
0.0747 
 






0     
4     
3 
5861.50 43717 27.35 
9 73376  5.71  27.27 235  
5174    
8468    
8040 
69.00   









0.0844    
0.0521 
 






21    
98     
6 
6912.85 73167 50.20 
10 57968 8.51  39.40 237 
5019    
3728    
8323 
58.36   
84.10   
38.22 
111.80   






0.0160    
0.0387 
 






84    
27     
5 
5645.64 57037 22.66 
11 53231 19.43  42.08 298 
9594    
4620    
7370 
59.84   









0.0823    
0.0180 
 
0.0598    
0.0885 
 
No feasible solution  
12 51515 14.46  38.66 331 
5509    
8668    
8150 
87.61   
79.09   
66.87 







0.0337    
0.0967 
 






0     
1     
1 
5842.88 51343 26.95 
13 68699 8.05  35.64 205 
3338    
8895    
9919 
39.73   
73.31   
26.67 
131.65   






0.0808    
0.0230 
 






22   
141     
4 
4748.34 68620 3.17 
14 62696 11.82  41.11 298 
6115    
9074    
6704 
70.07   
72.87   
78.38 
190.10   






0.1000    
0.0073 
 






22    
21     
5 
5950.95 57501 29.30 
15 62886 17.14 41.19 224 
3238    
3598    
5255 
91.26   
98.58   
81.52 







0.0431    
0.0410 
 






125    
22     
2 
6439.27 62737 39.91 
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For more clarification and further reference a list of additional arbitrary example results are 
presented in Table 7.7. All of those instances are the cases of three-inspection stations. The 
unconstrained initial solutions, listed in Table 7.7, indicate the starting solution for the optimum 
seeking algorithm. These solutions takes time minimum number of servers ( n ) that satisfy the 
constraints in Eq. (7.10e) and Eq. (7.10f); and the corresponding optimal solution for the allowable 
queue lengths (m ) from Eq. (7.16). Based on the updates of solution (compared to the 
unconstrained initial solution), the results can be classified in three categories. In first category of 
instances (Ins. 1 and 4) the unconstrained initial solution did not satisfy the floor space constraints 
(Eq. 10g). These are updated by reducing some values of m , as well as 
*IRTC  is optimally 
improved (reduced) by increasing the number of servers. On the other hand, in the second category 
of results (Ins. 2, 3 and 6) the unconstrained initial solution is updated for feasibility, but the 
solution for 
*IRTC did not improve. Instance 5 falls in the third category of solution where the 
unconstrained initial solution already satisfies the floor space constraints, hence the feasibility is 
ensured and the floor space constraint does not have any influence on the solution. However, the 




Table 7.7. Some Arbitrary Examples. 
Ins. 
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 9,425.22 131,000 
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   3
   3




















   3
   3







 4,983.63 109,800 








































































































 4,517.59 51,350 












































































































In many discrete product manufacturing systems the final products such as steel pipes are 
passed through a series of inspection stations. The repairable defective items are sent to the rework 
station and then re-inspected. This intertwined inspection-rework system forms a queuing network. 
In this chapter the number of servers and waiting space, for the queues of such networks, are 
optimized while minimizing the total cost for the system. Based on the quasi convex characteristics 
of the objective function an efficient search algorithm is developed for solving the problem 
optimally. For the instances of practical industrial size, the algorithm can solve the problem within 
a reasonable time.  
It is observed that, the optimum solution is dominated by the floor space constraint when the 
servers and the waiting queues cannot be accommodated in the available space. In that case, the 
total cost increases compared to the unconstrained solution. On the other hand, when sufficient 
floor space is available, the optimum solution can be directly obtained from the objective function 
itself. The optimum seeking algorithm can improve the solution (reduce total cost) when the floor 
space constraint is satisfied. The algorithm also seeks new solution point to ensure the feasibility 
of the solution. Besides developing the model and solution method, the sensitivity of the solution, 
with respect to the system parameters, are also evaluated. It is found that any increase in the 
repairable defective pipes, increases the total cost in an exponential pattern. The increase in any 
server size increases the total cost, but the increase in available floor space reduces the total cost. 
Both of these two parameters affects the total cost in a stepwise linear function. The increase in 
regular holding cost rate compared to overstock holding cost rate, eventually increases the total 




The proposed model and its solution method are applicable in many discrete product 
manufacturing systems where the products are inspected for quality, and defective products are 
repaired for increased throughput. The model can deal with the probabilistic nature and the 
variability of the system parameters including the cost, space, service and arrival rates. 
Considering the variability of system parameters, the model also can be used for designing a 
flexible inspection facility, where some sort of flexibility can be assigned to vary the number of 
servers at any station and the space allocation for the in-line queues. A range for the number of 
servers and space allocation for the queues can be obtained by solving the problem several times 
with simulated values of input parameters. The potential extension of this research can be done for 
a non-Poisson arrival of pipes at the inspection-rework facility. By simulating the inspection-
rework system, the average length of queues at all stations can be estimated. After conducting the 
simulation experiments multiple times, with different levels of input parameters, a statistical model 





OVERALL EQUIPMENT EFFECTIVENESS MEASURES 
The overall equipment effectiveness (OEE) is a performance measure and a key performance 
indicator for any production system that captures all sort of losses involved in the equipment 
availability, performance, and production quality. Industrial equipment are supposed to produce 
products with a desired capacity which is not satisfied in many cases. At the same time the 
manufacturing equipment are needed to be kept idle for a variety of reasons including machine 
setup, breakdown, maintenance and raw material supply delay. Moreover, due to machine or 
human errors the production system may not produce 100% good quality products. As a result, the 
equipment, production plant or system would have an efficiency less than a perfect situation. In a 
perfect situation OEE would hold a value equal to 1 (or 100%). In other words, when OEE=100% 
there is no production time loss due to machine downtime, the equipment or plant runs with its 
maximum designed performance level and all products that are produced in the plant exactly 
conform with the required specification. However, this perfect situation is not practical. In a real 
life environment, the value of OEE can have any faction between 0 and 1. For a manufacturing 
system, OEE = 0.6 indicates that the combined effect of availability loss, performance loss and 
poor quality products results a 60% effectiveness of the equipment or the system. 
In steel pipe manufacturing system, the overall equipment effectiveness measure is a critical 
key performance indicator for long run planning, scheduling, and budgeting. A suitable equipment 
effectiveness measure can identify the weak areas of the system, in terms of machine availability, 
equipment performance and production quality. The available OEE measures in the literatures 
have several disadvantages over one another. Thus a problem arises to find a suitable OEE 
measurement tool for the manufacturing system. The objective of this chapter is to conduct a 
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detailed literature survey on different effectiveness measures, and to develop the most suitable tool 
for measuring the overall equipment measure of the seam welded steel pipe manufacturing. 
Gathering a clear idea about the overall efficiency of the equipment is necessary for estimation 
of production rate, plant capacity, resource allocation, budgeting and scheduling. Phogat and 
Gupta (2017) pointed out that industrial organizations should focus on improving overall 
performance of machines identified as OEE rather than only productivity of machines. The overall 
equipment effectiveness (OEE) proposed by Nakajima (1988), is treated as a common measure 
which is evaluated and used in many industries. However, there are several different approaches 
for OEE measurements which are termed with different names. To illustrating these approaches 
some special notations are used in this chapter. The existing and proposed approaches for OEE 
measurements are described in the following section based on some notations defined here. 
Notations: 
,a pand q  Subscripts for denoting the weight, rank and distribution of A, P and Q, respectively 
A   Availability rate 
AL  Availability loss (minutes/day) 
cAL   Availability Loss in monetary unit ($/day) 
FLC  Cost of failure ($/unit)  
PAC   Preventive and appraisal cost ($/unit) 
COQL Cost of Quality Loss ($/day) 
E    Effectiveness 
( )OEEf w   Approximate probability density function of OEE 
FR  External failure rate (units/day) 
NG   Non-working time (minutes/day) 
187 
 
LG   Total time loss (minutes/day) 
OEQCL Overall Equipment and Quality Cost Loss ($/day) 
P    Performance efficiency 
aP   Actual production amount (units/day) 
tP    Theoretical production amount (units/day) 
gP   Production amount of good items (units/day) 
PL  Performance loss (units/day) 
cPL   Performance Loss monetary unit ($/day) 
Q    Quality rate 
QL  Quality loss (units/day) 
cQL   Quality Loss monetary unit ($/day) 
r    Theoretical production rate (units/minute) 
jr    Rank of the OEE element ( , , )j a p q  
/S N   Signal to noise ratio 
pT   Potential production time (minutes/day) 
aT   Actual production time (minutes/day) 
oT    Factory open duration (minutes/day) 
vT    Valuable time (minutes/day) 
jw   Weight associated with the OEE element ( , , )j a p q   
j   Differences between max and min values of S/N ratio, for OEE element ( , , )j a p q  
N , N   Mean and standard deviation of the non-working time (minutes/day) 
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j , j   Mean and standard deviation of the OEE element ( , , )j a p q  (minutes/day) 
P , P   Mean and standard deviation of the potential production time (minutes/day) 
V , V   Mean and standard deviation of the valuable time (minutes/day) 
OEE  Approximate mean of OEE (minutes/day) 
OEE   Approximate standard deviation of OEE (minutes/day) 
    Efficiency 
8.1 Existing Methods of Effectiveness Measures 
The effectiveness of a manufacturing system can be measured at different levels including 
industrial equipment, line or plant level. Most of these techniques are originated from the basic 
concept of OEE which is a joint effect of availability, quality and performance rate of an 
equipment. In different literatures different methods of OEE calculations are shown with various 
notations and units. In order to compare them in a same platform a single example of a steel pipe 
industry is chosen. The existing methods are revisited in this section along with clear 
demonstrations of the methods with uniform units and notations. 
8.1.1 Basic concept of OEE 
The concept of OEE was first introduced by Nakajima (1988) as a tool for assessing the success 
of total productive maintenance (TPM) philosophy. This OEE is based on three main elements 
which concern with different type of loss. These three elements are, availability rate (A), 
performance efficiency (P) and quality rate (Q). The availability rate is defined as A a pT T , where 
pT  is the potential production time and aT is the actual production time. Performance efficiency 
is defined as P a tP P , where aP  is the actual production amount and tP  is the theoretical 
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production amount during a certain period of time. On the other hand, if only gP  amount of item 
is found well within the given specification limits the quality rate Q can be defined as Q = .g aP P  
Thus, OEE is the combined effect of these elements, expressed as 





   
    
   
.       (8.1) 
An example is presented here to illustrate the basic idea of Overall Equipment Effectiveness 
(OEE). In order to give a more clear idea about OEE, a numerical evaluation is presented in 
Example 8.1 and the losses in different levels are shown in Figure 8.1.  
Example 8.1. Fundamental OEE: A steel pipe manufacturing mill is kept open 9 hours (540 
minutes) in a day. The mill cannot be run for 1 hour for opening and closing processes. It runs for 
480 minutes, while this 480 minutes are not available for production. An availability loss (AL) of 
80 minutes arises due to some machine breakdown, changeover etc. Thus, by the definition
A ( ) /a p p pT T T AL T    = (480-80)/480. Again, according to the theoretical capacity the production 
line should produce at a rate of r = 5 feet of pipes per minute. So, the production rate 5 400tP  
2000 feet of pipes should be produced in the actual production time 400 minutes, but the actual 
production is 1700 feet. The production rate reduced, in other words, performance loss (PL) of 300 
units happens due to minor stoppage or reduced speed. Thus, performance efficiency is found as
P ( )a t t tP P P PL P    = (2000-300)/2000. Now, among the items produced, 200 feet of pipes 
are found to be defective, which is known as quality loss (QL). So, quality rate becomes




Figure 8.1. Fundamental concept of OEE. 
Based on this fundamental idea, several other performance measures evolved and are applied 
in different industrial sectors. Some of those newly developed measures use different weighted 
factors of A, P and Q, whereas others use monetary factors to evaluate overall effectiveness of the 
manufacturing plant, line or equipment. Among those ideas, the weighted OEE, stochastic OEE, 
overall equipment and quality cost loss (OEQCL) are widely applied in engineering production 
systems. The following sub-sections discusses these ideas elaborately. 
8.1.2 Production Equipment Effectiveness (PEE) by AHP 
Besides the fundamental idea of OEE, several modified versions of overall effectiveness 
measures are presented in different articles. Many researchers disagree with the way of Nakajima 
(1988) to calculate OEE because of some concrete limitations in the basic OEE. One of the 
noticeable limitations of traditional OEE is concerned in specifying the weights for each element 
(availability, performance and quality) equivalently. Raouf (1994) argued that the characteristics 
of these elementary loss are totally different. So these should not carry the same weights. He 
proposed a modified OEE. In his methodology he assigned weights to all the elements using 
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analytical hierarchy process (AHP). In this case, the weighted OEE (termed as production 
equipment effectiveness, PEE) is calculated as  
PEE A P Qp qa
w ww
 ,     (8.2) 
where weights of A, P and Q are ,  ,  a p qw w w  respectively such that  0  ,  ,  1a p qw w w   and 
1a p qw w w   . Raouf (1994) did not provide clear explanation how to calculate the values for
jw . Only AHP is proposed to determine the weights. Thus the values for jw are mostly subjective; 
that means the weights are mainly determined by the manager with the help of his/her experience. 
The method of determining weights with AHP can be explained with Example 8.2. 
Example 8.2. PEE by AHP: Suppose, the manager of the steel pipe manufacturing mill 
presumes that performance of a machine is 5 times important than availability; quality is 7 times 
important than availability and 3 times important than performance. Thus, the AHP matrix is 
formed as follows.  
, 
from where the weights ,  ,  A P Qw w w corresponding to A, P and Q are found as 0.074, 0.283 and 
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1 1 / 5 1 / 7 0.077 0.048 0.097 0.074
5 1 1 / 3 0.385 0.238 0.226 0.283
7 3 1 0.538 0.714 0.676 0.643
13 4.2 1.48 1 1 1
w
     
     
  
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8.1.3 Weighted Overall Equipment Effectiveness (WOEE) by ROC 
On the other hand, Wudhikarn (2010) claimed that applying AHP for weight setting is 
complicated for the decision makers. His proposed methodology was aimed at rectifying the 
weight setting of the weighted OEE’s elements. He proposed another alternative simpler weighting 
method. He used rank-order centroid (ROC) methodology to determine the weights for the 
weighted OEE method. This technique transforms the swing ranks into the swing weights. The 









  ,      (8.3) 
where jr is the rank of the OEE element ( , , )j a p q , k is the total number of the elements (here 
3k  ), and jw  is the normalized approximate ratio scale weight of the element j . Note that, the 
subscripts a , p  and q  are used for indicating the weights for availability, performance and 
quality, respectively. Thus, the weight of each element is specified by using the ROC method as 
shown in the Eq. (8.3). Wudhikarn (2010) proposed to calculate the weighted overall equipment 
effectiveness (WOEE) as 
WOEE  A  P  Qa p qw w w   ,    (8.4) 
which is in fact a weighted sum of A, P and Q. WOEE is further illustrated through Example 8.3. 
Example 8.3. WOEE measure by ROC: The manager of the pipe manufacturing industry is 
now willing to rank the elements A, P and Q only based on their importance to him/her, instead of 
defining how many times each of them are important over one another. Thus the manager ranked 
quality first, then performance and then availability. In other words, rank of A is 3ar  , rank of P 
is 2pr   and rank of Q is 1qr  , as set by the manager. Now, using Eq. (8.3) the weights can be 
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calculated as  1/ 3 / 3 0.11aw   ,  1/ 2 1/ 3 / 3 0.28pw    and  1/1 1/ 2 1/ 3 / 3 0.61qw     . Thus, 








     
     
     
  . ■ 
Wudikarn (2010) suggested that the machine with lowest OEE should be primarily selected 
for improving. However, some other research highlighted that the machine with lowest OEE may 
not have the highest loss in terms of monetary value, while all equal weights for the elements of 
OEE do not mean the same loss.  
8.1.4 Weight calculation by Simulation–Taguchi Procedure (STP) 
Since several researches on OEE improvement faced difficulty when determining the proper 
weights, Yuniawan et al. (2013) proposed a new procedure to cover this drawback. They used 
simulation and statistical experiments in their research through Taguchi method. Usually Taguchi 
method is used as an optimization tool but it can statistically measure the relative sensitivity factor 
of OEE elements caused by different level values. To demonstrate the methodology Yuniawan et 
al. (2013) used ARENA simulation software to obtain the results using Taguchi method. This 
proposed method was termed as Simulation–Taguchi Procedure (STP). This technique particularly 
makes it easier to define performance efficiency since it reflects the maximum capacity of the 
machine. The simulation consisted of three control factors (availability, performance and quality) 
using three levels of variations at each of the control factors. All variation levels were defined with 
some random probability distributions. Each experiment simulation runs for multiple replications 
with each control factor variation parameter level. 
Taguchi method usually defines the uncontrollable (noise) factors in an experiment. This 
method provides signal-to-noise (S/N) ratio calculation in the experiment. The S/N ratio is a 
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measure of the impact of noise factors on performance, calculated as Eq. (8.5), where n indicates 

















Now, the delta (∆) values are calculated from the differences between maximum and minimum 
value of S/N ratio for each level of the control factors. Finally, a mathematical equation is used as 











     (8.6) 
to obtain the weights. Here j for , ,j a p q  are the delta-values for Availability, performance and 
quality, respectively. Yuniawan et al. (2013) suggested that the same procedures can be used to 
calculate the weights for the elements in WOEE and PEE as well. It can be objected that STP 
seems to be difficult to implement. Moreover, obvious and sufficient data are needed to consider 
while making decisions for the improvement. Example 8.4 presents the results obtained by 
following the Simulation–Taguchi Procedure. 
Example 8.4. WOEE and PEE by STP: The factors affecting OEE is a function of availability 
loss (AL), performance loss (PL) and quality loss (QL). Three possible levels of each control 
factors are given along with their probability distributions. AL can have the distributions
2(60,20 )N , 
2(80,20 )N  and 
2(100,20 )N  minutes at level 1, 2 and 3, respectively. On the other 
hand, three levels of the control factor PL can be obtained as
2(270,30 )N , 
2(300,30 )N and 
2(330,30 )N  units. QL can have the distributions
2(170,30 )N , 
2(200,30 )N and 
2(230,30 )N units. 
Now, in order to obtain the weights  a,   nda p qw w w , a set of simulation experiments are 
conducted following the Taguchi design of experiment, L9 with 9 experiments (Taguchi, 1992). 
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Each experiment was run for 100 times and the average of each experiment is summarized in Table 
8.1. The last column for S/N ratio in Table 8.1 is calculated from the results of 100 runs in each 
experiment, using Eq. (8.5).  
Table 8.1. Summary of simulation results using Taguchi design of experiment. 
Experiment 
No. 
Levels of the control factors 
A P Q OEE 
S/N ratio 
(dB) AL PL QL 
1 1 1 1 0.8752  0.8572  0.8889  0.6668  -3.5709 
2 1 2 2 0.9133  0.8647  0.8926  0.7049  -3.0880 
3 1 3 3 0.9544  0.8679  0.8991  0.7447  -2.5951 
4 2 1 2 0.9574  0.8811  0.9021  0.7609  -2.4128 
5 2 2 3 0.9651  0.8962  0.9037  0.7817  -2.1803 
6 2 3 1 0.9656  0.9105  0.9062  0.7967  -2.0182 
7 3 1 3 0.9162  0.8902  0.9158  0.7469  -2.5729 
8 3 2 1 0.8702  0.8702  0.9243  0.6999  -3.1466 
9 3 3 2 0.8357  0.8498  0.9373  0.6657  -3.5991 
 From the results summarized in Table 8.1, the delta values j (for , ,j a p q ) are calculated 
and then normalized to find the weight factors ,a pw w  and qw  [Table 8.2].  From the weight 
factors it is visible that availability rate, A is getting the most priority, whereas performance 
efficiency, P is getting the least priority based on the STP approach. Note that, this rank assignment 
is different from the subjective ranks (manager’s intuition) assigned in ROC method described in 
Example 8.3. Now with the weights calculated with STP the WOEE and PEE can be calculated as 
83%
STP
WOEE   and 8 63%5.
STP
PEE  . ■ 
Table 8.2. Weight calculation and rank assignment by STP approach 
Level A P Q 
1 -3.0847 -2.8522 -2.9119 
2 -2.2038 -2.8050 -3.0333 
3 -3.1062 -2.7375 -2.4494 
j  0.9024 0.1147 0.5839 
Rank 1 3 2 
Weight ( jw ) 0.5637 0.0717 0.3647 
Though several researches including Raouf (1994), Wudhikarn (2010) and Yuniawan et al. 
(2013) are reported where weighted method succeeded over the basic OEE concept while 
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implemented in different industrial areas, these weighted OEE measures do not address the 
monetary losses. The AHP and ROC method cannot deal with the stochastic nature of the 
performance of an equipment or a production plant. Hence, a concrete direction for choosing the 
suitable weights for the OEE elements is explored further. On the other hand, STP can deal with 
the randomness of losses, however it fails to capture the fluctuation of OEE with systems’ dynamic 
behavior. Hence, a stochastic OEE is proposed that deals with the distribution of the OEE.  
8.1.5 Stochastic OEE 
Zammori et al. (2011) noticed that deterministic OEE fails to capture the real variability of 
manufacturing performances. Variability affects work in process and queuing time and makes the 
time loss uncertain hence creates the possibility of hidden loss. To deal with this stochastic nature 
of OEE, Zammori et al. (2011) proposed an approximated procedure based on the application of 
the central limit theorem (CLT). 
The basic idea of this stochastic OEE is to describe each time loss [see Figure 8.2], iT  by 
means of a beta distribution. Then CLT is implemented to find the gap between the factory open 
duration ( oT ) and the potential production time ( pT  ) which is denoted by NG  and the gap 
between pT  and the valuable time ( )vT  denoted by LG  Though both NG  and LG  are independent 
beta random variables, the CLT assures that both NG  and LG  tend to be normally distributed, with 
mean and variance given by the following expressions respectively:  2~ ,N N NG N   , and 
2
( , , ) ( , , )
~ , L j j
j a p q j a p q






  , where j , j  for ( , , )j a p q , denote the mean and standard 
deviation of the time losses corresponding to AL, PL and QL, respectively. So, by the definition, 
the normality assumptions for pT  and vT  are preserved as 
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   2~ ,  Np o o N NT T G N T     , and    (8.7) 
  22~  ,L jv p o N j
j j
NT T G N T  
 
    
 
 
  .  (8.8) 
  
Figure 8.2. Production time loss (Zammori et al. 2011). 
Now, OEE and its corresponding probability density function (pdf) can be obtained from the 
ratio of vT  and pT . As the ratio of two normal random variables does not preserve the normality, 
and the independence between vT  and pT does not hold, Zammori et al. (2011) suggests to obtain 
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 . Here, P  and P  are the mean and 
standard deviation of potential production times, and V and V are the mean and standard 
deviation of valuable times. Example 8.5 is presented here to explain the method of determining 
the pdf ( )OEEf w . 
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Zammori et al. (2011) also presented a method to decide which corrective action should be 
deployed first among several potential corrective actions, in order to improve OEE. To evaluate 
the potential effects in terms of both efficiency and effectiveness the percentage change in the 






















 ,    (8.10) 
where  is the efficiency and E is the effectiveness of the





mean and standard deviation of the new OEE obtained through the intended
thj  corrective action. 
The corrective action is chosen for giving the lowest value of probability )( criticalP OEE OEE .  
Example 8.5. Stochastic OEE: Now considering the same still pipe mill a more practical 
scenario is considered, where the time losses are probabilistic in nature with some given 
distributions. The factory is open for 540 minutes in a day, but only pT minutes are available for 
production. Hence, non-working or standby time is given by NG  ~
2(60,15 )N . On the other hand, 
the availability loss (AL), performance loss (PL) and quality loss (QL) are given by 
2~ (80,20 )AL N minutes, 2~ (300,30 )PL N feet and 2~ (200,30 )QL N feet of pipe, respectively. 
The designed production rate is 5 feet/minute.  
So, the potential production time
2~ (540 60,15 ) pT N  , where 480P  minutes and P  = 15 
minutes. Again, from Eq. (8.8) the valuable time
2,~ ( ) Vv VT N   , where V = 540-60-80-300/5-
200/5 = 300 minutes, and V  = √{15
2+202+(30/5)2+(30/5)2} =26.4 minutes. 
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( )Wf w dw  = 0.1138. 
Now, the pseudo mean ( OEE ) and standard deviation ( OEE ) of OEE are found from the pdf 
( )OEEf w , as OEE  = 63.04% and OEE  = 0.0584, using Simpson’s rule for numerical integration 
(Abramowitz and Stegun, 1972). ■ 
This stochastic approach by Zammori et al. (2011), induces some approximations; thus this 
approach does not give the exact pdf of OEE. Moreover, it was reported by Zammori et al. (2011) 
that the method is valid for values of OEE < 90% and when the variability of the equipment internal 
loss is high. Otherwise, the approximation of ( )OEEf w  yields a large gap with the actual pdf of 
OEE. However, this stochastic OEE is a good approach indeed, because it allows to identify hidden 
loss for stochastic nature of the system, and can estimate the impacts of potential corrective actions 
in terms of both efficiency and effectiveness. Knowing the stochastic nature of OEE, the newly 
developed approach in this chapter, which is discussed later, captures the variability of loss units 
in developing the OEE estimation model. Another important facet of the losses in a manufacturing 
system involves money. The losses in terms of monetary value is not considered in any of the 
methods discussed above. 
8.1.6 Monetary loss-based effectiveness measures 
The overall equipment effectiveness (OEE) and other adapted measures discussed above are 
not suitable for comparing among dissimilar types of machines those have different capacities and 
process parameters such as production capacity, cost of material and quantity of the operator. To 
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eliminate these problems Wudhikarn (2012) proposed a new computing methodology for 
estimating the quantitative loss in monetary units. This modified method is termed as overall 
equipment and quality cost loss (OEQCL) which analyzes the loss into three elements of basic 
OEE approach, but the result is shown in monetary value. In addition to these basic elements, 
OEQCL also adds cost of quality loss (COQL) which includes the preventive and appraisal costs 
as well as external failure costs (such as warranty, goodwill loss, etc.). Thus it becomes 
OEQCL        c c cAL PL QL COQL    ,    (8.11) 
where 
cAL  is the availability loss,
cPL  is the performance loss, 
cQL  denotes the quality loss and 
COQL denotes the cost of quality loss, all in monetary units. The monetary availability loss 
includes all opportunity losses and production cost losses involved in unavailability of machines. 
Similarly, the monetary performance loss
cPL involves opportunity losses and production cost 
losses due to poor performance of the machines. On the other hand, the monetary quality loss is 
the summation of the opportunity loss, the direct material cost loss and the production cost loss for 
the rejected items, as well as the extra production/rework cost and excess material cost for the 
reworked items. Besides these, Wudhikarn (2012) pointed out some additional costs regarding the 
quality issues, which includes several costs elements for the appraisal (quality inspection), 
preventive measures and external failure costs such as, warranty and goodwill losses. He defined 
these costs as the cost of quality loss COQL . The method is explained in Example 8.6. 
Example 8.6. OEQCL measure: The accounting department of the steel pipe manufacturing 
mill (in Example 8.1) reports that, for the unavailability of machines, on average the factory losses 
$20 per minute; whereas, for poor performance the equivalent loss is $10 in case of losing 
production of one unit. On the other hand, $20 is lost for one unit of detected defective item. It is 
also reported that some external failure occurs among the sold items. The average external failure 
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rate FR is given by 10FR  units/day. The preventive and appraisal cost, PAC  is estimated as 
$4PAC  /unit, and the cost of failure, FLC  is given by $6FLC  /unit. These information are now 
used to determine equivalent dollar losses for corresponding AL, PL and QL.  
Thus, $20( )
cAL AL , $10( )
cPL PL , 20( )
cQL QL , COQL ( ) ( )PA a FLC P C FR   
which yield 
cAL  = $20(80) = $1,600/day, $10(300) $3,000
cPL   /day and 
cQL  = $20(200) = 
$4,000/day and COQL $4(1700) $6(10) $6,860   /day. So, from Eq. (8.11) the overall equipment 
and quality cost loss becomes OEQCL  = 1,600 + 3,000 + 4,000 + 6,860 = $15,460/day. ■ 
The applications of OEQCL reported by Wudhikarn (2012) shows that in some cases the 
machine with highest OEQCL also has the highest OEE. Those situations indicate that change in 
OEQCL is not always consistent with the change in OEE. It is noted that, in order to implement 
this method of performance measure, both general cost accounting and cost of quality accounting 
need to be available completely. This method shows the value of the money lost only, it does not 
provide any value on a uniform scale (such as percentage). As a result, it cannot make a comparison 
between different sizes of equipment which incur different investments. 
8.2 Proposed Approach 
From the discussion on available performance measures, it can be concluded that the 
fundamental approach of measuring OEE proposed by Nakajima (1988) considers equal weights 
to availability (A), performance (P) and quality (Q), which is not practical in many cases. This 
limitation is overcome by introducing weighted OEE. However, the exponentially weighted OEE 
method (Raouf, 1994) as well as the linearly weighted OEE method (Wudhikarn, 2010) do not 
provide a clear explanation how to determine the weights. Weight factors obtained are mostly 
subjectively or intuitively in both of these methods, whereas the simulation–Taguchi procedure 
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(Yuniawan et al., 2013) is more practical, because weights are set from statistical experiments. 
This method requires obvious and sufficient data while being implemented. Table 8.3 summarizes 
the advantages and drawbacks of the available approaches and the benefit of proposed weight 
calculation method for the overall equipment effectiveness measure.  
Table 8.3. Comparisons between the existing and proposed methods for calculating OEE. 
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None of the weighted OEE method can deal with the stochastic nature of OEE, or the monetary 
loss in the production. One of these limitations of the basic and weighted OEE is overcome by the 
stochastic OEE approach by Zammori (2011), but this method provides an approximated pdf, not 
exact. On the other hand, Wudhikarn (2012) presented the quantitative loss in terms of monetary 
units, in his proposed method of performance measure named as, overall equipment and quality 
cost loss (OEQCL). The general cost accounting and the cost of quality accounting must be 
completely available for measuring OEQCL of a production system. The measure OEQCL can 
compare different equipment or plants on a same scale. Moreover, this method fails to capture the 
variability of loss and their stochastic nature. Considering the facets of variability and monetary 
value of the losses a new weight calculation method which can overcome the drawbacks of existing 
methods is proposed in this chapter. 
8.2.1 Monetary Loss Based Regression (MLBR) method for weight calculation 
One of the basic question for estimating OEE raises regarding the way of weight calculation. 
In this section a monetary loss based regression (MLBR) method is proposed for weight 
calculation. In the proposed method, the weights are set from an exponential function of the total 
monetary loss in a certain time period. Another concerning issue in the random variation of the 
losses. In practical situation the losses are not deterministic, rather those vary randomly following 
some probability distributions. Hence, in order to set some specified value of the weights a 
simulation method is proposed to apply for determining a series of data relating the availability, 
performance and quality with the corresponding WOEE or PEE. These series of data are used for 
setting a linear relationship through multiple linear regression method. None of the available 
methods considered the monetary and variability of losses together. The whole process for 
implementing the monetary loss based regression method can be described in the following steps: 
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MLBR Method: Weight Calculations 
Step 1. Determine the pdf of non-working time NG , availability loss AL , performance loss
PL , quality loss QL  and external failure rate FL  from historical data. 
Step 2. Generate random values of the losses following the corresponding distributions. 
Step 3. Convert the loss elements to equivalent monetary values, cAL , cPL ,
cQL  and COQL  
using financial information. Calculate OEQCL        COQL
c c cAL PL QL     for 
the instance. 
Step 4. Calculate A ( ) / ( )o N o NT G AL T G    , P {( ) }/ ( )o N o NT G AL r PL T G AL r      , 
and Q {( ) }/{( ) }o N o NT G AL r PL QL T G AL r PL        . 
Step 5. Sort A, P and Q in acceding order. Define the weights (1) (2),w w and (3)w corresponding 
to the lowest, medium and highest value of A, P and Q, respectively. 
Step 6. Set 0.1(1) (OEQCL)w  , 
0.01
(2) (OEQCL)w  and
0.001
(3) (OEQCL)w  , and find the 
normalized weights,
3
( ) ( ) ( )1j j ii
w w w

   , j  = 1,2 and 3. 
Step 7. Calculate WOEE (or PEE) using Eq. 4 (or Eq. 2), and store the results along with 
corresponding A, P and Q. 
Step 8. Repeat Steps 2 to 7 for desired number of times. 
Step 9. Use the stored data set to find a multiple linear regression (or multiple log-linear 
regression) model to know the linear (or log-linear) relationship of WOEE (or PEE) 
with A, P and Q.  
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Step 10. Find the normalized values of the coefficients (or exponents) of A, P and Q in the 
regression model, such that they sum to 1. These values are defined as the weights 
,a pw w  and qw  for A, P and Q, respectively.      ■ 
The above described procedure is shown with flow diagram in Figure 8.3. This is further 
illustrated with Example 8.7. 
 
Figure 8.3. Framework for Monetary loss based weight calculation for WOEE. 
Example 8.7: The manager of the steel pipe manufacturing industry observed that the losses in 
availability, performance and quality are not deterministic. All information about the pipe mill in 
Examples 8.1-8.7 are recalled here. The factory remains open for oT  = 540 minutes/day. The 
theoretical production rate is 5r   units/minute. From the historical data set it is obtained that, 
non-working time ( NG ), availability loss (AL), performance loss (PL), and quality loss (QL), and 
external failure (FR) follow probabilistic distributions, such that, 
2~ (60,15 )NG N minutes/day,
2~ (80,20 )AL N  minutes/day, 
2~ (300,30 )PL N units/day, 
2~ (200,30 )QL N units/day, and
2~ (10,2 )FR N  units/day. The equivalent dollar loss for the unavailability of machines is given by 
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$30/minute. Whereas, for poor performance the equivalent loss is $15 for losing production of one 
unit. It is also reported that $20 is lost for one unit of detected defective item. The preventive and 
appraisal cost is given by PAC  = $4/unit of production and the external failure cost is FLC  = $6/unit 
of failed product. From these cost account information the OEQCL value for an instance is 
calculated as OEQCL = 30AL +15PL + 20QL + 4 aP + 6FR , where the actual production aP = ( oT
NG )AL r PL  units/day.  
The proposed method for weight calculation, namely Monetary Loss Based Regression 
(MLBR) starts with generating random data sets for NG , AL, PL, QL and FR. For demonstration 
of the method 30 data sets are reported in Table 8.4, indexed with 1,2,...,30i  . For the experiment 
run 1, the total cost loss is calculated as 1OEQCL  = 30(86.101) + 15(297.9373) + 20(203.256) + 
4{(540-39.0195 - 86.101) 5 - 297.9373} + 6(11.1064) = $18,289.69 /day.  
Now, the availability rate (A), performance efficiency (P) and quality rate (Q) are calculated 
as said in Step 4. For example, the first run in Table 8.4 yields 1A ( ) / ( )o N o NT G AL T G   
(540 39.0195 86.1010) / (540 39.0195)     = 0.8281. Similarly 1P {( oT NG )AL r }/PL ( oT
NG )AL r = 0.8564, and 1Q {( oT NG )AL r PL }/QL {( oT NG )AL r }PL = 0.8856. 
If 1A , 1P  and 1Q  is sorted it becomes 1 1 1A <P <Q . Hence, the weights assigned for 1A  is (1)w , 
for 1P  is (2)w  and for 1Q  is (3)w . As stated in Step 6, the weights are calculated as 
0.1
(1) (OEQCL)w   = (18,289.69)
0.1 = 2.66821, 
0.01
(2) (OEQCL)w   = 1.10312 and 
0.001
(3) (OEQCL)w   = 1.00986. Hence, the normalized weights are (1) aw w =2.66821/(2.66821 
+ 1.10312 + 1.00986) = 0.5581, (2) 0.2307pw w  and (3) qw w = 0.2112. Using these weights 
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the WOEE and PEE, for the experiment run 1, are calculated as 1WOEE = ,1 1 ,1 1 ,1 1A P Qa p qw w w   
= 0.5581 (0.8281) + 0.2307(0.8564) + 0.2112(0.8856) = 0.8468, and ,1 ,1,11 1 1 1PEE A P Q
p qa w ww  = 
 
0.21120.5581 0.23070.8281 0.8564 0.8856( ) ( )  = 0.8465. 
Likewise all 30 rows in Table 8.4 are computed and listed. This experimental dataset is then 
used for developing a multiple linear regression model as ŴOEE  0.0941  0.4176A 0.4793P
0.2086Q , and a multiple log-linear regression model 
0.0128 0.4251 0.4784 0.2072P̂EE A P Q  e .  
The coefficients in linear regression model is normalized to find the final weights, aw   
0.4176/(0.4176 + 0.4793 + 0.2086) = 3.777, pw  = 0.4336 and qw  = 0.1887, for WOEE  
calculation. Similarly, the normalized weights for aw 0.3827, pw  = 0.4307, and qw  = 0.1865, 
for PEE  calculation. Thus, the models for monetary loss based WOEE is set as
WOEE 3.777A 0.4336P  0.1887Q   , and the model for PEE is set as 
0.0.3827 4307 0.1865PEE A P Q  . This model imposes highest weight for performance rate (P), and 
lowest weight for quality rate (Q).  
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Table 8.4. A set of data simulation, for MLBR method in weight calculation. 
Run 
i ,N i








Ai  Pi  Qi  OEQCLi
($/day) 













































































































































































































































































































0.5581, 0.2307, 0.2112 
0.5573, 0.2311, 0.2116 
0.5558, 0.2318, 0.2124 
0.5579, 0.2308, 0.2113 
0.2309, 0.5576, 0.2115 
0.5579, 0.2308, 0.2113 
0.5581, 0.2307, 0.2112 
0.5581, 0.2112, 0.2307 
0.5569, 0.2313, 0.2118 
0.5573, 0.2116, 0.2311 
0.5579, 0.2308, 0.2113 
0.2112, 0.5582, 0.2307 
0.5570, 0.2312, 0.2118 
0.5582, 0.2306, 0.2111 
0.5558, 0.2318, 0.2124 
0.2309, 0.5578, 0.2114 
0.5565, 0.2315, 0.2120 
0.5565, 0.2315, 0.2120 
0.2116, 0.5574, 0.2311 
0.2119, 0.5568, 0.2313 
0.5551, 0.2321, 0.2127 
0.2107, 0.5592, 0.2302 
0.5591, 0.2302, 0.2107 
0.5578, 0.2308, 0.2113 
0.5563, 0.2316, 0.2121 
0.5576, 0.2310, 0.2115 
0.5586, 0.2305, 0.2109 
0.5568, 0.2313, 0.2119 
0.2314, 0.5566, 0.2120 































































8.3 Numerical Experiments 
Several numerical instances are presented in this section by varying the distributions of the 
loss units, AL, PL and QL. The sensitivity of WOEE with respect to the variability of losses and 
cost units are also discussed. The aim of this section is to show that the calculated WOEE or PEE 
by the proposed method can address both the variability and monetary value of the loss units; that 
is why, the numerical instances are set by varying the mean, standard deviation or cost unit of AL, 
PL or QL. In most of the instances only one parameter is changed at a time. The input data for 20 
instances are listed in Table 8.5. Considering Instance 1 as a baseline, different parameters are 
changed in other instances. The altered parameter values are highlighted to make them noticeable. 










2( , )N    
AL PL 
QL (rework and 
scrap) 
COQL,











2( , )N     
units 
$/unit 
2( , )N    
units 
$/unit 
1 540 2(60,15 )N  2(80,20 )N  20 2(300,30 )N  10 2(200,30 )N  20 4 6 5 
2 540 2(60,15 )N  2(40,20 )N  20 2(300,30 )N  10 2(200,30 )N  20 4 6 5 
3 540 2(60,15 )N  2(120,20 )N  20 2(300,30 )N  10 2(200,30 )N  20 4 6 5 
4 540 2(60,15 )N  2(80,10 )N  20 2(300,30 )N  10 2(200,30 )N  20 4 6 5 
5 540 2(60,15 )N  2(80,30 )N  20 2(300,30 )N  10 2(200,30 )N  20 4 6 5 
6 540 2(60,1.5 )N  2(80,2 )N  20 2(300,3 )N  10 2(200,3 )N  20 4 6 5 
7 540 2(60,1.5 )N  2(80,2 )N  10 2(300,3 )N  10 2(200,3 )N  20 4 6 5 
8 540 2(60,1.5 )N  2(80,2 )N  30 2(300,3 )N  10 2(200,3 )N  20 4 6 5 
9 540 2(60,15 )N  2(80,20 )N  20 2(150,30 )N  10 2(200,30 )N  20 4 6 5 
10 540 2(60,15 )N  2(80,20 )N  20 2(450,30 )N  10 2(200,30 )N  20 4 6 5 
11 540 2(60,15 )N  2(80,20 )N  20 2(300,15 )N  10 2(200,30 )N  20 4 6 5 
12 540 2(60,15 )N  2(80,20 )N  20 2(300,45 )N  10 2(200,30 )N  20 4 6 5 
13 540 2(60,1.5 )N  2(80,2 )N  20 2(300,3 )N  5 2(200,3 )N  20 4 6 5 
14 540 2(60,1.5 )N  2(80,2 )N  20 2(300,3 )N  15 2(200,3 )N  20 4 6 5 
15 540 2(60,15 )N  2(80,20 )N  20 2(300,30 )N  10 2(100,30 )N  20 4 6 5 
16 540 2(60,15 )N  2(80,20 )N  20 2(300,30 )N  10 2(300,30 )N  20 4 6 5 
17 540 2(60,15 )N  2(80,20 )N  20 2(300,30 )N  10 2(200,15 )N  20 4 6 5 
18 540 2(60,15 )N  2(80,20 )N  20 2(300,30 )N  10 2(200,45 )N  20 4 6 5 
19 540 2(60,1.5 )N  2(80,2 )N  20 2(300,3 )N  10 2(200,3 )N  10 2 3 5 
20 540 2(60,1.5 )N  2(80,2 )N  20 2(300,3 )N  10 2(200,3 )N  30 6 9 5 
210 
 








ROC STP Stochastic OEE OEQCL MLBR 














, ,a p qw w w  
WOEE 
% 
, ,a p qw w w  PEE % 
1 62.500 85.499 0.61, 0.11, 0.28 84.889 0.5908, 0.0823, 0.3269 85.073  85.043 63.038  0.05837 15460 0.4442, 0.2865, 0.2693  85.131  0.4493, 0.2835, 0.2672  85.092 
2 70.833 89.141 0.61, 0.11, 0.28 90.469 0.6234, 0.0440, 0.3326  90.704  90.693 71.325  0.05934 15460 0.2505, 0.5251, 0.2244  88.390  0.2548, 0.5226, 0.2226  88.378 
3 54.167 81.516 0.61, 0.11, 0.28 79.183 0.5359, 0.1028, 0.3613  80.072  79.882 54.767 0.05749 15460 0.5514, 0.2299, 0.2187  79.467  0.5511, 0.2299, 0.2190  79.311 
4 62.500 85.499 0.61, 0.11, 0.28 84.889 0.5466, 0.1485, 0.3050  85.076  85.048 62.835 0.04596 15460 0.4809, 0.3196, 0.1995  84.844  0.4812, 0.3205, 0.1983  84.820 
5 62.500 85.499 0.61, 0.11, 0.28 84.889 0.6431, 0.0222, 0.3347  85.011  84.980 63.370 0.07449 15460 0.4062, 0.3142, 0.2797  85.228  0.4208, 0.3022, 0.2770  85.172 
6 62.500  85.499 0.61, 0.11, 0.28  84.889 0.5403, 0.1388, 0.3209  85.138  85.110 62.505 0.00584 15460 0.5534, 0.2322, 0.2144  84.771  0.5534, 0.2322, 0.2145  84.750 
7 62.500 85.499 0.61, 0.11, 0.28 84.889 0.5435, 0.0744, 0.3821  85.330  85.299 62.505 0.00584 14660 0.5519, 0.2329, 0.2153  84.777  0.5518, 0.2329, 0.2153  84.755 
8 62.500 85.499 0.61, 0.11, 0.28 84.889 0.5940, 0.0363, 0.3697  85.206  85.174 62.505 0.00584 16260 0.5545, 0.2316, 0.2138  84.768  0.5545, 0.2316, 0.2139  84.746 
9 68.750 88.259 0.61, 0.11, 0.28 85.981 0.5796, 0.0789, 0.3414  86.056  85.994 69.252 0.05909 15360 0.5373, 0.2011, 0.2616  86.709  0.5387, 0.2002, 0.2611  86.615 
10 56.250 82.548 0.61, 0.11, 0.28 83.745 0.5817, 0.0236, 0.3947  84.681  84.654 56.833 0.05770 17160 0.2387, 0.5472, 0.2141  80.947  0.2402, 0.5464, 0.2134  80.852 
11 62.500 85.499 0.61, 0.11, 0.28 84.889 0.5236, 0.1174, 0.3590  85.289  85.259 63.020 0.05737 16260 0.4405, 0.3380, 0.2215  84.982  0.4570, 0.3220, 0.2210  84.933 
12 62.500 85.499 0.61, 0.11, 0.28 84.889 0.5314, 0.0900, 0.3786  85.339  85.308 63.068 0.06001 16260 0.4273, 0.3219, 0.2508  85.099  0.4321, 0.3201, 0.2478  85.060 
13 62.500 85.499 0.61, 0.11, 0.28 84.889 0.5671, 0.0777, 0.3552  85.204  85.174 62.505 0.00584 14760 0.5526, 0.2326, 0.2149  84.774  0.5525, 0.2326, 0.2149  84.753 
14 62.500 85.499 0.61, 0.11, 0.28 84.889 0.5913, 0.0907, 0.3180  85.044  85.015 62.505 0.00584 17760 0.5563, 0.2311, 0.2126  84.761  0.5563, 0.2311, 0.2126  84.739 
15 66.667 87.358 0.61, 0.11, 0.28 86.536 0.5886, 0.0591, 0.3524  87.232  87.086 67.180 0.05885 15760 0.4456, 0.3460, 0.2084  86.157  0.4498, 0.3416, 0.2086  86.056 
16 58.333 83.555 0.61, 0.11, 0.28 83.242 0.5797, 0.0606, 0.3596  83.082  83.079 58.900  0.05792 19760 0.2927, 0.2557, 0.4517  83.317  0.2996, 0.2537, 0.4468  83.311 
17 62.500 85.499 0.61, 0.11, 0.28 84.889 0.5893, 0.0325, 0.3783  85.242  85.210 63.020  0.05737 17760 0.4387, 0.3137, 0.2477  85.070  0.4455, 0.3117, 0.2429  85.021 
18 62.500 85.499 0.61, 0.11, 0.28 84.889 0.5904, 0.0838, 0.3259  85.070  85.041 63.068  0.06001 17760 0.4493, 0.3030, 0.2478  85.053  0.4563, 0.2970, 0.2467  85.015 
19 58.333 83.555 0.61, 0.11, 0.28 83.242 0.5649, 0.0518, 0.3833  85.299  85.267 62.505  0.00584 12330 0.5482, 0.2355, 0.2164  84.786  0.5482, 0.2355, 0.2164  84.765 
20 58.333 83.555 0.61, 0.11, 0.28 83.242 0.5381, 0.1138, 0.3481  85.229  85.200 62.505 0.00584 23190 0.5627, 0.2278, 0.2095  84.740  0.5627, 0.2278, 0.2096  84.719 
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The basic OEE, PEE by AHP method and the WOEE by ROC method are deterministic 
models. These three methods use the mean value of the losses. The weight calculation methods in 
AHP and ROC are mostly subjective, which largely depends on the intuition of the decision maker. 
In order to maintain a uniform baseline for AHP and ROC methods in all instances, the results 
listed in Table 8.6 use equal weights for PEE with AHP, and the ranks followed by the results of 
STP method.  
On the other hand, STP, stochastic OEE and the proposed MLBR method can deal with the 
stochastic nature of the loss elements. Several simulation experiments are conducted to generate 
multiple results. For each of the instances, the simulation experiments are run for 1000 times to 
generate the random values of the loss units (GN, AL, PL, QL, FR) from where the weights for A, 
P and Q are obtained in STP and MLBR methods. Stochastic OEE method uses the mean and 
standard deviations of all loss elements to find the approximate probability density function (pdf) 
of OEE. So, the stochastic OEE method does not require any simulation experiment. Using the pdf 
of OEE, the pseudo mean and standard deviations of OEE are calculated and reported in Table 8.6. 
A comparative study along with the effects of variability and of cost elements are discussed in the 
sensitivity analysis section below. 
8.3.1 Sensitivity analysis 
Some noticeable results in Table 8.6 are further summarized in Table 8.7 and 8.8. In Instances 
6, 7 and 8 the unit cost for availability loss (AL) element is changed only. Note that, the variability 
of all loss elements (AL, PL and QL) are kept low (10 times lower compared to those in Instance 
1) in the instances listed in Table 8.7, in order to point out the effects of unit cost for losses. It is 
visible that, as unit cost increases the total cost loss, OEQCL increases, as well as WOEE
R
(by 
MLBR) decreases. The inverse relationship between OEQCL and WOEE
R
is obviously logical 
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and sensible. Similar relationship is noticeable when the unit cost for performance loss (PL) 
element is changed in Instances 13, 6 and 14. WOEE
R
also decreases when the unit cost for quality 
loss (QL) elements increased.  
Table 8.7. Effect of change in monetary loss factors. 









Unit cost for AL 
($/minute) 
10 84.777 14,660 
6 20 84.771 15,460 
8 30 84.768 16,260 
13 
Unit cost for PL 
($/minute) 
5 84.774 14,760 
6 10 84.771 15,460 
14 15 84.761 17,760 
19 
Unit cost for QL 
($/minute) 
10 84.786 12,330 
6 20 84.771 15,460 
20 30 84.740 23,190 
Table 8.7 lists a very few instances and that is why, further experiments are conducted to 
calculate WOEE
R
by the proposed MLBR method, while varying the unit cost for the 
corresponding loss element (AL, PL and QL). The decreasing trend of WOEE
R
, while increasing 
the unit cost of loss elements, is clearly visible in Figure 8.4, 8.5 and 8.6. Though a random 
variation is present due to the stochastic nature of loss elements, it seems that WOEE
R
decreases 




Figure 8.4. Effect of the monetary equivalent of AL on WOEE calculated by MLBR method. 
 




Figure 8.6. Effect of the monetary equivalent of QL on WOEE calculated by MLBR method. 
On the other hand, Table 8.8 summarizes the results from Table 8.6 where only the standard 
deviations of the loss elements are varied. In Instances 4, 1 and 5, only the standard deviation ( )a
of AL is varied. It can be observed that WOEE
R
 (MLBR method) increases as a increases. This 
increase of WOEE
R
is consistent with corresponding OEE , but is not consistent with WOEE .STP  












(%) by STP 




10 84.844 85.076 62.835 
1 20 85.131 85.073 63.038 
5 30 85.228 85.011 63.370 
11 
p  
15 84.982 85.289 63.020 
1 30 85.131 85.073 63.038 
12 45 85.099 85.339 63.068 
17 
q  
15 85.070 85.242 63.020 
1 30 85.131 85.073 63.038 
18 45 85.053 85.070 63.068 
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In Table 8.8, the change in standard deviation of PL ( )p and of QL ( )q are not showing any 
trend effect in the WOEE
R
due to lack of sufficient data points. Hence, multiple simulation 
experiments are performed to plot WOEE
R
against the standard deviation of loss elements, a , 
p  and q . These results are plotted in Figure 8.7, 8.8 and 8.9. The variability of WOEE R
seems to be increased with the increase of a  [see Figure 8.7]. In addition to that, WOEE R tends 
to be increased with a . On the other hand, Figure 8.8 does not show any conclusive result on the 
increasing or decreasing trend of 
R
WOEE , except a slight increase in the variability of WOEE
R
with the increase of p . From Figure 8.9 it can be said in general that, the variability of WOEE R
decreases with the increase of q . By observing the plots in Figure 8.7, 8.8 and 8.9, an overall 
conclusion can be drawn. In general, the availability loss happens first, which shortens the 
production time. Availability loss leads to equipment’s performance loss which starts after starting 
the production. Finally, after production, the quality loss becomes noticeable. In addition to this 
general scenario, the example taken in this chapter has a mean availability loss, a  = 80 
minutes/day, mean performance loss, p  60 minutes/day (300/r, where r = 5 units/minute), and 
mean quality loss, q 40 minutes/day. That means, in this particular instance, a p q    . This 
particular situation leads to lower influence of QL on the variability of 
R
WOEE , compared to the 






Figure 8.7. Effect of SD of availability loss on the WOEE calculated by MLBR method. 
 




Figure 8.9. Effect of SD of quality loss on the WOEE calculated by MLBR method. 
8.4 Conclusion 
For numerous reasons the performance of a manufacturing system is required to be measured. 
The purpose of the performance measure includes scheduling, job sequencing, capacity estimation 
budgeting and many other managerial functions. Overall equipment effectiveness (OEE) is a well-
known basic concept of performance measure in industrial and service systems. Due to some 
serious limitations several modifications on OEE are proposed and implemented during last few 
decades. This chapter focused on the evolution of OEE measurement concepts and their 
applications in engineering production systems. A critical review and examinations on different 
effectiveness measures are presented here along with the advantages and limitations of those 
measures that affect the managerial decision adversely sometime. A new monetary loss based 
regression (MLBR) method is proposed to overcome those inherent modeling problem and 
meaningful interpretation of the system performance. 
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While deterministic methods of performance measure cannot trace the effects of random 
variations in the loss elements, the proposed MLBR method can deal with and include the effects 
of those randomness. Moreover, MLBR method can point out the decrease in OEE due to the 
increased cost loss, which is not pointed in any other methods except the overall equipment and 
quality cost loss (OEQCL). MLBR is a dynamic approach in modeling and implementing the 
method. The weights of availability, performance and quality can be changed dynamically based 
on the updated information about cost accounting and the probability distributions of loss 
elements. Including this revolutionary new idea of MLBR method, this chapter can be treated as a 
guideline for selecting a suitable performance measurement tool in the real life environments of 





SYSTEM CONFIGURATION, IMPLEMENTATION AND EVALUATION 
The primary aim of this dissertation research is to make an overall improvement of a steel pipe 
manufacturing system. In order to achieve that goal, four distinct problems (buffer capacity, tool 
magazine size and reload timing, pipe sizing, and inspection and rework problems) in the system 
are solved optimally. In the first phase of this research, an optimum buffer capacity is obtained for 
the steel coil accumulator. The second phase focused in finding the optimum tool order quantity 
in addition to the magazine size and reload timing. The cutting length (size—standard/substandard) 
of the pipes and the rework policy are optimized in the third phase. Wherein, the fourth phase of 
this research deals with off-line inspection-rework facility to find the optimum number of servers 
and space for the inspection and rework stations, subsequently an additional evaluation system 
called overall equipment effectiveness (OEE) is developed to measure the economic performance 
of the individual or composite performance of the system. It is expected that the overall 
effectiveness of the system will be improved while the optimum solutions for these four problems 
are fully implemented in the production floor. In order to check this expectation, the whole system 
is simulated in this chapter, with the existing configuration as well as with the improved or 
optimum configuration.  
Non-disclosure of data proprietorship: This chapter presents a detailed information of the 
simulation results that mimics a steel manufacturing system. The system parameters used in this 
chapter do not represent the original data of any industrial setup, but the data chosen here capture 
a close picture of the aforementioned industrial sector [The name of the industry is not disclosed 




The overall effectiveness’s of the pipe manufacturing system considered for both existing and 
improved configuration are evaluated by comparing the WOEE (weighted overall equipment 
effectiveness) and PEE (production equipment effectiveness) methods discussed in Chapter 8. The 
newly developed MLBR (monetary loss based regression) method presented in Chapter 8, is used 
for finding the WOEE and PEE. The numerical example taken here, is solved for obtaining 
optimum solutions, following the approaches described in the respective chapters.  
Some additional notations listed below are used in this chapter to explain the implementation 
of the system, which are not defined in the previous chapters. 
Notations 
brT  Buffer runout duration in a cycle (hours) 
cT    Coil feed cycle time (hours) 
,cr iT  Remaining cycle time in Day- i , for next day use (hours) 
,r iT  Remaining tool life in Day- i , for next day use (hours) 
tn   Number of magazine reloads in a day 
1
sl   Scrapped pipe length from the online rework-scrap decision (feet) 
stn  Number of standard size pipes 
in   Number of inspected pipes in the off-line inspection-rework facility 
exn  Number of pipe external failures that customer identifies 
rn   Number of reworked pipes in the inspection-rework facility 
sn   Number of scrapped pipes in the inspection-rework facility 
sl   Total length of the scrapped pipe in a day (feet) 
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The parametric values of the system for the four optimization problems, the existing 
configuration of the line and the corresponding optimum solutions are presented in the next 
section. 
9.1 System Parameters 
Two different scenarios are evaluated for comparison purposes. In one scenario the line is 
configured with the traditional non-optimum parameters; this situation is termed as existing 
configuration. In another scenario, the line is configured with the optimum solutions from the four 
problems described as four phases/stages in this dissertation. The system described with the 
optimum solutions is termed as improved configuration. The numerical values of the parameters, 
corresponding to the (1) buffer capacity, (2) tool life, (3) pipe sizing and rework polity, and (4) 
inspection-rework facility configuration problems are listed in Table 9.1, 9.2, 9.3 and 9.4, 
respectively. 
As indicated earlier in different chapters, especially in Chapter 4, the coil feeding system in 
the pipe manufacturing line consists of a coil joining station and a coil accumulator. The joining 
time ( JT ) follows normal distribution with mean JT  = 0.85 hours and standard deviation T = 
0.35 hours. All other parameters which are involved in the feeding stage, are listed in Table 9.1. 
Here, Bc indicates the operational cost for the coil accumulator,  denotes the acceleration of strip 
input to the coil accumulator, tdc indicates the line stoppage or downtime cost, Bh defines buffer 
strip holding cost at the coil accumulator, cD  expresses the demand of coils in a year, and cL is the 
average length of the steel strip coil. The strip output rate from the coil accumulator is the same as 





Table 9.1. System parameters involved in the coil feeding system. 
















cL   
Feet 
100 0.85 0.35 3600 300 600 250 700 800 
In the pipe manufacturing industries several cutting tools are used. Flash trimming tool is one 
of them which is used for removing extra weld metals from the welding zone. The manager plans 
to purchase an automated tool magazine for handling the flash trimming tools. In the market, 
several tool magazines are available with variable sizes. The tool magazine capacity ranging from
n = 2 to 15 are considered here, among which the optimum size for the tool magazine has to be 
selected. The distribution of the life (T ) of a flash trimming tool is given as ~T N (6, 1.52) hours. 
Other relevant information about this tool magazine system are listed in Table 9.2 which includes 
the operating cost for an n-tool magazine ( oc ), service rate of the tool ( ), tool storage cost at 
tool crib ( h ), scheduled tool replacement cost ( sc ), unscheduled tool replacement cost ( uc ), price of 
a tool ( pc ) and the tool ordering cost ( oA ). 















10n  500 30 10 900 20 60 
At the end of the manufacturing line the pipes are cut into standard and/or substandard lengths. 
During production some welding defects occur randomly. The linear distance between two 
consecutive defects ( L ) follows exponential distribution with a mean rate of defects .  Here, L  
can also be defined as the defect free length. All other relevant information about the on-line 
inspection facility and the pipe sizing system are listed in Table 9.3. In this table, sL and bL
represents the desired length of a standard and substandard pipe, respectively. On the other hand, 
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oP and Pare denoted for the standard size and substandard size pipes, respectively. The cost 
parameters in this problem are pipe cutting cost ( tc ), fixed cost (C ) and variable cost ( c ) of the 
pipe manufacturing line, online (
onc ) and offline (
offc ) repair costs for a defect, and the scrapping 
cost ( ).sc Here, 
max
bL is the maximum demand of substandard pipes, which limits the amount of 
total substandard pipes.  
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Now, after partitioning the pipes into standard and/or substandard lengths, some pipes are 
randomly selected for ultrasonic inspection. Any defective pipe that is repairable by grinding or 
polishing operation is sent to the rework station, and the unrepairable pipes are scrapped. The 
important parameters which influence the optimal decision on the number of inspection/rework 
servers are noted in Table 9.4. The parameters listed in this table are defined for the pipes holding 
costs 
rh  and 
osh  at the regular and overstock holding area; the required floor spaces pa , 1a and
Ra  for a pipe, an inspection server and a rework server; the variable costs 1c and Rc for inspection 
and rework of a pipe; the fixed costs 1C and RC  for maintaining an inspection and a rework servers; 
service rates 1 and R  at the inspection and rework servers, all respectively. The other parameters 
are available floor space 
TA , pipe arrival rate at the inspection-rework facility  , and repairable 
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9.2 Existing Configuration of the System 
The existing state of the steel pipe manufacturing system is discussed here from the perspective 
of the optimization problems which are solved in this dissertation. The system is currently 
equipped with a coil accumulator. The coil feeding system is designed considering the average 
coil joining time ( JT ). A minimum buffer capacity level, 
2
min JB T    = 280 feet [see 
Theorem 4.1 in Chapter 4], is used in the system. On the other hand, the resent system is equipped 
with single-tool magazine for all kind of cutting tools. Thus for the flash trimming operation a 
single-tool holder is used and the tool is replaced once it fails. For a single-tool magazine system 
the optimum tool reload timing is found as *1 = 10.97 hours. Reloading a new tool takes 
RT  = 0.5 
hours. In other words, if a tool fails or about to exceed 10.97 hours of active operation, it should 
be replaced, and the replacement process takes on an average 0.5 hours. In place of a single-tool 
holder for the flash trimming tool, a multiple-tool magazine is proposed to be used.  
In the existing condition the pipe manufacturing line is not facilitated with an online inspection 
device. In addition to that, no online rework facility is available in the system. As a result, any 
defect can only be detected after the pipes are cut into standard pieces. In other words, no rework 
decision can be taken online, and no substandard size pipe can be cut directly from the continuous 
line. After cutting the pipes into standard lengths it goes to the inspection-rework facility and that 
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facility is equipped with 2 ultrasonic testing machines ( 1n = 2) that detects hidden welding defects, 
and a rework station ( Rn =1). Rework operations includes cutting off the defective portion of the 
pipe if the defect falls within 5 feet from any end of that pipe. Some surface defects are removed 
by grinding or polishing the pipe. Both of these rework operations are currently done in a single 
off-line rework station. The existing system configuration is graphically shown in Figure 9.1. 
 
Figure 9.1. Simulation model for the existing system.  
9.3 Proposed Improved Configuration of the System 
The pipe manufacturing line is proposed to be improved with some local optimum solutions. 
The corresponding optimum solutions for buffer storage, flash trimming tool magazine size and 
reload timing, pipe sizing and rework policy, and the inspection-rework servers are calculated from 
the information provided in Table 9.1-9.4. 














     
  
 = 350.82 feet.  
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On the other hand, the optimum magazine size for the flash trimming tool, is found as *n  = 
12, and the magazine reload timing is found as *12  = 121.29 hours. These solutions are obtained 
with help of Tool Heuristic presented in Figure 5.3 in Chapter 5. In the proposed configuration an 
online inspection facility is planned, which creates an opportunity to decide whether a defective 
portion should be scrapped or reworked, or a substandard pipe should be made from the defective 
portion. Making of substandard pipes depend on the sales price of the pipes. With the online 
inspection facility, only one type of defect (surface scars) is detectable. From the information 
provided in Table 9.3, the optimum policies for dealing the defects are found as (x1, x2, x3, y1, y2, 
y3, z) = (1, 0, 1, 1, 0, 1, 1). This solution indicates that, the defective spots should be reworked at 
the off-line rework station if the defect free length L  falls in the range bL L or sL L . However, 
the defect-free portion should be cut at substandard lengths if b sL L L  . 
From the information listed in Table 9.4 the optimum number of servers can be found as 1n = 
3 and Rn =1 for the inspection and rework stations, respectively. These solutions are obtained using 
the IR-Algorithm presented in Figure 7.4 in Chapter 7. From these algorithm, the optimum space 
allocations for the inspection and rework stations are found as 1m = 5 and Rm = 14 pipes, 
respectively. The improved system configuration based on the local optimum solutions, is 




Figure 9.2. Simulation model for the improved system.  
9.4 Simulation Results 
In the pipe manufacturing system several parameters are probabilistic, including coil joining 
time JT  ~ N (0.85, 0.35
2) hours, tool life ~T N (6, 1.52) hours and defect free length L ~ Exp 
(3/300). The arrival of discrete pipes at the inspection-rework facility is also probabilistic, follows 
approximately Poisson distribution with mean  = 5 pipes/hour. Again, the detection of defective 
pipes in the inspection-rework facility follows binomial distribution with probabilities 1p  and 1p
for the repairable and unrepairable defects, respectively. These uncertainties are captured by 
simulating the system for several days. The whole pipe manufacturing system is simulated over a 
month (effectively 22 working days). It is to be noted that the factory is kept running for pT   8 
hours in a day (single shift).  
9.4.1 Simulation of the line with current configuration 
The system is first simulated with the existing configuration. The coil joining time JT , and 
tool life T  are randomly generated for each day. All other columns in Table 9.5 are obtained from 
these two random variables. The coil joining times for the first day are obtained as 0.9776, 0.8679 
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and 0.7952 hours, respectively. With the buffer capacity minB = 280 feet, a maximum joining time 
of min / /B    = 0.85 hours can be supported. The buffer runout duration in a cycle ( brT ) is 
defined as brT = minmax /{0,( / )}JT B    . As, no joining time should exceed 0.85 hours, 
buffer runouts will occur for the first two coil joining in the first day. Hence = 0.1276, 0.0179 
and 0 hours for three coil joining, respectively. Now, the coil feed cycle time will be cT   = 
5 J brt T T  c J J brL T T T    = 800/300 - 0.85 + JT brT = 1.8167 JT brT hours [see 
Figure 4.2 in Chapter 4]. Hence, the cycle time will be 2.6667, 2.6667 and 2.6119 hours, 
respectively [Day 1, Column 4 in Table 9.5]. Thus, the available time of production using these 
three coils is found as 2.6667+2.6667+ 2.6119 = 7.9452 hours, for Day 1.  
On the other hand, the first flash trimming tool can run for 5.5423 hours; hence, the second 
tool needs to be loaded. The life of the second tool is found as 6.0015 hours.  These two tool 
loadings require 
RT + 
RT = 0.5 + 0.5 = 1 hour, where
RT is the time required for a tool reloading. 
Thus, the actual production time for Day 1, is found as aT  pT - brT - 2
RT = 6.8545 hours, 
where the potential production time is pT  = 8 hours. From this result, the remaining tool life in 
Day 1 ( ,1rT ) can be found as ,r iT = 5.5423 + 6.0015 - 6.8545 = 4.6893 hours [see Day 1, Column 
7, in Table 9.5]. Similarly, the remaining coils in the line can be used for ,cr i c aT T T  = 2.6667+ 
2.6667+ 2.6119 - 6.8545 = 1.0907 hours in the next day (Day 2). Now, the availability rate (A) for 
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2.3170 6.5970 4.6521 1 6.9575 0.8697 625.48 2087.26 2261.20 5218.15 0.9231 
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1.1031 5.8004 1.1460 1 7.2113 0.9014 473.19 2163.40 2343.69 5408.51 0.9231 
Table 9.5. continued. 
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On the other hand, if the production line does not produce anything the industry still has to 
bear an overhead cost of $600 per hour. Hence, the monetary value for the availability loss 
becomes 
cAL  = $( pT - aT )600 = $687.29 for Day 1. Similarly, the actual production is found as 
aP  = aT   = 2056.36 feet. The system is designed with a theoretical capacity of production, th = 
325 feet/ hour. In a real environment this designed capacity is not achieved. So, in general, the 
theoretical production in Day 1 should be Pt = a thT  = 2227.72 feet. Hence, the performance rate 
of the line can be found as P a tP P =2056.36/2227.72 = 0.9231.  
Now, it is estimated that if the theoretical production rate th could be achieved, the 
manufacturer could make additional profit of $30 from the additional production. So, the monetary 
value of the availability loss should be 
cPL = $30( )t aP P =$5,140.89. All values in Table 9.5 are 
evaluated in a similar way. 
Table 9.6 is presented to calculate the scrapped pipe lengths, due to the defects that can be 
detected with the online inspection device. The random defects are simulated and the distance 
between two consecutive defects ( L ) are listed in Table 9.6. In the existing situation the defects 
detected online, are marked on the pipe. Then the pipes are cut into standard lengths ( 40sL   
feet). Some defective pipes can be shortened not less than 35 feet by cutting off the defective 
portion from one end. However, when the defect on the pipe does not fall within 5 feet from any 
end, the whole pipe is scrapped. This scenario is replicated for all of the defect free lengths in Table 
9.6 and the summation of the lengths of all scrapped pipes are noted in that table. The cost of 
quality loss ( 1
cQL ) at this stage includes the sales price of the pipe ( $180pP  /feet) which is 
scrapped and the scrapping cost of the pipe ( $10sc  /feet). The cost for the online inspection is 
considered with a flat rate of $1/feet.  
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Table 9.6. Quality gain in pipe sizing and rework policy problem (no online rework). 
Day i Defect free length, L (feet) 
~ (1/100)L Exp   
Scrapped pipe 
length 1






156.88, 109.11, 269.28, 65.34, 47.51, 0.09, 146.67, 13.73, 244.66, 16.33, 
76.84, 63.87, 47.08, 21.22, 86.52, 43.84, 33.82, 28.15, 30.99, 200.22, 95.18, 
0.22 
323.81 61524.18 2056.36 
2 
287.46, 60.12, 178.90, 27.77, 115.06, 15.48, 71.11, 267.82, 59.39, 23.16, 
235.71, 102.88, 283.85, 222.73, 81.10, 44.33, 132.11 
258.24 49064.74 2170.91 
3 
287.92, 67.24, 75.34, 76.13, 211.80, 103.87, 195.56, 315.21, 22.37, 113.98, 
201.89, 225.92, 67.72, 15.37, 70.03, 283.21 
231.33 43952.73 2134.08 
4 
30.08, 186.10, 70.41, 171.20, 54.81, 20.80, 20.54, 72.45, 73.03, 24.33, 53.60, 
179.78, 132.12, 243.96, 28.56, 146.93, 175.73, 60.22, 83.33, 12.61, 12.82, 
77.35, 89.80 
423.20 80407.89 2044.12 
5 
66.87, 93.31, 37.11, 7.67, 83.30, 12.18, 92.28, 8.09, 51.66, 47.11, 207.92, 
6.03, 20.45, 79.00, 173.50, 151.32, 61.84, 152.53, 122.00, 90.14, 199.76, 
75.45, 39.29 
248.18 47154.84 2113.90 
6 
445.59, 51.25, 25.92, 64.70, 72.88, 5.74, 29.97, 28.11, 39.03, 96.97, 86.94, 
208.28, 16.78, 12.08, 109.53, 86.17, 4.44, 58.97, 197.06, 197.53, 38.33, 
131.59, 38.21, 41.53 
297.44 56512.76 1908.91 
7 
152.41, 96.79, 67.18, 11.21, 91.03, 172.29, 101.87, 163.30, 20.99, 116.93, 
7.32, 10.01, 10.63, 178.06, 46.29, 154.94, 193.43, 119.58, 5.46, 7.99, 88.21, 
180.61, 34.44, 71.64, 19.41 
405.51 77046.46 2123.57 
8 
105.93, 48.95, 192.01, 157.72, 149.28, 85.58, 10.85, 346.57, 105.61, 11.79, 
62.48, 1.39, 20.10, 24.14, 350.07, 128.74, 42.27, 24.53, 219.54, 2.97, 116.22 
332.79 63230.54 2218.86 
9 
158.06, 4.60, 219.83, 51.46, 62.41, 44.41, 54.78, 300.83, 48.91, 34.17, 
155.09, 41.17, 30.42, 117.28, 71.89, 111.64, 235.66, 88.01, 191.37 
275.91 52423.37 2086.99 
10 
301.17, 81.99, 119.41, 6.36, 324.91, 99.42, 378.78, 64.40, 265.36, 100.72, 
30.07, 543.21 
196.40 37315.32 2139.41 
11 
174.83, 18.45, 5.71, 185.01, 96.15, 79.31, 164.62, 242.09, 222.67, 41.96, 
40.11, 12.35, 149.51, 110.27, 153.68, 197.22, 115.69, 3.31, 14.03, 125.78, 
3.51, 5.30, 30.95 
280.29 53255.84 2332.02 
12 
247.69, 134.71, 280.23, 154.29, 1.13, 167.87, 92.67, 168.30, 10.81, 71.51, 
24.26, 18.40, 28.43, 55.58, 59.87, 90.85, 216.95, 145.29, 24.94, 187.69 
341.48 64880.66 2087.26 
13 
57.78, 233.42, 150.49, 307.64, 73.77, 87.61, 247.16, 221.36, 28.02, 2.33, 
291.88, 12.27, 121.58, 26.87, 92.70, 4.30, 84.15 
283.35 53835.86 2207.94 
14 
280.08, 49.01, 213.50, 8.00, 72.22, 36.29, 60.98, 98.98, 28.35, 154.76, 57.88, 
29.23, 97.40, 185.04, 56.85, 84.26, 75.21, 137.79, 55.16, 95.98, 237.58, 
167.53 
333.01 63271.11 2165.85 
15 
199.86, 9.06, 126.64, 72.77, 21.57, 31.46, 223.66, 176.21, 714.63, 8.52, 
64.97, 36.27, 171.50, 26.43, 16.90, 142.95, 0.09 
287.36 54598.60 2115.75 
16 
723.44, 29.36, 34.83, 116.69, 180.14, 86.67, 45.68, 62.61, 10.15, 3.84, 35.77, 
9.32, 70.97, 319.03, 68.02, 231.68, 28.81, 174.76, 6.21 
286.52 54438.38 2219.78 
17 
212.62, 64.28, 15.87, 237.23, 1.95, 89.59, 107.37, 86.74, 13.23, 173.35, 
109.33, 12.90, 7.37, 115.84, 64.12, 101.46, 14.62, 36.03, 10.36, 195.54, 7.50, 
244.48, 48.31, 23.80, 2.93, 100.43 
312.61 59395.36 2100.00 
18 
357.42, 77.32, 24.96, 181.80, 17.88, 65.84, 17.93, 12.78, 78.89, 20.66, 
292.99, 44.16, 34.09, 117.87, 57.54, 87.83, 327.52, 103.33, 139.78, 49.91  
279.01 53011.32 2089.84 
19 
329.72, 354.68, 101.09, 15.75, 19.94, 66.84, 106.40, 97.27, 80.29, 89.34, 
101.58, 82.42, 533.63, 65.15 
244.10 46379.19 2049.56 
20 
264.88, 296.10, 20.74, 53.96, 18.89, 242.43, 57.96, 32.71, 60.35, 160.82, 
33.24, 76.65, 114.22, 34.37, 0.26, 68.36, 10.95, 54.27, 52.23, 128.66, 2.78, 
198.01, 68.03, 17.41, 48.32, 87.58, 24.58, 40.58, 5.35 
439.99 83599.00 2213.59 
21 
139.50, 12.04, 115.48, 63.27, 11.42, 88.40, 261.62, 24.98, 26.69, 34.63, 
273.89, 152.57, 8.24, 61.52, 132.79, 32.87, 353.65, 63.83, 298.22, 27.39 
427.51 81227.52 2223.86 
22 
347.67, 140.44, 98.38, 13.15, 79.95, 244.90, 30.14, 66.56, 17.25, 143.07, 
19.46, 385.80, 32.34, 20.41, 25.92, 140.70, 121.06, 69.76, 10.52, 44.25, 0.43, 
106.78, 12.43 




The quality loss and the cost of quality are listed in Table 9.7.  The number of pipes produced 
( stn ) in each day are obtained from the simulation of defect free length ( L ). The number of 
inspected pipes ( in ) depends on the random arrival process of pipes at the inspection-rework 
facility. This arrival process follows approximate Poisson distribution with mean  = 40 
pipes/day, from where in is simulated. The number of reworked pipes ( rn ), the number of 
scrapped pipes ( sn ) and the number of external failures ( exn ) are also simulated, from their 
corresponding binomial distribution parameters, rn ~B( in , 1p ),
sn ~B( in , 1p ),
exn ~B( stn - in , 
1 1p p ). The external failure cost includes customer dissatisfaction, loss of business goodwill and 
warranty, which is approximately estimated as $10,000/pipe. From these simulated and estimated 
information the monetary equivalent of QL ( 2
cQL ) at the inspection-rework server, is evaluated.  
Finally the total quality loss (
cQL = 1
cQL + 2
cQL ) in monetary unit, is found as the sum of quality 
losses from the defects detected at the on-line inspection ( 1
cQL ) and the quality losses in the 
inspection-rework facility. The cost of quality (COQ) is different from the quality losses. This cost 
includes all inspection costs (on-line and off-line) as well as external failure costs. 
234 
 













































ic n  
+ 8(




sl   
1
s s





















1 43 38 1 4 3 10000 23280 4760 443.81 1492.54 2056.36 0.7258 84,804.18 16816.36 
2 48 39 1 2 4 10000 30640 4860 418.24 1592.68 2170.91 0.7336 79,704.74 17030.91 
3 48 39 1 5 2 10000 15800 4860 311.33 1742.75 2134.08 0.8166 59,752.73 16994.08 
4 41 41 0 5 1 0 8200 5060 463.20 1540.92 2044.12 0.7538 88,607.89 7104.12 
5 46 32 3 4 1 30000 8080 4160 288.18 1785.72 2113.90 0.8447 55,234.84 36273.90 
6 41 31 1 2 1 10000 7840 4060 337.44 1531.48 1908.91 0.8023 64,352.76 15968.91 
7 43 43 0 5 3 0 23400 5260 525.51 1478.06 2123.57 0.6960 100,446.46 7383.57 
8 47 42 0 5 2 0 15800 5160 412.79 1726.07 2218.86 0.7779 79,030.54 7378.86 
9 46 37 1 8 1 10000 8560 4660 315.91 1731.08 2086.99 0.8295 60,983.37 16746.99 
10 49 40 0 1 3 0 22920 4960 316.40 1703.01 2139.41 0.7960 60,235.32 7099.41 
11 51 34 1 2 1 10000 7840 4360 320.29 1971.73 2332.02 0.8455 61,095.84 16692.02 
12 44 44 0 5 2 0 15800 5360 421.48 1585.78 2087.26 0.7597 80,680.66 7447.26 
13 48 38 2 3 2 20000 15560 4760 363.35 1764.59 2207.94 0.7992 69,395.86 26967.94 
14 46 46 0 4 3 0 23280 5560 453.01 1592.85 2165.85 0.7354 86,551.11 7725.85 
15 46 34 1 5 1 10000 8200 4360 327.36 1748.39 2115.75 0.8264 62,798.60 16475.75 
16 48 28 4 5 0 40000 600 3760 286.52 1933.27 2219.78 0.8709 55,038.38 45979.78 
17 45 37 1 5 1 10000 8200 4660 352.61 1707.39 2100.00 0.8130 67,595.36 16760.00 
18 46 40 1 2 4 10000 30640 4960 439.01 1490.83 2089.84 0.7134 83,651.32 17049.84 
19 45 45 0 7 2 0 16040 5460 324.10 1645.46 2049.56 0.8028 62,419.19 7509.56 
20 44 38 3 7 1 30000 8440 4760 479.99 1693.59 2213.59 0.7651 92,039.00 36973.59 
21 45 45 0 4 1 0 8080 5460 467.51 1716.34 2223.86 0.7718 89,307.52 7683.86 
22 44 33 0 2 1 0 7840 4260 451.44 1671.96 2163.40 0.7728 86,013.79 6423.40 
*Simulated assuming binomial distributions,
rn ~ Bin( in , 1p ), 
sn ~ Bin( in , 1p ), 
exn ~ Bin( stn - in , 1 1p p ). 
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9.4.2 Simulation of the line with improved configuration 
The steel pipe manufacturing system is simulated with the optimum solutions and proposed 
improved conditions. The optimum solution suggests that the buffer capacity should 
*B = 350.82 
feet, and there should be multiple-tool magazine facility with magazine size *n  = 12 tools and 
magazine reload timing * = 121.29 hours. For the improved configuration the substandard pipes 
should be made when 9 40L  feet. On the other hand, if the 9L   feet and 40L  feet, the 
repairable defects, detected with the on-line inspection device, should be marked on the pipes and 
then repaired at the off-line rework station. The improvement for the system also includes 1n = 3. 
Now, with these locally optimized parameters listed above the simulation model is modified 
and the system is simulated again. The similar tables (as in Section 9.4.1) are generated for this 
improved configuration, and corresponding A , P , Q , 
cAL , 
cPL ,
cQL , COQL are evaluated. The 
values of availability rate A , performance P , the monetary equivalents of availability loss cAL , 
and performance loss
cPL  are listed in Table 9.8. On the other hand, Table 9.10 summarizes the 
quality rate Q  , the monetary equivalent of quality loss 
cQL  and the cost of quality loss (COQL). 
Table 9.9 is presented here to list the random numbers for the defect free length L (feet). These 
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4.2263 10 1 7.3832 0.9229 370.05 2214.97 2399.56 0.9231 5537.44 
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3.4020 8 0 8.0000 1.0000 0.00 2400.00 2600.00 0.9231 6000.00 
Table 9.8. continued. 
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Table 9.9. Quality gain in pipe sizing and rework policy problem (improved configuration). 
Day i Defect free length, L (feet) 











1 156.88, 109.11, 269.28, 65.34, 47.51, 0.09, 146.67, 13.73, 244.66, 16.33, 
76.84, 63.87, 47.08, 21.22, 86.52, 43.84, 33.82, 28.15, 30.99, 200.22, 95.18, 
0.22 
13 27.24 320 5494.85 2250.00 
2 287.46, 60.12, 178.90, 27.77, 115.06, 15.48, 71.11, 267.82, 59.39, 23.16, 
235.71, 102.88, 283.85, 222.73, 81.10, 44.33, 132.11 
6 12.41 280 2638.63 2391.73 
3 287.92, 67.24, 75.34, 76.13, 211.80, 103.87, 195.56, 315.21, 22.37, 113.98, 
201.89, 225.92, 67.72, 15.37, 70.03, 283.21 
3 10.75 280 2321.90 2354.90 
4 30.08, 186.10, 70.41, 171.20, 54.81, 20.80, 20.54, 72.45, 73.03, 24.33, 
53.60, 179.78, 132.12, 243.96, 28.56, 146.93, 175.73, 60.22, 83.33, 12.61, 
12.82, 77.35, 89.80 
14 23.74 320 4830.30 2255.00 
5 66.87, 93.31, 37.11, 7.67, 83.30, 12.18, 92.28, 8.09, 51.66, 47.11, 207.92, 
6.03, 20.45, 79.00, 173.50, 151.32, 61.84, 152.53, 122.00, 90.14, 199.76, 
75.45, 39.29 
11 10.03 380 2285.24 2375.44 
6 445.59, 51.25, 25.92, 64.70, 72.88, 5.74, 29.97, 28.11, 39.03, 96.97, 86.94, 
208.28, 16.78, 12.08, 109.53, 86.17, 4.44, 58.97, 197.06, 197.53, 38.33, 
131.59, 38.21, 41.53 
22 30.43 320 6102.61 2225.11 
7 152.41, 96.79, 67.18, 11.21, 91.03, 172.29, 101.87, 163.30, 20.99, 116.93, 
7.32, 10.01, 10.63, 178.06, 46.29, 154.94, 193.43, 119.58, 5.46, 7.99, 88.21, 
180.61, 34.44, 71.64, 19.41 
10 16.69 380 3550.23 2373.62 
8 105.93, 48.95, 192.01, 157.72, 149.28, 85.58, 10.85, 346.57, 105.61, 11.79, 
62.48, 1.39, 20.10, 24.14, 350.07, 128.74, 42.27, 24.53, 219.54, 2.97, 
116.22 
8 19.41 320 4007.36 2400.00 
9 158.06, 4.60, 219.83, 51.46, 62.41, 44.41, 54.78, 300.83, 48.91, 34.17, 
155.09, 41.17, 30.42, 117.28, 71.89, 111.64, 235.66, 88.01, 191.37 
6 10.59 340 2352.09 2360.23 
10 301.17, 81.99, 119.41, 6.36, 324.91, 99.42, 378.78, 64.40, 265.36, 100.72, 
30.07, 543.21 
3 3.07 220 804.05 2343.11 
11 174.83, 18.45, 5.71, 185.01, 96.15, 79.31, 164.62, 242.09, 222.67, 41.96, 
40.11, 12.35, 149.51, 110.27, 153.68, 197.22, 115.69, 3.31, 14.03, 125.78, 
3.51, 5.30, 30.95 
7 12.78 380 2808.17 2214.97 
12 247.69, 134.71, 280.23, 154.29, 1.13, 167.87, 92.67, 168.30, 10.81, 71.51, 
24.26, 18.40, 28.43, 55.58, 59.87, 90.85, 216.95, 145.29, 24.94, 187.69 
10 16.85 300 3500.84 2400.00 
13 57.78, 233.42, 150.49, 307.64, 73.77, 87.61, 247.16, 221.36, 28.02, 2.33, 
291.88, 12.27, 121.58, 26.87, 92.70, 4.30, 84.15 
6 13.17 280 2781.79 2386.67 
14 280.08, 49.01, 213.50, 8.00, 72.22, 36.29, 60.98, 98.98, 28.35, 154.76, 
57.88, 29.23, 97.40, 185.04, 56.85, 84.26, 75.21, 137.79, 55.16, 95.98, 
237.58, 167.53 
10 3.87 380 1114.80 2336.57 
15 199.86, 9.06, 126.64, 72.77, 21.57, 31.46, 223.66, 176.21, 714.63, 8.52, 
64.97, 36.27, 171.50, 26.43, 16.90, 142.95, 0.09 
13 24.69 220 4910.74 2400.00 
16 723.44, 29.36, 34.83, 116.69, 180.14, 86.67, 45.68, 62.61, 10.15, 3.84, 
35.77, 9.32, 70.97, 319.03, 68.02, 231.68, 28.81, 174.76, 6.21 
14 22.25 260 4487.23 2400.00 
17 212.62, 64.28, 15.87, 237.23, 1.95, 89.59, 107.37, 86.74, 13.23, 173.35, 
109.33, 12.90, 7.37, 115.84, 64.12, 101.46, 14.62, 36.03, 10.36, 195.54, 
7.50, 244.48, 48.31, 23.80, 2.93, 100.43 
11 27.81 380 5663.93 2310.66 
18 357.42, 77.32, 24.96, 181.80, 17.88, 65.84, 17.93, 12.78, 78.89, 20.66, 
292.99, 44.16, 34.09, 117.87, 57.54, 87.83, 327.52, 103.33, 139.78, 49.91  
10 38.30 280 7557.62 2333.06 
19 329.72, 354.68, 101.09, 15.75, 19.94, 66.84, 106.40, 97.27, 80.29, 89.34, 
101.58, 82.42, 533.63, 65.15 
3 8.69 240 1891.84 2400.00 
20 264.88, 296.10, 20.74, 53.96, 18.89, 242.43, 57.96, 32.71, 60.35, 160.82, 
33.24, 76.65, 114.22, 34.37, 0.26, 68.36, 10.95, 54.27, 52.23, 128.66, 2.78, 
198.01, 68.03, 17.41, 48.32, 87.58, 24.58, 40.58, 5.35 
17 39.88 420 7996.93 2250.00 
21 139.50, 12.04, 115.48, 63.27, 11.42, 88.40, 261.62, 24.98, 26.69, 34.63, 
273.89, 152.57, 8.24, 61.52, 132.79, 32.87, 353.65, 63.83, 298.22, 27.39 
15 35.01 260 6912.41 2310.50 
22 347.67, 140.44, 98.38, 13.15, 79.95, 244.90, 30.14, 66.56, 17.25, 143.07, 
19.46, 385.80, 32.34, 20.41, 25.92, 140.70, 121.06, 69.76, 10.52, 44.25, 
0.43, 106.78, 12.43 
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1 53 38 0 6 1 0 8320 4760 67.24 2142.76 2250.00 0.9523 13814.85 7010.00 
2 58 39 1 2 4 10000 30640 4860 172.41 2059.32 2391.73 0.8610 33278.63 17251.73 
3 58 39 0 1 2 0 15320 4860 90.75 2184.16 2354.90 0.9275 17641.90 7214.90 
4 53 42 0 2 3 0 23040 5160 143.74 1991.27 2255.00 0.8830 27870.30 7415.00 
5 57 32 2 0 1 20000 7600 4160 50.03 2285.42 2375.44 0.9621 9885.24 26535.44 
6 50 31 3 3 1 30000 7960 4060 70.43 2114.67 2225.11 0.9504 14062.61 36285.11 
7 57 46 1 3 5 10000 38360 5560 216.69 1956.93 2373.62 0.8245 41910.23 17933.62 
8 58 42 4 3 2 40000 15560 5160 99.41 2220.59 2400.00 0.9252 19567.36 47560.00 
9 57 37 3 5 4 30000 31000 4660 170.59 2029.64 2360.23 0.8599 33352.09 37020.23 
10 58 40 2 6 4 20000 31120 4960 163.07 2020.03 2343.11 0.8621 31924.05 27303.11 
11 53 34 1 2 1 10000 7840 4360 52.78 2122.20 2214.97 0.9581 10648.17 16574.97 
12 57 47 0 5 0 0 600 5660 16.85 2383.15 2400.00 0.9930 4100.84 8060.00 
13 58 38 1 1 0 10000 120 4760 13.17 2373.50 2386.67 0.9945 2901.79 17146.67 
14 56 49 0 7 5 0 38840 5860 203.87 1932.70 2336.57 0.8272 39954.80 8196.57 
15 56 34 4 0 4 40000 30400 4360 184.69 2055.31 2400.00 0.8564 35310.74 46760.00 
16 56 28 6 3 2 60000 15560 3760 102.25 2217.75 2400.00 0.9241 20047.23 66160.00 
17 55 37 3 6 1 30000 8320 4660 67.81 2202.85 2310.66 0.9533 13983.93 36970.66 
18 55 40 1 3 1 10000 7960 4960 78.30 2214.75 2333.06 0.9493 15517.62 17293.06 
19 59 46 3 4 1 30000 8080 5560 48.69 2311.31 2400.00 0.9630 9971.84 37960.00 
20 51 38 3 5 3 30000 23400 4760 159.88 1970.12 2250.00 0.8756 31396.93 37010.00 
21 54 53 0 5 5 0 38600 6260 235.01 1875.49 2310.50 0.8117 45512.41 8570.50 
22 55 33 3 2 1 30000 7840 4260 77.63 2282.37 2400.00 0.9510 15268.84 36660.00 
*Simulated assuming binomial distributions,
rn ~ Bin( in , 1p ), 
sn ~ Bin( in , 1p ), 
exn ~ Bin( stn - in , 1 1p p ). 
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9.4.3 Comparing overall effectiveness of the existing and improved systems 
The overall effectiveness of the system, with both existing and improved conditions, is 
evaluated for 22 days in terms of WOEE and PEE. For this WOEE and PEE calculations, the 
monetary loss based regression (MLBR) method is used to obtain the weights. Detailed 
calculations are reported in Table 9.11. In this table, the overall equipment and quality cost losses 






Figure 9.3. WOEE values of the system with existing and improved configuration. 
From the WOEE as well as PEE values it is observed that, the overall effectiveness of the 
system improves almost 10% when the suggested optimum solutions are incorporated in the 
system. Figure 9.3 presents a graphical presentation of WOEE of the system for 22 days. It shows 
that the WOEE is better for each of the 22 days, when the system is configured with the optimum 
solution. A paired comparison is done to check the difference with statistical evidence [see Table 
9.11]. Calculating the mean and standard deviation of the differences gives, E|WOEEI- WOEEE|= 
0.0873 ≈ 8.73% and 
I EWOEE WOEE
SD   = 0.0341 ≈ 3.41%. 
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Table 9.11. OEE and PEE of the line in existing and improved configuration. 
Day 
Existing configuration Improved configuration Paired t-test 





1 0.8568 0.9231 0.7258 107448.70 0.5987 0.2111 0.1902 0.7924 0.7881 0.9375 0.9231 0.9523 26749.85 0.5669 0.2265 0.2066 0.9327 0.9326 0.1403 0.1445 
2 0.9045 0.9231 0.7336 102621.10 0.5977 0.2116 0.1907 0.8063 0.8016 0.9966 0.9231 0.8610 56526.23 0.5841 0.2182 0.1977 0.9029 0.9012 0.0965 0.0997 
3 0.8892 0.9231 0.8166 82613.86 0.5928 0.2140 0.1932 0.8534 0.8522 0.9812 0.9231 0.9275 30834.26 0.5702 0.2249 0.2049 0.9371 0.9368 0.0836 0.0845 
4 0.8517 0.9231 0.7538 101534.10 0.5975 0.2117 0.1908 0.8083 0.8054 0.9396 0.9231 0.8830 41212.8 0.5769 0.2217 0.2015 0.9036 0.9033 0.0953 0.0979 
5 0.8808 0.9231 0.8447 97365.69 0.5965 0.2122 0.1913 0.8683 0.8677 0.9898 0.9231 0.9621 42408.4 0.5775 0.2214 0.2011 0.9457 0.9453 0.0774 0.0776 
6 0.7954 0.9231 0.8023 86076.13 0.5937 0.2135 0.1928 0.8240 0.8224 0.9271 0.9231 0.9504 56260.27 0.5840 0.2182 0.1978 0.9298 0.9298 0.1059 0.1073 
7 0.8848 0.9231 0.6960 113691.80 0.6000 0.2105 0.1895 0.7796 0.7730 0.9890 0.9231 0.8245 65830.66 0.5876 0.2165 0.1959 0.8794 0.8768 0.0998 0.1038 
8 0.9245 0.9231 0.7779 92318.83 0.5953 0.2127 0.1919 0.8370 0.8340 1.0000 0.9231 0.9252 73127.36 0.5900 0.2153 0.1947 0.9401 0.9396 0.1031 0.1056 
9 0.8696 0.9231 0.8295 83573.86 0.5930 0.2138 0.1931 0.8572 0.8564 0.9834 0.9231 0.8599 76352.43 0.5910 0.2148 0.1942 0.8987 0.8973 0.0415 0.0409 
10 0.8914 0.9231 0.7960 73204.43 0.5900 0.2153 0.1947 0.8419 0.8401 0.9763 0.9231 0.8621 65198.7 0.5874 0.2166 0.1960 0.8988 0.8976 0.0568 0.0575 
11 0.9717 0.9231 0.8455 83753.87 0.5931 0.2138 0.1931 0.8875 0.8859 0.9229 0.9231 0.9581 33130.63 0.5718 0.2241 0.2041 0.9308 0.9307 0.0434 0.0448 
12 0.8697 0.9231 0.7597 93971.55 0.5957 0.2126 0.1917 0.8155 0.8126 1.0000 0.9231 0.9930 18160.84 0.5579 0.2308 0.2113 0.9556 0.9549 0.1401 0.1423 
13 0.9200 0.9231 0.7992 102267.80 0.5976 0.2116 0.1908 0.8485 0.8464 0.9944 0.9231 0.9945 26041.8 0.5663 0.2268 0.2070 0.9540 0.9534 0.1056 0.1070 
14 0.9024 0.9231 0.7354 100159.90 0.5972 0.2118 0.1910 0.8071 0.8025 0.9736 0.9231 0.8272 54119.66 0.5831 0.2187 0.1982 0.8782 0.8760 0.0711 0.0735 
15 0.8816 0.9231 0.8264 85132.23 0.5935 0.2136 0.1929 0.8577 0.8568 1.0000 0.9231 0.8564 88070.74 0.5942 0.2133 0.1925 0.8998 0.8980 0.0422 0.0413 
16 0.9249 0.9231 0.8709 106928.10 0.5986 0.2111 0.1902 0.8922 0.8919 1.0000 0.9231 0.9241 92207.23 0.5953 0.2128 0.1920 0.9396 0.9391 0.0474 0.0473 
17 0.8750 0.9231 0.8130 90205.36 0.5948 0.2130 0.1922 0.8484 0.8472 0.9628 0.9231 0.9533 56909.91 0.5843 0.2181 0.1976 0.9377 0.9376 0.0893 0.0904 
18 0.8708 0.9231 0.7134 106546.10 0.5986 0.2112 0.1903 0.7876 0.7824 0.9721 0.9231 0.9493 38777.21 0.5755 0.2224 0.2022 0.9393 0.9391 0.1517 0.1567 
19 0.8540 0.9231 0.8028 75753.53 0.5908 0.2149 0.1943 0.8386 0.8373 1.0000 0.9231 0.9630 53931.84 0.5830 0.2187 0.1983 0.9478 0.9473 0.1092 0.1100 
20 0.9223 0.9231 0.7651 134919.40 0.6039 0.2086 0.1875 0.8275 0.8240 0.9375 0.9231 0.8756 74331.93 0.5904 0.2151 0.1945 0.8982 0.8977 0.0706 0.0737 
21 0.9266 0.9231 0.7718 102903.30 0.5978 0.2116 0.1907 0.8334 0.8301 0.9627 0.9231 0.8117 60038.16 0.5855 0.2175 0.1970 0.8665 0.8640 0.0331 0.0339 
22 0.9014 0.9231 0.7728 98318.89 0.5967 0.2121 0.1912 0.8293 0.8265 1.0000 0.9231 0.9510 57928.84 0.5847 0.2179 0.1974 0.9453 0.9449 0.1161 0.1184 
 Mean 0.0873 0.0890 
SD 0.0341 0.0352 
t 11.9952 11.8475 
p-value 5.84×10-08 6.63×10-08 
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The t-statistic for the difference in WOEE become t = 11.9952. On 21 degree of freedom the 
p-value is found as p-value = 5.84×10-08. Therefore, there is a strong evidence that, on average, 
the proposed solution does lead to significant improvements in the overall system. Similarly, in 
the last column of Table 9.11, the differences between PEE values for existing and improved 
system, are listed. The mean and standard deviation of the differences in PEE are found as, E|PEEI- 
PEEE|= 0.0890 and 
I EPEE PEE
SD   = 0.0352. The t-statistic for the difference in PEE become t = 
11. 8475 with p-value = 6.63×10-08. Hence, the same conclusion can be drawn when the 
comparison is made in terms of PEE. 
9.5 Conclusion 
This chapter numerically shows the overall improvement of the system when proposed 
optimum solution is implemented. An impression of a pipe manufacturing system is simulated for 
22 working days, for the existing and the proposed optimum conditions. It is statistically proven 
that the overall effectiveness of the system improves with the optimum solution. On an average, 
the WOEE and PEE improve more than 10%. The proposed local optimum solutions can lead to 
the improvement in availability rate (A) and quality rate (Q) only. The first and second phase of 
this research, concerned about buffer capacity and cutting tool magazine, jointly improve the 
availability rate by reducing the productive time losses. While, the third and fourth phase of this 
research, dealing with pipe sizing and inspection-rework facility, collectively improve the quality 
rate by optimally suggesting some rework processes. Another element of OEE is performance (P), 
which is an internal technical issue of the machine, and hence, it can be improved by technical 
modification of the machine. Besides these important observations, this simulation phase presents 





RESEARCH SUMMARY AND CONCLUSIONS 
The seam-welded steel pipes are treated as a vital element for residential or commercial 
buildings, oil-gas transportation systems, and many other industrial supply systems. Due to its 
versatile applications and widespread use in the modern civilization this product is having an ever 
increasing market around the world. Even though many steel pipe industries are established all 
over the country, the United State imports almost 10-billion-dollar worth of steel tubes and pipes 
every year. This vast market demand encourages several new investors to focus in the steel pipe 
manufacturing business. A continuous seam-welded steel pipe manufacturing system involves a 
huge investment and revenue. To grab this potential business opportunity, the investors also expect 
a smooth and efficient production process by eliminated any source of losses in terms of material 
and production time to minimize their operational and system costs. The manufacturing process 
and system configurations are still under development, and hence, there is a huge scope in this 
sector for potential improvements in terms of throughput rate and yield performance. 
Considering the technical and economic aspects of the seam-welded steel pipe manufacturing 
process this research is focused in optimizing four configuration and operational problems in the 
system. This chapter summarizes this research and presents some important numerical results 
observed while conducting the research. Some concluding remarks and potential expansions of the 
research work are also pointed in this chapter. 
10.1 Overall Summary of the Research 
In this dissertation four distinct operational problems in a continuous multi-stage discrete-
product manufacturing system which is, more specifically, a seam-welded steel pipe 
manufacturing process are identified as most potential improving ground for the system. These 
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problems are buffer capacity design, tool magazine configuration, pipe sizing, and inspection-
rework facility configuration. The first problem is about the coil feeding stage where the buffer 
capacity of the coil accumulator is optimized to trade-off between the feeding cost and runout cost 
for the steel strip. The problem is formulated as a total cost function for the coil feeding system, 
which becomes a constrained non-linear programming problem. A closed-form solution for the 
buffer capacity is found for the unconstrained case with no preset upper limit for the buffer runout 
probability, while a search algorithm is applied for finding an optimum buffer capacity in the 
constrained situation.  
The second stage of the problem pertains to the tool magazine system which is formulated to 
optimally determine the magazine replacement timing, magazine size, and tool order quantity for 
flash trimming and parting tools used in the pipe manufacturing system. This stage of research 
determines the optimum strategy for the tool magazine system which eventually minimizes the 
total cost. The mathematical structure of this problem takes a form of a mixed-integer non-linear 
programming problem which is solved with a newly developed tool heuristic. Numerical examples 
show that a multiple-tool magazine system and a joint tool-replacement policy can reduce the 
number of tool replacements and machine downtime, and at the same time it can improve the 
throughput rate. 
On the other hand, during the continuous manufacturing process, several types of welding and 
forming defects are found to occur on the pipe. The on-line inspection facility can detect some of 
those defects. An appropriate policy for dealing with those defects can increase the throughput and 
quality rate. Hence, the third problem is the pipe sizing problem which is formulated to determine 
the optimum rework policy (scrapping/reworking on/off the line) and pipe sizing strategy 
(standard/substandard) which, in effect, maximizes the profit. The objective function for this 
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problem forms a binary nonlinear integer programming problem under some constraints, and it is 
solved with an exhaustive search procedure up to three types of defects since no more than two or 
three types of defects are usually detected in the line. 
The fourth stage is the last configuration problem of the production line, wherein, upon 
partitioning the pipes into standard or substandard lengths in the preceding stage, the final discrete 
pipes are sent to the inspection station(s) for detecting any nonconformity. The repairable defective 
pipes are sent to the rework station for possible repair works, and they are fedback to the inspection 
station for re-inspection. This intertwined queuing network is mathematically formulated Jackson 
queuing network problem in this research. The inspection-rework facility is formulated as an 
integer non-linear programming problem, and in order to find the optimum number of servers and 
floor space allocations for different inspection and rework stations, inspection and rework station 
configuration is prescribed to minimize the cost. A specialized algorithm named as IR-algorithm 
is devised to solve the problem optimally. 
The overall impact of the optimized solutions on the overall effectiveness of the system, is 
evaluated at the end of this dissertation. For this evaluation, a detailed survey is conducted to 
identify a suitable performance measurement tools. In order to eliminate some limitations of the 
existing methods, a new monetary loss-based regression (MLBR) method is developed here for 
the weighted overall effectiveness measure. A numerical simulation of the whole process is 
presented subsequent to this proposed measure and it illustrates the application of the optimum 
configuration specification and evaluates the performance of the simulated system.  
10.2 Concluding Remarks 
For each problem in this research, some numerical examples are presented to demonstrate the 
solution approach and to identify the influence of some system parameters on the optimum 
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solution. Important solutions, observations and the resulting conclusions from those 
experimentations in each of the research stages are noted below.  
Buffer capacity problem (Stage 1): The results from the buffer capacity optimization problem 
indicates that a reduced feeding acceleration rate of the steel strip can lead to lower total cost, but 
on the contrary, this lower acceleration rate increases the buffer capacity. The lower limit of the 
acceleration rate is restricted by the system parameters (steel strip feeding rate, strip output rate 
from the accumulator, mean coil joining time, and the length of the strip in a coil). Any buffer 
capacity generates a corresponding buffer runout probability. The optimum buffer capacity can be 
found in a closed form if the buffer runout probability is not pre-specified below a threshold value. 
When a maximum buffer runout probability is preset by the management, and it goes below the 
threshold value, the optimum buffer capacity is dominated by the constraint only, instead of 
coming from the closed-form expression found at the stationary point of the convex objective 
function.  
Tool magazine problem (Stage 2): A tool magazine size is defined by the number of 
cutting/polishing tools it can hold at most for continuous usage without reloading them until all 
tools are used and/or unusable. The tool life distribution has a noticeable influence on the optimum 
total cost for the cutting tool magazine system. Reduced variance and increased mean tool life lead 
to the reduction of total cost for the tool magazine system. At the same time, a significant amount 
of throughput improvement is achieved in all instances as compared to the results obtained by a 
corresponding single-tool magazine. 
Pipe sizing problem (Stage 3): In the pipe sizing problem, it is concluded that a higher price 
rate for substandard pipes does not always generate a higher profit by making substandard pipes. 
On the other hand, though a higher number of defects noticeably increases the scrapping and 
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rework cost, but a higher number of defects does not always lead to lower profit. In some random 
instances, the defect may occur just generating a suitable opportunity to produce substandard sized 
pipes. The demand of substandard pipes is limited; however, the buyer may be willing to buy the 
substandard sized pipe with higher price rate in order to element their cutting cost at the buyer’s 
facility. As a result, in some situations substandard pipe production ensued from perfect 
arrangement of defects can even generate higher revenue. These interesting observation give a 
justification for following a prescribed optimum solution. In a production floor, one or two types 
of defect (on the surface only) can be detected on the line. Hence, solving a problem for three types 
of defect is sufficient for a practical application. However, a higher dimensional (more than three 
types of detectable defect) problem can be taken as an extension of this research; and because of 
the computational complexity with higher dimensions it may be solved with some metaheuristics 
procedure or with a specialized heuristic.  
Inspection-rework server problem (Stage 4): In the configuration of inspection-rework 
facility, it is noticed that any increase in the repairable defective pipes exponentially increases the 
total cost for the inspection-rework facility. On the other hand, increase in the number of servers 
increases the total cost, but the increase in total available floor space eventually reduces the total 
cost. In order to minimize the total cost for the inspection-rework facility, the rework and/or 
inspection service rate can also be considered to increase. 
Overall Effectiveness of the system (Problem 5): Form the numerical experimentation of the 
entire manufacturing system it is found that the optimum solutions significantly make 
improvements in the overall effectiveness of the system. For the instance presented in Chapter 9, 
about 10% improvement over the existing configuration is found in terms of WOEE and PEE. In 
general, the overall throughput is improved by adopting the solutions obtained in buffer capacity 
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(stage 1) and tool magazine problem (stage 2), whereas quality rate is improved by problem 
incorporating the solutions obtained in pipe sizing (stage 3) and inspection-rework facility 
configuration problem (stage 4). Improvements in two elements (availability and quality) of OEE 
leads to increase overall effectiveness. Another element of OEE is focused in the machine 
performance which is controlled by the internal technical aspects of the machines, and hence is 
not affected by the improved system configuration.  
10.3 Research Significance 
The research works in this dissertation present an intellectual guideline for optimally 
configuring a steel pipe manufacturing system. Four local problems are optimally solved, and they 
can be implemented in determining the optimal capacity of the steel strip buffer storage, size of 
the tool magazine, policy for pipe rework and sizes of the inspection-rework stations. These 
solutions have a significant influence in making strategic decisions for the design and 
establishment of new manufacturing plants as well as proper budgeting for the future expansion of 
existing plant. A suitable OEE tool is also devised for measuring the overall effectiveness of the 
whole system. The day to day operations of the manufacturing plant are also impacted by the 
research outcomes. The everyday operation requires scheduling of maintenance for the tool 
magazine, which is prescribed in the tool-magazine problem. Moreover, the tool ordering policy, 
pipe sizing and rework policy are determined by the solution tools prescribed in this dissertation, 
which are, in fact, the controlling factor for the overall performance of the system. As a whole, the 
prescribed system configuration creates a well-balanced technical and economic environment for 
the policy makers and managerial authorities involved in pipe manufacturing and its’ uses. 
The solution strategy proposed in this research follows a gradual integration of new technology 
development in different facets of the pipe manufacturing process. The redesigns of coil 
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accumulator and tool magazine are supported by the optimal solutions suggested in this research. 
On the other hand, the inline inspection facility can be installed in the pipe manufacturing plants. 
Assignment of the on-line and off-line rework stations and configuration of the off-line inspection-
rework facility are some of the vital and influential contributions of this research. The optimum 
solutions for these technological amendments are not only beneficial for the pipe manufacturers 
but also expected to be supportive for the manufacturing plant design firms. A wide range of other 
manufacturing facilities, including discrete product manufacturers and machine tools industries, 
can consider this research as their base for customized technological development in an optimal 
and efficient way. The fifth problem in this research develops a new tool for calculating the 
weighted overall equipment effectiveness which simultaneously considers the monetary loss 
elements and the variability in losses. This new measure has a wide range of application in other 
discrete product manufacturing. Thus, the compatibility, applicability and technological 
contribution of this research are effectively noticeable in discrete product manufacturing. 
The operational problems focused in this research are solved for either minimizing the total 
cost or maximizing the profit. The cost savings and the increased profit eventually lead to industrial 
development. The plant-level cost savings ultimately act as an influential parameter for the 
national as well as global economy by saving billions of dollars. Around 10% improvement of the 
overall equipment effectiveness is noticed in the simulated pipe manufacturing system. This 
improvement creates a notion for the positive implication of this research in a broader scale. Hence, 
the benefit of this research can be visible from all direction of the economic sphere. 
10.4 Future Research 
The seam welded steel pipe manufacturing involves a huge system of operations where 
problems may arise in several facets. The current research presented in this dissertation is focused 
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on identifying the operational problems and their optimum solutions to improve the overall 
equipment effectiveness of the system. In order to achieve further improvement in the system, the 
research works in this field can be extended to other dimensions as well. Some of the potential 
extensions of this research can be considered in conjunction with material flow, tool life, pipe 
sizing, inspection-rework facility and global optimization. 
(1) Optimization of the material flow rate: In the current research, the material (steel strip) 
flow rate in the pipe manufacturing system is considered as a constant parameter. Though, 
a high material flow rate leads to higher production rate, it brings high rate of quality loss, 
as well. Thus, the material flow rate in the line affects some conflicting situations. Hence, 
the material flow rate can be treated as a decision variable and incorporated in the extended 
model formulation for the pipe manufacturing process.  
(2) Trade-off between mean tool life and tool life variability: It is observed in Figure 5.13 
(Chapter 5) that an increased value of mean tool life and a decreased value of the variance 
of tool life independently lead to a reduced total cost for the tool magazine system. The 
distribution of the tool life depends on the production process and materials. A tradeoff 
should be done in the tool manufacturing system to find an optimum mean and variance of 
tool life that will eventually provide with minimum total cost at the tool application area. 
(3) Efficient heuristic for pipe sizing problem: The pipe sizing problem involves binary 
integer variables, multiple integrals and discrete functions inside the integrals. This 
problem structure makes it difficult to solve large instances with any available optimization 
method. Thus, as an extension of the pipe sizing problem, an efficient heuristic may be 
development for solving comparatively larger instances. 
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(4) Generalization of inspection-rework facility configuration problem: The inspection-
rework facility configuration problem in Chapter 7 is formulated under the assumption that 
the pipes arrival rate at the first inspection station follows an approximate Poisson 
distribution. This assumption can be relaxed to develop a more generalized model that can 
handle non-Poisson arrival of the pipes. In place of an analytical model, a statistical model 
can be developed by using the simulated results from a generated distribution of the arrival 
process. This statistical model which acts as a surrogate model to the system can be used 
to find a near optimum solution for the non-Poisson pipes arrival process.  
(5) Global problem: The entire pipe manufacturing process involves a lot of variables. 
Considering all variables in a single mathematical model will eventually lead to a complex 
structure of the problem. With the current technological support, it is impractical and 
computationally prohibitive to deal with such a complex single formulation and to obtain 
a global optimum solution for the entire system. However, a single formulation of the entire 
system with major significant variables can be a good extension for future research, if a 
suitable solution tool is either developed or available. The development and tactical use of 
large scale optimization tools would be a broader part of the global problem. 
The steel pipes are treated as one of the most frequently and widely used metal products in the 
world. Indeed, there is a vast field of research for advancing the technology and developing the 
system for steel pipe manufacturing. A small improvement in the value chain of the steel pipes is 
scalable to a significant change for industrial, construction and other infrastructure development. 
This dissertation presented some useful methodologies and applications in designing and 
developing a number of efficient tools that contribute to the technological advancement in 
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