We use a spatial model to investigate a state's choice of branch banking and interstate banking regimes as a function of the regime choices made by other states and other variables suggested in the literature. We extend the basic spatial econometric model by allowing spatial dependence to vary by geographic region. Our findings reveal that spatial effects have a large, statistically significant impact on state regulatory regime decisions. The importance of spatial correlation in the setting of state banking policies suggests the need to consider spatial effects in empirical models of state policies in general.
Introduction
The U.S. banking industry has consolidated rapidly over the past two decades. 1 Interstate banking refers to the location of bank subsidiaries of bank holding companies in different states.
Interstate branching refers to the location of bank branches in different states. 2 When states enacted laws prohibiting entry by out-of state holding companies, they typically did not force outof-state holding companies to give up their existing banks.
The removal of geographic restrictions on banks and consolidation of the industry has prompted numerous concerns about the conduct and performance of commercial banks in a less regulated environment. For example, because small firms tend to borrow disproportionately from small banks, researchers have examined the effects of banking industry consolidation and increasing average bank size on the cost and availability of credit for small businesses.
Although the evidence has been mixed, Petersen and Rajan (2002) conclude that despite consolidation, the market for small business loans has become more competitive and small firms have more access to credit today than in the past. They argue that advances in computing and communications technology have increased the availability of quantifiable information about potential borrowers and reduced the importance of "soft" information in small business lending. Thus, close proximity between borrowers and lenders is now less important than in the past. 3 More broadly, Jayaratne and Strahan (1996) contend that branching deregulation has encouraged more efficient allocation of bank capital and increased economic growth. They estimate that the removal of state-level barriers to branching increased state per capita income growth rates by an average of 0.50−1.00 percentage points.
4 Petersen and Rajan (2002) argue that advances in information-processing technology have reduced incentives to maintain geographic restrictions on bank branching by enabling successful penetration of local banking markets by outside lenders. Kroszner and Strahan (1999) contend that in addition to technological advances in information processing and communications, financial innovations such as cash management accounts, money market mutual funds, and the development of national markets for residential mortgages and other types of bank loans encouraged the elimination of branching restrictions. The pattern and timing of deregulation varied across states, Kroszner and Strahan (1999) argue, because of differences in the relative power of interest groups that benefited from the status quo versus those that would benefit from expanded geographic powers for banks. 5 Historically, banks located in small communities and rural areas lobbied against legislation to permit branch banking, whereas large city banks generally favored branching. Consumers of banking services were often similarly divided. Farming and other small town interests often opposed branch banking, hoping to ensure that their local banks would continue to supply credit during economic downturns (see, e.g., Calomiris, 1992) . Other consumers of banking services favored branching, however, desiring more convenient and stable banking systems.
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In addition to the influence of interest groups, we believe that a state's decision to adopt Kane (1996) . 6 Historically, larger branching banks have fared better during banking crises. An earlier wave of branching deregulation occurred during the Great Depression. Abrams and Settle (1993) find that deregulation in that era was more likely to occur where interests favorable to branching had relatively more political strength, and in states that experienced higher bank failure rates, which were more numerous among small, unit banks than among large, branching banks. 7 On the historical differences in bank regulation across states, see White (1983) . one state's decision to enter such a compact was dependent on the decisions of other member states.
A state's decision to adopt a new branching regime within its borders might also have been influenced by the branching regulations adopted by its neighbors. Kroszner and Strahan (1999) (Alm et al., 1993; Garrett and Marsh 2002) , budgeted expenditures (Case et al., 1993) , and tax rates (Brueckner and Saavedra, 2001; Hernandez, 2003) .
In this paper, we test for spatial dependence on bank regulatory decisions by incorporating spatial effects directly into an empirical model of regime choice. Specifically, we estimate probit models of the choices between permitting state-wide branch banking ("intrastate branching") or not, and of permitting entry by out-of-state bank holding companies ("interstate banking") or not. The spatial probit model is a flexible and established framework for relaxing the assumption of cross-sectional independence. 
II. Hypotheses About the Choice of Regulatory Regime
In their empirical study of the removal of state branching restrictions, Kroszner and Strahan (1999) [ Figure 1 about here]
[ Figure 2 about here] Jayaratne and Strahan (1996) that deregulation had a large impact on the performance of banks and state economies. 13 Such dramatic effects probably would not have gone unnoticed in other states.
Whereas Kroszner and Strahan (1999) point to advances in communications and information processing technology and financial innovation as the fundamental reasons why geographic restrictions on banks were relaxed beginning in the 1970s, they find that differences in the relative power of interest groups, as well as political-institutional differences, explain differences in the timing of deregulation across states. We include the variables that Kroszner and Strahan (1999) find to be important determinants of the timing of deregulation in our empirical model of regime choice.
The relative political influence of small and large banks has often been cited as an important determinant of a state's choice of branch banking regulations. Traditionally, small banks located in small markets favored restrictive branching laws, presumably to limit competition from large, urban banks. Following Kroszner and Strahan (1999) , we include the fraction of a state's banking assets controlled by banks smaller than the state median to test this hypothesis. We also include the difference between the average capital-to-asset ratios of small and large banks to test whether the relative financial strength of small banks influenced state regulatory decisions, where "small" and "large" are determined relative to the median bank in terms of total assets. A state with financially weak small banks might have viewed the adoption 12 See Spong (1994) . 13 Jayaratne and Strahan (1996) argue that deregulation enabled better performing banks to grow faster than weaker banks, which caused average operating costs and loan losses to decline sharply. They also estimate that state per capita income growth increased by as much as 33 percent after a state eliminated its restrictions on branch of liberal branching or interstate banking rules as ways of increasing the supply of credit, and weak banks might not have had the resources to fight such changes in regulation. Kroszner and Strahan (1999) argue that rivalry between banks and insurance companies also affected the timing of branching deregulation. Hence, we include an indicator variable for whether or not a state permits banks to sell insurance under the hypothesis that insurance companies have a stronger incentive to oppose relaxation of branching laws in states that permit banks to sell insurance. We also include the ratio of total insurance sector assets to the sum of insurance and banking assets within a state to test the hypothesis that a relatively large insurance sector made the adoption of liberal branching and interstate banking laws less likely.
We also follow Kroszner and Strahan (1999) and test whether the relative size of a state's small business sector was an important determinant of regime choice. Although small firms might view small banks as a more reliable source of credit than large banks, branching deregulation also tends to reduce local market power to the benefit of bank customers. Like Kroszner and Strahan (1999) , we construct this variable as the ratio of firms with less than 20 employees to the total number of all firms in a state.
We also include state real per capita income and the federal funds interest rate in our model to capture other possible bank customer-related influences on the choice of regulatory regime. Presumably, the demand for banking services is positively associated with income levels. Thus, the consumers of banking services might have more incentive to press state governments for efficient banking markets in higher income states. Also, income may proxy for Kroszner and Strahan (1999) include the average yield on bank loans in the state minus the federal funds rate as an independent variable in one specification to test the hypothesis that pressure for deregulation might be more intense in states where interest rates on bank loans were relatively high. The coefficient on this variable is not significant or large in their model, however, and the data needed to construct it are not available over the entire sample period. Hence, we do not include it here. 15 We set the dummy variables for party control of the state legislature equal to '0' for Nebraska, which has a unicameral legislature. Our choice of variables to capture political influence differs from those specified by Kroszner and Strahan (1999) . They specify two variables: i) a dummy set equal to '1' if the same party controls years of our sample period. We report descriptive statistics and data source information for all independent variables in Table 2 .
[ Table 1 about here]
[ Table 2 about here]
Empirical Model -The Spatial Probit
The basic model of spatial correlation developed by Cliff and Ord (1981) Anselin, 1988 ).
The framework we adopt is similar to the standard spatial econometric model, although our specification is modified in the spirit of Case (1992) and Marsh et al. (2000) to account for the discrete nature of our dependent variable and the panel structure of the data. Maximum likelihood estimation traditionally produces consistent estimates of spatial models with continuous dependent variables. However, unless corrected for, spatial correlation in probit models introduces heteroskedasticity (Case, 1992; Marsh et al., 2000) . the governor's office and has majorities in both legislative chambers, and ii) the fraction of the three bodies (governorship, house of representatives, and senate) controlled by Democrats. 16 The Act permitted interstate acquisitions by bank holding companies in 1995. 
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Spatial correlation can also occur in the error term, ε. Spatially correlated errors may occur due to spatial correlation among the independent variables, spatial heterogeneity in functional form, omitted variables, or spatial correlation in the dependent variable when a spatially lagged dependent variable is not included in the model (Anselin, 1988; chapter 8) . The first-order spatial error lag model is given as:
Unlike the standard first-order autoregressive model in time series, the spatial correlation coefficients do not necessarily have to lie between -1 and 1 in the first-order spatial autoregressive model. Generally, when a binary weights matrix is used the values for the spatial correlation coefficients are between the inverse of the largest and smallest eigenvalues of the weights matrix. See Anselin (1995) . 18 See Anselin (1988, page 58). where ε is the (TN×1) vector of error terms, υ is a (TN×1) component of the error terms made up of i.i.d. random variables, W is the (TN×TN) matrix described earlier, and λ is a scalar that measures spatial error correlation. The errors are positively correlated if λ > 0, negatively correlated if λ < 0, and not correlated if λ = 0. As with autocorrelation in time series, a failure to account for spatial error correlation when λ ≠ 0 will render the parameter estimates inefficient because of the non-diagonal structure of the error covariance matrix.
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Many alternative weighting schemes for w have been used in the literature. Perhaps the most common is the binary joins matrix (Cliff and Ord, 1981; Anselin, 1988; Case, 1992) in which ω ij =1 if observations i and j (i≠j) share a common border, and ω ij = 0 otherwise. In this specification, the elements of matrix w are row-standardized by dividing each ω ij by the sum of each row i. A limitation of the binary joins matrix is that it assumes equal weights across all bordering spatial neighbors and does not allow the effective capture of spatial distances across all cross-sectional units. Thus, we also consider various measures of spatial distance (d) that have been discussed in the literature (Bodson and Peters, 1975; Dubin, 1988; Garrett and Marsh, 2002; Hernandez, 2003) , including inverse distance where ω ij =1/d ij , inverse distance squared, and exponential distance decay where ω ij = exp(-d ij ). As the distance between states i and j increases (decreases), ω ij decreases (increases), thus giving less (more) spatial weight to the state pair when i≠j. In all cases, ω ij = 0 for i=j. We follow Hernandez (2003) in using the distance between state population centers as our measure of distance.
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We found the inverse distance measure to outperform the alternatives based on the maximum likelihood principle and, hence, we report model estimates based on this measure.
19 See Anselin (1988, page 59) . 20 We use the geographic coordinates for the population centroids computed by the Bureau of the Census for the year 2000. Population centroids did not differ significantly in early decades. They also appear to reasonably approximate most state financial centers.
For comparison, we also report one specification based on the more common binary joins weights matrix. Further, we test whether the influence of spatial dependence varies across the nine Census regions. Regional differences in bank regulation patterns, as well as differences in state land areas, suggest that the coefficients on spatial terms could differ across regions.
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Allowing for regional spatial correlation coefficients gives the following structure: 
The above structure induces heteroskedasticity (Case, 1992) . 23 The covariance matrix is We correct for heteroskedasticity using the method of Case (1992) and Marsh et al. (2000) . We premultiply the full spatial model in (4) by the variance normalizing transformation
The transformed model is: where
Setting either all ρ k = 0 or all λ k = 0 allows estimation of the spatial error lag or spatial lag model, respectively, and setting all ρ k and λ k to zero gives the standard probit log-likelihood. 23 Our model makes the assumption that the off-diagonal elements of the covariance matrix are zero. Relaxing this assumption, while potentially increasing efficiency, greatly complicates the estimation procedure. Research has explored several alternative methods for estimating the spatial probit models that use information in the offdiagonal elements (see Anselin, 2002, and Fleming, forthcoming) . However, the literature has not established a consistently reliable estimation technique. We also assume that the error structure is not subject to temporal IV.
Estimation Results and Discussion
We estimate various specifications of the spatial probit model using both the binary spatial weights matrix and the inverse distance spatial weights matrix described above. 24 We report the results for models of intrastate branching and interstate banking regime choice in Tables 3 and 4 , respectively.
For comparison, we report estimates of a non-spatial probit model (λ = ρ = 0) in the first column of each table. We find that including spatial lag and/or spatial error terms significantly enhances the explanatory power of the model and affects the magnitude and significance of the coefficient estimates of some of the independent variables. Based on likelihood ratio tests, we found that the spatial lag model consistently outperformed the spatial error lag model. Hence, we report estimates of the basic spatial lag model, which assumes that the coefficients on the spatial term are equal across all regions, in the second and third columns of each table. We use the binary joins weights matrix in the estimation reported in column 2, and the inverse distance weights matrix in the estimation reported in column 3. The specification reported in column 4 allows the coefficients on the spatial lag term to vary across regions and is estimated using the inverse distance weights matrix. That specification also includes a spatial error term (λ) and generates the best fit of all the models we estimated.
[ Table 3 about here]
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autocorrelation. To our knowledge there is established framework to correct for autocorrelation in a spatial panel probit model. 24 We estimated several other models, but do not present them here for sake of brevity and clarity in presentation. Several specifications that permitted regional differences in the spatial lag coefficients dominated specifications that assumed no such differences, regardless of whether a spatial error term was included or not. Also, we estimated a spatial error model using both the binary and distance weighting matrix. The results from these models will gladly be provided upon request. The log-likelihoods from these alternative models were significantly lower than for the spatial lag models presented in Tables 3 and 4. We find strong evidence of spatial dependence and spatial autocorrelation in our models of regime choice. Regardless of which weights matrix we use, the estimate of ρ is statistically significant at α = 0.01. As expected, all estimates of ρ are positive, which is consistent with the hypothesis that a state is more likely to deregulate if nearby states have also chosen to deregulate. Except models (2) and (3) in Table 4 , the log-likelihood is larger for the inverse distance weights matrix specifications compared to the binary weights matrix specification.
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The economic significance of the various estimates of ρ are quite reasonable. From column (2) in Table 3 , the probability that a state will permit intrastate branching increases by 8.9 percent at the mean value of Wy * (0.519). From the distance weights matrix specification in column (3) of Table 3 , the probability that a state will permit intrastate branching increases by 7.4 percent at the mean value of Wy * (0.041). Considering the estimates for ρ in Table 4 , similar computations reveal increases of 3.1 percent (column 2) and 2.6 percent (column 3) at the mean values of Wy * , respectively. Interestingly, the spatial lag effects are larger for the binary matrix, on average, then for the distance weights matrix, suggesting that direct neighbors had the greatest influence on a state's regime choice. Furthermore, the impact of spatial dependence appears to have been larger for the choice of intrastate branching regime than for the interstate banking regime.
When we estimate individual spatial lag coefficients for each Census region, we find that all of the regional coefficients are positive and statistically significant in the intrastate branching model (Column 4, Table 3 ), and all but one of the coefficients is significant in the interstate banking model (Column 4, Table 4 ). Although we find that spatial dependence was important throughout the country, we reject the hypothesis that the coefficients are equal in several instances. There are several reasons why the impact of spatial dependence might vary across regions, including differences in the prevalence of regional banking compacts, other aspects of banking market structure, and regional differences in average state size. Tables 5 and   6 contain p-values for pair wise equality tests of all ρ κ for the intrastate branching and interstate banking models, respectively.
[ Table 5 about here]
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Other Determinants of Intrastate Branching Regime
In addition to supporting our hypothesis of spatial dependence in the choice of banking regimes, our estimates reveal several differences in the size and significance of the coefficients on other independent variables between the spatial and non-spatial models.
One difference concerns the influence of a state's small business sector on its choice of branching regime. The non-spatial probit model estimates indicate that a 1 percentage point increase in the small firm ratio increases the probability of adopting a liberal branching regime by 2.6 percent. The coefficient on the small firm variable is much smaller and not statistically significant when spatial dependence is controlled for, however, regardless of which weights matrix is used. This casts doubt on the hypothesis that pressure from small business interests had an important effect on the choice of state branching regulations.
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A second difference between the spatial and non-spatial models concerns the influence of the relative financial strength of small and large banks on the choice of regime. The with distance. 26 Our results are not directly comparable to those of Kroszner and Strahan (1999) because of their use of a nonspatial hazard model, differences in our specifications (e.g., we include per capita income as an independent variable and use different political variables), and because our sample period, 1970-97, differs from theirs. However, we reestimated our models over their 1970-92 sample period and obtained results that are qualitatively similar to our original estimates.
coefficient estimate on the relative capital ratios of small versus large banks is positive in our non-spatial probit model, suggesting a 1 percentage point increase raises the probability of adopting intrastate branching by slightly more than 1 percent. However, from model (4) in Table 3 , we find that a 1 percentage point increase in the bank capital ratio results in a 2 percent decrease in the probability of adopting intrastate branching. Finally, both our spatial and nonspatial model estimates reveal that a larger share of banking assets in small banks reduced the probability of adopting intrastate branching, although the coefficient estimate is lower for the non-spatial model. States were more willing to protect local banking markets from the competitive effects of intrastate branching when their small banks were relatively strong financially or held relatively large shares of state banking assets. Our results are thus consistent with Kroszner and Strahan (1999) , who find evidence that deregulation occurred later when states had relatively large or strong small banks, and with Abrams and Settle (1993) and Kane (1996) , who argue that geographic restrictions on banks reflected the relative strength of small, non-branching banks.
Both our spatial and non-spatial models also indicate that the probability of adopting a liberal branching regime was lower, the larger the share of a state's combined banking and insurance assets held by insurance companies. The coefficient on this variable is, however, much smaller in the spatial models. The coefficient on per capita income is also different between the non-spatial and spatial models. Specifically, a $1,000 dollar increase in per capita income increased the probability of adopting intrastate branching by 3.7 percent in the nonspatial model but by just 1 percent in the spatial model shown in column (4) of Table 3 .
Finally, the coefficients on our political variables are broadly similar across our spatial and nonspatial models, though only in the last two specifications do we find evidence that control of a state's legislature by the Democratic Party reduced the probability of adopting intrastate branching.
Other Determinants of Interstate Banking Regime
With regard to the choice of interstate banking regime, we again find that several variables with statistically significant coefficients in the non-spatial probit model are not significant or are much smaller in the spatial lag models. 27 As with intrastate branching, once spatial dependence is accounted for, we find no support for the hypothesis that the size of a state's small business sector affected the choice of interstate banking regime. Other variables that have significant coefficients in the basic probit but insignificant coefficients in the spatial lag probit models include insurance sector size and the difference between small and large bank capital ratios. By contrast, the coefficient on small bank asset share is significant only in the spatial lag model, which supports the hypothesis that the probability of adopting interstate banking was lower the larger the share of state banking assets held by small banks.
V. Summary and Conclusions
Scholars have long noted regional patterns in bank regulation, market structure and performance. Recently, researchers have exploited the differences in bank regulation at the state level to study the effects of banking policies on economic growth (e.g., Jayaratne and Strahan, 1996; Freeman, 2002) , and have considered the effects of banking industry consolidation on the cost and availability of credit to small firms (e.g., Petersen and Rajan, 2002; Avery and Samolyk, 2004) . Other studies have sought to explain differences in bank regulation across states, particularly with regard to their choice of branching and interstate banking laws (e.g., Abrams and Settle, 1993; Kroszner and Strahan, 1999) .
27 Kroszner and Strahan (1999) do not estimate a separate model for the deregulation of interstate banking.
The present paper extends this literature by modeling spatial dependence in the choice of intrastate branching and interstate banking regimes. Obvious regional patterns in bank regulation and the formation of regional banking compacts beginning in the 1970s suggest that states' decisions to adopt particular regulatory regimes were influenced by the decisions made by neighboring states. Our estimation results strongly indicate such dependence. We find that proximity to states that had liberal branching or interstate banking laws increased the probability that a given state would also adopt liberal laws. We find significant quantitative differences in the impact of spatial dependence across regions, however.
Our study also provides new evidence on the importance of the political, interest group, and public benefit explanations of banking regulation. We find strong support for the hypothesis that the probability of permitting either interstate banking or intrastate branching was lower the more of a state's banking assets were held by small banks, or the stronger a state's small banks were financially relative to large banks. Our results are thus consistent with prior research that finds a strong association between the relative dominance of small banks within a state and the state's choices of branching and interstate banking regimes. Further, we find that the larger a state's insurance industry was relative to its banking industry, the lower the probability that the state would adopt liberal branching or interstate banking regulations.
However, contrary to previous work, we find no evidence that the size of a state's small business sector influenced bank regulation once we control for spatial effects. Similarly, controlling for spatial effects greatly reduces the estimated impacts of state per capita income and of whether banks are permitted to sell insurance. When States First Permitted Intrastate Branching Before 1970 1970 -1982 1983 -1986 1987 -1989 After 1989 Figure 2
When States First Permitted Interstate Banking 1970 -1985 1986 -1987 -1989 After 1989 The political control variables were obtained from the Statistical Abstract of the Untied States and The Book of States, various years. Small Bank Asset Share is the proportion of total assets in banks with assets of less than the state median. Small/Large Bank Capital Ratio is the aggregate equity/asset ratio of small banks minus the aggregate equity/asset ratio of large banks in a state, where small and large are defined in terms of median bank assets. Data on bank assets and capital ratios were obtained from Reports of Income and Condition ("Call Reports"). Small Firm Ratio is the proportion of firms in a state with less than 20 employees. Data on firms were obtained from the Bureau of the Census, County Business Patterns, various years. Insurance Sector Size is the ratio of total insurance assets in a state to the sum of insurance and banking assets. Information on the size of the insurance sector was obtained from the U.S. Bureau of Economic Analysis and the Rand Institute. Bank Insurance Sales is an indicator variable set equal to "1" for states that permit banks to sell insurance, and to "0" otherwise. 
