We continue the study of the Newton polytope P m,n of the product of all maximal minors of an m x n-matrix of indeterminates. The vertices of P m,n are encoded by coherent matching fields A = (A z ), where z runs over all m-element subsets of columns, and each A z is a bijection z -> [m]. We show that coherent matching fields satisfy some axioms analogous to the basis exchange axiom in the matroid theory. Their analysis implies that maximal minors form a universal Grobner basis for the ideal generated by them in the polynomial ring. We study also another way of encoding vertices of P m,n for m < n by means of "generalized permutations", which are bijections between (n -m + 1)-element subsets of columns and (n -m + 1)-element submultisets of rows.
Main results
In this paper we continue the study of the Newton polytope P m,n of the product of all maximal minors of an m x n matrix of indeterminates, which had begun in [1] . This study has several algebraic-geometric and analytic motivations and applications, which were discussed in [1] . But the results and methods in this paper are mostly combinatorial, and the proofs use only a bit of convex geometry. Here we prove some of the conjectures made in [1] including Conjecture 5.7 (Theorem 1 below). As shown in [1, §7] , this implies the following important property of maximal minors.
THEOREM 0. [1, Conjecture 7.1]. The set of all maximal minors of a generic m x n matrix X = (x ij ) is a universal Grobner basis for the ideal generated by them in the polynomial ring C[x ij ].
This paper is essentially self-contained and can be read independently of [1] . To state our main results we reiterate some terminology and notation from [1] . We fix two integers m and n with 2 < m < n. Let R m x n be the space of real m x n matrices. We abbreviate [n] := {1, 2,..., n}. Throughout the whole paper *Partially supported by the NSF (DMS-9104867).
we identify and denote by the same symbol a subset O c [m] x [n] of matrix indices and the corresponding indicator matrix Z (i,j)eO E ij , where the E ij are matrix units.
For every m-element subset z e [n] we call a matching with support a any bijection A z : z -> [m] . By slight abuse of notation, we use the same symbol A z for the graph of a matching {(i, j) e [m] x [n] : j e z, i = A z (j)} (and also for its indicator matrix). A matching field of format mxn is a choice of a matching A z for each m-element subset z c [n] . Given any matching field A = (A z ), we let v(A) = Z z A z denote the sum of its indicator matrices. The polytope P m,n can be combinatorially defined as the convex hull in R mxn of the matrices v(A) for all matching fields A (see [l, §1] where R := [n]\p. As in the case of matchings, we use the same symbol O p for its graph {(i, j) E [m] x [n]: j E R, i = O R (j)} (and also for its indicator matrix).
We are now in a position to state our first main result. We say that a subset As indicated in the introduction to [1] , the linkage axiom is an analog to the basis exchange axiom in the theory of matroids. In the course of the proof of Theorem 1 we sharpen this analogy by presenting two other "matroid-like" characterizations of matching fields which satisfy the linkage axiom. Theorem 2 will allow us to prove the following converse of Theorem 1. Theorems 1-3 will be proven in §2.
From now on we set p := n -m + 1. If p = 1 i.e., m = n, then a matching field A is simply a bijection between the set of columns and the set of rows of a square matrix. It was suggested in [1, §6] , that the vertices of P m,n for the general m and n can be encoded by some bijections between the sets of "generalized columns" and "generalized rows" of a rectangular matrix. To be more precise, let C be the set of all p-element subsets of [n] , and R the set of all nonnegative integer vectors a = (a 1 , ..., a m ) with Z i a i = p. Clearly, C and R have the same cardinality ( 
THEOREM 4. // A is a coherent matching field then W A : C -> R is a bijection.
This result establishes Conjecture 6.11 from [1] for coherent matching fields.
THEOREM 5. A coherent matching field A is uniquely determined by the bijection W A : C -> R.
We will give two different proofs of Theorem 5. The first one shows that for every matching field A (not necessarily coherent) the point v(A) := Z z A z e P m,n is recovered from the mapping W A : C -> R as follows:
We identify a subset R c [n] with its indicator vector (R 1 ,... ,R n ), where R j = 1 if j e R, and R j = 0 if j E R. For every a e R, R E C we denote by A . R an m x n matrix whose (i, j)-th entry is equal to a i R j . We associate to a mapping w : C -> R the matrix In the second proof of Theorem 5 we assume that A is coherent and show that all the sets O R can be recovered by the bijection W A : C -> R. The set R is a set of all integer points of a "thick" simplex with vertices pe 1 , pe 2 ,...,pe m , where e 1 ,..., e m are standard basis vectors in R m . We make R a graph with a and a' joined by an edge if and only if a -a' = e i -e i' for some indices i = i'. By a path from a to a' we mean a chain (a(0) = a, a (1),..., a(d) = a') of minimal possible length such that a(k -1) and a(k) are joined by an edge for k = 1,..., d; here d is the distance between a and a' in R.
THEOREM 7. Let w = W A : C -> R be a bijection corresponding to a coherent matching field A. Let R E C, i E [m]
, and let (a(0), a (1) Theorem 7 provides some necessary conditions for a bijection w : C -> R to be of the form W A for a coherent matching field A. Namely, the RHS of (7) must be independent of the choice of a path (a(0),a (1) It would be interesting to investigate how far the conditions (8) are from being sufficient for general m and n.
As a by-product of our proof of Theorem 4 we will derive the following alternative description of the polytope P m,n . For each nonnegative integer vector B = (B 1 , ...,B m ) with sum n let SB denote the polytope of nonnegative m x n matrices having row sums B 1 ,..., B m and all column sums equal to 1. Theorems 4-9 will be proven in §3.
Proof of Theorems 1-3
Proof of Theorem 2. We will use two equivalent versions of the linkage axiom established in [1] . To prove Theorem 2 we will establish the implications (a') => (b) => (c) => (a"). 
Proof of (a') => (b). Let
. Now take T := z U {j'} and consider the tree T provided by (a'). By definition of O R , we have A T\j0 (j') = i; therefore, the edge i in T passes through the vertex j'. Let j be the second end of this edge. Again using (a') we see that A T\j' (j) = i, and that A T\J and A T\j' agree with each other outside the ith row. But this is exactly the property (3) because T\j' = z and T\j = z\j U {j'}.
Proof of (b) => (c).
We proceed by induction on p(z,z') := card(A z '\A z ). Clearly, p(z,z') > 2, so we start with the case when P(z,z') = 2. Then the set T := z Uz' consists of m + 1 elements, and we have a = T\J',z' = T\j for some j, j' E T, and A z (k) = A z' (k) for k e T\{j 0 , j, j'}. Applying the property (b) to the subsets z and z' and taking into account that in this case z'\z consists of one element j', we obtain that A T\j0 (j') = A z' (j'), and A T\j0 (k) = A z (k) for k E z\j 0 . Therefore, the subset z" := T\J0 satisfies (c), as desired. Now suppose that p(z,z') > 3, and assume that (c) holds for all pairs z 0 ,z' with P(z 0 ,z') < p(z,z'). Apply (b) to z and z', and let j' e z'\z,j E z, i E [m] be the elements satisfying (3). Set z 0 := z\jU{j'}. By (3), A z0 (j') = i = A z' (j'), and A z0 (k) = A z (k) for k E z\j. This implies, in particular, that A z0 c A z U A z' . If j = j 0 then the subset z" = z 0 satisfies (c), and we are done; so assume that j = j 0 . By construction, P(z 0 ,z') < p(z,z'), so by inductive assumption we can find z" c z 0 U z'\j 0 such that A z" c A z0 U A z' . But then A z" C A z U Z z' , and we are done.
To complete the proof of Theorem 2 it remains to observe that the property (a") is a special case of (c) for z = T\j 1 
Proof of Theorems 4-9
Proof of Theorem 4. We fix a coherent matching field A = (A z ); a matrix C= (C ij ) supporting A; and a vector a = (a 1 ,..., a m ) E R. Since card(R) = card(C), to prove our theorem it is enough to construct R E C such that w A (R) = a. For each nonnegative integer vector B = (B 1 ,...,B m ) with sum n, let E B denote the polytope of nonnegative m x n matrices having row sums B 1 ,...,B m and all column sums equal to 1. Let F B be the vertex of S B supported by C; we assume C to be sufficiently generic so that F B is unique. Clearly, each F B is a (0,l)-matrix, and we identify it with its support which is a subset of 
.,m the ith row of F B(i) is contained in the ith row of F B(i') .
Proof. We associate to i and i' an edge-colored oriented graph G i,i' with the vertex set [m] and the color set [n] as follows: There is an edge from i 1 to i 2 colored by j whenever i 1 = i 2 , (i 1 , j) E F B(i) and (i 2 , j) E F B(i') . Lemma 12 is an immediate consequence of the following lemma.
Our choice of z and z' implies that Z is transversal to A. Choose a subset Z 0 C E which is minimal with respect to inclusion transversal to A.
follows that Z 0 contains both {(i, j)} and {(i', j)}. Therefore, Z 0 is not one of the subsets O R , which proves Theorem
. These two subsets occupy the same rows and columns, and we have S c F B(i) , S' c F B(i') . But this contradicts the fact that both F B(i) and F B(i') are supported by the same linear functional C. Indeed, without loss of generality we can assume that (C, S) < (C, S').
But then F B(i) + S' -S is a point in the polytope S B(i) with (C, F B(i) + S' -S) > (C,F B(i) ), which contradicts our choice of F B(i) .
We define the valency of a vertex i 0 in G i,i' as the number of edges going out of i 0 minus the number of edges going into i 0 . Since the graph describes passing from F B(i) to F B(i') , all the vertices have valency 0, except i having valency -1 and i' having valency 1. Since G i, i' has no oriented cycles, it can be only a chain from i' to i. This completes the proof of Lemmas 12 and 13. . This matching field is coherent because it is supported by the transpose of C. Therefore, it can be described as in Lemma 10 (a'), which is exactly our statement, (b) Put z = R U {j 0 }. Clearly, the RHS of (12) If we put R = z U {j}, then by (2) we have A z (j) = O R (j). Therefore, the summation for M 1 can be rewritten as for all 1 < k < k' < s -1.
Proof of Lemma 16.
We proceed by induction on s. For s = 2 the equality (16) is simply the definition of the graph T, and for a = 3 it follows at once from (9). So we can assume that s > 4, and that (16) holds for all pairs (k, k') except (1,s -1) . By (9), the two-element set u(e i1 + e is-1 ) has nonempty intersection with each of the sets u(2ei 1 -{j 1 ,j 2 } and u(2ei s-1 ) = {j s-1 , j s }. Therefore, u(ei 1 + ei s-1 ) has the form {j, j'}, where j E {j 1 , j 2 }, j' E [j s-1 , j s }· But our inductive assumption implies that
