We present a qualitative study of the digital privacy and security motivations, practices, and challenges of survivors of intimate partner abuse (IPA). This paper provides a framework for organizing survivors' technology practices and challenges into three phases: physical control, escape, and life apart. This three-phase framework combines technology practices with three phases of abuse to provide an empirically sound method for technology creators to consider how survivors of IPA can leverage new and existing technologies. Overall, our results suggest that the usability of and control over privacy and security functions should be or continue to be high priorities for technology creators seeking ways to better support survivors of IPA.
INTRODUCTION
With the prominence and pervasiveness of technology in our lives, technology users have reason to attend to their digital privacy and security. Much personal information is collected and stored in online accounts: location in order to power navigation or fitness apps, photos on social media, personal communications in messaging and email apps, and so on. Privacy and security features can help protect users' data from malicious third parties. But for many technology users, the potential actions of an ill-intentioned third party seem an unlikely concern.
Some technology users, however, may already be specifically targeted by ill-intentioned third parties. These user populations may include survivors of abuse or human trafficking, political activists, online celebrities, displaced persons, people of low socioeconomic status, and so on. Such users may be specifically targeted because of what they do, who they are, where they are, or who they are with.
While considerable research has focused on digital privacy and security for the majority of users, less has focused on users who, as a result of their particular life circumstances, may be specific targets of ill-intentioned third parties. Understanding the unique digital privacy and security experiences and challenges of such user populations is important for designers who wish to help them better navigate and deploy privacy and security controls online and on their devices. Furthermore, understanding the unique challenges of specific populations can help designers improve technology for both that specific population and the broader population [17] .
We present a study of the digital privacy and security motivations, practices, and challenges of a specific population facing higher levels of risk in their daily lives: survivors of intimate partner abuse (IPA). These are people who are broadly targeted by an intimate partner, typically a current or former significant other or dating partner. They may experience threats or actual abuse from their abuser, including sexual, physical, and psychological abuse; stalking; and control of reproductive or sexual health [6] . They may also be controlled financially or spiritually. The abuse can be one-way or mutual and it can take place along a continuum from a single incident to ongoing abuse [6] . Survivors of IPA have a persistent attacker, who has intimate knowledge of their lives. When they share custody of children, a survivor may be legally bound to maintain contact with their persistent attacker, even if they no longer live together.
sexual violence by an intimate partner [44] . The U.S. Centers for Disease Control and Prevention estimates that in the U.S., nearly 27 million women and nearly 16 million men have experienced severe physical violence by an intimate partner at some point in their lifetime [6] . Because IPA affects so many people across the U.S. and the world, survivors and abusers may vary in gender, culture, wealth, education, tech literacy, and other attributes. Survivors of IPA would likely benefit from designers and technologists who understand their specific digital privacy and security needs. In our study, we focused on women and men living in the U.S., of low socioeconomic (SES) status and tech literacy, accepting housing and/or services at a non-profit IPA or homeless shelter. While our study results are not representative of all who experience IPA or of all populations of users in higher risk situations, it is a step in moving beyond the majority of general users in usable privacy and security research.
We conducted one-hour long, semi-structured interviews with 15 survivors of IPA who were receiving services at non-profit organizations in the U.S. Our study sought to answer the following research questions:
• What role has digital privacy and security played in the experiences that survivors of IPA have with their abusers? • What are IPA survivors' motivations, practices, and challenges when protecting their privacy and security online and on their devices? • What technology design implications do the digital privacy and security challenges faced by survivors of IPA suggest?
Results of the study were used to develop a framework organizing survivor technology practices and challenges into three-phases of intimate partner abuse: physical control, escape, and life apart. In the physical control phase, survivors wanted private access to devices and accounts to maintain social support and autonomy, which the abuser physically tried to limit and control. In the escape phase, which overlapped with both physical control and life apart, survivors faced the challenge of hiding digital escape activities (before leaving their abuser) and severing digital ties with their abuser (after leaving). In the life apart phase, survivors faced the challenge of preventing abusers from using digital means to find their new contact information and location. This framework provides an empirically sound method for technology creators to consider how new and existing technologies may be designed to better help survivors of IPA. The accompanying stories from survivors of IPA add nuance and render visible that they face different and complicated digital privacy and security challenges.
RELATED WORK
Here we outline prior research on the usability of privacy and security technologies, frameworks of IPA, technology use by abusers and survivors, and digital IPA interventions.
Usability of Privacy and Security Technologies
Prior research has demonstrated repeatedly that designing for privacy and security concerns is notoriously complex, many aspects of which remain highly challenging despite considerable research effort. For example, prior studies have shown that it can be difficult for users to understand the complexities of online security [26, 43] , Wi-Fi security [11] , social media sharing mechanisms [24] , and more. Thus, users sometimes adopt usage strategies with suboptimal privacy and security outcomes [26, 30, 43] . Taking into account these challenges, prior work has focused on improving the usability of general online privacy and security technologies [1, 13, 14, 22, 27, 38] . We explore similar issues, but contribute by focusing on a specific population: survivors of IPA. Survivors are often under extraordinary stress due to their life circumstances, which may make it even more difficult for them to pay attention to the complexities of managing their digital privacy and security.
Frameworks of Intimate Partner Abuse
Survivors of IPA often find it hard and dangerous to leave their abusers [7, 20, 37] . Prior work from a range of fields has outlined frameworks for considering cycles and phases of IPA. According to Walker [42] , survivors experience three phases of abuse: the tension building phase, then the acute battering phase of violence, and then the honeymoon phase during which the abuser tries to convince the survivor the abuse has ended. Walker [42] , and more recent definitions of IPA from the CDC [6] , include not only physical abuse but also psychological and emotional abuse, and other forms of controlling behavior.
Others have expanded Walker's work to include leaving and post-separation [3] . Much of this literature has focused on leaving, defined as the process of ending the abusive relationship, which can take weeks or years [37] . For example, Patton [37] described five phases of leaving: precontemplation, contemplation, deciding to leave, actually leaving, and establishing a new violence-free life. Leaving is influenced by turning points, or events that prompt survivors to consider escaping from their abusers [8, 37] , such as increased violence from abusers, life events, and changes in life-stage or beliefs [8, 15, 31, 37, 48] . For turning points to occur, and for survivors to maintain their lives after physically leaving their abuser, survivors need access to a variety of resources that may provide pathways out of abuse, including institutional support and access to information [37] . Survivors face barriers to leaving, such as fear of harm and dependence on abusers for necessities [37] . When survivors take steps to leave, abusers tend to significantly increase their attempts to regain control [20, 46] , and failed attempts to leave can result in increased severity of violence and even death [7] . Wuest and MerritGray [32, 47, 48] studied the time after actually leaving an abuser physically, dividing it into three phases: breaking free, not going back, and moving on, during which survivors faced different challenges in establishing their new violence-free lives, such as recovering emotionally and building new relationships.
Abusers' Uses of Technology
Abusers may use technology to track their victim's movements, or to maintain financial or psychological control. Abusers may draw on a variety of data types to track or locate survivors, including GPS, phone records, online databases, social media, hidden cameras, and spyware [20, 34, 40] . This can lead survivors to feel that they are "constantly under surveillance," which can increase the difficulty of leaving [45] . This tracking takes place in the context of a current or past relationship, meaning thatsimilar to the "insider threat" model in organizational contexts [21] -the abuser typically has intimate knowledge of and access to the survivor. This dynamic may result in increased psychological distress and violence [28] 
Survivors' Uses of Technology
The National Network to End Domestic Violence (NNEDV) has published a variety of technology-use guidelines for survivors of IPA and agencies who support them, based on extensive experience working to help this population. These guidelines cover topics including mobile phones, browsers, and social media [35] .
However, survivors of IPA face considerable online privacy and security challenges. Massimi et al. [29] refer to the "complicated privacy work" survivors encounter after escaping their abusers. Survivors may rely on the same technologies abusers use to harass or find them, to help reestablish support and resources, or to document evidence of abuse [2, 16, 20, 29] . Survivors may draw on a variety of online privacy practices, including using new devices, sharing anonymously or creating aliases, or limiting their use of online tools or sharing [2, 16] .
IPA-Specific Technology Interventions
Some researchers have proposed specific technology interventions to help counter the challenges and threats faced by survivors of IPA. For example, Arief et al. [5] suggest that when designing technology with the primary goal of supporting survivors, designers should take into account usability and the survivors' privacy, as well as the possibility that abusers will appropriate such technologies. Using these suggestions, they propose an app specially designed to delete evidence of the survivor's help-seeking activities, while preserving evidence of abusers' misuse of the survivors' devices. Other tools, such as Safe Chat Silicon Valley [49] and the NNEDV's Tech Safety app [35] , focus on providing fast access to resources. The NNEDV's Tech Safety app [35] provides recommendations to survivors involving a variety of widely available privacy and security features, such as private browsing, privacy settings on social media, 2-factor authentication, and more. Another class of tools focus on allowing survivors to disguise their browsing [19] . Still other tools try to help survivors protect their physical safety. The GuardDV tool, for example, attempts to alert homeless IPA survivors when their abusers are nearby [25] . As an alternative approach, Clarke et al. [10] used technology-grounded processes to explore photo-sharing as a method of supporting survivors.
Combining Technology Use & Phases of IPA
We build upon prior work by developing a three-phase framework focused on the needs of the HCI community. Our framework aligns with prior work oriented to the needs of non-technology focused audiences, but does not replicate prior frameworks. For example, our first phase, physical control, includes the time prior to actually leaving from Patton [37] and prior to breaking free from Merrit-Gray and Wuest [32, 48] . Our second phase, escape, begins with Patton's deciding to leave phase [37] , and ends approximately after Merrit-Gray and Wuest's not going back phase [48] . Our third phase, life apart, begins at the point of physical separation, after actually leaving [37] or breaking free [32, 48] are initiated. Our framework provides two novel contributions. First, it combines technology practices with the phases of IPA, which allows design to be considered in the context of phases. Second, although our framework was inspired by phases found in other fields, our analysis adapts them to align with the affordances of contemporary and emerging technology.
METHOD
We conducted semi-structured interviews with 15 survivors of IPA. Also as part of this research, we performed a thorough ethics review to inform our methods and reporting. We consulted the literature and over a dozen experts in domains including survivors of IPA, human subjects research, legal, ethics, security, privacy, and anonymization. Here we describe participants and recruiting, procedures, data collected, participant and researcher wellbeing, analysis, anonymization, and ethical considerations in reporting this research.
information from participants aside from gender. Prior to sessions, agency staff distributed a copy of our consent materials to potential participants, identifying the affiliation of the researchers, and providing them an opportunity to decline participation prior to any contact with us.
Participant & Researcher Wellbeing
We worked closely with the agencies to understand the specific sensitivities of working with their clients. To protect our participants, we met participants in-person, at agency locations where they received services and felt safe. Participants at the IPA agency were told an advocate could join them in the interview if desired; none of the participants chose to bring an advocate. We made plans with the agencies to communicate with them if anything problematic came up during interviews (such as someone revealing that they were considering self-harm in the future), and to inform participants of this after care arrangement.
Participant wellbeing shaped our study design. We sought to protect participants from undue harm from recalling painful memories, while balancing our research goals of understanding participants' experiences of online privacy and security practices and challenges. To accomplish this, we used semi-structured interviews designed to elicit stories about technology-related abuse. We intentionally omitted questions that would potentially elicit general stories related to trauma and abuse unrelated to technology. Prior work has also described the need to consider potential emotional harm to researchers [18, 33] . One of the shelter directors offered to debrief the interviewer and note taker after the interviews to help process emotional responses to hearing about IPA.
Procedures & Data Collected
Sessions with survivors lasted 31-67 minutes, (µ=48). With the participants' permission, sessions were audio recorded and the resulting 14.45 hours of audio recordings were transcribed, resulting in 709 pages. (One survivor declined recording, but detailed notes were taken and analyzed with permission.) Transcripts were labeled with a pseudonym (P1, P2, etc.) and personally identifiable information within the transcripts were anonymized. Two researchers attended each session: one led the interview; the other took notes and asked occasional follow up questions. All interviews were led by the same researcher (a female); three different notetakers attended different interviews (2 females, 1 male).
We began sessions by going over the consent documents with participants, which gave permission for publication of aggregated or anonymized information. All participants gave informed consent and received a $100 gift card at the beginning of their session; the incentive amount was approved by the agencies and our organization's internal ethics review. For the remainder of the session, we used an experience-centered approach, focusing on participant experiences with technology and online privacy and security [17] . It consisted of a 5-question "ice breaker"
survey about device and account use, a semi-structured interview about experiences related to digital privacy and security, and a card sort about their privacy and security practices. In this paper, we focus on results from the semistructured interviews.
The interviews began with two neutral questions about the participant's use of technology, referencing a list of devices gathered from the ice breaker survey: (1) "Which of these devices is most important to you and why?" and (2) "Are any of these devices ever used by anyone else?" Two other questions formed the core of the interview: (3) "Can you tell me about a time when someone gained access to information about you that you did not want them to have?"; and (4) "Can you tell me about a time when someone else gained access to one of your accounts or devices? Or tried to?" To follow up on these stories, we used three questions: (a) "What happened as a result?" (b) "What did you do next?"; and (c) "How did this experience affect how you use technology?"
Analysis
We conducted inductive analysis [41] , focused on 288 excerpts from the transcripts related to stories about: (1) unauthorized access to sensitive information (as defined by the participants); (2) unauthorized access to accounts or devices; and (3) abusive behavior online or with devices. Transcript content was excluded if it was a substantial repetition of a story already included, or substantially unrelated to digital privacy and security (e.g., stories about using technology for work). We developed categories, from a close reading of the transcripts, that clustered related excerpts together and conveyed key themes from the data. These categories were iteratively refined through group discussions and codified in a codebook. Each category in the codebook had a description, an example quote, and links to related subcategories. Three team members used the codebook on a sample of excerpts to ensure that the categories accurately reflected the data and that each category was adequately defined and scoped. One researcher coded the remaining data. The final codebook contained three top-level categories (attacks, practices, and risks) and 13 nested subcategories (e.g., under attacks were controlled and monitored devices and accounts, hijacked account, online harassment, and so on). We developed our framework's phases and applied them to the codes through group discussions.
Anonymization
Anonymizing participant information was a critical part of writing this paper. We began by consulting with three privacy experts at our organization, with extensive experience regarding data anonymization, to develop an anonymization guide. The guide focused on removing any information from participant stories and quotes that could be identifying-including to someone who was intimately familiar with them-which required a conservative approach. We did a first pass over participant information Precautionary Behaviors CHI 2017, May 6-11, 2017, Denver, CO, USA using the guide. We replaced specifics with more general phrases, including technologies used (e.g., "social media," "email," etc.), relationships (e.g., son or daughter would be replaced with "child"), locations, timeframes, and people's ages. We rephrased or removed unique word choices or phrases from quotations, doing so within brackets:
where we removed words. We sometimes modified or removed filler words ("like", "you know", "kinda", "um", etc.) and unique grammar without noting where, to obscure potentially unique ways of speaking. We carefully chose participant stories that could be told without unique details. For a couple of findings shared in this paper, this was not possible (e.g., findings around deception), so we do not provide evidence to accompany those findings. After the authors' initial pass, the paper was reviewed by two of the original privacy experts and updated accordingly. Finally, a representative from one of the agencies we worked with, who was familiar with the participants' cases, reviewed the anonymization and additional modifications were made
Balancing the Risks and Benefits of Reporting Results
Before reporting this work, we considered the potential risk versus benefit of publishing participants' stories. Prior research emphasizes an ethical imperative that the results of work with survivors, who took the risk to participate, should be used to improve services and awareness among those who can improve the situation for survivors [18] . This principle can be applied to technology designers as wellthose who are informed about the digital privacy and security challenges of people who experience IPA are better able to design technology that can help survivors manage their digital privacy and security.
We verified that our paper would not inform abusers before sharing it. We assessed prior literature written or peerreviewed by people who work in the fields of advocacy for survivors of IPA. We confirmed that all our high-level findings about abuser attacks and survivor practices had been published in some form previously-if not empirical study reports, then in other widely available guidelines used by organizations supporting survivors [20, 35, 39, 40, 45] .
RESULTS

Phases of IPA that Affected Technology Use
The survivors we interviewed had escaped their abusers and were in the process of finding new housing, jobs, schools for their children, and other social services. These survivors had all experienced a similar trajectory of abuse that aligned with prior work [32, 37] , beginning with their experiences being in a relationship with an abusive intimate partner, planning and carrying out an escape, and finally beginning a new life after leaving their abuser. We outline three phases of IPA that affected how survivors used technology: physical control, escape, and life apart (see Figure 1 ). Below, we briefly describe each phase, then describe survivors' privacy and security practices in more depth. During escape, the survivor's main goals were to leave and sever ties with their abuser. The escape phase overlapped with physical control and life apart. Thus it inherited the same abuser attacks and survivor practices as the other two phases (see Table 1 ), but added new privacy and security challenges and a higher level of risk due to survivors' life circumstances. Throughout the paper, we refer to participants who were in escape as also being in either physical control or life apart.
While in the physical control part of the escape, survivors focused on hiding digital escape activities, including gathering information on how to escape, setting up social support, finding new housing and jobs, and making arrangements to keep themselves and family members safe. Survivors may take considerable time to plan their escapes from abusive intimate partners [37] , suggesting more robust privacy and security practices are needed to withstand an abuser's physical control over time.
In the life apart portion of the escape, survivors needed to sever digital ties with the abuser (e.g., by blocking contacts, deactivating accounts known to the abuser, limiting what they shared online, and even destroying devices). The time immediately after leaving an abuser was pivotal but tenuous [48] : the National Domestic Violence Hotline estimates that it takes an average of seven escape attempts to succeed [50] . Research shows that abusers significantly escalate their attempts to regain control over survivors during this time [20, 46] and that failed escape attempts can result in increased severity of violence and even death [7] . Thus, escape is marked by acute risk in Figure 1 and the phases are depicted as a cycle. These prior studies, in addition to our participants' accounts, suggest that effective privacy and security practices are especially important in the time immediately after leaving an abuser.
Life Apart "I had given up my home, left my job, relocated to another county and not this one that we're sitting in. My [children] had to go through this. [...] I had spent a lot of money, lost a lot of money, and had gone through a lot of tech devices." -P6
During the life apart phase, participants described having to start over-often with a new home, job, schools for their children, devices and accounts-while also dealing with the immediate and long-term risk of the abuser finding information about them. Participants exerted special care to protect their location (anywhere they or their family go) and contact information (new email addresses, phone numbers, online identities, and so on), to prevent abusers from harassing them or reestablishing physical control. After severing digital ties as part of escape, survivors had lifelong privacy work to do, ensuring that they, their children, and other people, took great care when sharing their personal information online. Most of our participants were early in the life apart phase.
Next, we describe the digital privacy and security challenges and practices survivors reported (listed in Table  1 1 ) during the three phases of IPA that affected technology use (outlined in Figure 1 ). The framework in Figure 1 was developed from post hoc analysis and we could not always tell the phase during which the attacks and practices from Table 1 occurred. Unless specified in Table 1 , the items could have occurred in any of the three phases. We report tendencies in the sections below, from the stories for which the phases were clear. 1 Note that we did not explicitly prompt participants for the specific categories in Table 1 ; these were all self-reported based on open ended questions about their technology use or indirect prompts. Also, survivors sometimes reported being surprised by the information abusers were able to gather about them, and they did not always know how it had happened (a problem noted in prior work [20] ). Thus, the table likely under-reports less known or difficult to detect attacks (such as remote account monitoring). 
Abuser Attacks Experienced
Abuser attacks differed before and after they had physical access to the survivor. During physical control, abusers used physical and digital means to control survivors' technology use. In life apart, abusers relied on digital attacks, such as account hijacking and online harassment.
Physical Control: Controlled, Monitored, Destroyed Devices
The most common form of physical control described by our participants was that the abuser physically controlled and monitored their device and/or account use against their will (10 participants reported, see Three participants reported that their abusers installed spyware on their devices to monitor their activity (two became aware before leaving their abusers, one after leaving; see Table 1 , row c). P2 observed unusual behavior on her phone and, with help from an expert, found spyware before leaving:
"Then I took the phone to [a store] and they said this phone… somebody put something in the phone and this person can see everything you-where you call, who you talk to, all the logs." -P2
In some cases, abusers went so far as to destroy the participants' devices, to punish them and/or exert control (4 participants, see 
Cross-Phase Digital Attacks
Here we describe digital attacks employed by abusers during all phases: account hijacking and online harassment. These were the only attacks reported in life apart, since abusers no longer had physical access to participants and their devices.
Hijacked Accounts: Being Impersonated & Locked Out
Once abusers gained access to a survivor's accountwhether through physical means before the survivor left or remotely after they left-the abuser could monitor the account and exert control over it. Two hijacking results were commonly reported by our participants. First, abusers impersonated participants in order to damage their reputations or gather information about them from their contacts (5 participants reported, see Table 1 , row e). For example, P7 said her abuser monitored her email, communicated with her friends (pretending to be her), and deleted information about potential jobs. The second, commonly reported hijacking result was that abusers locked participants out of their accounts by changing passwords (4 participants reported, see Table 1 , row f). For example, P1 explained how her abuser "kicked
[her] out" of her social media account, because "I think he doesn't like my friends and then that's why he did it."
Account hijacking limited the participants' access to technology, isolated them from their social relations, and enabled abusers to collect private information about them and harm their reputations with others.
Harassed Online & Evidence
Participants reported that abusers tried to intimidate and coerce them to stay or return by harassing them online with repeated, threatening messages (8 participants, see Table 1 , row d). For example, P4's abuser posted personal details about her and threats on social media.
"Because he was basically being a bully, as well, through [the] Internet, saying he was gonna kill me, kill my mom, kill my dad, kill my [sibling]." -P4
Harassing messages were sometimes a double-edged sword for participants trying to escape their abusers, because these messages could also provide evidence for law enforcement. For example, P11 saved harassing messages from her abuser to obtain a restraining order.
"And so the only thing I actually kept on [the phone] was all the [...] crazy messages that he sent. When I had to get the restraining order. I kept that stuff-so the judge could see it." -P11
Survivor Privacy & Security Practices
To resist and mitigate attacks by abusers, survivors drew from the privacy and security practices in Table 1 . Next, we present practices survivors tended to use in physical control and life apart, and how they addressed the needs and heightened risk of escape in each of these phases.
Practices During Physical Control
Due to abusers' physical control of devices, multiple survivors limited or avoided using devices and/or accounts the abuser could access (see Table 1 , row h). For example, after P2 found spyware on her phone and laptop, she said: "I simply stopped using the laptop at home. And the phone.
That's why I went to the library to use the computer."
Without private access to the internet and communication mechanisms, participants' access to help, social relations, and jobs were severely limited. This created a high-stakes trade-off, motivating some survivors to use technology, even at the expense of significant effort and risk. For example, to hide her technology use from an abuser who constantly monitored her phone, P12 took her phone apart, hid the SD card and battery on separate parts of her body, and only checked her phone in bathroom stalls and other private locations. If her abuser got ahold of her phone, she thought he would think her phone had a dead battery.
Other practices survivors used to hide their technology use during physical control were to use alternate devices or delete content or activity histories (see Table 1 , rows l and m). These practices became especially important once survivors decided to make escape plans, which they wanted to keep secret. P8 talked about making escape plans using an alternate email account on her computer at work.
"...at the time I was trying to look for elsewhere to live and trying to find resources and trying to apply to housing and things like that. And I didn't want [these plans] to go to where he would find it. So [...] I'd go into [my separate email account] at work only, I didn't want [that account] on my phone or anything." -P8
P2 explained how she deleted her browsing history from her home computer to hide some of her search activities from her abuser and her child. P5 talked about emailing her friend about her abusive situation in order to get help. She thought she could hide that correspondence by deleting the relevant emails, but a misunderstanding of how delete works resulted in her abuser finding the emails.
"I have a friend that I was emailing and telling about the situation, and [my abuser] found out about it [...] it was deleted but it didn't delete out of my phone like that. He went to the archives. He went through something, and found it." -P5
This story demonstrates how the survivors' understanding of technology influenced the practices they used to hide their escape plans.
Practices During Life Apart
In life apart, survivors took steps to prevent abusers from finding their new locations and contact information. Immediately after physically leaving, during the escape phase, this often meant severing digital ties with their abusers. Over the long-term, this meant managing or limiting what they and others shared about them online.
Escape: Severing Digital Ties
Some survivors deactivated their accounts as a way to hide their escape location and protect themselves from online harassment as they escaped (see Table 1 , row o). For example, P3 deactivated her social media account in an effort to hide her escape location. She suspected her abuser had located her through the account during a previous escape attempt, saying "he'd find so many ways to find out where I was." The decision to deactivate an account often involved a high-stakes trade-off between online privacy and access to social support, both of which were critical during escape and life apart. More drastically, P6 destroyed her phone (see Table 1 , row p). Her abuser had installed spyware on it, and she wasn't convinced that it was clean after she reset it: Multiple participants decided to keep their accounts, but reported strengthening account authentication (see Table 1 , row j). P11 got a security notification about an unauthorized account login attempt, which prompted her to change her password and setup 2-factor authentication for her account: An important challenge in staying hidden was that the abuser could use other people-such as the survivor's children, family, friends, colleagues, teachers, and so onto find their contact or location information. This concern, reported by 9 participants, greatly complicated the survivors' online privacy and security work, because it required them to enlist the cooperation of other people who may not fully understand their situation.
One resulting practice for three participants was to monitor and restrict their children's online activities ( P2 allowed her child to have a social media account, but she strengthened the privacy settings on her child's account and vigilantly checked them "once or twice a month" to ensure that her abuser-her child's father-was not able to view the survivor's profile. Similarly, multiple participants reported strengthening privacy settings (Table 1 , row n).
Another resulting practice was to block contacts online, if survivors felt those contacts might threaten the survivor's safety or privacy from their abusers ( Protecting privacy was especially challenging for survivors who had children with their abuser, because they were sometimes legally obligated to keep communication open between the abuser and the child. Participants described using deception to hide contact information from their abusers who still had contact with their children. We omit examples as their details are too specific to anonymize.
DISCUSSION
The privacy and security practices and challenges we outline for survivors of IPA complicate simple notions of risk often used as the basis for technology design. Thus we focus discussion on commonly known issues for privacy and security technologies, for which this study of survivors broadens our understanding of user needs: usability and how much control to provide to users.
Usability of Privacy & Security Technologies
During all phases of IPA, survivors' stories demonstrated that the usability of privacy and security features is important, emphasizing findings from prior work focused on the general population [26, 30, 43] Usability and the availability of instructional materials may also be important for making expert-level privacy and security tools more available to survivors of IPA. For example, people regularly experiencing online harassment (such as political activists) may use expert-level tools like Tor to hide their online activity [23] . However, prior work has found that these types of tools can present usability challenges [9, 36] , emphasizing the importance of future work to make them more usable for highly stressed users, and to provide targeted educational materials for survivors.
Levels of Control in Privacy & Security Technologies
It is generally accepted that when designing privacy and security features, deciding how much control to provide to users involves a complicated tradeoff [12] . On one hand, increasing automation and reducing the number of options available to users can reduce complexity and human error. On the other hand, users need enough control to make appropriate contextual decisions [12] . Because of their particular life circumstances, for individuals in high-risk situations, such as survivors, the tradeoff between automation and control may be different than the general population.
In the physical control phase, similar to an insider threat model [21] , survivors may not be able to prevent an abuser from accessing authenticated accounts or unlocked devices. Survivors may benefit from other options to hide their digital activities, especially escape plans. Some types of privacy and security options that were particularly useful to Precautionary Behaviors CHI 2017, May 6-11, 2017, Denver, CO, USA survivors were those that enabled them to safely and privately use alternate devices (e.g., using private browsing on someone else's device), effectively control their digital traces (e.g., delete content), and maintain ambiguity and/or plausible deniability in their use of technology [4] .
In the life apart phase, survivors would benefit from controls to deal with the complexities of staying hidden from someone whose family and social life overlaps with theirs. Learning to use controls, especially on social networking sites, was important to survivors' ability to keep their contact information and location away from their abuser. More drastically, we found that some participants deactivated accounts as part of escape plans. For survivors who feel this is the only way to sever digital ties with their abuser, technology creators could offer or continue to offer features to make the loss of a device or an account easier. For example, survivors may benefit from ways to preserve content and trusted contacts in a new account.
Online harassment was also an issue during the escape and life apart phases. Designers can help by providing or continuing to provide controls to block other users and report threatening content. However, designers should consider methods for giving survivors the option to choose to use these types of controls as appropriate in context. For example, digital channels can provide an outlet for an abuser's desire to exert control, and blocking an abuser online could lead the abuser to seek physical contact instead [20] .
Technology innovators could also consider how to provide controls that help with two high stakes trade-offs survivors face during escape and life apart. First, survivors faced a tradeoff between blocking or deleting harassing messages to avoid emotional trauma, and the potential for those messages to serve as critical evidence when pressing charges against an abuser. Second, survivors may have chosen to avoid technology in an attempt to limit the information an abuser could find about them online, but this also socially isolated them at a time when they needed support and access to resources (housing, jobs, etc.). We saw that several of the practices commonly used by our participants-avoiding technology, deactivating accounts, and destroying devices-added to their social isolation. Designers should consider controls or options that can help survivors better navigate these dilemmas.
Limitations
Our sample was fairly small, and included U.S. participants primarily of lower SES, so it is not representative of all survivors of IPA. Rather, we aimed to understand a small sample of experiences in depth. Participants were not always willing to share their stories, and to protect their privacy, we are not able to share some of the specific stories they shared with us. Participants sometimes did not understand the digital attacks they experienced. Some participants spoke English as a second language and the interviewers spoke only English, which created some communication difficulties. This study had the standard limitations of self-reported data, e.g., recall and observer bias.
CONCLUSION & FUTURE WORK
We presented a qualitative study of the digital privacy and security motivations, practices, and challenges of survivors of IPA. A key contribution of this paper is a three-phase framework for organizing survivors' technology practices and challenges. This framework provides empirically sound, foundational guidance for technology creators to consider how new and existing technologies may be designed to help survivors of IPA. Generally, this framework and the stories from survivors add nuance and render visible the different and complicated kinds of digital privacy and security challenges they face given their particular life circumstances. Overall, our results suggest that usability and control of privacy and security functions should be or continue to be high priority goals of technology creators seeking to support survivors of IPA.
Future work could extend this research to other IPA survivors, including those in different SES groups, different age groups, and outside the U.S. While our study focused on adults, teens are also common victims of IPA who may have specific technology practices and needs. Careful research might also explore technological solutions to the challenges observed in our study, such as maintaining social ties without leaking personal or activity information, or balancing the need to capture digital evidence of abuse while minimizing emotional trauma. Future qualitative research could explore in-depth other technology issues that impact survivors, such as the role of technology-mediated social support in survivors' lives, or how survivors discover digital attacks by abusers.
