Abstract| Future wireless systems will need to accommodate information sources with di erent data rates. DirectSequence Code-Division Multiple-Access (DS/CDMA) is a multiple access technique that is well suited to provide multi-rate access. Thus, in this paper, multi-rate communication systems are considered for the transmission of DS/CDMA wireless signals. Performance for maximum likelihood-based detection is studied in the context of two multi-rate access methodologies: multi-code access where high data rate users multiplex their information streams onto multiple codes; and variable spreading length access where signature sequences of di erent lengths are assigned to users with di erent data rates. Various maximum likelihood-based detection schemes for the variable spreading length system are considered as they can achieve nearoptimal performance and thus provide reference points for comparison with sub-optimal schemes. In addition, asymptotic multi-user performance measures are calculated and bounded to compare performance of the two systems.
I. INTRODUCTION
A S wireless systems proliferate, there is a desire to be able to o er wireless transmission services to accommodate a variety of diverse sources. Possible sources such as voice, video, and data communications have inherently di erent data rates. We shall consider providing multirate communications in a Direct-Sequence Code-Division Multiple-Access (CDMA) environment. Relative to alternative access schemes, CDMA enables the number of potential users to be increased in bursty or fading channels with cellular topologies, making CDMA particularly attractive for applications such as mobile telephony and personal communications. Due to the nature of CDMA, it is relatively straightforward to o er multiple data rates for wireless communications.
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The author is with the Department of Electrical Engineering, The Ohio State University, Columbus, OH 43210 USA (e-mail: ubli@ee.eng.ohio-state.edu) to the spreading code of the desired user. This conventional receiver is well-known to be sub-optimal and su ers severe performance degradation in the absence of perfect power control. Successive interference cancellation 5] and the use of decorrelators 1], 11] have also been studied. We emphasize that except for the decorrelating detector works, the prior papers do not explicitly take advantage of the multi-rate nature of the CDMA signals. It is noted that multi-rate communications was considered from a transmit pulse optimization perspective in 3]. A qualitative discussion of multi-rate access methodologies is presented in 20] .
It is patent that the choice of multi-rate access method will necessarily bias the choice of receiver. Thus, in this paper we present results comparing maximum likelihood based joint detection for two of the more viable multi-rate access schemes. The objective is to determine if one multirate access scheme is inherently better than the other. Our consideration of maximum likelihood based detection schemes is motivated by the need to determine benchmarks for performance of other detection methods. As the methods under study are near-optimal, they can ful ll this benchmarking role. The two access schemes to be examined are multi-code access and variable spreading length access. As the probability of error is intractable, the comparison will be based on the determination of asymptotic multiuser performance measures. To this end, bounds on the asymptotic multi-user e ciency are determined for variable spreading length systems with feedback. The bounds are straightforward to derive and evaluate. In addition, the bounds can be further massaged to facilitate direct comparison of the two multi-rate systems under consideration. While there has been e ort directed towards evaluating asymptotic multi-user performance measures for single-rate systems with decision feedback 10], 14], 22], these results are either unwieldy or provide bounds that are excessively loose for the purposes of this paper. Thus, there is a need to develop suitable bounds. It is noted that the bounds developed herein are applicable to both single-rate and multirate CDMA systems. This paper is organized as follows: in Section II, the two multi-rate access methods are described and the relevant features of maximum-likelihood detection for CDMA systems are reviewed. New observations on detection in the variable spreading length system are presented in Section III. A comparison of the performance achievable for the two access methods, with a focus on dual-rate systems, is provided in Section IV. In that section, a detection scheme based on feedback and maximum-likelihood is presented for variable-length sequence systems. In Section V, some numerical examples are considered and conclusions are drawn in Section VI. Appendix A provides a methodology for detection in a truly multi-rate system and generalizes the dual-rate bounds on performance for this scenario.
II. PRELIMINARIES
We shall rst present results for a dual-rate system where a user can transmit information at one of two data rates. In Appendix A, the results will be generalized for a system o ering more than two data rates. Multi-rate access will be achieved via multi-code access or variable sequence length access.
A. Multi-rate Access Methods
Multi-code (MC) access can be implemented in singlerate system and thus o ers the system construction advantage of being able to use a single-rate receiver. High rate users are accommodated by multiplexing their data onto several signature sequences. As a result, high rate data from a user is sent in parallel. MC schemes have been examined in 4], 5]. Figure 1(a) shows an example of how two users, one with a bit rate that is twice as fast as the other would be supported via multi-code access. Essentially the high rate user is converted into two virtual low rate users.
N is the number of chips in the signature sequence.
For variable spreading length (VSL) access, the chip rate is constant and di erent data rates are accommodated with the assignment of signature sequences of di erent lengths. It should be noted that signature sequence design (see e.g. 12]) in the past has relied on codes in a set having the same length. The development of more versatile signature sequence sets is necessary for this proposed scheme. We note that decorrelation based detectors have been studied for VSL access in 1], 11]. An example of this multi-rate access scheme is presented in Figure 1(b) . Due to the assumption of a constant chipping rate for both multi-rate access methods, these two access schemes can be constructed to have similar bandwidth requirements.
We next review the salient features of jointly optimal detection for a single-rate system. B. Review of Single-rate Maximum-Likelihood Joint Detection In this study, we shall focus on pseudo-synchronous communication as is depicted in Figure 1 . We view the treatment of the pseudo-synchronous problem as a necessary precursor to considering a more general and more realistic communication channel. We begin with a single-rate synchronous system. Under the assumption that communication is synchronous, coherent, and of a constant bit-rate, the received waveform in a given symbol interval (T ), can be described as follows,
A k b k (t)s k (t) + n(t); (1) where A k is the received amplitude for user k, b k (t) 2 f1; ?1g is the transmitted bit for user k at time t and s k (t) denotes the normalized signature waveform for user k. K is the number of active users. It is assumed that the channel also contains additive noise n(t) that is characterized as a white Gaussian process with variance 2 . In the context of analyzing the minimum probability of error receiver for multi-user detection 15], Verd u also investigated the performance of the maximum-likelihood joint detector. Note that the minimum probability of error receiver provides optimal performance for a single active user, while the maximum-likelihood joint detector optimizes performance for all active users simultaneously. The vector of data bitŝ The matrix A is a diagonal matrix such that A] kk = A k . The y k are termed the matched lter outputs. A multiuser performance measure of interest in this study is the asymptotic multi-user e ciency (AME) 17]. The AME describes the performance degradation of a receiver due to the multiple-access interference as the additive channel noise diminishes for a xed set of received powers for all users. The worst-case AME over all possible received powers for the interfering users is the near-far resistance (NFR) 8].
The AME for user k detected in additive white Gaussian noise with variance 2 by a receiver with resultant probability of error P e ( ) is given by, k = sup 8 < : 0 r 1 : lim !0 P e ( ) Q p rA1 = 0 9 = ; ; (2) where Q p rA1 is the probability of error of the optimal single-user receiver operating in a single user environment where the signal-to-noise ratio is rA 
Having reviewed ML detection for a single-rate system, we can now consider ML detection for dual-rate systems.
III. OBSERVATIONS ON VSL ML DETECTION
Due to the nature of VSL received waveforms, this type of multi-rate access merits the investigation of detection schemes that take advantage of the waveform structure. We begin by making some observations about maximum likelihood detection for VSL. For variable sequence length detection in a dual-rate system, we shall denote the bit interval of the low-rate users as T l . The high-rate users will transmit data with bit intervals of duration T h , where P = T l T h is an integer. We assume a pseudo-synchronous system where the signals of each user are as in Figure 1(b) , and thus the received signal is de ned as
+ n(t); (6) where the superscript indicates whether the parameter is for a high-rate (h) or low-rate (l) user. It is assumed that each user's signature sequence is normalized over the bit interval of interest, that is for r 2 fl; hg
To re-iterate, it is assumed that the chipping rates for both the VSL system and the MC system are the same. Furthermore, the chipping rates for both high and low rate users in the VSL system are identical. It is noted that the received signal for an MC system can be described by modifying the notation in (1 This result is shown via the use of a genie-aided lower bound (see e.g. 15]) on the probability of detection error.
Observation 3
The AME of the optimal joint detector on a high-rate bit interval, (p ? 1) T h ; p T h ], for those users with non-zero support on that interval is always worse than or equal to the performance of the optimal joint detector on the lowrate bit interval. This is despite the fact that there are more virtual users with non-zero support on 0; T l ] than on
. This is shown below.
We shall consider the discrete time equivalent of the received signal. We can form a matrix whose columns correspond to the chip-matched ltered and chip-rate sampled signature sequences of the transmitting users. We denote this matrix as C. If we partition the users in two sets such that C 1 ; C 2 ] = C then we can re-write the signature cross-correlation matrix R as follows, can be written as follows, where P is the appropriate projection, R = C T 1 P C 1 . As P is a projection, this implies that R 11 ? R 0.
Similarly, let K = K l + PK h denote the total number of bits (virtual users) transmitted over the low-rate bit interval 0; T l ]. Let K = K l + K h denote the total number of bits (virtual users) transmitted over the high-rate bit interval (p ? 1) T h ; p T h ]. We de ne k to be the AME of user k over the low-rate interval and k to be the AME of user k over the high-rate interval. ? T A R A = k :
The conclusion we can draw from the previous observations is that for a multi-rate system utilizing VSL access, detection is preferably performed over the low-rate interval. Thus we have proven that the low-rate decorrelation scheme proposed in 11] will out-perform the high-rate decorrelation scheme for the high-rate users proposed in the same work. This is due to the fact that the decorrelator achieves optimal near-far resistance 7]. An alternative proof for the decorrelator, which manipulates appropriate partitions of the signature cross-correlation matrix directly, is provided in 1]. We shall observe that the performance degradation for high-rate users detected over the high-rate interval is not as severe as that for low-rate users. This is evident from Observation 1.
The sequel de nes notation, presents bounds on the performance of the VSL system with feedback, and compares the near-far resistances achievable by the two access methods.
IV. COMPARISON OF ACCESS METHODS
Comparison of the performance of optimal detection with these two access methods requires imposing assumptions on the signaling sets and the received amplitudes of the two access schemes in an attempt to equalize the communication environments: A1 Assuming a one-to-one mapping between virtual users in each access scheme, the cross-correlation ij for users i and j will be the same in both systems unless i and j correspond to two users that are orthogonal in the VSL system. This quantity is determined by,
where s i (t) is the spreading signal for virtual user i over the low-rate bit interval. A2 The received amplitudes for analogous virtual users in the two access schemes are the same.
Assumption A2] implies that the energy per bit, for each user, for each system is the same. An unfortunate facet of MC multi-rate access is that non-zero cross-correlations will exist between pairs of virtual users whose analogs in the VSL system will be orthogonal. Consider the scenario depicted in Figure 1 with a single low-rate and high-rate user. The signature crosscorrelation matrices for optimal detection over 0; T l ] for each access method are given below. We denote the lowrate user as user 1 and the two virtual users associated with the high-rate user as users 2 and 3. It is clear that under certain circumstances, employing VSL multi-rate access would ensure improved performance over the commensurate MC system. It is arguable that the second condition above will almost always be met in systems with reasonable cross-correlations (i.e. j ij j < 1 2 ). However, the rst condition will not be met in such cases if 23 < 0 and 12 13 < 0. Thus, negative cross-correlations could improve the performance of the MC system for this scenario. It is, of course, possible for the MC virtual users corresponding to a single high-rate user to have reduced or zero cross-correlations. However, there will be still be correlation induced between pairs of virtual users corresponding to distinct high-rate users in the MC scenario. The reduction in correlation between virtual users of the same high-rate user set will be considered in Section V.
We make the following remark: VSL access naturally invites the use of multi-stage detection algorithms for the detection of high data rate users prior to that of low data rate users. This is shown in Figure 2 , where two high-rate and two low-rate users are depicted. The dotted box shows the users that are detected in the high-rate interval (detect 1st) and those to be detected in the second stage (detect 2nd). This notion will be the basis of our study.
In 4], a multi-code access scheme is suggested. A key characteristic of the system described is that the spreading codes of virtual users corresponding to a single high-rate user will be orthogonal. In practice, due to the electromagnetic e ects of the radio channel, this orthogonality will be impossible to maintain. In looking towards future work, we present the following justi cation of this claim. Consider small delay spreads and a frequencyselective Rayleigh fading channel. For a xed set of channel coe cients we can consider the e ects of channel on the transmitted spreading code as a convolution of the code with the channel. That is, s e i = Hs i . The discrete time, chip-sampled version of the spreading waveform is denoted by the vector s i , while H is the Sylvester matrix corresponding to the channel convolution operation (see e.g. 6]). The e ective received spreading vector is denoted by s e i . We shall consider two MC spreading codes that were originally orthogonal and determine whether their e ective received codes retain that orthogonality: let s T 1 s 2 = 0 but s eT 1 s e 2 = s T 1 H T Hs 2 Thus, unless H T H = I (the identity matrix), orthogonality cannot possibly be maintained even in this simple example. On the other hand, if the delay spread is short, orthogonality in time can be maintained for the VSL system. It is observed that should it be possible to obtain perfect channel estimates, orthogonality can be preserved; however, in practice, perfect channel estimation is not possible.
We shall investigate this characteristic by considering systems with a highly structured correlation matrix. We will reduce the correlation between MC virtual users and observe the e ects on performance. We note that even if the scheme in 4] is adopted, there will still be virtual users in the MC system that have correlated spreading codes while their VSL analogs will be orthogonal.
We shall consider ML detection where the active users can be partitioned into three sets: h denotes the set of users currently being detected, f denotes the set of users whose data bits are being fed back and l denotes the rest of the users. The signature cross-correlation matrix (over the low-rate interval) of the spreading codes of these users can be partitioned as seen below:
R :
In the sequel, the y will denote restriction (of codes and/or correlation matrices) to the high-rate interval. In regards to Figure 2 (b), a possible partition is: f = f1; 2g; h = f3; 4g; and l = f5; 6g.
We note that this signature cross-correlation matrix could describe either R MC or R V SL , the di erence between the two schemes is that if f and h are two sets of high-rate users, R f;h = R T h;f = zero matrix. This re-iterates the observation above that a characteristic of MC multi-rate access is that non-zero cross-correlations will exist between pairs of virtual users whose analogs in the VSL system will be orthogonal.
Prior to comparing performance of these two multi-rate access schemes numerically, we will present bounds on the AME for jointly optimal detection with feedback. A. Bounds on ML AME with Feedback
We next develop bounds on the asymptotic multi-user efciency (AME) 17] for optimal multi-user detection with decision feedback of optimally detected prior decisions. It is noted that the motivation behind seeking these bounds is to nd an expression for detection in the VSL system with feedback that admits a straightforward comparison to the MC system. Thus, our objective is not to determine the exact AME for detection with feedback. Research directed to this end can be found in 10], 22]. However, the resulting expressions are di cult to manipulate for our comparison. The approach taken here is to apply the techniques employed in 16]. We shall denote the AME achieved via ML detection for user k after feedback as f k . It should be noted that the bounds to be developed are general and can be applied to single-rate CDMA systems as well.
We shall consider bounds on f k in a multi-step process. Proposition IV.1 will provide a lower bound on f k where one will consider the detection of even partial lowrate bits. As this scenario will incur additional complexity, this bound is loosened to consider the more practical scenario of ignoring partial low-rate bits to provide the group detection bound (see equation (21)). However, the form of this bound does not facilitate direct comparison to the MC system. Thus, by straightforward manipulation, we will then consider a second lower bound (Proposition IV.2). The form of this second lower bound will enable us to directly compare performance as it will have the same form as that of the AME of a single-rate system.
We provide the following: Figure 2 . The decisions for users 5 and 6 will not be fed back as the delity of these decisions will be low from Observation 2. Hence the de nition of R ; which notes that the low-rate users are observed on the restriction to the high-rate interval. We observe that it is possible to perform optimal group detection 14] for users 1 and 2 and not estimate the bits for users 5 and 6. The lower bound currently under development will be modi ed in the sequel for such a scenario.
As noted earlier, the bounding methods employed will rely on techniques developed in 16]. Let f ( ) be the function maximized for maximum likelihood detection of the rst set of data bits,
The vector y is the set of matched lter outputs over the high-rate detection interval. We now proceed to bound P f 
The columns of the matrix C z are the spreading codes of the users in fh lg. Note that m( ; f ) is the contribution due to possible errors in the detection of b . f is the restriction of to the di erence vector that is actually fed back. Recall the earlier discussion which noted that although the low-rate user bits may be detected over the high-rate data interval, they will not be fed back.
From equation (14), we see that conditioned on 2 E f , (b ?2 ) ? (b) is a Gaussian random variable. The probability in (13) can be evaluated explicitly,
If we combine the bounds on 2 and (15) (20) And, the proposition is proven.
22
Each term in the bound above has an intuitive description: kS f ( )k 2 is a measurement of the delity of the estimates of the bits that are fed back, while m( ; f ) quanti es the impact of prior decisions. It is straightforward to show that the bound described above is tighter than the lower bound o ered in 14]; however, this tightness is at the expense of a signi cant increase in computational complexity. We next re-visit the issue of optimal group detection. For complexity reasons it would be prudent to not explicitly optimally detect the data bits which will not be used for feedback purposes. In such a case optimal group detection 14] would be employed. The reader is referred to the reference for explicit details. The lower bound developed above can be easily modi ed to accommodate optimal group detection on the data bits to be fed back. This type of a feedback scenario is referred to as sequential group detection in 14]. The lower bound on the asymptotic e ciency when group detection is used in the rst stage is, 
Thus the proposition is proven.
Notice that this bound mimics the form of the singlerate AME calculation in (4) . This similarity will facilitate comparison and enable us to straightforwardly calculate bounds on near-far resistance.
An upper bound on the AME is taken from 14]. This is a modi ed perfect interference cancellation bound which we will observe to be fairly tight for the scenarios considered. This bound is simply the AME under the assumption that the rst-stage estimates are perfect. This bound is given as
where kS a k ( )k and E a k are the appropriate function and set respectively, de ned for optimal detection of all active users simultaneously without feedback. In this way, jointly optimal detection for VSL is implicitly considered through this upper bound.
Calculation of these bounds for various communication scenarios is presented in Section V.
B. Comparison of Near-Far Resistance
We now consider the comparison of the near-far resistance achieved for the detection of the users in set f; this comparison is straightforward and stems directly from (5) 
2
These two propositions present su cient, though not necessary, conditions for the VSL system to o er a performance advantage; however, they provide limited intuition in their current form. In Section V, we will apply these propositions to an equi-correlated system and a pseudo equi-correlated system to determine regions of cross-correlation values that yield superior performance for the VSL system. This activity is motivated by the fact that closed form expressions can be derived for the near-far resistances and appropriate bounds of all active users using the results of Propositions IV.3 and IV.4. In addition, we wish to consider the e ects of cross-correlation between the virtual users in the MC system corresponding to the same high-rate user.
V. NUMERICAL RESULTS
In this section, we consider numerical examples for comparing performance of the VSL and MC multi-rate access schemes with jointly optimal detection. We examine the scenario portrayed in Figure 2 : two high-rate and two-low rate users with P = 2. This dual-rate system will be studied in the context of three types of spreading code sets: general, equi-correlated and pseudo equi-correlated. A general code set is generated from m-sequences 12] with no other optimization for cross-correlation between codes. Although results are shown for a particular realization of the code assignments, several numerical studies indicate that performance is commensurate for other randomly chosen code sets. In an equi-correlated code set, each pair of distinct codes has the same cross-correlation. Finally, we shall investigate the performance of a pseudo equi-correlated system. In this case, the cross-correlation between distinct MC users' codes will have one value, while the crosscorrelation between two virtual users' codes corresponding to the same high-rate user will be a fraction of that value. As stated earlier, the motivation for investigation of this scenario is to study whether the minimization of the crosscorrelation between the codes assigned to a single high user in the MC system will have a signi cant e ect on the performance.
The curves exhibited will be denoted as follows: MC describes the AME of the MC system as calculated using (3); the upper bound (VSL UB) for ML detection in a VSL system with feedback is derived from (24); a lower bound (VSL LB) for ML detection in a VSL system with feedback is derived from (7); while the second lower bound found in (22) is labeled as VSL SLB. The performance for estimating the VSL data bits which will be fed back is denoted by L-VSL to indicate detection over the low-rate bit interval and H-VSL to indicate detection over the high-rate interval. Note that these curves (L-VSL and H-VSL) are for detection without feedback. The AME will be plotted as a function of varying amplitude ratio, A i =A d , where A d is the amplitude of the desired user and A i denotes the amplitude of the interferers. All interferers will have equal amplitude.
General Code Set Case Figure 3 considers detection of low-rate users with a general code set. Figure 3(a) shows performance for detecting a low-rate user without feedback, while Figure 3 (b) exhibits performance for detecting a lowrate user with feedback. It is clear that the VSL access system o ers a distinct advantage over the MC system. It is also patent that detection of low-rate users should not be done over the high-rate interval. In Figure 3 . Figure 4 provides the performance curves for the detection of a high-rate user. Once again the VSL system exhibits superior performance. We shall see that the advantages of the VSL system are uniformly realized in the detection of the high-rate users over their bit interval of duration.
Equi-correlated Code Set Case We next provide results from the consideration of an equi-correlated system. We shall see that the value for the common crosscorrelation value signi cantly a ects the results. Figure 5 shows the AME for the two systems when = ?0:1; for this scenario it is preferable to employ the VSL system. However, if the cross-correlation is positive as in Figure 6 ( = 0:1), there is minimal gain to using the VSL system. We note that for the detection of low-rate users with feedback that the rst lower bound (VSL LB) is essentially coincident with the upper bound while the second lower bound (VSL SLB) is quite loose. For both scenarios, we observe that the e ects of feedback for the detection of low- rate users is not as signi cant as is seen for high-rate users. However, these results are not surprising. In such a scenario, the relative interference between the low-rate user and the remaining users is the same for both multi-rate access systems. It should be underscored, however, that for general code sets, it has been observed that the VSL system o ers superior performance. We next consider the near-far resistance of these systems. Figure 7 exhibits the regions (shaded) where V SL k MC k . For all plots, the region above the dotted line depicts valid cross-correlation values ( ) for an equi-correlated system. These values ensure a positive de nite cross-correlation matrix. Figures 7(a) and 7(b) consider the detection of highrate users without feedback and the boundaries were determined using (5) with appropriate cross-correlation matrices. In Figure 7 (a) there are two high-rate users and the number of low-rate users is varied, while in Figure 7 high-rate users with feedback. The boundaries were determined using (25) and (26). In Figure 7 (c) there are two high-rate users and the number of low-rate users is varied, while in Figure 7 (d) there are two low-rate users and the number of high-rate users is varied. The regions of for which V SL k MC k with feedback are more circumspect, but this could be attributed to the fact that (22) is potentially a loose bound. In fact, due to the looseness of this bound for low-rate users with feedback ( Figure 5 (b) and 6(b)), regions for such users are omitted.
Pseudo Equi-correlated Code Case We next turn our attention to a pseudo equi-correlated system, where the correlation structure for the MC system is varied in a controlled manner. We consider a MC system where the crosscorrelation between distinct users is (e.g. users 1, 3 in Figure 2 (a)) and the cross-correlation between bits (virtual users) of a particular high-rate user is c where c 1 (e.g. R 1;2 = R 3;4 = c in Figure 2(a) ). c is a positive factor which represents the reduction in cross-correlation between the codes of MC virtual users corresponding to the same high-rate user. To crystallize this notion, we provide example cross-correlation matrices. We describe a system where there are two low-rate user (virtual users 1-2) and two high-rate users (virtual users 3-5) and P = 2. The consideration of this scenario is propelled by the work in 4]. For the VSL system, the cross-correlation between distinct users is and the signals due to distinct data bits for high-rates are orthogonal. Detection of high-rate users after feedback is studied. In Figure 8 we get a sense of how increasing c a ects the AME for the MC system. We see that while the AME for the high-rate users increases slightly, it is still less than the lower bound for the VSL system. In fact, as is evidenced by the c = 1 curves, the VSL lower bound is still better than the AME achievable by the MC system even when the high-rate code sets are mutually orthogonal. Figure 8 These gures show that if the cross-correlation between virtual users can be minimized, there is improvement in the performance of the MC system, however this improvement is not signi cant. This is due to the fact that there are virtual users due to distinct high-rate users which still have non-zero cross-correlation in the MC system. It is in the scenario where all of the MC users are mutually orthogonal, that the MC system can outperform a VSL system. However, this would require coordination between distinct users which is not practically possible.
VI. CONCLUSIONS
In this paper, we provided observations and results comparing jointly optimal detection for two multi-rate CDMA systems. It is clear that the VSL methodology can o er im- proved performance in the detection of high data rate users for realistic cross-correlation values, although performance for low data rate users is comparable in the two systems.
We have assumed that each user employs the same chipping rate. Thus, this improvement in performance is achieved by VSL despite the fact that it is assumed that all users occupy the same bandwidth. There are other considerations to weigh when determining which system to use. The VSL multi-staged approach has lower complexity than the MC system. The complexity of the MC system is of order O(2 K l +P K h ) while the VSL multi-staged system (employing group detection) has complexity O(2 K h +K l ). If P is large, the di erence in complexity for performing detection will be considerable. In addition, there is an inherent delay present in the MC system due to the fact that highrate data is multiplexed and transmitted in parallel. We note that in general, for both systems, each virtual user corresponding to a particular high-rate user, and thus the corresponding bits, can potentially have a di erent probability of error. Future work will focus on communication in more realistic communication channels, i.e. channels with asynchronous communication and multi-path. We shall assume that all rates are integer multiples of the minimum rate, or alternatively that Tc TM = P c , where P c is a positive integer. Let T c denote the bit interval over which detection is to be performed. Let be the set of all active users. We can then de ne the following user sets: C = set of users to be currently detected with rates T i T c . I = set of users with data rates such that T i > T c . F = n fC Ig = set of users which are fed back, which by de nition must have rates T i T c .
This invites the following detection strategy:
For detection on T c we employ group detection 14] with regards to users present in set I, thus an equivalent system can be derived by appropriate projection of spreading codes onto the null-space of the space spanned by the users in I. The reader is directed to 14] for further details. The system now reduces, in a sense, to the dual-rate system: a set of users is currently detected (C) and a set of users is fed back (F ).
We can thus modify Proposition IV.1 as follows: 
The sets c j for j = 1; ; N 0 describe the subsets of users that are detected with feedback, thus N 0 j=1 c j = C. Similarly, the sets f j for j = 1; ; N 00 describe the subsets of users that are detected without feedback, and as such N 00 i=1 f i = F. The set f (without subscript) refers to the appropriate partition of F that are in fact fed back. Correspondingly, cj and fi are the appropriate partitions of the total error vector . The functions kS cj ( cj )k 2 and kS fi ( fi )k 2 are de ned as in (8) for the appropriate user sets. Finally, E is the appropriate complete set of error sequences. We note that most other variables are de ned similarly to the variables in Proposition IV.1 with one distinct caveat: each spreading code for detection over a particular interval is the restriction of the code to the null-space of those users whose data rates are less than the interval under consideration. It is clear that there is a corresponding Proposition A.2 that generalizes Proposition IV.2 for the multi-rate case.
In Figure 10 , we show the AMEs for a three rate system. It is intriguing that for the users of the higher rate, the VSL system o ers a de nitive advantage, while for the low-rate user, there is a loss in performance versus the MC system. In addition, one can observe that the second lower bound is not as tight for the low-rate user as for other users. This is to be expected given the information that is neglected in the computation of the second lower bound.
