Although covarying for potential confounds or nuisance variables is common in psychological research, relatively little is known about how the inclusion of covariates may influence the relations between psychological variables and indices of brain structure. In Part 1 of the current study, we conducted a descriptive review of relevant articles from the past two years of NeuroImage in order to identify the most commonly used covariates in work of this nature. Age, sex, and intracranial volume were found to be the most commonly used covariates, although the number of covariates used ranged from 0 to 14, with 37 different covariate sets across the 68 models tested. In Part 2, we used data from the Human Connectome Project to investigate the degree to which the addition of common covariates altered the relations between individual difference variables (i.e., personality traits, psychopathology, cognitive tasks) and regional gray matter volume (GMV), as well as the statistical significance of values associated with these effect sizes. Using traditional and random sampling approaches, our results varied widely, such that some covariate sets influenced the relations between the individual difference variables and GMV very little, while the addition of other covariate sets resulted in a substantially different pattern of results compared to models with no covariates. In sum, these results suggest that the use of covariates should be critically examined and discussed as part of the conversation on replicability in structural neuroimaging. We conclude by recommending that researchers pre-register their analytic strategy and present information on how relations differ based on the inclusion of covariates.
Understanding how psychological and physiological variables relate to meaningful outcomes is a central objective of behavioral science research. One analytic technique for doing so is multiple regression, which allows researchers to examine the relative contribution of several predictors in accounting for variance in an outcome. Within this framework, researchers can test if the addition of a predictor to a multiple regression equation makes a unique contribution over and above the other predictors. There are several terms for this procedure, including covarying, controlling, adjusting, or correcting for the other predictors in the model, and it can be implemented with mathematically identical but interpretatively different aims. One way is in an effort to establish incremental validity by demonstrating that a variable explains additional variance in an outcome beyond the other predictors (e.g., Petrides et al., 2007; Wood et al., 2008) . For example, researchers may test whether a score on a standardized test predicts more variance in job performance than IQ scores. Another way this approach is used is to attempt to control for the influence of a confound (e.g., Hoggart et al., 2003; Rosenthal and Hooley, 2010) . For example, researchers may use smoking status as a covariate when examining the relation between alcohol use and health outcomes, effectively testing the relationship between alcohol use and health outcomes above and beyond smoking status.
There are several methodological considerations that may make the use of covariates particularly appealing in neuroimaging studies. For example, researchers may want to control for potential procedural factors that may inappropriately impact data, such as time since last scan in a longitudinal design (Skup et al., 2012) , participant movement in the scanner (Johnstone et al., 2006) , sophistication of scanner (Barnes et al., 2010) , or location of data collection (Peters et al., 2011) . These variables are referred to as "nuisance variables," in that they minimize error variance but do not influence the relation between the independent and dependent variables (Aguirre, Zarahn, & D'esposito, 1998) . In contrast, a confound is present if the inclusion of a variable in a model meaningfully alters the interpretation of the relation between the independent variable of interest and the dependent variable, since it covaries with both variables and contaminates the presumed causal interpretation (e.g., Kleinbaum et al., 1988; Rao, Monteiro, Mourao-Miranda, & Alzheimer's Disease Initiative, 2017) .
Another class of covariates that have been referred to as nuisance variables are demographic and anatomical variables such as age, sex, and intracranial volume (ICV). However, previous studies suggest that the term "nuisance variable" in this context is perhaps a misnomer, since the inclusion of these variables in a regression model can alter the pattern of findings in such a way that changes that relation of interest due to the removal of meaningful variance from the other predictor(s). Several studies have examined how brain-behavior relations using fMRI (Aguirre et al., 1998) , PET (Andrade et al., 1999) , and structural MRI (Barnes et al., 2010; Crowley et al., 2018) are altered by the inclusion of age, sex, and ICV; results suggest that major interpretative changes can occur, such that non-significant findings can become significant, or significant findings can become non-significant. This should not be considered surprising, since there are documented concerns about Type I error rates and interpretation when the predictors are strongly correlated and/or measurement error is high (e.g., Christenfeld et al., 2004; Culpepper and Aguinas, 2011; Lynam et al., 2006; Miller and Chapman, 2001; Shear and Zumbo, 2013; Sleep et al., 2017; Vize, Collison, Miller and Lynam, 2018a; Westfall and Yarkoni, 2016) .
While predictor interrelations may be null, and therefore nonproblematic for some psychological predictors that are not linked to demographic covariates, this is not the case for other variables like personality traits. For instance, there is considerable cross-cultural support for sex differences in personality traits (Costa et al., 2001; Feingold, 1994; Schmitt et al., 2008) , as well as age-related changes in personality that occur over the lifespan (Donnellan and Lucas, 2008; Lucas and Donnellan, 2011) . As such, controlling for sex may remove meaningful variance in traits such as neuroticism and agreeableness. Indeed, Hu et al. (2011) examined the relations between Five Factor Model (FFM) personality traits and voxel-based morphometry estimates of gray and white matter volume, and reported that the addition of gender as a covariate (compared to a model with no covariates) resulted in a substantially different pattern of findings, such that "a huge part of the significantly correlated regions were canceled, whereas the remaining clusters did not reflect the correlation pattern either in the female or the male group" (p. 1998) . Similarly, the addition of ICV as a covariate resulted in significantly different patterns of relations between gray and white matter volume and FFM traits, while the addition of age had little effect on the pattern of relations.
To build on the existing work examining the consequences associated with the use of covariates in structural neuroimaging, we conducted a two-part study. Part 1 is descriptiveour aim was to provide a brief review of the use of covariates in structural neuroimaging studies that investigate relations between morphometric indices and traits or behavioral tasks. Although the use of covariates is typical in structural neuroimaging, we aimed to investigate the degree of standardization of this practice across the recent literature. We intended to address basic questions such as: what is the average number of the covariates used in this line of structural MRI research? How often are no covariates used in this literature? What is the highest number of covariates used in a single model? What are the most commonly used covariates? Do papers present results from multiple models that include different covariates in each model? What is the average sample size in these studies, and how does it related to the number of covariates used?
After providing a qualitative review of common covariate practices in the structural neuroimaging literature on psychological variables in Part 1, we examined the degree to which the inclusion of covariates can influence the results and interpretation of these analyses in Part 2. Thus, Part 1 served two purposes in the current manuscript. First, we believe that the results of Part 1 are informative in themselves, since they provide a summary of an understudied analytic practice. Second, the results from Part 1 allowed us to design our Part 2 analyses to accord with the state of the current literature in the interest of generalizability.
Part 1 methods

Procedure and exclusion criteria
To provide a brief review of the use of covariates in structural MRI studies that use psychological variables to predict structural indices, we conducted a review of studies published in the journal NeuroImage from October 2016-October 2018. We preset a minimum of 25 studies, such that if we did not reach this threshold after reviewing two years' worth of articles, we would continue to search backwards chronologically until we reached this number. Inclusion criteria were the use of structural MRI to derive an index of brain morphometry on live humans, and the comparison of this index to a behavior (e.g., delayed discounting), trait (e.g., impulsivity), cognitive performance (e.g., verbal processing), or psychological diagnosis (e.g., presence of Alzheimer's diagnosis). Henceforth, we will refer to this collective set of variables as psychological variables for the sake of brevity.
Exclusion criteria were the comparison of structural morphometry to another physiological index (e.g., gene expression, blood pressure) and the use of machine learning to derive covariates through an iterative process. Meta-analyses and systematic reviews were also excluded. The first two authors (CSH and MMO) reviewed each study independently, then compared results and resolved any discrepancies. For each study, data were gathered regarding 1) the sample size(s) used, 2) the population type (e.g., children, older adults with Alzheimer's disease), 3) the type of structural MRI scanner used, 4) the software used to conduct the morphometric analyses, 5) the number of models tested that included unique covariate sets, 6) the number of covariates used in each model, 7) the covariates used, and 8) the psychological variable of interest.
Part 1 results
Search results
Our review located 50 articles that met the inclusion criteria. The vast majority of excluded articles did not use structural MRI or did not test the relation between a structural index and a psychological variable. The list of included studies can be found in Table 1 . In instances where authors presented results from different samples within a manuscript, each of these samples was treated as a separate "study" (i.e., included separately in all descriptive statistics). The mean sample size across all collected studies was N ¼ 321 (SD ¼ 689.86). However, this mean value was inflated due to the presence of a single outlier that was almost 7 standard deviations above the mean (N ¼ 5035; . After removal of this outlier, the mean sample size decreased to N ¼ 234 (SD ¼ 256.40). The median value was 117 across all studies, and the sample sizes at the 1st and 3rd quartiles were N ¼ 61 and 335. These quartile estimates served as the basis for the sample sizes we selected in Part 2.
In terms of scanner type, 12/50 (24%) used a 1.5 T scanner, while the remaining 38/50 used a 3 T scanner. The majority of manuscripts used Freesurfer to estimate structural morphometry (31/50, 62%), although SPM (7/50, 14%) was also relatively common. Additionally, several studies used manual segmentation procedures (6%, 3/50). The majority of participants in the studies reviewed were healthy adults (20/50, 40%), while many studies used older adults (19/50, 38%) and children or adolescents (11/50, 22%). Out of 50 studies reviewed, 68 total models were implemented, and 37 unique covariate sets were used. This discrepancy between the total number of models and unique covariate sets used is due to the fact that Note: all samples are presumed to be healthy unless indicated otherwise; citation abbr. ¼ abbreviation of full citation; for ease of viewing, we only present the name of the first author and year, unless this resulted in a duplicate in which case we included the first and second author's last names and the year; N ¼ sample size; pop. ¼ population type.
many of the models used the same covariate set as others. Of these 37 unique covariates sets, 27 of them (73%) were used in only a single model. Of the 68 total models implemented, the use of no covariates was the single most common covariate set, with 11(16%) models using no covariates. The next most common covariate set was the simultaneous use of age, sex, and ICV, and this covariate set was used in seven models (10%). Age alone was used as a covariate set in four models (6%), and the simultaneous use of age and ICV as a covariate set was used in five (7%) models. No other unique covariate sets were used more than three times. Across these 68 total models, age was the most commonly used covariate (i.e., either on its own as a covariate set or in combination with at least one other covariate), and it was present in 44 (65%) of the models. The next most commonly used covariates were sex (37/68, 54%) and ICV (30/68, 44%). Although less common, education was also used relatively frequently (9/68, 13%), and blood pressure, body mass index, IQ, and socioeconomic status were each used in six (9%) models. Fig. 1 depicts a histogram of the number of models that used each number of covariates. The mean number of covariates used across the 68 different models was 2.75 (SD ¼ 2.65). The median number of covariates used was two, and the modal number of covariates used was three. The number of covariates used ranged from 0 to 14. The number of covariates used in a model displayed a positive correlation with the sample size (r ¼ 0.46). Fig. 2 provides a graphical illustration of the relation between sample size and number of covariates included in a given model.
Of the 50 studies reviewed, 42 presented at least one model with at least one covariate (i.e., in eight studies, only a single model without covariates was presented). Of these 42 studies, 33 (79%) provided no information regarding how the addition of covariates influenced the analyses of interest. Of the remaining nine studies, six (14%) reported that the primary results did not change, but did not present the requisite statistical information to substantiate this claim. Thus, in total, only three (7%) studies reviewed provided full statistical information regarding how the analyses of interest changed with the addition of a covariate set.
Finally, in four out of 50 studies (8%), a predictor variable had been modified prior to its inclusion in the multiple regression model to account for a nuisance variable, most commonly dividing regional volumes by total ICV. This approach has been shown to be less effective at removing the confounding effects of ICV (Pintzka et al., 2015) , but still represents an effort to control for this variable. We did not include such instances in our covariate counts.
Part 2 introduction
In Part 1, we surveyed recent issues of NeuroImage and collected data about covariate use in studies that link structural morphometry to psychological variables. On average, studies tended to use between two and three covariates, and age, sex, and ICV were the most commonly used covariates. However, across all studies, there was a wide range of unique covariate sets employed. Several studies implemented multiple covariate sets within a manuscript, and others used more than 10 covariates in their models. In the majority of the reviewed studies, the results were not presented from both covaried and non-covaried analyses, which means that it is impossible to know what effect the covariates had, if any. Although this provides a glimpse into the practice of covariate use in structural imaging, this review cannot speak to the way that any single covariate set may influence results.
Moving beyond the descriptive nature of Part 1, Part 2 of the current study was designed to examine the degree to which different covariates influence both the effect sizes of structural morphometry-psychological variable relations, as well as the p-values associated with these effect sizes. We utilized data from the Human Connectome Project (HCP; Van Essen et al., 2013a , 2013b to investigate how the addition of covariates alters the relations between gray matter volume and personality traits, indices of psychopathology, and cognitive tasks (hereafter referred to as individual difference variables). We elected to use this particular assortment of variables with the intent that our analyses will be broadly applicable to many researchers using structural neuroimaging methodologies. Specifically, we chose to use the two higher order personality factors Stability (i.e., combination of low neuroticism, high agreeableness, and high conscientiousness) and Plasticity (i.e., combination of high extraversion and high openness) as predictors, since these meta-traits are thought to be relevant to understanding virtually all individual differences in personality (DeYoung, 2015) . Stability is thought to capture an individual's general tendency to maintain stability when faced with stressors and disturbances in inter/intrapersonal functioning, while Plasticity is thought to capture an individual's propensity to engage with novel features of an environment (see DeYoung, 2006) . Similarly, we chose to investigate Internalizing Psychopathology and Externalizing Psychopathology, rather than specific indices of psychopathology based on categorical diagnoses, due to the large body of research that suggests that many forms of psychopathology can be organized and understood as differential manifestations of these two latent factors of psychopathology (e.g., Kotov et al., 2017; Krueger, 1999) . Internalizing Psychopathology is thought to capture "inward" indicators of maladjustment, such as fear, distress, and other intense negative emotions, while Externalizing Psychopathology is thought to capture "outward" indicators of maladjustment, such as disruptive or antisocial behavior (e.g., Krueger, 1999) . Finally, we chose Executive Function and Processing Speed as cognitive tasks, given the longstanding interest in linking specific indices of cognition to structure and functioning of the brain (e.g., Abrahams et al., 1999; Ibarretxe-Bilbao et al., 2011) .
We pre-registered our analytic plan after completing Part 1 and prior to conducting any analyses in Part 2 (https://osf.io/anvfx/register/565fb 3678c5e4a66b5582f67), and we used two approaches to quantify the similarity of these relations. First, we used profile matching analyses to compare the relations between cortical gray matter volume (GMV) and individual difference variables when no covariates are entered into the model with relations when a covariate set is added to the model. This allows us to estimate the absolute similarity of profiles with and without a covariate set (see McCrae, 2008 for a review of profile matching analyses). Second, given a field-wide emphasis on significance testing, we examined the number of times there was a change in the statistical significance of the relation between GMV and an individual difference variable when a covariate was added. Specifically, we calculated the number of instances where the p-value associated with a given GMV-individual difference association either became statistically significant at the arbitrary cut-off of p < .05 when a covariate set was added (i.e., gain in statistical significance) or was no longer statistically significant at p < .05 after the addition of a covariate set (i.e., loss of statistical significance). Importantly, we used HCP data in two ways in order to the examine how the addition of a covariate set influences the effect sizes that describe the relations between GMV and individual difference variables, as well as the p-values associated with them. First, we took a "traditional" sampling approach and used the largest available sample from HCP with all pertinent data (N ¼ 1102) and examined how the GMV-individual difference relations changed with the addition of a covariate set in this full sample. Second, we took a more complex "random sampling" approach, wherein we used HCP data to generate 100 random samples of magnitudes typical of this literature as indicated in Part 1 (Ns ¼ 61, 117, 335) . Then, we aggregated across these 100 samples to examine how GMV-individual differences variable relations change with the addition of a covariate set in multiple random samples (see Analytic Procedure for full details).
Part 2 methods
Participants
Structural MRI and individual difference variables were collected as part of HCP (Van Essen et al., 2013a , 2013b . The total HCP sample consists of 1113 participants, and exclusion criteria included a history of severe psychiatric disorder (e.g., schizophrenia), substance use disorder, neurological disorder, or a significant medical history (e.g., cardiovascular disease). For the current analyses, we utilized a subsample of 1102 participants who had completed all of the necessary individual difference measures examined herein. In terms of demographic information for this sample (N ¼ 1102), the mean age was 28.8 years (SD ¼ 3.7), and 54.2% of the participants were female. The racial composition of this sample was as follows: 74.7% white or Caucasian, 15.2% black or African-American, 5.7% Asian-American, 2.5% of participants reported more than one race, 1.7% participants did not report race, and 0.2% Native-American. The ethnicity composition of the sample was 8.5% Hispanic and 91.5% non-Hispanic. Participants averaged 14.9 years of education (SD ¼ 1.8).
Materials
Stability and Plasticity. The NEO-FFI (Costa and McCrae, 1992 ) is a 60-item self-report measure of FFM personality traits. For the current was excluded in the interest of a more compact visual representation; when a manuscript presented results from multiple models (e.g., N ¼ 100, 0 covariates; N ¼ 100, 3 covariates), these values were plotted separately; the vertical dashed line represents the overall mean sample size (N ¼ 234) after the removal of the outlier.
analyses, we focused on the two superordinate meta-traits Stability and Plasticity (e.g., DeYoung, 2006) , which are computed by averaging the standardized scores of FFM agreeableness, conscientiousness, and reverse-scored neuroticism (Stability; α in full sample: 0.86), and extraversion and openness, respectively (Plasticity; α in full sample ¼ .75).
Internalizing and Externalizing Psychopathology. The Achenbach Adult Self-Report (ASR; Achenbach and Rescorla, 2003 ) is a 123-item measure of adaptive functioning for adults (18-59) that includes items on behavior, emotional, and social problems. We derived an Internalizing Psychopathology composite, (α in full sample ¼ .89) containing the subscales Anxiety/Depression, Withdrawnness, and Somatic Complaints, and an Externalizing Psychopathology composite (α in full sample ¼ .86) containing the subscales Aggression, Rule-Breaking, and Intrusive Behavior.
Executive Functioning. The Dimensional Changes Card Sort Task from the NIH toolbox was used as a measure of executive functioning (Zelazo et al., 2014) . In this task, participants are presented with a series of pictures that vary along dimensions of shape and color, and then asked to indicate if the pictures are matched on one of the dimensions. Throughout the task, participants are required to "switch" the dimension they are using to match the pictures. The total score for each participant is a combination of reaction time and accuracy.
Processing Speed. The Pattern Completion Processing Speed Task from the NIH toolbox was used as a measure of processing speed (Carlozzi et al., 2015) . In this task participants are presented with a series of the pictures and asked if the pictures are the same or not. The total score for each participant is the number of correct comparisons made within a 90 s time window.
MRI data acquisition and processing
High-resolution T1-weighted structural MRI images were acquired on a 3T Siemens Skyra scanner (Siemens AG, Erlanger, Germany) with a 32channel head coil with a voxel size of 0.7 mm 3 isotropic (FOV ¼ 224 x 240, matrix ¼ 320 x 320, 256 sagittal slices; TR ¼ 2400 ms and TE ¼ 2.14 ms). Quality checking was completed to ensure all scans were of high quality with all scans not meeting criteria being re-acquired (Marcus et al., 2013) . Data were reconstructed and preprocessed using the Freesurfer recon-all pipeline Fischl et al., 1999; Fischl et al., 2004) in FreeSurfer Image Analysis Suite version 5.3 (http ://surfer.nmr.mgh.harvard.edu ; Fischl, 2012) . See Glasser et al., 2013 and Van Essen et al. (2013b) for more details of acquisition, reconstruction, and preprocessing specific to the HCP. Gray matter volume was calculated for the 34 cortical regions defined by the Desikan atlas (Desikan et al., 2006) from both the left and right hemisphere (i.e., 68 total regions). Estimated intracranial volume (ICV) was calculated for each participant in Freesurfer for use as a covariate. Values for each index in each cortical region were exported into R for Windows.
Analytic Procedure
A series of analyses was conducted to estimate how much the inclusion of a covariate set influences the relations between structural morphometry and individual difference variables. All of the random sampling analyses were conducting using R statistical computing software (R Core Team, 2018; syntax is available at https://osf.io/anvfx/ register/565fb3678c5e4a66b5582f67), and all traditional sampling analyses were conducted using SPSS and an Excel spreadsheet.
First, six profiles of 68 standardized regression coefficients were generated by using each of our six individual difference variables (i.e., Stability, Plasticity, Internalizing Psychopathology, Externalizing Psychopathology, Executive Functioning, and Processing Speed) 1 to predict GMV for each of the 68 cortical regions of the Desikan atlas (Desikan et al., 2006) . Then, an analogous set of six profiles was calculated using multiple regression with one of the individual difference variables as well as one of the covariate sets as the predictors. The following covariate sets were used: 1) age, 2) sex, 3) ICV, 4) age, sex, and ICV, and 5) IQ, socioeconomic status (SES), and education. These covariate sets were selected as they were the most commonly used covariates in the manuscripts reviewed in Part 1. Profiles of regression coefficients with and without covariates (i.e., no covariate profile vs. covariate profiles 1-5) were then compared using double-entry intraclass correlations (r ICC ) coefficients (McCrae, 2008) . Double-entry ICCs can be interpreted as an omnibus measure of absolute profile similarity that is influenced by elevation, shape, and scatter of effects (see Furr, 2010) . They range from À1 (perfect absolute dissimilarity) to þ1 (perfect absolute similarity), and therefore serve as a metric for the overall agreement between regression coefficients when an individual difference variable is used to predict GMV with and without covariates. Thirty double-entry ICCs were calculated: five profile comparisons (i.e., no covariate profile vs. each of the five covariate profiles) for each of the six individual difference variables.
Since it is possible that profile similarity changes as a function of sample size, all 30 ICCs were calculated for four different samples sizes, including the full HCP sample (i.e., N ¼ 1102) and three subsamples (i.e., N ¼ 61, 117, 335) which were randomly sampled without replacement from the larger HCP dataset. These subsample sizes were chosen following the review completed in Part 1 as reasonable representations of the sample sizes used in structural neuroimaging analyses of psychological variables. Lastly, in order to maximize the generalizability of our results, the subsample analyses were repeated 100 times for each subsample, with each repetition randomly resampling without replacement from the HCP dataset of 1102 observations. Hereafter, we refer to the three sets of 100 samples (i.e., one set for N ¼ 61, 117, and 335 each) as the small subsample set, medium subsample set, and the large subsample set, respectively for convenience.
Analyses were also conducted to evaluate the stability of the statistical significance of the regression coefficients with and without covariates included. For each of the regressions described above, the statistical significance for the individual difference coefficient was recorded so that changes in statistical significance could be evaluated for each of the 30 profile comparisons (i.e., five covariate profiles for six individual difference variables). For each comparison (i.e., without covariates vs. with a covariate set), the percent of regression coefficients that changed from significant (p < .05) to not significant (p ! .05) and vice versa were calculated. For example, assume GMV in regions X and Y of the Deskian atlas (i.e., 2/68) demonstrated statistically significant (i.e., p < .05) relations with an individual difference variable without covariates in the model. If adding a covariate set resulted in the additional region Z becoming statistically significant, then we would conclude that 1/66 (2%) relations gained statistical significance status. Here, the denominator represents the number of relations that were statistically nonsignificant in the analyses with no covariates in the model.
% Gain ¼ # of Newly Statistically Significant Coefficients 68 À # of Previously Statistically Signifcant Coefficients
Alternately, if adding a covariate set resulted in X and Y no longer being statistically significant, we would conclude that 2/2 (100%) of relations lost statistical significance status. The denominator here represents the number of statistically significant regions found in the analyses with no covariates in the model. 1 Bivariate correlations between all individual difference variables can be found in Supplemental Table 1. C.S. Hyatt et al. NeuroImage 205 (2020) 116225 Again, we first conducted these analyses in the full sample, and subsequently these analyses were replicated 100 times each for the small, medium, and large subsample sets. Due to positive skew, we report the median and interquartile range of the percent that lost and gained statistical significant with the inclusion of a covariate set in the subsample set analyses.
Part 2 results
Similarity of No-Covariate and Covariate Profiles in Full Sample (N ¼ 1102)
Age. Results from the profile matching analyses in the full sample can be found in Table 2 . Overall, the profiles with no covariates were very similar to the profiles with age as a covariate set. The r ICC values ranged from 0.74 (Executive Functioning) to 0.89 (Stability).
Sex. There was wide variability in terms of similarity between profiles with no covariates and profiles with sex as a covariate set. The r ICC values ranged from medium and negative (r ICC ¼ À0.34; Externalizing Psychopathology) to very large and positive (r ICC ¼ 1.00; Internalizing Psychopathology).
ICV. Results suggest wide variability in terms of similarity between profiles with no covariates and profiles with ICV as a covariate set. The r ICC values ranged from large and negative (r ICC ¼ À0.50; Executive Functioning) to very large and positive (r ICC ¼ 1.00; Internalizing Psychopathology).
Age, sex, & ICV. Similarly, there was wide variability in similarity between profiles with no covariates and profiles with age, sex, and ICV as a covariate set. The r ICC values ranged from large and negative (r ICC ¼ À0.51; Executive Functioning) to very large and positive (r ICC ¼ 0.97; Internalizing Psychopathology).
IQ, SES, and education. Overall, profiles with IQ, SES, and education as a covariate set tended to be very similar to profiles with no covariates, but there was variability by individual difference variable. The r ICC values range from small and positive (r ICC ¼ 0.09; Executive Functioning) to very large and positive (r ICC ¼ 0.85; Stability).
Changes in Significance Status in the Full Sample (N ¼ 1102)
Age. The percentages of losses and gains in significance status for all covariate sets across all individual difference variables in the full sample can be found in Table 3 . In the full sample, adding age as a covariate set resulted in almost no gains in statistical significance status, with a sole exception of a single gain in statistical significance for Internalizing Psychopathology. There was moderate variability in terms of losses of statistical significance status, with the percent of GMV-individual difference relations losing statistical significance ranging from 16.1% (Externalizing Psychopathology) to 100% (Internalizing Psychopathology).
Of note, this 100% figure indicates that the sole statistically significant GMV-Internalizing Psychopathology relation lost statistical significance status after age was added as a covariate set.
Sex. Adding sex as a covariate set generally did not yield large gains in statistical significance status, although there was one GMV-Stability (2.5%) and two GMV-Externalizing Psychopathology (16.7%) relations that gained statistical significance status. In contrast, there were many GMVindividual difference relations that lost statistical significance with the addition of sex as a covariate set. The percent of losses in statistical significance status ranged from 0.0% (Internalizing Psychopathology) to 98.2% (Externalizing Psychopathology). This indicates that after the addition of the sex as a covariate set, 55 out of 56 of the GMV-Externalizing Psychopathology relations lost statistical significance status.
ICV. The addition of ICV as a covariate set resulted in a small number of gains in statistical significance status, ranging from 0.0% (Executive Functioning) to 16.7% (Externalizing Psychopathology). Alternately, there was variability in terms of the impact of the addition of ICV as a covariate set on losses in statistical significance status, ranging from 0.0% (Internalizing Psychopathology) to 97.6% (Plasticity). This means that adding ICV as a covariate set resulted in 41 out of 42 GMV-Plasticity relations losing statistical significance status.
Age, sex, & ICV. Adding age, sex, and ICV as a covariate set resulted in a small number of gains in statistical significance, ranging from 3.0% (Internalizing Psychopathology) to 25% (Externalizing Psychopathology) On the other hand, the addition of age, sex, and ICV as a covariate set resulted in a large number of losses in statistical significance status, ranging from 0.0% (Internalizing Psychopathology) to 100% (Plasticity). Of note, after the addition of age, sex, and ICV as a covariate set, over 90% of the GMV-individual difference relations lost statistical significance status for the 4/6 individual differences (Stability, Plasticity, Externalizing Psychopathology, and Executive Functioning). In the most extreme case, adding age, sex, and ICV as a covariate set resulted in 42 out of 42 GMV-Plasticity relations losing statistical significance status.
IQ, SES, and education. The addition of IQ, SES, and education as a covariate set was generally associated with a small number of gains in statistical significance status, ranging from 0% (three instances) to 30.0% (Stability). There was variability in terms of the losses in statistical significance, ranging from 0.0% (three instances) to 72.1% (Processing Speed). Out of the 68 Desikan regions, 31 out of 43 GMV-Processing Speed relations lost statistical significance status after the addition of this covariate set. Age. Results from the profile matching analyses in the small, medium, large subsample sets can be found in Table 4 . Additionally, the full range of r ICC values for the small, medium, and large subsample sets can be found in Supplemental Tables 2, 3 , and 4, respectively. Models with age as a covariate set yielded values that were moderately similar to very similar to the model with no covariates. Overall, the r ICC values ranged from 0.86 (Executive Function in the large subsample set) to 0.96 (three instances), with an overall mean value (i.e., the mean r ICC averaged across all six individual difference variables across all three subsample sets) of 0.93.
Sex. Models with sex as a covariate set generally yielded moderately similar to very similar r ICC values to the model with no covariates (mean r ICC ¼ 0.72). However, this varied widely by subsample set: r ICC values ranged from 0.05 (Externalizing Psychopathology in the large subsample set) to 0.89 (two instances).
ICV. On average, models with ICV as a covariate set ranged widely in terms of their similarity to models with no covariates (mean r ICC ¼ 0.55). These models exhibited a null relation in one instance (r ICC ¼ À0.04;
Executive Function in the large subsample set) and very large, positive relations in others (e.g., r ICC ¼ 0.83; Internalizing Psychopathology in the large subsample set).
Age, sex, & ICV. Models with age, sex, and ICV entered simultaneously as a covariate set demonstrated wide variability in terms of their relations with models with no covariates (mean r ICC ¼ 0.50). These models evinced small, negative relation in one instance (r ICC ¼ À0.08; Executive Function in the large subsample set), and very large, positive relations in others (e.g., r ICC ¼ 0.83; Internalizing Psychopathology in the large subsample set).
IQ, SES, & education. Models with IQ, SES, and education entered simultaneously as a covariate set displayed results that ranged from moderately similar to very similar to models with no covariates (mean r ICC ¼ 0.83), ranging from r ICC ¼ 0.53 (Executive Function in the large subsample set) to r ICC ¼ 0.90 (Stability in the medium subsample set). Age. The percent of losses and gains in significance status in the small, medium, and large subsample sets can be found in Tables 5 and 6 , Table 3 Percentage of losses and gains of statistical significance status in the full sample.
Changes in Significance
Table 4
Mean ICC between covariate models across the small, medium, and large subsample sets.
respectively. In the small and medium subsample sets, there were generally few losses of statistical significance when age was added as a covariate set, ranging from 0% (Internalizing Psychopathology) to 26.8%. There was more variability in terms of losses in statistical significance in the large subsample set, ranging from 0% (Internalizing Psychopathology; Interquartile Range [IQR]: 0%-41.4%) to 35.8% (Externalizing Psychopathology; IQR: 22.2%-53.6%). Across all individual difference variables all subsample sets, the median value of % gains in statistical significance when age was added as a covariate set was 0%.
Sex. Across all subsample sets, there was wide variability in terms of the impact of sex as a covariate set on the median % of losses of statistical significance status. In the small subsample set, the median values for losses of statistical significance status after sex was added as a covariate set ranged from 0% (three instances) to 66.7% (Externalizing Psychopathology; IQR: 41.2%-92.9%). In the medium subsample set, the median values ranged from 0% (Internalizing Psychopathology; IQR: 0%-27.1%) to 89.1% (Externalizing Psychopathology; IQR: 66.7%-100%), and in the large subsample set, the median values ranged from 0% (Internalizing Psychopathology; IQR: 0%-41.4%) to 100% (Externalizing Psychopathology; IQR: 93.3%-100%). This 100% figure indicates that across the 100 subsamples that comprise the large subsample set, using sex as a covariate set resulted in all of the previously significant (i.e., statistically significant with no covariates in the model) GMV-Externalizing Psychopathology relations losing statistical significance status in the majority of the subsamples. The median value of % gains in statistical significance when age was added as a covariate set was 0% across most individual difference variables in all subsample sets.
ICV. In general, the addition of ICV as a covariate set resulted in a large % of losses of statistical significance status across all three subsample sets. In the small subsample set, the median values for losses of statistical significance status after ICV was added as a covariate set ranged from 16.1% (Internalizing Psychopathology; IQR: 0%-75.0%) to 66.7% (Externalizing Psychopathology; IQR: 0%-88.9%). In the medium subsample set, the median values ranged from 0% (Internalizing Psychopathology; IQR: 0%-75.0%) to 83.5% (Executive Functioning; IQR: 39.4%-100%), and in the large subsample set, the median values ranged from 0% (Internalizing Psychopathology; IQR: 0%-50.0%) to 90.3% (Externalizing Psychopathology; IQR: 84.6%-96.3%). This 90.3% figure indicates that in the majority of the 100 subsamples in the large subsample set, over 90% of the previously significant GMV-Externalizing Psychopathology relations lost statistical significance status after ICV was added as a covariate set. There were generally few gains in statistical significance seen Table 5 Median percentage of losses of statistical significance status across the small, medium, and large subsample sets.
for any of the individual difference variables across the three subsample sets when ICV was added as a covariate set.
Age, sex, & ICV. Across the three subsample sets, the addition of age, sex, and ICV as a covariate set generally resulted in a large % of losses of statistical significance status. In the small subsample set, the median values for losses of statistical significance status after age, sex, and ICV were added as a covariate set ranged from 21.1% (Internalizing Psychopathology; IQR: 0%-74.2%) to 80.0% (Externalizing Psychopathology; IQR: 45.5%-95.7%). In the medium subsample set, the median values ranged from 0% (Internalizing Psychopathology; IQR: 0%-81.4%) to 85.7% (Executive Functioning; IQR: 47.5%-96.1%), and in the large subsample set, the median values ranged from 0% (Internalizing Psychopathology; IQR: 0%-61.3%) to 95.4% (Externalizing Psychopathology; IQR: 89.9%-100%). This 95.4% figure indicates that in the majority of the 100 subsamples in the large subsample set, the addition of age, sex, and ICV as a covariate set resulted the loss of statistical significance for over 95% of previously significant GMV-Externalizing Psychopathology relations. In general, there were few gains in statistical significance seen across any of the three subsample sets when age, sex, and ICV were added as a covariate set.
IQ, SES, & education. There was wide variability in the impact of the IQ, SES, and education as a covariate set on % losses of statistical significance. In the small subsample set, the median values for losses of statistical significance status after IQ, SES, and education were added as a covariate set ranged from 0% (Stability; IQR: 0%-50.0%) to 61.0% (Executive Functioning; IQR: 24.8%-92.5%). In the medium subsample set, the median values ranged from 0% (multiple instances) to 73.2% (Executive Functioning; IQR: 42.4%-91.2%), and in the large subsample set, the median values ranged from 0% (multiple instances) to 75.0% (Executive Functioning; IQR: 56.9%-85.7%). Taken together, this range of median values (i.e., 0%-75.0%) suggests that depending on the individual difference variable considered, including IQ, SES, and education as a covariate set might result in virtually no losses of statistical significance status for GMV-individual difference relations, or in losses of statistical significance status for the majority of the GMV-individual difference relations.
Breaking from the pattern of results for the previously reviewed covariate sets, the addition of IQ, SES, and education as a covariate set resulted in a modest number of gains in statistical significance status. For example, in the medium subsample set, the median value for % gains in statistical significance for Externalizing Psychopathology was 10.1% (IQR: 2.7%-16.8%), and 32.% (IQR: 20.1-43.7%) in the large subsample set. Few gains were observed for the other individual difference variables.
General discussion
The current investigation was conducted with two primary aims: 1) describe the use of covariates in the recent structural MRI literature linking brain structure to psychological variables, and 2) examine the degree to which the addition of covariates changes the effect sizes and significance values of relations between GMV and individual difference variables. In Part 1, we reviewed 50 studies published in the last two years in the journal NeuroImage that report relations between structural morphometry and traits, diagnoses, or behavioral/task indices. Our review suggests that including covariates in analyses is commonplace in the structural neuroimaging literature, as only 16% of the models reviewed did not employ any covariates. Most models estimating relations between structural indices and psychological variables used between two and three covariates, but there was substantial variability in terms of the covariates used and the number of covariates used in each estimated model. Age, sex, and ICV were the most frequently used covariates (both individually and simultaneously as a covariate set), but our results suggest that many unique covariate sets are employed in this literature (i.e., 37 different covariate sets used in 68 models). This is consistent with findings from Hu et al. (2011) : out of 17 studies reviewed on voxel-based morphometry and personality traits, 11 different unique covariate sets were used. Similarly, in a review on voxel-based morphometry and Parkinson's disease by Crowley and colleagues (2018) , eight different covariate sets were used across 15 studies. Importantly, this review demonstrated that it is relatively rare for studies of this nature to provide results both with and without covariates making it impossible for readers to discern the degree to which the inclusion of covariates may have influenced the results.
In Part 2, we examined how the addition of five different covariate sets (i.e., age; sex; ICV; age, sex, & ICV; IQ, SES, & education) influenced the relations between regional GMV across the cortex and a range of individual difference variables, including personality traits (i.e., Stability   Table 6 Median percentage of gains of statistical significance status across the small, medium, and large subsample sets. and Plasticity), indices of psychopathology (i.e., Internalizing Psychopathology and Externalizing Psychopathology), and cognitive tasks (i.e., Executive Function and Processing Speed). By examining these regional GMVindividual difference variable relations across multiple sampling strategies and sample sizes that are representative of structural MRI studies in recent issues of NeuroImage, we believe these analyses permit a relatively thorough assessment of the influence of different covariates across a range of psychological predictors. We measured change two waysone that prioritized absolute similarity (i.e., magnitude and direction of effect sizes) and one that prioritized changes in statistical significance status (i.e., gains and losses in statistical significance status at p < .05).
Results from Part 2 suggest there is large variability in terms of profile similarity between models without covariates and models with an added covariate set. For example, models with age as a covariate tended to produce patterns of results that were generally very similar to those with no covariates, which is notable given that the use of age alone as a covariate set is relatively common based on our review in Part 1. This relatively high degree of similarity may in part reflect the homogeneity of age in the current sample, as this is consistent with other studies that have not found substantial effects of covarying for age in structural neuroimaging analyses with similar participant demographics (e.g., Hu et al., 2011) . In contrast, models with ICV as a covariate, as well as models with age, sex, and ICV entered simultaneously as a covariate set, produced results that were, in several instances, essentially unrelated or strongly negatively related to the results produced by models with no covariates. This was not purely attributable to sample size, although we note that the similarity between the results with covariates and without covariates was lowest in the full sample set, followed by the large subsample set. In fact, while the standard deviation values in the random sampling analyses tended to be relatively stable across the three subsample sets, the mean r ICC values tended to decrease as the sample size increased. This suggests that increases in sample sizes, while enormously important to the future of neuroimaging, are likely to amplify the impact of covariates, not diminish it. Overall, these findings suggest that the addition of covariates can impact the effect sizes of interest across all sample sizes examined, and the effect size similarity in terms of magnitude and direction tends to decrease as the sample size increases.
Beyond similarity in magnitude and direction of effect size estimates, the results of Part 2 also suggest that inferences about the statistical significance of a regional GMV-individual difference effect size can be meaningfully altered by the presence of covariates. In one extreme instance (e.g., age, sex, and ICV as a simultaneous covariate set in the full sample), all of the regional GMV-Plasticity relations changed from significant to not significant after the addition of this covariate set! Despite active debates about the utility of p-values in determining evidentiary value (e.g., Benjamin et al., 2018; McShane et al., 2017) , they remain a fixture of psychological research, and the current result highlight the need for caution when using p-values to determine the significance of relations between brain structure and psychological variables. An additional, important ramification of these findings is that Type I error is by no means the only risk related to the inclusion of covariates (see Westfall and Yarkoni, 2016) . Our results suggest that it was much more common for GMV-individual difference variables to lose statistical significance than to gain it, which suggests that some of these losses may represent Type II error. Of course, barring consensus on the optimal covariate strategy, it is impossible to know which changes represent "true" or "real" effects that are being lost or gained.
A final note about the current analyses is that overall, the traditional analyses using the full sample (N ¼ 1102; k ¼ 1) tended to yield profile similarity estimates that were lower than the random sampling analyses using the small, medium, and large subsample sets (Ns ¼ 61, 117, and 335; k ¼ 100) , as well as larger percentages of gains in statistical significance status and smaller percentages of losses in statistical significance status. This can be viewed as an inevitable outcome of conducting random sampling: in general, repeated estimates of an effect size are likely to yield more consistent estimates of the effect than a single estimate. However, in the current analyses, the overall trend was still that similarity estimates were higher in the small subsample set than the large subsample set, suggesting that even within the random sampling framework, the impact of covariates is greater is larger samples.
Moreover, we believe that a key advantage of taking this multifaceted approach is that it increases ecological validity. In other words, by conducting the current analyses on samples derived from multiple sampling strategies, we hope to maximize the degree to which these analyses are applicable to future studies on brain structure and psychological variables. Additionally, although the results from the traditional, full sample analyses suggest the largest influence of covariates, these analyses are the most representative of typical analytic approach. In other words, most neuroimaging researchers do not perform their analyses on many randomly selected subsamples derived from a larger sample as done in the random sample analyses (k ¼ 100) herein, but rather it is much more common to analyze the entirety of a sample in one analysis (k ¼ 1). Indeed, in our Part 1 review, the traditional approach was virtually ubiquitous. Overall, this suggests that while the traditional approach paints a more extreme picture of the potential impact of covariates, this may be a more accurate representation of the way that covariates impact results for most researchers working in this area.
Limitations
A primary limitation of this study is that our conclusions are restricted to the use of covariates in structural MRI research, and may not generalize to functional MRI, or any other common methodology for studying the brain (e.g., EEG, PET, MEG). While we believe the same underlying statistical concerns may apply, we cannot speak to this possibility with the current data. Another limitation is the use of young adults with relatively good physical and psychological health. Concerns about the use of covariates may be more or less pronounced as the heterogeneity of the sample increases. Correspondingly, our conclusions are limited to the covariates employed in the current study (including the calculation of ICV, which can differ by study; e.g., Sargolzaei et al., 2015) , the individual difference variables examined, the brain atlas used, and the analytic framework implemented.
A key limitation that must be emphasized is that these results do not speak to the "optimal" covariate strategy in structural MRI research. The current analyses are agnostic to which covariate set yields the "best" or "most correct" results (or whether such a set exists). Although our results suggest that relations between GMV and individual difference variables can change depending on the covariates used, we do not take the position that this, in itself, is inherently problematic. We strongly encourage future work into identifying and standardizing the use of covariates in this literature. Another consideration pertains to the ICC approach utilized to compare the influence of various covariates. ICCs have been criticized by some as a measure of profile similarity due to their inability to disentangle certain aspects of profile similarity (i.e., scatter, shape, and elevation; see Furr, 2010) . Despite these relative shortcomings, we maintain that ICCs provide valuable insight into the absolute similarity of two profiles in terms of similarity and dissimilarity of magnitude and direction across a range of effect sizes (e.g., Hyatt et al., 2018; Miller and Lynam, 2003) .
A final consideration related to the neuroimaging methodology is the use of a region of interest approach rather than a vertexwise approach to characterize brain morphometry. We elected to conduct all analyses at the level of cortical regions of interest, both to allow for easier use of data in ICC and p-value change analyses and to more closely mirror the literature described in Part 1, which generally used region of interest approaches. Some attempts to characterize the neural correlates of psychological variables may be better served by vertexwise analyses, but this was not the primary purpose of the current study.
Conclusions and recommendations
In addition to concerns about low statistical power (Button et al., 2013; Turner et al., 2018) , inflated effect sizes (Yarkoni, 2009 ), insufficient reporting of analyses to allow replication (Carp, 2012) , different strategies for multiple comparison correction (Chen et al., 2018) , and non-independent analyses (Vul et al., 2009) , we believe that covariate use should be taken seriously as a part of the conversations surrounding the replicability of neuroscience. For example, given the variability in results reported herein, we believe it is not judicious to claim that a finding replicates in a new dataset if a different set of covariates is employed than used in the original analyses. Furthermore, unlike issues of statistical power, we believe this issue demands attention since it is not likely to disappear as sample sizes increase and large scale, multi-site collaborations proliferate. In fact, Westfall and Yarkoni (2016) recently demonstrated that when testing for incremental validity of an additional predictor, larger sample sizes can lead to increased rates of Type I error, especially when reliability is moderate. While we reiterate that the current analyses are agnostic to which covariates should be used in structural MRI analyses, we offer several recommendations for best practice until a broader consensus is reached on this issue.
First and foremost, if covariates are employed, researchers should always present the results (including effect sizes) from analyses with no covariates, at least in supplemental materials or in an online repository. Results from Part 1 suggest that this is currently a relatively uncommon practice, but doing so would allow readers to compare the results between the models with and without covariates and offer the additional benefit of providing a standardized manner of reporting, potentially furthering the integration of studies across this literature. While this recommendation has been made previously Simmons et al., 2011) , one could argue that the expense of neuroimaging data make it especially important in this context. Second, we encourage the field to discuss and hopefully reach a consensus on which covariates should or should not be included in particular analyses. Although not all potential covariate sets could feasibly be part of this discussion, the current results suggest that age, sex, and ICV should certainly be considered given their widespread use.
Barring a field-wide consensus on optimal covariate strategies, our third recommendation is for researchers to pre-register their planned analyses and to justify their use of specific covariates. This is a key way that researchers can inoculate themselves from potential criticism regarding excessive flexibility in their analyses, such that decisions about covariates are dictated by patterns of statistical significance (e.g., "garden of forking paths"; Gelman and Loken, 2014; Simmons et al., 2011) . We believe a field-wide prejudice against the null (Greenwald, 1975) has been a source of undue pressure on researchers to present significant findings; conducting analyses with adequate statistical power and pre-registration of intended covariate use greatly mitigates these concerns. Another option for neuroimaging researchers is to post a set of "Standard Operating Procedures" for the covariates that they plan to regularly use in their analyses (https://osf.io/7yh29/wiki/home/). This would allow researchers to have time-stamped documentation that they intended to use a certain set of covariates for a particular type of analysis, even if specific hypotheses are not pre-registered.
A fourth recommendation is that we encourage researchers to make it clear which covariates are being used in their analyses, especially when multiple models are being tested. Qualitatively, while conducting the literature review for Part 1, we noticed that there was inconsistency in terms of how covariates were reported. In many cases, they were detailed clearly in the "Statistical Analyses" section of the Methods, but were sometimes found only in the Results, or in other cases, only present in the footnote of a table. We believe that clearly indicating what covariates are being used in which models is an important step toward transparency and replicability in neuroscience, and we encourage reviewers and editors to request that authors present this information clearly. Another recommendation is that researchers strongly consider providing effect size estimates for results of neuroimaging studies (see Chen et al., 2017) , especially if the effect size estimates vary substantially depending on the covariates used.
Our final recommendation pertains to the way in which results of analyses with covariates are discussed. The current results highlight that the use of covariates has statistical and interpretative ramifications: the results of models with no covariates can be quite different than models with a covariate set in terms of magnitude and direction of effect size estimates and inferences regarding statistical significance. Although this is not intrinsically problematic, it is imperative that results are discussed in the context of the covariates that are used. For example, if a statistically significant link is found between GMV in the dorsolateral prefrontal cortex (DLPFC) and a working memory task when ICV is used as a covariate but not when ICV is omitted, then it would be inappropriate to merely conclude that "working memory is linked to GMV in the DLPFC." Rather, it would be more accurate to conclude that "working memory is linked to GMV in the DLPFC after covarying for ICV." While this may seem like a matter of semantics, we do not believe that is the case. In general, it is difficult to impossible to know what a variable represents once a portion of its variance has been removed, nor what exactly has been removed. Once variables have been altered, they exist "only in the statistical ether" (p. 1472, Miller and Lynam, 2006) , and the construct validity of a covaried variable (i.e., once shared variance has been removed) cannot be assumed to be identical to its non-covaried counterpart (see Chapman, 2001, and Lynam, 2018b for a fuller discussion of these issues).
Novel techniques have been developed that contribute to our understanding of how covariates impact interpretations of brain-behavior relations (e.g., structural equation modeling; Hu et al., 2011; machine learning; Rao et al., 2017) . Although these recommendations are not exhaustive, we encourage interested researchers to consider adopting a multiverse perspective, wherein many different iterations of an analysis are run on alternate data sets, which can provide insight into how conclusions can change based on certain analytic decisions (Steegen et al., 2016) . Similarly, a specification curve approach (see Simonsohn et al., 2015) provides a framework for exploring how different results based on a series of distinct, yet defensible analytic choices may ultimately provide support (or fail to provide support) for hypotheses. As field-wide discussion of these issues continues, we encourage researchers to be intentional with the use of covariates and to pre-register their analytic plans. We believe that adopting these practices will ultimately lead to improved replicability of neuroscience, which has far-reaching basic and applied implications.
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