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OI. Systems Analysis Research
SYSTEMS DIVISION
A. On the Statistics of Particle Fluxes Resulting
From Solar Flares, P. Wesseling
The stream of high-energy particles emitted whenever
a solar flare occurs impairs the efficiency of solar electric
panels. With regard to solar panel design, it is important
to know what the chances are that, after a given time,
the total flux received will be below a given amount. The
problem of deriving this probability is completely equiva-
lent to a problem such as finding the probability that,
after a given time, the damage done by lightning to a
given city will be less than a given amount. Unfortu-
nately, it turns out that a simple closed-form solution for
this probability cannot be given.
It is assumed that the flares occur completely at ran-
dom and are independent of each other. [This implies
that the periodic (±ll-yr) variations of the sun's activity
are neglected; inclusion of these periodic variations would
make the problem under consideration much more diffi-
cult.] From this assumption, it follows that the probability
p,_, t that n flares occur in a time t is given by a Poisson
distribution:
= (xt) e
p_,t nT (1)
The total flux Z received in a time t is given by
Z= XI + X2 + "'" + X_ (9)
where N is distributed according to Eq. (1), and X_ is
the flux generated by the ith flare in the sequence.
Let the probability density of the flare intensity be
given by q (x); i.e., the probability that the flux generated
by the flare is between x and x + dx is q (x) dx. Then,
the probability density P (z/n) of the total flux, given
that n flares occurred, is given by
e = (q (z)}n* (a)
where {q (z)} '_* denotes the n-fold convolution of q (x).
This convolution is defined as follows:
{q (z)} _* = {q (z)} * {q (z)} ("-_*
fo= q(x){q(z-x)}('_-_*dx (4)
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/From Eqs. (3) and (1), it follows that the probability
density of Z is given by
g gpt (z) = P (z/n) P_,t = e -xt {q (z)} _* (;tt)"n!
7'_=0 n=0
(5)
The probability Pt (m) that, after a time t, the total
flux is less than m is given by
co
f0 ''_ _ (kt) _ f,,_Pt(m)= pt(z)dz=e-Xt_--I {q(z)}n*dz
?1=0
(6)
Numerical computations of pt (m) using Eq. (6) are ham-
pered by the fact that Pt (m) is given in the form of an
infinite series, and even more by the need to compute
the n-fold convolution of q (x). The second complication
can be eliminated, however, if the probability density
of the flare intensity can be approximated by a gaussian
density:
1 { (x-q (x) -- _ (2rr)'/2 exp _E ._ (7)
The mean _ and the variance _ are to be determined such
that Eq. (7) fits the observations in the best possible way.
Of course, there is no reason why, in reality, q (x)
should be gaussian. In fact, q (x) cannot be gaussian,
since, according to Eq. (7), there is a finite probability
that some flares will generate negative fluxes. However,
if _ is much larger than _, this probability will be very
small. It has to be decided on the basis of actual obser-
vations whether or not Eq. (7) is a good approximation.
If Xi is gaussian, Z is also gaussian; if it is known that
n flares occurred, the mean of Z will be n_ and the vari-
ance _ (n) 1/2.Thus,
P (z/n) = {q (z)} n* -- a (2_-n)'/_ exp 2n_2
(S)
Furthermore,
f" 1 ( m _(n)'/P_+ 1{q(z)}n*dz_ 2 erf "cr(2n)l/2 or(Z) 1/'-] 7
(9)
where
erf x = e-s°"ds
and Eq. (8) has been integrated from z = - o0 to z = m;
hence,
O9
Pt (m) = g e -xt err - (2n)a_ _ (e)a/2]
n=O
÷,}
(lO)
B. An Alternate Expression for Light Time Using
General Relativity, D. Holdridge
For the isotropic form of the Schwarzschild metric, the
velocity of a radio signal is assumed to satisfy
[ 11 - c- R
where R is the distance from the sun, /_ is the gravita-
tional constant of the sun, and c is the speed of light in
vacuum. The signal is assumed to move in a straight line
along R_z = R2 - R_, as shown below:
SUN
R ; / ///
The expression for d and the straight-line assumption
neglect terms of order 1/c _.
With reference to the following geometry:
y z
SUN
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v ?
the light time from body 1 to body 2 is 1
T2 -- T1 RI2 + 2lz , r (tan fi_/2)-]
- 7'ULNA (i)
Another formula which has appeared in the literature
(e.g., Ref. 1 and works by other authors such as I. I.
Shapiro and D. O. Muhleman) has, as the logarithmic
argument, the expression
[R2 + V]
[R1 - z] (2)
Both of these formulas are, in a sense, somewhat artificial
in that they involve angles and segments and only indi-
rectly involve the quantities R_, R2, and R12.
Presented here is an alternate formula which not only
is simpler, but also involves in a symmetrical way the
sides of the triangle:
T2 - T_ -- /_12 + -_ In -- (3)
c k(nl + R2 RI_)A
It is easy to show that Eq. (1) is equivalent to Eq. (3) by
using the formulas for the tangents of the half-angles
of a triangle:
fil (7I"-- /_1) (S -- R2)
tan -_- = etn _ --
tan fi_E= r
2 (s - R_)
where
[R1 _- R2 + R12]
S=
2
r_ = [(S-R1)(S-R2)(S-R_2)]
tan fl_/2 _ (S --/_1) (S -- R2)
tan fl2/2 r2
S
(s - R.)
(R_ + R2 + R12)
(R1 + R2 -- R_2)
'Moyer, T. D., Formulas for Link REGRES of the DPODP, JPL
Section 312 internal memorandum, Dee. 11, 1965.
The logarithmic argument in expression (2) is also
given by
(Re+ v) _ (R1+ z)
(a_- z) (R_- v)
since the roles of body 1 and body 2 may be interchanged
by symmetry of the problem. To show that this is equiva-
lent to the argument in Eq. (3), it is necessary merely to
add numerators and denominators:
(a2 + v) [ai + a_ + (v + z)]
(R_- z) [a_ + R2 - (v + z)]
But y + z = R12, so the argument is the same as that in
Eq. (3).
To derive Eq. (3), we have, referring to the above
sketch defining II_ and 1t2:
R = (1- a)RI+.R2, 0_<._<1
R 2 = (I --.)2R_ +.2R_ + 2_(1 -- .)Rl.II2
= ,2 R_.. + 2, (R1R2 cos/3 -- R_) + R_
p _- -Ri2
0 [c (1 - 2_/c_R)]
= _ (1 - 2_/c2R)
Neglecting terms of order 1/c _,
T2-TI= c Y0 1+ c-R]d_
= Ri2/c + 2/z/C a
X In
R.. + RI2 + (R_R2 cos/3 -- R'_)/R_2
R_ + (R1R2 cos/3 -- R'_)/Ra2
Making the substitution
RIB2 cos/3 --R_ =
[R_ - RI - RM
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the argument of the logarithm becomes
2Rz R12 + R_2 + R_ -- R_
2R1 Rl_ -- R_2 + R_ -- R_
(R1 @ R2 -1- R12)(R2 -- R1 -l- R12)
(R1 -}- Re -- R12)(Rz -- R1 q- Rlz)
The stated result then follows.
Reference
1. Ross, D. K., and Schiff, L. I., "Analysis of the Proposed Plan-
etary Radar Reflection Experiment," Phys. Rev., Vol. 141, No. 4,
Jan. 1966.
C. A Simple Approach to Gravitational Theory,
H. Lass
1. Introduction
The 'fiat space of special relativity theory must be
abandoned when dealing with gravitational fields if
Einstein's equivalence principle is accepted. Two ob-
servers, A and B, are considered at rest in flat space
(dso- = c °-dt 2 - dx 2 - dy 2 - dz 2) at a distance h apart. If
the two observers are now given a uniform acceleration g,
a doppler shift is recorded by B when A emits light sig-
nals to B. Within the order of l/co- terms, the change in
frequency as given by Av/v = -gh/c'-' can be calculated.
From the equivalence principle, a corresponding doppler
shift should be noted if A and B are at rest in a uniform
gravitational field, namely Av/v = --Adp/C-, since A_ = gh.
Thus, a clock at A should run at a different rate than a
clock at B if A and B are at different gravitational poten-
tials. This observation suggests a study of the line ele-
ment ds 2 = g_ dx _dx_, which ted Einstein to his general
theory of relativity. In Einstein's theory, the g,_ are deter-
mined from the field equations
1
R_ -- _- g_ R = -- 8rr T_ (1)
where T_ is the energy-momentum tensor, R_ is the Rieei
tensor of Riemannian geometry, and R = R_.
Of great advantage in Einstein's theory is the fact that
the motions of particles, given by the geodesics associated
with the line element ds 2 = g_¢ dx _ dx¢, namely,
d "_x i dxJ dx/_
ds-----;+ r_ ds ds - 0 (2)
are a consequence of the field equations.
A new approach to general relativity theory was pro-
posed in Ref. 1. In this work, the g,_ are assumed to be
functions of a scalar field _, and the field equations cor-
responding to Eq. (1) are given by
1
R_ -- _- g_ R = -- 87r T_ (3)
with
_L
T_ = g_ L - q,,_ _q_,_
L = g"_ _,_ +,,
It is then shown that the line element in isotropic coordi-
nates is given by
ds 2 = e _-wc_"dt _ - e -_/c_- (dx 2 + dy _-+ dzo-) (4)
for the static ease, where _ satisfies the generalized
Laplace's equation
e \ + t ffZ'-'J= Gpe2 /C (5)
with p the density of gravitating particles. Equation (5)
must be posited in order that the geodesics of Eq. (2) be
applicable.
For a central field (point source), q_ - --GM/r, it can
be easily shown that the geodesics associated with the
line element of Eq. (4) yield Einstein's value for the
advance in the perihelion of the planet Mercury, and that
the null geodesics yield Einstein's value for the bending
of light. The red shift is a consequence of the form of
ds 2 above.
Here it is assumed that the space-like term of ds"- is
conformal to a Euclidean 3-space, so that
ds '2= c 2F (_) dt'-' - G (_) (dx"- + dy "2+ dzo-) (6)
with F and G unknown functions of a scalar field q_.The
functions F and G will be determined from the equiva-
lence of inertial and gravitational masses for a particle
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instantaneously at rest, and from the quantum-mechanical
relationship mic 2 = hr. The field equation for _ will re-
quire an additional postulate. Finally, a simple cosmology
will be presented.
2. Equations of Motion: Inertial Mass and
Gravitational Mass
It is known that the geodesics corresponding to the line
element of Eq. (6) can be obtained from the Lagrangian
02 C 2L = -y [G (_) @2+ + _2)_ F (4) i2] (7)
with mo the scalar rest mass of a particle in the absence
of a potential field; k-- dx/ds, etc.; and 8fLds -- 0. Only
the x-equation is considered:
-_ = 7x (s)
which yields
d I dx] mo3_ i_m°G(4)Ts - _ _ [c2F'(4)
_ (_2 +02 ÷_2)G,(_)] (9)
From ds 2, the proper time for an observer at rest at
(x, y, z) is given by dT = F_ dt, and proper distances for
this observer are given by dX = G 1/_dx, dY -- G 1/2dy, and
dZ = G v_dz. Equation (9) expressed locally in terms of
dT, dX, dY, dZ, and
V 2 z
takes the form
(axv /dy\2 (azy
d I moGl dX1d-T "[1 -- (v2/c2) ]_ -dT =
m0Gl_ l-_2F' (4)
2 [1 - (vVc2)]v,_/ e (4)
v2 7 3+
G(+) J (- -_X-)
(10)
It must be understood that Eq. (10) represents only
the local instantaneous motion of a particle as seen by
an observer at rest at the point (x, y, z). Interpreting this
equation as stating that the local time rate of change of
momentum is equal to the local gravitational force leads
to the following definitions of the in6rtial mass m_ and
gravitational mass rag:
mo [G (_)]1_
m_ = [1 - (v2/c2)] 1/2
mo [G (_)]v_ [-c2F'(4) v2 G'(4)7
_'= 2 [1-(vVc2)V _L F(4,----5- -U-_(+)J
(11)
so that instantaneously
d {m _dX) 34dT \ _ = --mg -_ = Fx (12)
Under the assumption that mi -- my for a particle instan-
taneously at rest (v = 0),
1 F'(_)
-- c 2 -- 1 (13)2 F(4)
is obtained, the solution of which is F (_)= e2_/_ with
e (0) = 1.
From mic 2 = hv, it is noted that the frequency associ-
ated with an atomic clock (v = 0) is proportional to
[G(_)] a/_, so that proper time should be proportional
to [G (_)]_1A. From dT = F 1/_dr, it is necessary to choose
[G (_)]-_ = F (_), with G (0) = 1. Hence, G (_) = e-_/_,
yielding the line element of Eq. (4). From Eq. (11), it
follows that
m__£= 1 + v2/c 2 (14)
m_
Thus, if a particle is not at rest, its gravitational mass is
larger than its inertial mass. It is interesting to note that,
for photons (v = c), ma = 2m_. Application of this result
to the bending of light, based on Newtonian theory, yields
Einstein's value of 1.75" of arc.
The field equation for the scalar _ is defined by
e -_÷/_ 3 (_3_)e-2q_/cz [_ c_ _
so that
324+ _2__2++ 3_4 1 3 {_-_/c_-3+'\
3x--z 3¢ 3_2 _2_t \ -if) = 4_C_o (16)
with po the invariant scalar density of material as calcu-
lated by an observer moving with the material. For a
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radial field, po = M8 (x) _ (y) _ (z), so that <k= --GM/r,
which yields the Yilmaz line element (Ref. 1).
3. A Simple Cosmology
It is assumed that p0 is given by p0 (t) = 00oe_t, so that
the density of material in the universe increases with time
(Bondi-Gold and Hoyle's creation of matter), and that
there is no motion of matter. If _ is defined as _ = -c 2 fit,
Eq. (16) yields a -- 4fl = 4 (rrGpo0) _, with p00 the present
density of material in the universe. Furthermore,
= _--_ = 0 satisfies the equations of the geodesics
since _ = ff (t). [The density of material created per unit
time can be determined from (pui). _ = S/c; this determi-
nation, however, is omitted here,]
The line element in spherical coordinates is
ds 2 = c_ e-2_t dt 2 - e _pt (dr 2 + r2 dO _ + r _sin 20 d_ 2)
(17)
The coordinate speed of light moving radially from r = R
to r = 0 (setting ds = 0, dO = d_ = 0) is
dr
- ce-_a * (18)dt
which yields
_o f,,--tl = dr = -c e -_t dt (19)
J tT
as an expression relating the coordinate time tr at which
light leaves a source at r = 11 to the coordinate time tR
at which the light arrives at the origin r = 0.
A simple differentiation yields
e-2_tn 8tR ----e-#ur _tr (2o)
relating the coordinate time interval 8tr between the de-
parture of two wave crests from the source to the coordi-
nate time interval 8tR between their arrival at the origin.
Referring to proper time intervals yields
e-Pt_ _ = e-Pt* 8_r (21)
For convenience, tR = 0 is chosen, so that
e-pt_ _ 1 -t- fir
C
Ij' •
from Eq. (19). Thus,
__i=(i + P11_i
VR C J vl.
(22)
_V vr -- v_ ,_ _fiR _ R
v_ C C-r
with r = 1/fl defined as Hubble's constant,
Thus, to a first approximation, a doppler red shift
occurs as proportional to the distance of particles from
the origin, even though these particles remain at rest rela-
tive to the origin. The creation of matter yields a non-
static line e]ement, which in turn creates a doppler shift.
(The coordinate speed of light changes continuously.)
From /3 = 1/r = (rrGp0o)_, p0o = 1/_Gr __ 3" 10 -2_ g/cm 3
is obtained, an accepted value for the present density of
material in the universe.
Referring to Eq. (22), a more accurate expression for
Av/v can be shown to be
Av R R
-- e2tnlz-- _ -- e2{_tn =
v CT Cr
R
_m
CT*
(23)
with
T
As t_ increases, Hubble's constant r* decreases.
Reference
1. Yilrnaz, H., "New Approach to General Relativity," Phys. Rev.,
Vol. III, No. 5, pp. 1417-1426, Sept. 1, 1958.
D. Introduction of New Planetary Masses Into
Ephemeris Development Computations,
J. D. Mulholland
The JPL Ephemeris Development Project is a continu-
ing effort to improve the accuracy of the tabulated posi-
tions of the major planets and the Moon. In an earlier
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article (SPS 37-45, Vol. IV, pp. 17-19), the author recom-
mended a new set of planetary masses for use in JPL
ephemeris development, based on new mass determina-
tions and re-evaluations of past determinations. These
masses are now being used in conjunction with simul-
taneous integrations of the major planets, with the epoch
conditions differentially corrected to observational data.
Since the differential correction process is based on lin-
earity assumptions, it is desirable to take whatever action
is possible to reduce the size of necessary corrections.
When the change from the old system of masses to the
new set was introduced into the ephemeris computations,
the available epoch conditions were based on an integra-
tion using the old masses. If they had been used without
modification, this would have introduced an inconsistency
which would have to be removed in the differential cor-
rection process. It arises in the following way: Consider-
ing each planetary orbit as a two-body motion, Kepler's
third law requires that
a_n 2 = GS + GM_ (1)
where a is the semi-major axis, n the mean motion, GS the
solar gravitational constant, and GMp the gravitational
constant for the planet. In the perturbed planetary prob-
lem, where the Kepler dlipse no longer exists, this rela-
tionship may properly be regarded as defining the mean
value of the semi-major axis. The mean motion is a di-
rectly observable quantity, obtained by a simple count-
ing process, and is probably the most accurately known
element of each of the planetary orbits. On the other
hand, there is a direct linear relationship between the
semi-major axis and the coordinates at any time. Thus,
the adoption of a new value for M_, used with epoch
coordinates obtained with old masses, is tantamount to
Table 1. Coordinate conversion factors
for new masses a
M_I (Aa/a) X 10 ;°Planet A (M_ 1) (new values)
Mercury
Venus
Earth-Moon
Mars
Jupiter
Saturn
Uranus
Neptune
Pluto
17 000
504
--490
5OO0
0.0358
--2.4
61
-- 243
0.0
6 017 000
408 504
328 900
3 098 500
1 047.3908
3 499.2
22 930
19 071
400 000
-- 1.5696
-- 10.0798
15.0764
-- 1.7388
1 108.6787
652.7255
--387.7380
2 198.9565
0.0
SThe epoch conditions are taken from Development Ephemeris 30 for Pluto and
Development Ephemeris 26 for all other bodies.
changing the mean motion. If the mean motion is to be
conserved while altering the masses, the coordinates and
velocities at the epoch must also be altered by the multi-
plicative factor 1 + (Aa/a), where
Aa/a = AM_,/3 (1 + Mp)
and the solar mass is the mass unit. The masses and
ooordinate conversion factors that have been applied in
current ephemeris development work are given in Table 1.
E. Collection of Optical and Radar-Range Data
on the Planets, D. A. O'Handley
In the past few years, the various theories of motion
for the major planets have been incorporated into the
JPL development ephemerides. Two recently produced
development ephemerides (DE 24 and DE 26) have been
altered from the source theories through comparison of
these theories with both optical and radar-range data and
subsequent differential orbit correction.
The SSDPS, a series of programs which will numeri-
cally integrate the motion of the nine planets and correct
this integration through evaluation of the residuals (ob-
served - computed) is being checked out. To provide a
set of observations which is as complete as possible over
the time span 1949-1966 for a thorough checkout of the
SSDPS, a systematic collection of planetary observations
has been under way for a year. The general needs in
setting up the standard format and the scope and type
of data which will be used are discussed here,
The optical data for the period 1949-1966 have been
obtained from various publications of the U.S. Naval
Observatory (Refs. 1 and 2). In more recent times, the
data are provided by punched cards in advance of pub-
lication.
There are approximately 5300 optical observations of
the eight major planets (Pluto not included) for the period
1949-1966. These observations were recorded on punched
cards in three different formats. The 6000 observations of
Mars used in Clemence's work (Ref. 3) and the 600 obser-
vations of Pluto from 1930 to 1965 (Ref. 4) are in two
additional formats. For the period 1913-1948, 17,000 ob-
servations have been added to the JPL files in 13 different
card formats. It was necessary to adopt a format which
contains as much information as possible from the various
cards already on file and to make this format similar to
a standard format for radar-range and doppler data. Two
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formats 2 have been aceepted by the U.S. Naval Observa-
tory and the Naval Weapons Laboratory. This means that
all transfer of planetary data will be in a single format
henceforth.
The data set, which is currently being completed for
use in the checkout of the SSDPS, has the optieal data
for the major planets taken from three series of meridian
observations with the 6-in. transit circle of the U.S. Naval
Observatory in the periods 1949-1955, 1956--1962, and
1963-1965. A current data series has been transmitted
in punched cards to cover the period January 11, 1965 to
April 11, 1966. Table 2 gives the number and distribution
of the optical data for the planets. These data will soon
be available in the new format.
Some of the radar data on cards at JPL have been used
in the preparation of DE 24 and DE 26. The current
attempt to collect all available radar data has resulted
in acquisition of radar-range and doppler data for Mer-
cury, Venus, and Mars from the Arecibo Ionospheric
Observatory of Cornell-Sydney University Astronomy
Center, the Millstone and Haystack sites of the Massa-
chusetts Institute of Technology, and DSS 13 of the Deep
Space Network.
The radar-range data used in checking out the SSDPS
aro given in Table 3. These data will be utilized in a
single format also. The current data set is the beginning
of a much more extensive collection of planetary data.
The data given in Table 3 will be combined with data
yet to be collected. The needs of JPL for past data will
involve a step-by-step evaluation of each segment as it
2The formats and their codes are the subjects of JPL Section 311
internal memoranda.
Table 2. Number and distribution of optical
data for the planets
Number of observations
Planet
Sun
Mercury
Venus
Mars
Jupiter
Saturn
Uranus
Neptune
1949-
1955
9O5
196
872
72
99
114
99
105
1956- 1963-
1962 1965
805 239
242 80
-- 174
81 51
142 62
122 48
127 65
139 52
1965--
1966
135
30
79
30
29
28
36
19
Total
2084
548
1125
234
332
312
327
315
is added. The accuracy of radar may show that the optical
data are not as necessary as is presently thought for
obtaining certain elements of the orbit.
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Vol. XVI, Pt. I, pp. 59--203, 1949; Vol. XVI, Pt. III, pp. 397-
445, 1952; and Vol. XIX, Pt. I, pp. 49--110, 1964.
2. Observations of the Sun, Moon, and Planets; Six-inch Transit
Circle Results, U.S. Naval Observatory Circulars: 103 (1956--62),
Oct. 1964; 105 (1963-64), Nov. 1964; 108 (July 7, 1964 to
Dec. 24, 1964), July 1965; and 115 (Jan. 11, 1965 to Apr. 11,
1966), Feb. 1967.
3. Clemence, G. M., Astron. Papers, Vol. 16, Pt. 2, pp. 261-333,
1961.
4. Cohen, C. J., Hubbard, E. C., and Oesterwinter, C., "New Orbit
for Pluto and Analysis of Differential COrrections," Astron. 1.,
Vol, 72, No. 8, pp. 973-988, Oct. 1967.
5. Pettengill, G. H., Dyee, R. B., and Campbell, D. B., "Radar
Measurements at 70 cm of Venus and Mercury," Astron. 1.,
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6. Dyee, R. B., Pettengfll, G. H., and Sanehez, A. D., "Radar
Observations of Mars and Jupiter at 70 em.," Astron. J,, Vol. 72,
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Table 3. Radar-range data used to check out SSDPS
Planet
Mercury
Venus
Mars
Period Number Source
of points
Arecibo eApr. 7 to Sept. !3, 1964
Mar. 18 to Sept. 20, 1965
Mar. 9 to Aug. 25, 1966
May 26 to Aug. 8, 1967
May 25 to July 31, 1964
Mar. 26 to Oct. 27, 1964
Dec. 15, 1965 to Feb. 22,1966
May I to Aug. 20, 1965
May 6 to Sept. 23, 1966
Mar. 16 to Oct. 19, 1967
Aug. 22 to Oct. 19, 1967
July 12 to Sept. 14, 1967
July 12 to SepL 14, 1967
Nov. 19 to Dec. 17, 1964
Jan. 21 to June 3, 1965
17
61
46
27
1081
50
98
21
30
79
16
14a
15b
6
33
Arecibo e
Arecibo d
Arecibo d
DSS 13e
Arecibo c
DSS 13e
Areclbo _
Arecibo a
Areclbo d
Millstone r
Haystack _
Haystack t
Arecibo g
Areclbo g
a60-/Ls band data.
b24-1zs band data.
e Ref. 5.
clprlvate communication from Areclbo Ionospheric Observatory, Oct, 1967.
eLawson, C. L., and Holdrldge, D. B., Compression of Jet Propulsion Laboratory
Venus Radar Data, JPL Section 314 internal memorandum, Feb. 3, 1967.
trPrlvate communication from Massachusetts Institute of Technology, Lincoln Lab-
oratory, Oct, 1967.
gRef. 6.
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F. On a New Necessary Condition for Optimal
Control Problems With Discontinuities,
P. Dyer and S. R. McReynolds
1. Introduction
In SPS 37-46, Vol. IV, pp. 9-13, a new necessary con-
dition is claimed for optimal control problems with dis-
continuities. Unfortunately, the dynamic programming
derivation of the result contained errors, making the final
result incorrect. The correct result is
= _ff v_ af + H_af - aH_ f- - zxH,--_0
where
_f=#-#
(i)
AH -= H + -- H-
This condition is to hold for maximization problems and
is the same as Eq. (44) in SPS 37-46, except that the
inequality sign was reversed. [In SPS 37-48, V-- -S is
correctly defined by Eq. (34).] For minimization prob-
lems, the inequality sign in Eq. (1) should be reversed.
In this article, a correct dynamic programming deriva-
tion of this result and an analytic example to verify the
correctness of the result are presented. This example ap-
pears to indicate that a similar result derived by Reid
(Ref. 1) is in error.
2. Derivation of the Result
The same notation as in SPS 37-46 will be used: t* will
be used to denote a fixed time at which a jump disconti-
nuity in the optimal control function occurs; V ÷ (x, t) shall
be used to denote the optimal return function on the
right-hand side of the discontinuity, as well as its ana-
lytic extension obtained by using a continuous differen-
tiable control law. The term V ÷ (x, t), which satisfies the
partial differential equation
v_ + v_ f÷+ L* = 0 (2)
shall be required to have continuous third partials with
respect to _ and continuous second partials with respect
to t; f and L shall be assumed to be twice differentiable
with respect to x and once differentiable with respect
to t. These assumptions shall permit differentiation of
Eq. (2) in order to obtain relationships between the par-
tial derivatives of V ÷ (x, t) as needed.
Now, to is defined to be a time prior to t*, at which
time the value of the state is chosen to be Xo. The time
of the discontinuity is allowed to vary; the variable time
shall be denoted by tl = t* + dt, where dt is small and
may be positive or negative. The term V-(xo, to, tl) shall
denote the value of the performance index for which the
initial time is to, the initial state is given by Xo, and the
discontinuity is at ta. The following relationship holds
tt
V- (Xo,to, tO = L (x, u-, t) dt + V ÷ (x (tl), t_) (3)
The above expression shall now be expanded around the
nominal solution tl = t*:
ft0 '_*
V-(xo, to, tO = V_+(x(t*),t*) ÷ L-dt + (L- + V_)dt
1
+ V_ax + _[L-, + L;f- + V+,_] At 2
1
+ v_ at ax + _ v_ ax_ • • • (4)
where
_x = x (t,) - x (t*)
The term Ax satisfies
Ax=f-At+l(_+fJ-)At _+ . . . (5)
Employing Eq. (5) in Eq. (4) yields
v- (Xo,to,tO = v÷ (x(t*),t*)
["+ C-dt+(L-+V_+V;f)_t
Jto _
v;_ + v;L f-] _t_ • • • (6)
to the required form, it is necessary to
for Vt, V_,, and V_.: Vt is given by
v_ = -v_# - L÷ (7)
+
+
To convert this
find expressions
Eq. (1) as
The partial of this identity with respect to x yields
-- + -- + + ÷Vh = V_ p V_I_- L_ (8)
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The partial of Eq. (7) with respect to t yields
V_, = -V?_ f* -- V_ -- L_ (9)
Eq. (8) may be used to eliminate V_; hence,
V+,t = ff+)r V,,f+ + (V_+_ q- L_+)f + -- V_+f_ -- L_ (10)
Now, using Eqs. (7), (8), and (10) to eliminate V_, V_,
and V_t from Eq. (6) yields
ft t*
V- (Xo, to, tl) = V ÷(x (t*), t*) + L- dt
o
+ (r dt + 2 V dt 2 + • . . (11)
where
= L--- L + ÷ V_+(if- f+) (i2)
and V is given by Eq. (1).
An optimal solution requires that V = 0 and _?_ 0.
The condition _z = 0 is equivalent to the well-known
condition that the Hamiltonian must be continuous;
_?_0 is the new condition given by Eq. (1).
3. Jump Conditions for the Partial Derivative
The jump condition for V_, derived in SPS 37-46 will
be re-derived here, not assuming V = 0; a jump condition
for V_ will also be derived.
By letting to--> t*, Eq. (11) can be written
V-(x,t*) = V+(x,t *) + _rdt + l_rdt2 • • • (13)
Expanding the above expression around x (t*) and using
8x to denote x - x (t*), the following second-order expan-
sion is obtained:
V-(x,t*)= V+(x(t*),t*)+V_Sx+CVdt+lSxrV_Sx
1 ..
+¢V_Sxdt+_Vdt _... (14)
where
V,= --AH_--V_ Af (15)
re,
,r
Choosing dt to maximize the expansion in Eq. (14) yields
dt = -V'-I [V + Q_ 8x] (16)
Substituting this expression back into Eq. (14) gives
v- (x, t*) = v* (x (t*), t*) - fz__-_
__ IV + -- _r V-1 VX] _X (17)
1 f
-[- "_ _X [_ -- VT V-1 V_] _X
Thus,
v; = v,_ - _ 9-_ _'_ (18)
V;_ = V;+, -- V_ V-_ Q_ (19)
which are the desired relationships. It should be noted
that along an optimal trajectory V = 0, and hence V_ is
continuous.
4. Example
An example will be given to demonstrate that: (1) the
above formulas for V" and _r are correct and, (2) Reid's
condition must be incorrect. The correctness of the above
formulas is verified by checking the formulas with an
independent calculation. If the example presented satis-
fies all the classical conditions for optimality (including
Reid's) except the condition derived here, and it is dem-
onstrated that this is not a locally optimal solution, Reid's
condition will be proven invalid.
Consider the system
_ =x_+u, x_(0) =x_
_2 = -u, x_(0) =x_
and the maximization of 1, where
(20)
1 1
] ----_ x_ (T) 2 + -_x2 (T) 2 (21)
and where the control, u, is bounded, i.e.,
[u[_±A
The Hamiltonian, H, is given by
H = (Pl - P2)u q- Pl x2 (22)
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which is a maximum when
u = A sgn (Pl -- p2)
with
p_(t) = x1 (T)
p2 (t) = x2 (T) - x_ (T) (t -- T) (23)
Since the switching function is linear in t, it is clear that
no more than a single switch may exist on an optimal
solution.
Because of the simplicity of the equations, it is pos-
sible to express the terminal state in terms of the initial
state and the single switching time, t*; e.g.,
_ 2t*) 2x_(T)=xO+xo2T_(T_2t,)__W_x + T- A
(24)
x_(T) -- x_ + (7"- 2t*)A
with u- taken as +A. Hence, the expression for Eq. (21)
becomes
1{1=_ x_+x °T-(T-2t*)A-WA
+ (T_ 2t*\2 )5 _ 2t,) A}z
(25)
The derivative of ] with respect to t* is given by
It* = 2a {x ° (1 - T)
+x°_I-l + T--T2] -2TA + 3T2A2
+ t* x ° +x °T + 4_x-5AT _ +_AT _
+ 3A (1 -- T) t *_+ t .3A}
=0
T a A
2
(26)
The second derivative of ] with respect to t* is then
5lt't*=Q=2A x °+x °T+4A-5AT+_AT 2
+ 6A(1--T) t*+3AW t (27)
and lt*_o is
Je_o = 2A (1 - T + t*, - 1 + T -- T 2 + t'T) (28)
However, in the following analysis,/t*,¢,.) is required (as
opposed to ]t**o). But,
L'_(t)" = CL._(o)
where
Hence,
]t*z<t)* : 2A [1 -- T + t*, --1 + T -- t* -- (T -- t*) 2]
: _ (29)
Equations (27.) and (29) will now be used to verify the
formulas for V and V, (Eqs. 1 and 15).
with
or
Also,
and
The Ricatti variable P+ is given by
_x _x
1 +(T-t) _
Hence,
_ = 2A T - t*
T - t*
=2A [1 - T + t*, -1 + T--t*-- (T-t*) "]
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which agrees with Eq. (29). Similarly,
= (f- - f+)*e, (f- - p) - U_ (f- - t*)
= 4A2 [1,--1] E1T T--t* 1[ :1
-e l+(T-t*)_ -
-- 2A {X o + x_T-- (T-- 2t*)A-- t*_A
and
5=2A x °+x_T+4A-5TA+_-
)< T2A + 6A(1 -- T)t* + 3t_A 1
which again checks.
(30)
Now, the particular case when xl (T)= 1, x_ (T)= 0,
T= 2, and A =--1 is considered. Proceeding via
Pontryagin's principle, the control u is chosen such that
u = sgn (pl - p'2)
A switch occurs when pl = p2, i.e., when t = t*. In this
case, t* = 1 and x ° --- x_ --- 0. This trajectory completely
satisfies Pontryagin's principle, since the Hamiltonian and
the costate variables are continuous and u has been
chosen correctly. Furthermore, Reid's condition
_+#-- _-h+ > o
gives
:]  x2+u
As u + = --w, the equation becomes
but u-= -1. Hence, _+fi--_-fi+ = 2, and Reid's con-
dition is satisfied.
The evaluation of the second derivative of ] (Eq. 30)
gives (here, A = -1)
=2[+4+10--10--6+3]---- +2
which is positive, indicating that the solution is no* a
maximum. This result may be confirmed by evaluation
of the return function (Eq. 25).
For the nominal t*, ] is given by
I = -_ [- (2 - 2t*) - t*_+ (2 - 2t*)_]+ [2 - 2t*]_
Substituting t*= 1 gives ] = 0.5. Now, considering a
small perturbation in t*, At = ±0.05 gives
1 = _+0.1- \0.95] + 0.005 + _ [0.1]_
_ _1F°9975] 1
- 2 10.9975_1 + 2 [0"115
= 0.502603125
i.e., J (t*___ At) > ] (t*). Clearly, there is not a maximum.
Hence, the new necessary condition is shown to hold,
while Reid's condition is shown to be in error.
Reference
1. Reid, W. T., "Discontinuous Solutions in the Non-Parametric
Problem of Mayer in the Calculus of Variations," Am. J. Math.,
Vol. 57, pp. 69-93, 1935.
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II. Systems Analysis
SYSTEMS DIVISION
A. Analysis of De-orbit Maneuver Execution
Errors, E. G. Piaggi
1. Introduction
Descent to a planet's surface may be accomplished with
a capsule placed on a descent trajectory from an orbit
about the planet. This article shows the effects of errors
in the initial conditions of this descent trajectory on entry
and landing parameters of interest. Orbit-determination
uncertainties and de-orbit maneuver execution errors that
give rise to these deviations in initial conditions are con-
sidered both together and separately. It will be shown
that the orbit-determination uncertainties contribute very
little to the deviation in entry and landing parameters.
The errors in initial conditions are mapped to entry- and
landing-parameter errors in a Monte Carlo analysis.
Histograms of the distributions of some parameters are
presented. The error analysis is carried out in parametric
fashion both for the entry parameters and the initial-
condition variations.
2. Description of the Nominal De-orbit Trajectory
The descent trajectory begins following a de-orbit
maneuver by the descent capsule; hence, the orbit pre-
scribes the locus of possible injection points for the descent
or transfer trajectory. The present analysis considers that
the entire trajectory from the de-orbit maneuver to land-
ing takes place in a vacuum. However, an atmospheric
height of 243.8 km is assumed (although it does not influ-
ence the trajectory), and certain parameters are computed
at this point in the trajectory.
The de-orbit trajectory is assumed to be elliptical and
may be determined completely by specifying six inde-
pendent parameters. There are many parameters to choose
from, but previous work s indicated the choice of the set
used in this analysis. One parameter may be immediately
fixed (and, hence, will not be considered) if it is assumed
that the transfer de-orbi_ trajectory is in the plane of the
orbiter. The remaining five initial parameters used to
define the trajectory, along with parameters of interest at
entry and encounter, are defined in Table 1 and Fig. 1.
3. Description of the Random Trajectory
The five initial-condition parameters HA, HP, zxV, T,
and _ are treated as random variables. Random numbers
from a generator having a normal distribution with a stan-
dard deviation ¢ = 1 and a mean of zero are multiplied
by the appropriate _ values of the respective variables.
1Internal publications by R. R. Stephenson and J. O. Light.
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Table1. Nomenclatureforinitial,entry,and
landingparameters
Initial parameters
HA
HP
TA a
T e.
,_V
height above planet's surface of orbit's apoapsis
height above planet's surface of orbit's periapsis
true anomaly at which capsule applies additional velocity
increment (de-orbit)
time from periapsis passage to TA
magnitude of the maneuver velocity increment added to
initiate de-orblt trajectory
maneuver orientation angle (angle made by AV with local
horizontal)
Entry parameters
_e
V_
Te
PER_
BLOOK e
angle of attack: angle between inertial direction of de-orblt
maneuver and direction of inertial velocity vector at entry
inertial velocity of capsule at entry
entry angle: flight path angle (angle between capsule iner-
tial velocity vector and local horizontal) at entry altitude
(800,000 ft or 243.8 km)
entry time: time from de-orblt point to capsule entry an
ballistic vacuum trajectory
PER (see below) at time of capsule entry
BLooK (see below) at time of capsule entry
Landing parameters
PER
BLooK
CLOOK
P
SCT
landing site location: angle measured (positive in direction
of orbiter) from direction of periapsis of last (prior to capsule
de-orbit) satellite orbit to llne intersecting a vacuum trajec-
tory with the Martian surface
bus look angle: look angle (positive in direction of orbiter)
to spacecraft bus from capsule (referenced to local vertical)
at time of impact on a vacuum trajectory
capsule look angle: look angle (positive in direction of
orbiter) to capsule from orbiter at time of capsule impact,
measured from llne parallel to line of apsldes and going
through location of the spacecraft at time of impact to
spacecraft-capsule line
range at impact between capsule and orbiting spacecraft on
a vacuum trajectory
spacecraft time: time to overhead passage of spacecraft as
seen from landed capsule, negative indicating that space-
craft bus has already passed overhead by amount of time
shown
aFor given HA and HP, TA is interchangeable with the time from periapsls passage;
TA is used for the nominal de-orblt trajectory, while T is used for the random
traiectory.
The initial conditions for the random trajectory are then
obtained by adding these random perturbations to the
nominal initial conditions. It should be noted that here,
as was the case with the nominal trajectory, no out-of-the-
plane (of-the-orbiter) component is assumed. The entry
and landing parameters of the randomly perturbed tra-
jectory are then obtained in the same way as for the nom-
J
EARTH
-PER
Fig. 1. Geometry of orbit and de-orbit trajectory
inal trajectory. By repeating this process a "large" number
of times, the distribution of entry and landing parameters
is obtained.
4. Numerical Results
This discussion is limited to numerical results for tra-
jectories with TA _ 180 deg. A future issue of the SPS,
Vol. III, will give results for trajectories with TA < 180 deg
and possibly a comparison of some salient points of the
two types of trajectories.
The following analysis will first examine the effects of
varying particular initial-condition parameters, as well as
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certain entry and landing parameters. Secondly, it will
establish which error sources seem to dominate the others
in their effects on entry and landing parameters.
a. Variations of initial, entry, and landing parameters.
The descent trajectories analyzed here will, in general,
be compared in pairs of trajectories which will differ
markedly in only one of the following five parameters:
HA, HP, AV, 3'e, and B_oo_c. It will be noted that only the
first three of these are initial-condition parameters, while
the last two are entry and landing parameters, respectively.
Of the five variables used to define the initial conditions
of the de-orbit trajectories, the two that can be varied com-
pletely to suit particular entry and landing parameters are
TA and 7. Variations in the remaining three parameters
are considered independently over their current likely
range for a typical Mars mission, with the added con-
straints that 7e be kept within approximately 14 to 20 deg
and BLooK within approximately --30 to --60 deg.
Listed in Table 2 are trajectories for which HA ranges
from 10,000 to 20,000 km, HP from 500 to 1500 km, and
AV from 175 to 275 m/s; all of the trajectories given have
3'_ and BLooK confined to the above limits.
Effects of variations in HA. The effects of a change in
HA alone can be observed by comparing trajectories 1, 2,
3, and 4 with 5, 6, 7, and 8 (or trajectories 9, 10, 11, and 12
with 13, 14, 15, and 16). These two groups have a different
HA (10,000 versus 20,000), but the same HP and AV. The
four trajectories in each group are for both high and low
_,_ values and more- and less-negative BLooK values. In
comparing trajectories 5 and 1, which have high "Ye with
more-negative BLooK values, it can be noted that the
a values of the entry and landing parameters examined
are nearly equal. If the same comparison is carried out
for the same conditions except for trajectories having low
ye, i.e., trajectories 7 and 3, it can be noted that the tra-
jectory with the high HA value has somewhat higher
errors in most parameters examined, the largest differ-
ences being in the a values for BLoo_ (1.7 versus 1.2 deg)
and PER (2.59 versus 1.94 deg). It should also be noted
that two parameters, namely, PER_ and 7e, have a reversed
behavior from the others; the difference here is small and
may perhaps be due to the slightly lower y_ of trajectory 3.
By comparing the lower ye trajectories with the less-
negative BLooK (for this group), it can be seen that the
same behavior holds, with the differences in errors being
larger than in any of the other three pairs of trajectories.
The difference in a for BLoon now amounts to 0.9 deg
(i.e., 2.3 deg for trajectory 8 and 1.4 deg for trajectory 4),
while the difference in PER is 0.87 deg (i.e., 2.71 versus
1.84 deg). By comparing the corresponding four pairs of
trajectories with a AV of 275 m/s, similar behavior may
be observed.
It may be surmised from the above comparisons that a
difference in HA from 10,000 to 20,000 km seems to have
little effect for de-orbit trajectories with high 7e. If a low
7_ is used, however, the 20,000-km HA has associated with
it somewhat higher errors in most entry and landing
parameters, especially BLooK and PER. The biggest differ-
ence in the errors of these parameters occurs for the less-
negative nominal BLooK and low 3'e, the latter dominating
the former.
Effects of variations in HP. The effects of significant
differences in HP alone may be observed by comparing
the, values of the various entry and landing parameters
of trajectories 13, 14, 15, and 16 with those of 17, 18, 19,
and 20 (or 5, 6, 7, and 8 with 21, 22, 23, and 24). The gen-
eral trend observed by comparing corresponding pairs of
trajectories varying only in HP is that the a values that
seem most affected are those of a_ and V_. The lower HP
has associated with it the larger a values of these two
entry parameters. The a values for some parameters such
as p and SCT may differ somewhat, but not really signifi-
cantly, especially as a percentage of the corresponding
mean. It is of interest to note that the differences in a_ and
V_ errors are somewhat more predominant for the trajec-
tories with less-negative BLooK values. The above observa-
tions may be made whether trajectories 13, 14, 15, and 16
are compared with 17, 18, 19, and 20 or trajectories 5, 6,
7, and 8 with 21, 22, 23, and 24.
Effects of variations in AV. By comparing trajectories
which differ only in AV (trajectories 1, 2, 3, and 4 with
13, 14, 15, and 16), it can be observed that errors in all
except one parameter do not differ appreciably for com-
parable trajectories. The single exception is V_. This excep-
tion can be well understood, since the errors in AV were
taken to be proportional to the magnitude of AV, and
these are seen to map directly into uncertainties in V_.
It can be noted that the trajectories with the less-negative
BLooK values are associated with the greater differences
(as high as a factor of 2.7 between trajectories 8 and 12,
while only a factor of 1.7 between trajectories 7 and 11).
Effects of variations in BLooK. Trajectories which differ
only in BLooK generally seem to have the same errors in
entry and landing parameters, with the exception of p.
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Table2. Variousde-orbitrajectorieswithapproximately14-to20-deg_/eand --30- to --60-deg Brook
e,,,,
0
U_
.<
CO
&
0
Trajectory 1 2 3 4 5 6 7
HA, km
HP, km
_V, m/s
TA, deg
7/, deg
7_,deg
BLooK+,deg
PER+,deg
T_, h
_e, deg
Ve, km/s
BLoo_,deg
5CT, s
PER, deg
p, km
CLooK, deg
10,000
500
175
215
224
19.92_0.2
--45.0±0.4
--48.85±0.47
1.3856±0.0061
19.9±0.6
4.2_0±0.0007
--59.7±0.5
430±5
-- 36.34 ± 0.65
1885± 14
84.0±0.3
Initial _arameters (nominal values) a
10,000
500
175
232.5
184
10,000 10,000
500 500
175 175
245 260
230 188
20,000
500
175
227.5
231
20,000
5OO
175
245
193
20,000
500
175
255
227
20.25±0.18
--13.5±0.4
--43.37±0.47
0.9698±0.0_5
71.6±0.5
4.2471±0.0007
Entry parameters (mean values) ± a
13.96±0.26
--33.3±0.5
--31.17±0.67
0._61±0.0069
32.2±0.7
4.3041±0.0010
13.94±0.28
--4.2±0.5
--26.22±0.77
0.5667±0.0065
84.3±0.6
4.2266±0.0010
19.94±0.24
--44.3±0.4
--41.69±0.51
1.3917±0.0083
18.3±0.6
4.5298±0.0007
Landing parameters (mean values) ± a
19.95±0.23
--12.6±0.4
--36.82±0.55
0.8645 ± 0.0084
68.9 ± 0.5
4.4689 ± 0.0008
14.22 ±0.23
--27.5±0.5
-- 26.70 ± 0.53
0.6792 ± 0.0085
40.4 ± 0.7
4.5165±0.0010
--30.0-:-0.5
115±3
--31.22±0.62
903± 10
118.8 ±0.5
--59.8±1.2
208±7
--7.72±1._
984±19
112.5±0.8
--30.2±1.4
71±5
--3.80±1.84
583±13
146.0±0.8
-- 59.9 ±0.6
370±4
--28.84±0.74
1741 ± 14
91.3 ± 0.3
--29.8±0.6
97±3
--24.08±0.76
814±10
126.1±0.5
--57.4±1.7
1_±8
--0.44±2.59
857±23
122.2±1.0
20,000
5OO
175
265
184
13.87±0.23
--0.3±0.5
--22.75±0.55
0.5_6±0.0081
89.6±0.7
4.4342±0.0010
--29.8±2.3
65±7
4.16±2.71
563±19
154.4±0.8
Trajectory 9 10 11 12 13 14 15 16
Initial =arameters (nominal values) a
HA, km
HP, km
_V, m/s
TA, deg
7/, deg
20,000 10,000
500 500
275 275
285 227.5
216 241
Entry parameters (mean values) ± a
20,000
5OO
275
240
245
10,000
500
275
257.5
217
20,000
5OO
275
262.5
219
10,000
5O0
275
257.5
246
19.98 ± 0.27
--13.5±0.5
-- 34.75 ± 0.63
0.5199 ± 0.0080
58.3±0.7
4.4866 ± 0.0018
20,000
5O0
275
267.5
244
14.26 + 0.36
--3.6±0.5
--21.21 ±0.86
0.3304 ± 0.0070
75.8 ± 0.9
4.4409 ± 0.0027
20.02 ± 0.24
--44.1 ±0.5
--48.44±0.52
0.9932 ±0.0061
14.9±0.7
4.3297±0.0012
19.73±0.22
--13.4±0.5
--38.93±0.59
0.5238±0.0062
59.7±0.6
4.2563±0.0016
14.28±0.28
--33.1±0.6
--31.21±0.67
0.5429±0.0066
28.4±0.7
4.3436±0.0016
19.16±0.29
--43.4±0.5
--39.54±0.58
0.9297±0.0084
15.4±0.7
4.5_9±0.0012
7_, deg
B_oozc _, deg
PER_, deg
T_, h
_x_, deg
V+, km/s
14.36±0.22
--28.0±0.6
--26.21±0.50
0.47_±0.0083
35.3±0.8
4.5597±0.0017
10,000
5OO
275
282.5
219
14.06±0.32
--5.4 ± 0.5
-- 23.65 ± 0.89
0.3342 ± 0.0059
73.1 ±0.8
4.2301 ±0.0023 I
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Table 2 (contd)
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Trajectory 9 10 11 12 13 14 15 16
Landing parameters (mean values) --
BLoo_, deg
SCT, s
PER, deg
p, km
CLoo_, deg
--60.1 -----0.7
337±5
--25.82±0.90
1599-----18
94.0±0.4
-- 30.5 ± 0.6
95±3
-- 22.05 -- 0.88
783± 13
127.4-----0.8
--58.1 ± 1.6
170-----8
0.00 -- 2.48
864 ± 23
121.9± 1.1
--30.1 ±2.1
66±7
3.19±3.12
568 ± 20
183.0 ± 1.3
--59.0±0.6
414±5
-- 35.97 ± 0.73
1830± 16
85.0 -----0.3
-- 30.2 ± 0.6
103±3
--26.31 -----0.78
812_11
123.5 ± 0.7
--59.3 -----1.2
207±7
-- 8.64 ± 1.87
985 + 20
112.1 ±0.9
--30.2 -- 1.3
7O±5
-- 1.60 ± 2.06
576± 14
148.2±1.1
Trajectory 17 18 19 20 21 22 23 24
Initial parameters (nominal values) _
HA, km
HP, km
_V, m/s
TA, deg
_/, deg
_e, deg
BLooKe,deg
PER_,deg
T_, h
_e, deg
Ye, km/s
10,000
1500
275
212_
207
I 0,000
1500
275
205.0
151
10,000
1500
275
237.5
198
Entry
20.16-----0.19
--47.0±0.4
--44.49 ± 0.45
1.6839 ± 0.0051
29.8 ± 0.6
4.2859±0.0008
20.13-----0.21
--14.3±0.6
-- 40.37 ± 0.58
2.1837 ± 0.0078
74.2±0.3
4.2587 ± 0.0005
14.16±0.24
--38.5±0.5
--20.88 ±0.69
1.1697 ± 0.0056
46.2 -- 0.6
4.2601 ±0.0010
10,000 20,000
1500 1500
275 175
208.5 210.0
138 187
parameters (mean values) ±
13.85 ± 0.35
--0.5±0.9
--22.41 ±0.97
2.2112 ±0.0099
79.1 ±0.3
4.2608 ± 0.0006
19.99±0.18
--46.3 -- 0.4
--38.37±0.42
2.9633 ± 0.0078
41.4±0.5
4.4991 ± 0.0003
Landing parameters (mean values) ±
20,000 20,000
1500 1500
175 175
201.0 217.5
143 163
15.94-- 0.33 14.23 ± 0.25
--6.0± 1.2 --33.6±0.5
--29.15±0.76 --22.53-----0.61
4.1235±0.0106 2.5649±0.0089
71.2 ± 0.3 62.8 ± 0.4
4.4936±0.0002 4.4824±0.0003
20,000
1500
175
195.0
147.5
19.97±0.26
--13.0-----1.1
--39.88±0.61
4.7369±0.0110
67.4 -- 0.3
4.4981 -- 0.0002
BLOOE,deg -- 60.1 ± 0.5 -- 30.1 ± 0.6 -- 60.5 ± 1.1 -- 30.5 ± 2.0 -- 60.1 ± 0.5
SCT, s 901 ± 10 301 ± 8 594 ± 15 239 ± 18 845 ± 10
PER, deg -- 32.21 ± 0.61 -- 28.10--0.75 1.12 ± 1.57 0.94-- 2.59 -- 25.62 ± 0.89
p, km 3416 ± 20 2056± 21 2393 ± 32 1679± 26 3452 ± 24
CLoo_c,deg 87.7±0.3 121.8 ±0.8 120.7±0.6 150.4± 1.1 94.3 ±0.3
i
aThe o" values used for the initial parameters were as follows: (1s._ _ 10 kin, _z_ ° mR 10 km, o'=v _ 0.25% _V, c_r _--- 10 s, and _ _ 0.5 deg.
-- 30.2 ± 1.3
239± 12
-- 10.49 ± 1.55
1792 ± 27
139.4± 1.4
--60.0± 1.9
554 ± 22
2.73 ± 2.55
2390 ± 45
122.7 ± 0.8
-- 24.7 ± 1.0
293±14
--27.11 ±0.86
2137±38
123.2 ± 1.4
It can be observed, however, that this is true only if the
magnitudes of the errors are compared. Comparison shows
that the errors as percentages of the nominal values are
about the same, even for p. Therefore, traiectories that
differ in BLoon only do not seem to have any discernible
difference in the dispersions of the parameters. It can be
noted, however, as pointed out above, different BLoo_c
values may accentuate differences in other parameters if
differences in some initial parameters are present.
Effects of variations in "Ye. By comparing trajectories
with approximately the same HA, HP, AV, and BLoo_c but
differing _e, it may be observed that the lower _'e trajec-
tories have parameters with the greater (or, at least, equal)
dispersions. It seems from the data that, in general, the
parameters whose a values seem least affected by the
variation in _'e are the entry parameters. But even some
of these, such as ye, BLOOKe, and PERe, seem to give rise
to higher a values for lower _e and less-negative BLoon
values. (As an example, trajectories 10 and 12 may be
compared.)
The parameters that appear most affected by lower "/e
are BLoozc, SCT, PER, and p. For example, trajectory 6
may be compared with trajectory 8; v_ values for these
trajectories are 19.95 and 13.87 deg, respectively. The cor-
responding errors in BLooK are 0.6 and 2.3 deg-nearly a
factor of 4 difference. Similarly, the a values for PER are
0.76 and 2.71 deg, respectively-again, nearly a factor of
4 difference.
It should be noted that variation in _,_ is the single most
effective way of achieving PER variations. Hence, the
PER values for trajectories 10 and 12 are quite different;
i.e., the nominal values of PER are -22.05 and 3.19 deg,
respectively. Since the less-negative PER values are
achieved with lower _,_, it may be concluded from the
above that the less-negative PER values have, because of
the lower ),_ values, greater errors in PER due to de-orbit
maneuver execution errors.
b. Effects of error sources. The relative effects of the
various error sources are directly dependent on the
values used. Those that are currently considered to be
somewhat realistic values for the 1970s for the five
initial conditions used in this analysis are _na = 1 km,
aMe = 0.3 km, _Av = 0.25% (AV), _r -- 5 s, and _ = 0.5 deg.
To properly study the relative effects that the various
error sources have on the entry and landing parameters,
a Monte Carlo analysis was carried out, setting all but one
e
of the initial _ values equal to zero. Under these assump-
tions, the resulting dispersions of the parameters studied
are shown in Table 3 along with the dispersions with all
five nominal a values. As can be readily seen, by far the
dominating error source for all but one of the parameters
is the pointing error in the de-orbit maneuver. (The one
exception is T_.) The error source that seems to be the next
most important in contributing to entry- and landing-
parameter errors is the proportional (or shut-off) error
of the velocity. (This source of error is the chief con-
tributor to dispersions in Te.) It follows at once that,
using the above a values of the initial conditions, the
orbit-determination errors (_MA, ane, and part of _,) are
negligible contributors to the dispersions of the entry and
landing parameters examined.
The relative importance of error sources changes con-
siderably, however, if the uncertainties in the initial con-
ditions are those which were used to carry out the first
part of this analysis. Table 4 shows the resulting disper-
sions when these values of the uncertainties (namely,
_Ha = 10 km, _He = 10 km, _zxv= 0.25% (AV), a_ = 10 s,
and _ -- 0.5 deg) are applied one at a time. It should be
noted that here the dominating error source is the uncer-
tainty in HP. The dominance here, however, is not as
overwhelming as in the previous comparison; in fact, for
some parameters the pointing error is still the largest con-
tributor to the dispersions.
A complete units-of-variance analysis would be useful
in determining the relative values of the uncertainties
for which each uncertainty becomes the dominant error
source. This analysis is not undertaken here, however.
i
c. Description of the dispersions. The dispersions in
entry and landing parameters that arise from uncertain-
ties in the initial conditions are more fully described ff
histograms of these dispersions can be constructed. The
histograms of the distributions of some of the parameters
investigated are shown in Figs. 2--4. As can be seen, these
parameters (for this particular case) appear to be fairly
normally distributed.
5. Conclusions
In summary, the following conclusions may be drawn
from the preceding analysis:
(1) The trajectory characteristic that most strongly
influences landing-parameter errors is _,_, with low
),_ giving rise to the largest errors.
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Table 3. Relative effects of perturbations, using those _ values of initial
parameters currently considered realistic for 1970s
Parameter Value _H,_ only _HP only _v only _T only _r_ only
initial Nominal a Initial parameter cr values
HA, km
HP, km
AV, m/s
TA, deg
_, deg
18,000
1000
225
230
220
0
0.3
0
0
0
o
0
0.25%
0
0
Entry Mean -----_ Entry parameter a_values
_/e, deg
Bz,ooKe, deg
PERe,deg
T_, h
o_e,deg
Ve, km/s
18.44-4-0.16
--44.28±0.41
--35.17±0.28
1.4241 -----0.0015
26.74 -----0.61
4.4894 ± 0.0008
Landing Mean ±
0.005
0.41
0.01
0.0005
0.01
0.0000
0.003
0.18
0.02
1
0.02
BLooK, deg
SCT, s
PER, deg
p, km
CLooK, deg
0.01
0.003
0.01
0.0002
0.01
0.0000
0
0
0.02
0
0.01
--60.1 -----0.5
518-----4
-- 20.78 ± 0.48
2299± 10
99.12----.0.11
0.06
0.07
0.12
0.0007
0.06
0.0000
Landing parameter crvalues
0.01
0.01
0.03
0.0011
0.01
0.0000
0.1 0
0 0
0.19 0.08
1 2
0.06 0.04
0
0
0
0
0.5
0.15
0.39
0.24
0.0005
0.59
0.0008
0.5
4
0.42
9
0.08
aTh e _r va/ues used for the initial parameters were as follows: erlt"A = Ikm, a_p _ 0.3 km, o'zLv = 0.25o/0 _V, o'T = 5 s, and a_ = 0.5 deg.
Table 4. Relative effects of perturbations, using same Gr values as those in Table 2
Parameter Value _RA only _rP only _v only _T only o'_ only o'_ _1, only
Initial Nominal a Initial parameter _ values
HA, km
HP, km
AV, m/s
TA, deg
7/, deg
18,000
1000
225
230
220
10
0
0
0
0
0
10
0
0
0
0
o
0.25%
0
0
0
0
0
10
0
Entry Mean ± cr Entry parameter _ values
18.44 ± 0.26
-- 44.3 ± 0.5
--35.17±0.55
1.4242 ± 0.0074
26.7 ± 0.6
Te, deg
BLOOXe, deg
PER_,deg
T_, h
_e_ deg
0.05
0.0
0.14
0.0048
0.1
Ve, km/s 4.4894 ± 0.0008 0.0002
Landing Mean ±
BLOOK,deg
SCT, s
PER, deg
p, km
CLOOK,deg
--60.1 ±0.7
518±7
-- 20.78 ± 0.87
2299 ± 18
99.1 ±0.4
0.0
2
0.21
7
0.2
0
0
0
0
0.5
0.19
0.3
0.46
0.0053
0.2
0.0001
0.06
0.1
0.12
0.0007
0.1
0.0000
0.02
0.0
0.06
0.0022
0.0
0.000(3
0.15
0.4
0.24
0.0005
0.6
0.0008
Landing parameter _rvalues
0.4
5
0.69
14
0.3
0.1
0
0.19
1
0.1
0.0
1
0.09
3
0.1
0.5
4
0.42
9
0.1
aThe _ values used for the initial parameters were as follows: _._ = 10 km, a,P = 10 km, _A_' = 0.250/0 AV, a_, = 10 s, and _ _--- 0.5 deg.
o
0
0.25%
0
0.5
0.16
0.4
0.27
0.0009
0.6
0.0008
0.5
4
0.46
9
0.1
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(2) The maneuver execution errors (in particular, the
pointing error) greatly dominate the contributions
of the orbit-determination errors, using the current
estimates of these error sources.
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B. Analytical Determination of Midcourse Velocity
Probability Distributions, L. Kingsland
1. Introduction
On interplanetary missions where large midcourse
maneuvers may be required, the amount of propellant
carried for midcourse maneuvers can comprise a signifi-
cant part of the total mass of the spacecraft. In planning
the amount of propellant to be carried on the spacecraft,
an important consideration is the certainty that the pro-
pellant carried will be sufficient to perform all required
midcourse maneuvers. In general, the probability func-
tion describing the expected distribution of midcourse
velocity corrections is fairly difficult to determine.
The usual technique for determining the distribution of
midcourse velocities is to run a Monte Carlo simulation
of the maneuvers, based on a knowledge of the covariance
matrices of each midcourse maneuver. Such a procedure
is described, and several analytical distributions are fit
to the data obtained from a Monte Carlo simulation in
SPS 37-37, Vol. IV, pp. 1-11.
This article examines the mathematical structure of
midcourse velocity distributions, describes how midcourse
velocity distribution functions can be directly calculated
by numerical integration, and discusses certain cases
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which can be represented by means of an analytical dis-
tribution. The velocity correction maneuver following a
hyperbolie encounter is examined in detail, and a simpli-
fied procedure for estimating the magnitude of such a
maneuver is described.
2. Analysis
The expected distribution and orientation of a mid-
course velocity maneuver is described, in general, by a
eovariance matrix, Av, in a reference coordinate system.
The correlation between components of the velocity in
these reference coordinates can be eliminated by rotating
by the matrix of eigenvectors, R:
Au = R A_ R r
where
u = Rv
u= lul = Ivl =(Ug+U_+U_)_
This rotation aligns the new coordinate system with the
axes of symmetry of the dispersion ellipsoid, and, in these
new coordinates, the components of u will be uneorre-
lated. If the components of u are normally distributed, the
probability density function of each component will be:
1 [l{u_z 1t, (u,) - -, (2_)_/,_exp - 2 \., / ' i = x,y,z
Since the components of u are uncorrelated, their three-
dimensional probability density function (Ref. 1) will
be the product of their individual probability density
functions:
[1 _ Lt, u_ _+f(_x'uv'Uz) -- (2r)_az%az exp 2 \a_ + a_ a_//
By transforming into spherical coordinates (u,O, _)
Uz : tt COS 0 COS _b
uy : u sin 0 cos
u_ : u sin
and multiplying by the ]acobian of the transformation
1(u, O,_) = u _cos
the three-dimensional density function can then be ex-
pressed in terms of u, 0, and _:
_ cos4 [ "_ (c°s_0__os_
t (u, o,4) - (2_/exp L- 2
+ sin20 cos24 sin_ 4_
_r_, + _---S-- ,
u_O,O_O_, 2_@--2
= 0 otherwise
The density function of u is obtained by integrating over
and 6:
fo _r/2 fo _r/2f (u) = 8 f (u, O, ¢) dO de, u _ 0
=0, u<O
(1)
The density function of the magnitude u of any midcourse
velocity correction v, whose covariance matrix is known
and whose components are normally distributed, can be
determined by numerical integration of Eq. (1). Numerical
evaluation of this integral should be both simpler and
more accurate than a Monte Carlo simulation, especially
for probabilities very close to zero or unity. The distri-
bution function, the mean, and the variance can be sim-
ilarly calculated by numerical integration of the density
function:
U
f (U) = f (u) du, U _-- 0
=0, U<0
_ f( )d_u--=E[u]= u u u
E [u _] --- u_f (u) du
_ [u] = E [u_]- E_[u]
If the dispersion ellipsoid is spherical (i.e., if a_ = av =
a_ --_ or,), the integral of Eq. (1) can be evaluated directly,
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%i _!iil:
i?i
and the resulting density function will be Maxwelrs
distribution:
f (u) = _-'S-exp -- _- , u _ 0
(7 v
=0, u<0
The expectation of u s will be:
where r( ) is the gamma function [r (2) = 1, F (5/2) --
3 =1/2/4, etc.]. Therefore,
_u = E [u] = 2_v (2/_) 1_
E [u 2] = 3a_
a_= E[u 2] - E2[u] =(3--8) a_
The probability that the 3a upper limit of Maxwelrs dis-
tribution will be exceeded is:
o f (u) du = 0.00030
i,+30" u
Another simplification of Eq. (1) will result if the velocity
distribution is "pancake"-shaped (i.e., if two ai are equal
and the third a_ is zero). The resulting density function
of u will then be Rayleigh's distribution:
u
f (u) -- _ exp (- u2/2_),
0,
E [u 2] = 2a_
a_ = E [u 2] -- E 2 [u]
u___0
(2)
u<0
J/
The probability that the 3a upper limit of Rayleigh's dis-
tribution will be exceeded is:
f _ f (u) du = 0.0055
u+3(Tu
It should be noted that the residual probability associated
with the 3a upper limit of the Rayleigh distribution is
about 20 times larger than that of the Maxwell distribu-
tion. This comparison of the 3a upper limits of two pos-
sible midcourse velocity distributions demonstrates that
the term "3a" can be misleading if the reader attempts to
associate a given level of certainty with that term. When-
ever the term "3_" is used in connection with level of
certainty, the associated probability or the distribution
function should also be specified.
In certain cases, the components of a midcourse velocity
vector may not necessarily be normally distributed. An
example of such a situation is a midcourse maneuver
which serves to correct for the execution errors of an
earlier midcourse maneuver. In general, the velocity vec-
tor of such a maneuver is given by:
=(_m'_-_ (8m)v_ \SvJ 7v, 8v,
where 8v_ = u_e, u_ is the magnitude of the first mid-
course maneuver, and e is a normally distributed random
vector. Since u_ is a scalar,
(Sm' o
=u,w
Each component of v2 will therefore be a product of ui
and a linear function of the components of e:
v2_ = u_ (a_i e_ + azi e2 + as, e8)
Ul Wi
Since each component of e is normally distributed, and
since each component of w is a linear function of the
components of e, it can be shown (Ref. 1) that each com-
ponent of w will be normally distributed:
[ 7f (w0 = (2=) _/2a, exp -- _ \ a_ / A
The probability density function of the product of two
random, independent variables can be obtained by inte-
grating the density functions of those two variables as
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follows (Ref. 1):
\ Ull
-- 2= 1_ai exp -- f (ul, O, _) dO dep( ) 2 \u--_-_] J _ Jo v o (3)
In genera], Eq. (3) will require numerical integration, but, in the event that f,x (ux) is a Rayleigh density function, inte-
gration can be performed analytically:
, yo t, r(o4 + ,,.,f(v=,) -- (2rr)"_cr_a, uxexp -- _L',_/ \",_'/ lull
,= 2_ve----]exp --e_ev
Assuming that the coordinate system has been rotated so that the components of v2 are independent, the joint probability
density function of the components will be:
f(v2,,v2y, vz,)_S%cr, crycreXp, _ + Iv2.___!1+ . Iv2.1]_ J)
Transforming to spherical coordinates u=, O, and ff as before:
u_cos_b { u2[[cosOcos_[ + [sinOcos_b,+ [sin_b[] }
The probability density function of uz, the magnitude of vz, can then be obtained by numerical integration:
1 f=/2 f=/z { u_r.cos0cos @ sinacos@ sin#,l_exp -- + + u_ cos _ dd_ dO, _= :_ 0
= 0, u=<0
3. Velocity Correction Following a Hyperbolic Encounter
In multiple-planet swingby missions, the largest velocity
correction maneuvers are generally those required fol-
lowing a planetary hyperbolic encounter. For example,
it has been shown (Ref. 2) that, for a 1970 mission to
Mercury via a swingby at Venus, the post-Venus maneu-
ver would account for about 80% of the total mission mid-
course propellant requirements.
The deviation in the outbound relative velocity vector,
Vooo, resulting from variations in the inbound relative
velocity vector, Voo,, and the vector aim point, B, during
a hyperbolic planetary encounter is given in Ref. 3 as:
8V_oo = K 8Voo, + L 8B
where K and L are linear operators. It has been shown
(Ref. 2) that target errors resulting from expected errors
in B will be significantly larger than those from expected
errors in Vo0,:
_Vooo _ L _B (4)
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where
sin 2v sin z 2v Br sin 2v
L=--Voo_I+------_--V_ + V_o. b8
X (1 + cos2v) BB r
with v as the total bending angle of the hyperbolic
swingby. Expressed in RST coordinates:
B -- b cos 0 ir + b sin 0 ie
8B = (cos 0 8b - b sin 0 30) ir + (sin 0 8b + b cos 0 30) is
BrSB --- b cos20 8b - bz sin 0 cos 0 30 + bsin20 8b
+ b 2sin 0 cos 0 30
= bSb
V®_ = V_ois
Substituting the above relationships into Eq. (4):
sin 2v
8Vo0o = -Vo_ T [(cos 0 8b - b sin0 30)iT
+ (sin 0 8b + b cos 0 80)JR]
sin 22v Voo sin 2v _
+ _ b 8b V_ois + _ bSb (1 + cos 2v)
>( (b cos 0 iT + b sin 0 is)
V_ sin 2v
- -----if--- [sin2v 8bis + (cos Ocos 2v 8b
+ b sin 0 80) ir + (sin 0 cos 2v 8b - b cos 0 80) is]
It should be noted that 8Vooo can be divided into two
components, both perpendicular to the outgoing asymp-
tote. One is in the trajectory plane and proportional
to 8b:
Voo sin 2v
8b [sin 2v is + cos 2v (cos 0 iT + sin 0 is)]b
The other is perpendicular to the trajectory plane and pro-
portional to 80:
V_o sin2v 80 [sin 0 iT -- COS0 ie]
Therefore, the pre-encounter variations in the aim point
vector map into a "pancake"-shaped ellipsoid perpen-
dicular to the outgoing asymptote. This "pancake" effect
has been noted previously, 2 but the significant point here
is that the required post-encounter velocity corrections
will generally be perpendicular to the outgoing asymp-
tote. This may be an important consideration in design
problems related to the rotation of a spacecraft for pro-
pulsive maneuvers.
The covariance matrix of the outgoing relative veloc-
ity is:
AV.o= (SV.o)(SV.o)T
The three terms on the trace of the covariance matrix are:
sin 42v sin 42v
sin 22v
(SVoor) z = V 2 b-------T--[cos 2 0 cos z 2v (Sb) _ + b 2 sin 2 O(80) 2
+ 2b sin 0 cos 0 cos 2v 8b80]
_ V 2 sin z 2v
b2 [COS 2 0 cos 22v a_ + b 2 Sill 2 0 _ro2
+ 2b sin 0 cos 0 cos 2v 8b80]
sin 22v
(SVooR) 2 ----- V z b2 [Sin 2 0 COs22V _ + bz cos 2 0 _2
- 2b sin 0 cos 0 cos2v 8b80]
The sum of the trace of Av_oo is:
V 2 sin 22v
b 2 (_ + b 2 _)
but the bending angle v is a function of V,o and b:
ft
tanv----
Using trigonometric identities, it can be shown that
sin2 = 1+ /
The sum of the trace can therefore be rewritten as follows:
V 2 sin 2 2v, 4/x 2 (aS + b2a_) / ix2 _-2
+ = \ 1 +b4v b2v }
_Long, J., et al., "Study of a 1973 Venus-Mercury Mission With a
Venus Entry Probe," June 15, 1967 (JPL internal document ).
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The rms correction maneuver velocity is defined as the
square root of the sum of the trace of Avo0o:
(av rms) -- ( 1 + (5)
Equation (5) can be checked against the numerical results
obtained by Sturms and Cutting (Ref. 2) for a mission to
Mercury via a close encounter with Venus, with launch
on August 14, 1970, with the following hyperbolic en-
counter conditions:
Voo = 7.748 m/s
b -- 13,200 km
_rb= bao = 100 km
The rms velocity calculated from Eq. (5) is 57.6 re s, which
is identical to the conic analysis result obtained by Sturms
and Cutting.
The relationship derived above provides a simple means
of estimating the required velocity correction maneuver
following a planetary hyperbolic encounter. It also pro-
vides a useful insight into the effect produced by V_ and b
on post-encounter velocity deviations.
In the example cited above, the orbit-determination
error is circular with a = 100 km. As a result of the fore-
going analysis, it can be shown that the distribution of the
post-Venus velocity correction will be two-dimensional
normal and circular, with a--57.6 m/s. Since the distri-
bution of AV is two-dimensional normal, the magnitude
of _xV will obey Rayleigh's distribution (Eq. 2). This con-
firms the findings presented in SPS 37-37, which were
derived by fitting analytical distributions to Monte Carlo
simulations of the post-Venus midcourse maneuver.
4. Conclusions
The evaluation of midcourse velocity probability distri-
butions by numerical integration appears feasible. In cer-
tain instances, especially in the case of probabilities near
zero, it is possible that the use of numerical integration
may be faster and more accurate than a Monte Carlo
analysis.
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III. Computation and Analysis
SYSTEMS DIVISION
A. Abstracts of Certain Mathematical
Subroutines, I., R. Hanson
In September 1966, JPL began the collection and
development of general-purpose mathematical computer
subroutines. The areas selected for the initial phase of
this project were matrix inversion, solutions of linear
systems of algebraic equations, matrix pseudoinversion,
eigenvalue-eigenvector calculations, real or complex roots
of polynomial equations, "reliable" methods for nonlinear
least squares problems and zeroes of vector valued
functions of several variables, and interval arithmetic
subroutines.
In this article we will present the abstracts of several
FORTRAN IV callable subroutines which affect calcula-
tions in each of the above categories. We will also include
the abstracts of subroutines which are nontrivial applica-
tions of several of these "hard core" subroutines men-
tioned above.
Interval arithmetic enables a subroutine user to rigor-
ously state that the result of a calculation is correct to a
certain number of decimal places. Generally, this has not
been possible with a computer before the development of
the concept of interval arithmetic.
The abstracts themselves are divided into three main
groups:
Group 1.
General computational procedures from elementary
mathematics with no error bounding.
Group 2.
The Interval Arithmetic System and its subroutines.
Group 3.
General computational procedures from elementary
mathematics with error bounding. All the subroutines
in this group use the Interval Arithmetic System of
Group 2.
Only subroutines in Group 1 will appear in this article.
The routines from Groups 2 and 3, as well as the non-
linear least squares routines, will appear in a future SPS.
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The presentation of the abstracts will follow according
to this format:
a. Identification
(1) Program or subroutine name
(2) Source language
(3) Machine requirements
b. Purpose of the subroutine.
e. Mathematical methods used in the numerical proce-
dure, together with appropriate references.
d. Computational experience with the subroutine, mis-
cellaneous information, and credits.
1. Group 1: Abstract 1
a. Identification
(1) Subroutine name: MATIN2
(2) Source language: FORTRAN IV
(3) Machine: Any for which a FORTRAN IV com-
piler is available.
b. Purpose Let A = {a_j} and b = {bij}, respectively,
represent n X n and n × m real matrices. The subroutine
MATIN2 attempts to approximate the solution to the
matrix equation Ax = b, provided this solution exists.
Matrix inversions, solutions of linear equations, and
determinant evaluations are possible with MATIN2. The
accuracy of the calculations is single precision.
c. Mathematical method. Jordan's method (Ref. 1) is
used to invert the matrix A and to obtain x -= A -1 b. Full
pivoting is used.
d. Experience. Computational experience with MATIN2
has shown it to be free of coding errors. For badly condi-
tioned matrices A, the solution returned by MATIN2 may
have no correct digits at all. Thus this routine should be
used with extreme caution.
The present program MATIN2 is a slight modification
of an existing JPL subroutine, which was a modification
of SHARE program 664, contributed by Argonne National
Laboratory.
2. Group 1: Abstract 2
a. Identification
(1) Subroutine name DINVR2
(2) Source language FORTRAN IV
(3) See abstract 1, item a(3)
e. See abstract 1, items b and c, and Ref. 1.
d. Experience. This subroutine is a double preeision
version of the subroutine MATIN2 presented in ab-
stract 1.
3. Group 1: Abstract 3
a. Identification
(1) Subroutine name: SOLVE
(2) Source language: FORTRAN IV-MAP
(3) Machine: IBM 7094
b. Purpose. Let A = {aij} and b = {b_}, respectively, de-
note an n × n nonsingular real matrix and an n-dimensional
real vector. This routine obtains a highly accurate approx-
imation to the solution of the system Ax = b. Usually the
true solution (correctly rounded to fit an IBM 7090/94
word) can be reached.
The routine also has the capability of obtaining solu-
tions for many vectors b without further processing of
the matrix A = {aij}.
c. Mathematical method. The system is first scaled so
that the element of maximum modulus of each row lies
between -1 and -_/fi or _/fiand 1.
The first entry to SOLVE then factors A into the prod-
uct of a lower triangular matrix L and an upper triangular
matrix U. Thus the system Ax = b becomes the system
LUx = b. This latter system is equivalent to the two tri-
angular systems Lw = b and Ux = w, both of which are
easily solved.
A first approximation, Xo, is thus obtained. The residual
vector ro = b - Axo is calculated by forming double pre-
cision inner products in the components of Axo with a
final rounding of b - Axo to single precision.
We then set xl = Xo q- dxo and solve the system Adxo =
LUdxo = ro for dxo by solving the systems Ldw = ro and
Udxo = dw.
We now form rl =b-Axl and repeat the same
procedure as above to form a sequence of vectors
Xo, x_, x2, • • • until a certain member of this sequence has
a specified relative accuracy.
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4If Xo is accurate to s digits, then dxo will be accurate to
s digits. Thus xl is (roughly) accurate to 2s digits; x2 is
accurate to 3s digits, etc.
Note that if s = 0, no improvement in accuracy may be
made at each iteration. This situation may occur when A
is poorly conditioned.
It should be emphasized that the great increase in
accuracy which is usually possible with SOLVE is due
primarily to the technique employed in computing the
residual vectors ri = b - Axi, (i = O, 1, • • • ).
See Refs. 2-4 for further details.
d. Experience. Computational experience with SOLVE
has shown it to be free of coding errors.
For badly conditioned matrices A, the solution may
have no correct digits; this will, however, usually be noted
by the program.
This routine should be used with some caution. The
user should pay close attention to the program's decisions
regarding a singularity or failure of the iterative improve-
ment for the matrix A.
This program is a FORTRAN IV modification of
SHARE program SDA 3194.
4. Group 1: Abstract 4
a. Identification
(1) Subroutine name: SLVINV
(2) Source language: FORTRAN IV
(3) Machine: IBM 7094
b. Purpose. This routine obtains a highly accurate ap-
proximation to the inverse of an n × n real nonsingular
matrix A = {a_}.
c. Mathematical method. This routine solves the n
linear systems Axi = ei, (i = 1, • • • , n), where the e_ are
the columns of the n × n identity matrix, using the routine
SOLVE of abstract 3.
The vectors x_ are the columns of a right approximate
inverse for A.
If a left approximate inverse is desired for A, one can
solve the n systems Ary_ = ei, (i = 1, • • • , n). The row
vectors y_ , (i = 1, • • • , n), form the consecutive rows of
a left approximate inverse. This can be effected with the
routine SLVINV by forming the transpose of a right
approximate inverse for A r.
d. Experience. Computational experience with SLVINV
has shown it to be free of coding errors.
This routine is the most reliable and accurate single
precision matrix inversion program available. It should,
however, still be used with some caution.
5. Group 1: Abstract 5
a. Identi]ication
(1) Subroutine name: DSOLVE
(2) Source language: FORTRAN IV-MAP
(3) Machine: IBM 7094
c. See abstract 3, items b and e, and Refs. 2-4.
d. Experience. This routine is a double precision ver-
sion of the routine SOLVE presented in abstract 3. Expe-
rience with DSOLVE has shown it to be free of coding
errors.
The residual vectors ri = b- Axi (see abstract 3) are
calculated using quadruple precision accumulated inner
products with a final rounding to double precision on all
components of the vector b - Axi, (i = O, 1, 2, • • • ).
If one desires an accurate approximation for the inverse
of the matrix A = {ai_}, the vectors x_, (i -- 1, • • • , n),
obtained by solving the n linear systems Axi = e_ (see
abstract 4) will form consecutive columns for an approxi-
mate right inverse.
6. Group 1: Abstract 6
a. Identi_cation
(1) Subroutine name: LSQSOL
(2) Source language: FORTRAN IV-MAP
(3) Machine: IBM 7094
b. Purpose. Let A = {aij} and b = {b_} respectively
represent a real m X n matrix and a real m-dimensional
vector. No assumptions are made regarding either the
rank of the matrix A or the relations of the positive inte-
gers m and n to each other.
This routine will approximate the unique solution of
minimal euclidean length (the pseudoinverse solution)
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L
for the least squares problem Ax - b, as well as generate
an orthonormal basis for the null-space of A, (x lAx = 0}.
The routine has the capability of processing many vec-
tors b without further processing of A-= {a_j}.
c. Mathematical method. Basic mathematical algorithm.
Let rl = rain (m, n) and r = rank A. An m X m orthogonal
matrix Q is constructed as a product of Householder
reflections (Refs. 5 and 6), such that
QA=
_" n-r
r ([ Rll
m
(i)
The matrix Rll is a nonsingular upper triangular matrix.
If r < n, we construct an n )< n orthogonal matrix S,
again as a product of Householder 'reflections' (Ref. 7),
such that
QAS =
r _-r
r(
(2)
The matrix R is a nonsingular r X r upper triangular
matrix. [In case r = rl, the matrix displayed in the right
member of Eq. (2) must be properly interpreted.]
Let
Qb=fc] }r
La]}_-_ (z)
x = sy (4)
and
[Y 7}rY= y_J}n-r (_)
Since the length of an m-dimensional vector is invariant
under left multiplications by the m X m orthogonal matrix
Q, the euclidian length of Ax - b is minimized precisely
when
[R 0] y = ny_ = c (o)
This system of r equations in Eq. (6) can be easily solved
since R is upper triangular.
The vector y of Eq. (5) has only the segment y_ uniquely
determined by Eq. (6). The segment y2 can be chosen
arbitrarily.
The unique solution of Eq. (6) of minimal euclidean
length, however, is the vector
yz _-- (7)
for which yz = O.
Thus, since S is orthogonal, the unique least squares
solution of Ax - b of minimal euclidean length is given
by x = Sy, where y is given by Eq. (7).
An orthonormal basis for the null space of the matrix
QAS of Eq. (2) is given by the columns of the matrix
X= }n-r (8)
Here I is the n - r )K n - r identity matrix.
Again using the fact that S is orthogonal, the n )< n - r
matrix
H = SX (9)
has as its columns an orthonormal basis for the null space
of A, {xlAx = 0}.
d. Numerical algorithm. Instead of r, the actual rank
of A, which cannot, in general, be calculated with a fixed
precision of arithmetic for a general matrix, we calculate
a pseudorank or (_) rank which is defined in the follow-
ing way.
Let E > 0 be given. Suppose that 0 _ k < rl steps of the
forward triangularization procedure have been performed
so that
k n-k
(io)
Here the matrix RI_ is a k X k nonsingular upper triangu-
lar matrix.
Let R_2=fr_}, (j = k + l, • • • ,n), (i=1, • • • ,k),
andR_2={t_j}, (j=k+l,...,n), (i=k+l,''-,m).
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We then define the (_) rank A to be the smallest nonnega-
tive integer k for which
k
(i = k + 1, • • •, n) (11)
$ =/_+:t i=1
In particular, the following theorem may be proved.
Theorem. If A has (e) rank k for a given _ > 0, then exactly
n - k of the nonnegative eigenvalues of ArA do not exceed
,2 IIa_2a2211, where n22 is given in Eq. (10). (The matrix
norm indicated here is the euclidean norm.)
If a given matrix A has (E) rank r < rl for a given E > 0,
we next identify the matrix in the right member of
Eq. (10) with the matrix in the right member of Eq. (1).
We then compute the solutions of minimal euclidean
length for this new system.
Iterative improvements are calculated by noting that
if Xo is an approximate solution, and if xl = xo + dxo, then
Axl - b = Adxo - to, where ro = b - Axo. This is a new
least squares problem for dxo.
In this way one obtains a sequence of vectors x0, x_, • • • ;
this sequence will terminate when some member of it has
a specified relative accuracy. Let us call the solution so
obtained x'.
In case r < n, we accept this as a solution to the least
squares problem.
If r- n, we observe that since Q is orthogonal the
system
A_Ax = A_b (12)
is the system
RTRx = Arb (13)
where R is given in Eq. (2).
The system in Eq. (13) is equivalent to the two n × n
triangular systems
)
and
We again calculate iterative refinements as above to
obtain a second sequence of vectors _o,'X_, " " • • We thus
obtain a certain member, say x", of this sequence which
has a specified relative accuracy.
Double precision inner products are accumulated in
forming the vectors r_ = b- Axi and Ar (b - Axe),
The solution returned is the vector x' or x" for which
IIAx- bl[ is minimized. Roughly speaking, a problem
Ax - b for which Ax - b = 0 will usually result in x = x'.
On the other hand, problems for which Ax - b t= 0 often
result in x = x'.
Experience has shown that LSQSOL is free of coding
errors and it is highly recommended.
The accuracy of the computation is essentially single
precision, but the solution returned is in double precision.
The number of correct digits in this solution may be more
than that allowed by single precision representation.
7. Group 1: Abstract 7
a. Identification
(1) Subroutine name: COVLSQ
(2) Source language: FORTRAN IV
(3) Machine: IBM 7094
b. Purpose. Let A = {a_j} be an m X n real matrix of
rank n. Then COVLSQ calculates (ArA) -1 (without form-
ing ArA) with output from the routine LSQSOL of
abstract 6.
e. Mathematical method
Since QA = [R 1 , where R is the nonsingular upper
triangular n )< n matrix defined in abstract 3, Eq. (2),
we have
ArA ----(QA)rQA = RrR (1)
Rrw = Arb (14) Thus
Rx=w (15)
Eqs. (14) and (15) are easily solved.
(ArA) -_ = R -: (R-_) r (2)
Since R is upper triangular, R -: is also. Hence (ArA) -_ is
obtained as the product of an upper triangular and a
lower triangular matrix.
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d. Experience. This routine can be expected to retain
more accuracy (with single precision calculations) than
a routine which would invert A*A directly.
Experience has shown this routine to be free of coding
errors.
If one has solved a least squares problem Ax - b with
rank A=n, and if re>n, then the variance-covariance ma-
trix is given by [a2/(m-n)] (ArA) -_, where a2= iiAx_bll2.
8. Group 1: Abstract 8
a. Identification
(1) Subroutine name: SEQLSQ/SEQLQ2
(2) Source language: FORTRAN IV-MAP
(3) Machine: IBM 7094
b. Purpose. This routine obtains the least squares solu-
tion of an arbitrarily dimensioned linear least squares
system Ax -- b where, because of lack of storage or non-
availability of the data, not all of the rows of the k X n
coefficient matrix A = (aij} can be processed at each
entry into SEQLSQ.
e. Mathematical method. Suppose that the linear least
squares problem
A_xl -- bl (1)
is given, where A_ is a k_ X n real matrix and ba is a
kl-dimensional vector.
Let us assume that the least squares problem of Eq. (1)
is changed so that we have the new least squares problem
(2)
where A_ and b_ are as in Eq. (1) while A2 is a k2 × n real
matrix and b2 is a ks-dimensional vector.
Solutions for both Eqs. (1) and (2) may be obtained
with the methods presented in abstract 6 of the routine
LSQSOL.
Frequently one considers a problem
(3)
where each A_, (i = 1, • • • , m), is a k_ X n real matrix
and b_ is a k_-dimensional vector. The number
is often quite large; typically the integer kn exceeds the
machine's storage capacity. The significant point here is
that one may solve the least squares problem of Eq. (3)
using no more than (k_a, + n + 1) (n + 1) machine cells,
where
kmaz -- max ki.
Not all of the data for the matrices A_ and the vectors
bi, (i = 1, • • • , m), need be available simultaneously.
For example, if n=6, m =30,000, and k_ =2,
(i=1, • • • ,m), only (2+6+1)(6+1)=63 machine
cells need be used.
One may also calculate the inverse of the matrix ArA
where A is the matrix in the left member of Eq. (3). This
is accomplished by the method presented in abstract 8
for the routine COVLSQ.
d. Experience. The routine SEQLSQ/SEQLQ2 has
been used and appears to be free of coding errors. The
accuracy of the computation is double precision.
In particular, it can be shown that for a given prob-
lem such as Eq. (3) where the condition number of
the coefficient matrix exceeds 10 _, there are vectors b_,
(i = 1, • • • , m), for which SEQLSQ/SEQLQ2 obtains a
least squares solution accurate to 8 decimal places but
which would require quadruple precision in forming and
solving the normal equations associated with Eq. (3) to
obtain 8 decimal digits of accuracy in the solution.
9. Group | : Abstract 9
a. Identilication
(1) Subroutine name: SYMEIG
(2) Source language: FORTRAN IV
(3) Machine: IBM 7094
b. Purpose. Let A = {a_j} be an n X n real symmetric
matrix. This routine calculates the eigenvalues and eigen-
vectors of A.
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c. Mathematical method. An orthogonal matrix Q is
constructed as a product of Householder "reflections' such
that the matrix H = QAQ r is tridiagonal. The eigenvalues
of H, which are, of course, also those of A, are calculated
using bisectioning together with Sturm sequence prop-
erties of successive principal minors of the matrix H
(Refs. 8 and 9). Eigenvectors (wl} of H are calculated
using the inverse power method (see Ref. 10) so that
the eigenvectors (vi} of A are given by v_ = Qrw_,
(i = 1, ,
d. Experience. This routine appears to be free of coding
errors.
The accuracy is essentially single precision.
If A has a multiple eigenvalue )t j, a full set of eigen-
vectors for A corresponding to the eigenvalue Xi will not
be calculated by SYMEIG, since equal eigenvalues return
equal eigenvectors. This difficulty may be overcome by
obtaining an orthonormal basis for the null space of the
matrix A - )_sI with the routine LSQSOL of abstract 6.
Here I designates the n X n identity matrix.
This routine is a modification of SHARE program
SDA3202-01.
10. Group 1: Abstract 10
a. Identification
(1) Subroutine name: QREIG
(2) Source language: FORTRAN IV
(3) Machine: IBM 7094
b. Purpose. Let A = {ai_} designate an n >( n real
matrix. This routine calculates the real and complex eigen-
values of A.
e. Mathematical method. The matrix A is first trans-
formed to upper Hessenberg form (Ref. 11) with a se-
quence of similarity transformations. The eigenvalues of
this upper Hessenberg matrix are calculated using the
Q-R transform method of J. G. F. Francis (Ref. 12).
d. Experience. The computation is performed essen-
tially in single precision.
Experience with QREIG has shown it to be free of
coding errors. Frequently the eigenvalues returned by
QREIG may have only a few digits correct. This situa-
tion may be improved with the routine EVCOR of
abstract 11, which corrects the eigenvalues and obtains
eigenvectors for diagonalable matrices with real or com-
plex eigenvalues.
This program is a modification of SHARE program
SDA 3006.
11. Group 1: Abstract 11
a. Identification
(1) Subroutine name: EVCOR
(2) Source language: FORTRAN IV-MAP
(3) Machine: IBM 7094
b. Purpose. This routine improves the accuracy of ap-
proximate eigenvalues of real diagonalable matrices.
These eigenvalues can be either real or complex.
c. Mathematical method. Let X* be an approximation
to an eigenvalue )ti of a real n × n matrix A = {a,s},
Suppose that X*= X,- ei where le, I > 0, and that
Ixs - x*l > le_l for any other eigenvalue xj. of A which
is distinct from X_.
Since A is diagonalable, the complex n-dimensional
coordinate space Cn is spanned by a set of n linearly inde-
pendent eigenvectors {u,} of A.
The vector
Vo = ](1, • • • , n), X'real
((1 + (n + 1) i, • • • , n + 2ni), X'complex
(1)
is taken as the starting vector of the iteration
(A - X*I) vr÷l = vr, (r = 0, 1, 2, • • • ) (2)
This is the inverse power method.
If
then
v_=e7 r v+ /3k xk-_ uk . (3)
/_=1
Xk_X_
The vector v appearing in Eq. (3) is a linear combina-
tion of (possibly several) eigenvectors of A corresponding
to the eigenvalue )t,.
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From the fact that l e_/(X_ - X*) I < i for all eigenvalues
X_ :fi: ;_, v_ will round (in an IBM 7094 word, say) to the
eigenvector u = e:_'v for sufficiently large r.
Let u,_ be a component of the vector u of largest mag-
nitude, and let al, • • • , a_ denote the consecutive rows of
the matrix A. Then since X_u = Au, we have )t, as the com-
plex inner product Xl = (am, u)/um. See Ref. 10 for further
details.
d. Experience. The linear systems in Eq. (2) are solved
with the routine SOLVE presented in abstract 3.
This routine appears to be free of coding errors. The
accuracy is essentially single precision. The hypotheses
needed to effectively use EVCOR are critical.
If A has distinct real or complex eigenvalues, or is sym-
metric, then EVCOR may be used.
12. Group 1 : Abstract 12
a. Identification
(1) Subroutine name: POLYRT
(2) Source language: FORTRAN IV
(3) Machine: IBM 7094
b. Purpose. This routine obtains the real and complex
roots of an nth degree polynomial
with real coefficients.
e. Mathematical method. This routine uses a combined
Newton-Muller method. The root is located "roughly"
with the Muller method and then "refined" with Newton's
method. Muller's method is defined as follows:
d. Experience. The accuracy of the computation is
double precision.
This program appears to be free of coding errors; it
may fail for polynomials with multiple roots. This routine
is a modification of SHARE program SDA 3332.
References
1. Fox, L., An Introduction to Numerical Linear Algebra, pp.
65-75, Oxford University Press, New York, 1964.
2. Wilkinson, J. H., Rounding Errors in Algebraic Processes, pp.
121-126, Prentice-Hall, Inc., New York, 1963.
3.Forsythe, G., and Moler, C., Computer Solutions of Linear Alge-
braic Systems, Prentice-Hall, Inc., New York, 1967.
4. Moler, C., "Iterative Refinement in Floating Point." J. Assoc.
Comp. Mach., Vol. 14, No. 2, pp. 316-321, New York, April,
1967.
5. Householder, A. S., "Unitary Triangularization of a Nonsym-
metric Matrix," J. Assoc. Comp., pp. 339-342, March 5, 1958.
6. Bnsinger, P., and Golub, G., "Linear Least Squares Solutions
by Householder Transformations," Num. Math., Vol. 7,
pp. 269-276, Berlin-Wilmersdorf, Germany, 1965.
7. Lawson, C. L., and Hanson, R. J., "Extensions of the Golub-
Householder Algorithm for Solving Linear Least Squares Prob-
lems" ( to be published).
Wilkinson, J. H., The Algebraic Eigenvalue Problem, Oxford
University Press, New York, 1965.
A Survey of Numerical Analysis, pp. 245-247. Edited by J.
Todd. McGraw-Hill Book Co., Inc., New York, 1962.
Wilkinson, J. H., The Algebraic Eigenvalue Problem, pp. 229-
344, Clarendon Press, Oxford, England, 1965.
Fox, L., An Introduction to Numerical Linear Algebra, p. 364,
Oxford University Press, New York, 1965.
Francis, J. G. F., "The Q-R Transformation, Parts I and II,"
Comput. J., Vol. 4, pp. 265-271, 332-345, 1961.
Muller, D. E., "A Method for Solving Algebraic Equations
Using an Automatic Computer," Mathematical Tables and
Other Aids to Computations, Vol. 10, p. 208, 1956.
14. Nielsen, K. J., Methods in Numerical Analysis, p. 139, The
Macmillan Company, New York, 1956.
8.
9.
1O.
11.
12.
13.
Given 3 distinct complex points zl, z2, and z3 one inter-
polates P(zl), P (z2) and P (z_) with a quadratic; this
quadratic is then solved to obtain a new point z4. The
process begins anew with the points z2, z3 and z4, and
continues until IV(z)I is "small."
B. A Numerical Integration of Lunar Motion
Employing a Consistent Set of Constants,
c. J. Devine
The Newton method is defined as the sequence (Refs. 13
and 14)
v(z )
Zn+l= zn de(z_)/dz
(n=l,2, • • • ).
1. Introduction
In SPS 37-47, Vol. III, pp. 8-19, Devine and Lawson
wrote an article describing a Newtonian integration and
fit to the lunar ephemeris (LE4). That integration em-
ployed constants not necessarily consistent with the cur-
rent constants preferred at JPL or consistent with any
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available lunar ephemeris. This article describes an inte-
gration and fit to the lunar ephemeris LE4 (Ref. 1), using
consistent constants provided by Mulholland in a recent
article (SPS 37-47, Vol. III, pp. 6-7). In addition, the
integration was performed over an extended period (2 yr)
in order to provide a comparison to Lunar Orbiter rang-
ing data and Surveyor data 1 (Ref. 2). The fitted ephemeris
described by this article is now designated as LE5. _
J
through the 14th order using the predietor-corrector op-
tion at each step. The fitted lunar rectangular coordinates
were geocentric 1950.0 equatorial and the residuals of the
coordinates were expressed in AU and the velocity re-
siduals were expressed in AU/day. The residuals were
also presented in 1950.0 ecliptic polar coordinates: geo-
centric radius R, geocentric longitude 2_, and geocentric
latitude/3. The graphs of the residuals appear in Figs. 1--3.
2. Numerical Integration and Fit of the Moon
A numerical integration and least squares fit using
PLOD II (Ref. 3) were made to LE4 over a 2-yr period
(732 days) from JD 243 9240.5 (April 25, 1966) to
JD 243 9972.5 (April 26, 1968) using a set of constants
consistent with the evaluation of the Brown Lunar Theory
used in the computation of LE4. Maximum difference in
the rectangular coordinates between the fitted ephemeris
and LE4 in the sense of PLOD II - LE4 was 543 m, as
given in Table 1. The integrator used a step size of ¼ day
and carried backward differences of the acceleration
_Sjogren, W. L., "Lunar Orbiter Ranging Residuals Using LE4
Versus Range Residuals From PLOD Integration and LE4," JPL
Sect. 311 interoffce memorandum, 311.1-24, Sept. 26, 1967.
_Mulholland, J. D., "'Announcement of JPL Development Ephemeris
No. 29," JPL Sect. 314 interoffice memorandum, 314.13-52, Oct. 5,
1967.
Table 1. Maximum residuals for PLOD II fit to LE4,
over the interval JD 243 9240.5 (April 25, 1966)
to JD 243 9972.5 (April 26, 1968)
Maximum position residuals
8x ----- 0.3628 X 10-8AU = 543 m
_y = 0.2797 X 10-sAU = 418 m
_z = 0.2239 X 10-sAU --= 335 m
Maximum polar residuals
_R/R = 136.7 X 10- 8
cos/3_X = 78.91 X 10 -8 rad
_/_ = 58.81 X 10 -Brad
Maximum polar residuals multiplied by mean distance
= 2.570 X 10 -3 AU
R°_R/R = 0.3513 X IO-SAU = 525.5m
R°cos/_h ----- 0.2028 X 10-sAU = 303.0 m
R'° 8/_ ----- 0.1511 X 10-sAU = 226.0 m
Maximum velocity residuals
8_ ----- 0.1240 X 10-SAU/day = 2.15 mm/s
8_, = 0.1170 X 10-sAU/day = 2.03 mm/s
_z = 0.07816 X 10-sAU/day = 1.35 mm/s
3. Parameters Solved
Changes to the value of the lunar ephemeris scale fac-
tor REM, and the GM of the barycenter were determined
to be unnecessary with the new value of the GM of the
earth and the value of the AU in kilometers (Table 2)
Table 2. Constants used in the numerical integration
and fit to the lunar ephemeris LE4
Planet
Mercury
Venus
Earth
Mars
Jupiter
Saturn
Uranus
Neptune
Pluto
GM AU=/s 2
0.4931870138093182 D-10
0.7252750203078209 D-09
0.8887706500323706 D-09
0.9565612034446127 D-10
0.2825328644877725 D-06
0.8450771312702505 D-07
0.1293944677448034 D-07
0.1532112500184275 D-07
0.8219783563488637 D-09
GM kmS/s 2
22118.75300341569
325275.7794619955
398601.300000000
42900.44222417784
126712068.0385296
37900536.33210365
5803162.272967516
6871311.899166103
368645.8833902616
AU_--- 149597900.0 km EM ratio--- 81.302
K=0.017202098950 J2= 0.11115700 E-02
Table 3. Reciprocal masses used in the integration
and fit to the lunar ephemeris LE4
Planet M -1
Moon
Mercury
Venus
Earth
Mars
Jupiter
Saturn
Uranus
Neptune
Pluto
27069136.85
6000000.0
408000.0
332945.52
3093500.0
1047.355
3501.6
22869.0
19314.0
360000.0
Barycenter 328900.11
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input to the program. With these values held constant,
changes to the six parameters Xo, yo, Zo and 5¢0,yo, Zo at the
initial epoch of the integration were computed using
PLOD II. The partial derivatives needed for this com-
putation were computed by PLOD II using two-body
conic approximations. This procedure was iterated until
there were no further corrections to be made. The GM
of the earth, the AU in kilometers, the earth-moon mass
ratio, the value of J2 (Table 2), and the inverse masses of
the other eight planets (Table 3) were input to the pro-
gram. The GM of the moon and the barycenter (Table 4)
were computed from the above.
The final values determined for these nine parameters
are given in Table 4. Included also are the values of the
osculating conic elements ao, no, eo, and M0, the semi-
major axis, mean motion, eccentricity and mean anomaly
at epoch, which were computed from the rectangular
coordinates at epoch.
Table 4. Final epoch values determined for the
parameters xo, yo, Zo,/Co,_'o, zo,and REM, and
the corresponding elements ao, no, eo, and
Mo for the PLOD II integration
and fit to LE4
Epoch values equatorial
JD 243 9240.5
Xo _ 2.778803790115670 D -- 04, AU
yo _ 2.272984042933926 D -- 03, AU
zo ---- i.107378914796110 D -- 03, AU
,_o_- --5.933118703149390 D -- 04, AU/day
)'o _ 1.933768789802169 D -- 05, AU/day
;'o z 5.953404392620535 D -- 05, AU/day
ao ---- 2.559726047434522 D -- 03, AU
no ---- 2.316110099979990 D -- 01, rad/day
eo _ 3.677771507368935 D -- 02
Mo _ 4.920640450425223 D q- 00, tad
REM _ 6378.1495 km
GM¢ _---0.1093171939229503 D- 10, AU_/day 2
_-- 4902.724410 kma/s 2
GM_ q- GM¢ _ 0.8997023694246655 D -- 09, AU3/day 2
---- 403504.0244 kmS/s2
4. Conclusion
The work reported here will be used as an experi-
mental lunar ephemeris. The interpretation of the inte-
gration and fit will be described by Mulholland in SPS
87-49, Vol. III, and in Ref. 4. The use of the appropriate
constants has provided an integration of the lunar ephem-
eris which has produced residuals between Lunar Orbiter
ranging data and the integrated ephemeris which are
substantially reduced from those computed with LE4. In
addition, certain gravitational anomalies in LE4 have
become apparent. The numerical solution of the set of
Newtonian differential equations included a J2 term
(Table 2) in the Earth's potential function and were other-
wise based on a point mass model. Perturbations by all
planets were included. The partial derivatives computed
by PLOD II using two-body conic approximations ( Ref. 5,
p. 241) were adequate for the time period involved, but
convergence was slow. It is recommended that whenever
a longer time period is involved in future lunar integra-
tion, that a different differential correction procedure be
utilized.
In addition the lunar ephemeris has been numerically
integrated by the double precision orbit determination
program s with similar results, over a smaller period (1 too).
It is significant that this procedure also demonstrates that
the integrated lunar ephemeris is basically more repre-
sentative of the actual motion of the moon.
1.
2.
3,
4.
5.
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iC. Systems of Ordinary Differential Equations
With an Algebraic Constraint, A. J. Semtner
Some recent work at JPL 4 has dealt with the problem
of determining whether a given system of ordinary differ-
ential equations
_1= X1(xl, • • • ,xn)
_,_= Xn (xl, • • • , x_)
(z)
has a solution which lies on a given surface
(xl, • - •, x.) = 0 (2)
such a solution being called a selected solution. In the
case where explicit solutions of Eq. (1) are available
(including dependence on initial values), the problem can
be resolved easily by a direct substitution into Eq. (2). In
the more common case where solutions are not available,
other methods have been developed which deal only with
the functions X_, • • • , X, and _. A method developed by
E. M. Keberle constructs higher-order directional deriva-
tives of _ with respect to the direction field X_, • • • ,X,
until a functional dependency is reached. The question of
the existence of selected solutions can be answered, pro-
vided it is possible to invert these derivatives. A variation
of this procedure will be discussed here in some detail.
A theorem on which it is grounded will be proved and
illustrated. Also, a situation in which this variation is not
applicable will be discussed.
1. Functional Dependency of Directional Derivatives
The operator of directional differentiation with respeet
to the vector field XI, • • • , Xn is defined by
L=xIE+ ... +X, ox-Z
When L is applied repeatedly to the function _, a se-
quence of scalar functions {L i _ [ i = 1, 2, • • • } is gen-
erated. For short, we use the notation _* = L_.
Suppose now that for the given function _ and vector
field Xx, • • • , X,, the following conditions hold in some
region R of Euclidean n-space:
{i) The functions _, ff_, • • • ,_Q-x are functionally in-
dependent in R, i.e., their ]acobian relative to some set of
'Technical Report 32-1101; SPS 37-28, Vol. IV, p. 15; SPS 37-42,
Vol. IV, pp. 1, 2, pp. 15-17; SPS 37-43, Vol. IV, pp. 33-41.
variables is non-zero at each point of R. To simplify nota-
tion, assume that
(_, •.., z ,-_)
(x_, .,x,) #° in R
(ii) The functions if, • • • , fig are functionally depen-
dent in the sense that
_(_, " _,K_)=0
(x_, • • , x,, x_)--
in R
for k=_+l, • • • ,n.
The conditions guarantee the existence of a function H
defined on S = (_ × • • • x_ _-_) (R) such that
H(Z(x), • • • ,_'-'(x)) = _'(x) (z)
for every _-_ER.In fact, H can be constructed as follows.
Introduce new variables
*o= _ (xl, • • • ,x_)
_,__= _'-_ (x_, • • • ,x_)
(4)
Because of (i), there is a neighborhood N_ of each point
x00_R in which the functions Eq. (4) can be inverted to
obtain
_ = xl (_o, • • • ,_,-_,x,,, • • • ,x,) }
x, = x, (_o, • " " ,_,__,x,., • • • ,x,,)
(5)
Now define a function H by
H (_o, " • • , _,-_,x,÷,, • • • , x.)
= _' (_ (_o," " • ,_,-_,x,., • • •, x.), • • • ,
x_(_o,• • •, _,-,,_,+_,• • • ,_°),x,+,, • • • ,_.)
Since the functions in Eq. (5) are inverse to those in
Eq. (4), it follows that
(_(x_, . . . ,x.), " " ,_'-_(._, " " ,*.),x,., " " ,*_) =
_' (_1,-'', xn) (_)
This relation can be successively differentiated with re-
spect to x_, • • •, x_ to yield a system of linear equations for
unknowns 8H/8_o, • • • , _H/__I, 8H/Sx_÷_, • • • , _H/_x,.
Because of (ii), we obtain by Cramer's rule that 8H/Sx_÷_ =
O, • • • , _H /_x_ = O.
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Thus H can be regarded as a function only of _o, • " " , _-1
with domain (_×. • • ×_-1)(N_0). Equation (6) shows
that H gives the desired functional dependency, Eq. (3).
H can now be defined on all of S by piecing together H's
obtained from a covering of R by neighborhoods N_ 0. That
this defines H in a consistent manner follows from the
uniqueness of functional inversion. The above considera-
tions on functional dependency apply, of course, to any
functions satisfying (i) and (ii) and not just to a set of
directional derivatives. They have been included to indi-
cate explicitly how the function H can be constructed.
2. Existence of Selected Solutions
The following theorem connects the existence of se-
lected solutions of Eq. (1) with properties of the functions
. . . ,_-1, and H:
Assuming that conditions (i) and (ii) are satisfied, there is
a selected solution in R of Eqs. (1) if and only if
(iii) There exists a point (xl, • • " , x_)eR such that
(_, • • " , _n) ..... _,-1 (_-, . . . , _) = 0
and
(iv) H(0, • • • ,0)=0
Proof: Suppose a selected solution exists, namely
xl (t), • • • ,x_(t)
where t runs through some interval I. The real-valued
function
f(t)=_[x_(t),.., ,x_(t)]
vanishes identically in L All derivatives of f must also
vanish. Since
ff-_[_k(t) =_k(x_(t),...,x_(t))
for k =-0,1, • • • , conditions (rio and (iv) are evidently
satisfied.
Now suppose that the two conditions hold. By means of
the change of variables in Eq. (4) at the point (_, • • •, _'_),
the system Eq. (1) of ordinary differential equations is
transformed to the equivalent system
__1 = H (_o, • • • , _-_)
_,+_= x,+_(_o,• • •, _,-_,x,+l,• • • x_)
(7)
• /x
_ = x_ (_0,• • •, _,-_,x,+_,• - •, x_)
Here X_ (_o, " " ",_,-_, x,+l, • • • , x.) = Xk (_'1 (_0, • " " , _,-_,
X,+I, " " " , X_), * " " , X_ (_0, " " " , _'-1, X'+I, " " " , Xn), X_+I, " " " , X.).
The simple form of the first part of Eq. (7) is due to the
fact that the _'s are directional derivatives of successively
increasing order.
Because H (0, • • • , 0) = 0, a solution of the above is
given by _0 (t) ..... _,__ (t)= 0, supplemented by a
solution (x_÷_(t), • • • , x_ (t).) of the reduced system
/k
I
Xr$ --_* X_(0, " ,0, XI+I, " ,Xn)
which starts at the point (_+_, • • • , _.).
A solution of Eq. (1) is then given by
/x
x_(t) = xl (0, • • •, 0,x,÷_(t), • • •, _ (t))
x, (t) ----x, (0, • • • , O, x_+_(t), • • • , x_ (t))
x,÷_(t)
x it)
This solution starts at (i_, • • • , E_) and satisfies Eq. (2). It
is thus a selected solution.
3. An Example
A simple example derived by J. S. Zmuidzinas _ will
serve to illustrate the above theorem. (See also an example
involving the Kepler problem in SPS 37-44, Vol. IV,
pp. 1, 2.) We ask whether there is a solution of
_SPS 37-44, Vol. IV, pp. 265-269.
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which satisfies the constraint
xl + x2 = 0
In this case,
(x_, x2) -- xl + x2 and _ (x_, x2) = x_ -4-x_ + 2x_x2
Conditions (i) and (ii) are satisfied when P = 1 and R =
tho entire plane. The function H is clearly given by
H (t) = t2. Since _, (_, £2} = 0 whenever (£2, _2) is a point
on the line Xl + x_ = 0 and since H (0)= 0, a selected
solution exists. In fact, a selected solution starting at the
point (c, -c) for c > 0 is given by
1 -1(t) 2t + 1/c' x2 (t) 2t + 1/cXl
4. A Remark
Condition (iii) of the theorem follows from condition
(iv) ff we agree that H is defined only on
s = (_ x • • • x_-_) (a)
It is explicitly stated to avoid a possible error when H
has a natural form which can be evaluated at (0, • • • , 0),
even though (0,''',0) is not in S. For example, in
the ease
x_ = 0 (9)
_72=1
we find that (i) and (ii) hold for _ = 1 and
a = {(xl,x_)lx_> 0}
The function H is given by H (t) = 2t _. Although H (0) = 0
in the extended sense, there is no selected solution in R
because (iii) is violated.
5. The Case of Functional Degeneracy
The theorem does not cover the case of an "exceptional
point" (5_, • • • , £_) at which _, • • • , _,-1 are function-
ally independent and every
a(_,-..,z') =0
(x_, • • • , x,, xk)
at (_, • • • , x_) but not all
(_, •.., _)
(x_, • • • , x_,x_)
are identically zero in a neighborhood of (_1; • • • , _'_).
In this case, no function H satisfying (3) can be found, yet
the function chain cannot be carried further.
It is possible that there is a selected solution of Eq. (1)
whose trajectory consists entirely of exceptional points.
The existence of such a solution cannot be ascertained by
using the theorem. For instance, such a selected solution
for the situation
_ = x_ t (x_- x_)2
:_2----Xx t
=0
is given by x_ (t) = x_ (t) = e t. On the other hand, there
may not be a selected solution consisting of exceptional
points. Thus, in Eq. (9), any point of the form (c, 0) is
exceptional, but there are no solutions of Eq. (9) any-
where in the plane.
To understand better what happens near an excep-
tional point (k-_, • • • ,£_), let us transform Eq. (1) as
before by introducing the new variables in Eq. (4). The
following system, equivalent to Eq. (1), is obtained:
/x
_-_ = _' (_o,• • •, _,-_,x,+_,• • • ,x_)
i%
_c,+_= x,+_(_o, • • •, _,-_, x,+_,•. •, x_)
IX
_c,_= X,_(_o, • • •, _,-_, x._, • • • , x,_)
(10)
This system of equations differs from the system Eq. (7)
in thac the expression for ___ now depends on x,+_, • • •, x_.
It is no longer possible to view the transformed system as
two "uncoupled" systems for the variables (_0, • " " , _H)
and (x_+_, • • • , x,_), respectively. Previously, we could set
• o ...... __x = 0 and solve the unconstrained system
Eq. (8) for xa+_, • • • , x_. Now we must solve Eq. (8) sub-
ject to the constraint
/x
_' (o, • • •, o, x,+. - • •, _,,)= o (11)
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/k
The problem now arises that _/_xk = 0 at (0, • • • , 0,
X_+l,''',_n). This follows from the fact that each
[_ (_, • • • , E_)]/[_ (xl, • , • , x_, xk)] = 0 at (_-z, • • • , _-_).
We cannot approach the new system (Eq. 8) with con-
straint (Eq. 11) by constructing a new chain of directional
derivatives, since it is impossible to introduce even the
constraint itself as a new variable near (_+_, ...,_-_).
Until a method is devised to deal with this situation, the
existence of selected solutions consisting of exceptional
points will remain in doubt.
D. Reduction of a Problem in Relativistic Cosmology
Using a Transformation Algorithm, A. J. $emtner
A system of nine ordinary differential equations has
been derived by Estabrook, Wahlquist, and Behr (Ref. 1)
to describe a cosmology with incoherent matter. The ques-
tion has arisen whether there is a solution of these equa-
tions which satisfies four given algebraic constraints. This
problem is shown in the following section 1 to break up
into a number of cases involving fewer differential equa-
tions and constraints. Each case can be treated using a
transformation algorithm with a shortcut (Ref. 2 and
SPS 37-43, Vol. IV, pp. 33-41) which reduces the number
of differential equations at each step. The object of the
transformation algorithm is to produce finally a system of
equations in "partially separated" form. A simple test
consisting of the application of the theorem of partial sta-
tionarity can then determine whether there is a selected
solution of the original differential equations and the con-
straints in the given case. However, the present problem
is of such algebraic complexity that hand calculations are
inadequate to bring about the partially separated form.
Still, the problem can be reduced considerably in each
case before a situation is reached where machine methods
must be used. This reduction is carried out in section 2 of
this article for a typical case.
1. Original Equations Divided Into Cases
The system of differential equations is as follows:
dt
6= (a-b)(c-a)
-2_ s(c + a) 2_s(a + b)
+ (¢, + x + ¢,),/,
c--a a-b
+ (-a + b + c)a + _p-la2 (b - c) s - V4p-lr 2 (c - a) s
- _o-_ _(a - b)_ + 5A + _ (!_x+ x¢ + ,P,_- ,,s _ ._s_ _'9
+ % (a s + b 2 + c 2 - 2ab - 2bc - 2ca)
-2_._ (bc - ,_) ,, (x - _) (b + c)
-- (b -- C) ]'- 1//2o-llyT(C -- a) (a -- b) - (_ + x + tp).a
h--(_-x-_)a
plus six more equations obtained from the above by simultaneous cyclic permutation of the triplets (_x_), (abc), (arv).
A is a constant, p is given by
4p = 2 (_X + X_ + _P_,- (r2 - r 2 - v s) - ½ (a s + b _ + c _) + ab + bc + ca - 2A
The constraints are
a(b-c)a=O
b(c-a)r=O
c(a-b)v=O
4ps(_+x+_)-(b-c)2as_-(c-a)SzSx-(a-b)2v2_-2(ab+bcq-ca-aS-bs-cs)arv=O
42 JPL SPACE PROGRAMS SUMMARY 37-48, VOL. III
vSince each of the first 3 constraints is a product of 3
terms, there are 27 ways in which these constraints can be
satisfied. Many of the ways give the same information or
are equivalent after cyclic permutation. When these cir-
cumstances are taken into consideration, only 10 cases
need to be treated:
I a=b =c=0 VI a=T=v =0
II a = b : 0 VII a = b = c
III b = c : a = 0 VIII a = b = c,v = 0
IV a=c=v ----0 IX b = C,T : v =0
V a=b=r=O X a--T--v--O
There will be a solution of the 9 differential equations and
4 constraints if, and only if, there is a solution of the 9
differential equations and the last constraint which satis-
fies the conditions of one of the 10 cases.
2. The Algorithm Applied to a Specific Case
Associated with each of the above cases is a smaller
and simpler system of differential equations and con-
straints obtained by imposing the requirements of the
given case on the nine differential equations and the
fourth constraint. Some of the old differential equations
will drop out or appear as new constraints when the sub-
stitutions are made. For example, in case X, the equations
for &, ÷, and _ drop out, since these equations reduce to
the form 0 = 0 when we put a, T, v, _, ÷, b all zero. On the
other hand, in case III, the old equation for b becomes the
constraint 0-- -2vv- l&p-lVT when we put b, c, or, i_,
b, _ all zero.
Let us now apply the transformation algorithm to case
X. Here, we are dealing with the differential equations:
;k = --(_, + X + ¢)_ + (--a + b + c)a + VzA
+ (¢x + x¢ + ¢¢)
+ % (a 2 + b z + c _ - 2ab - 2bc - 2ca)
= (q' - x - ¢) a (1)
plus four more equations from permutations. The con-
straint is that 4p2 (_ + x + ¢) = 0. Since the situation o = 0
is not of physical importance, p being the mass density,
we replace the above with
4+x+¢=o (9)
At each step of the transformation algorithm the differ-
ential equations are transformed by introducing the con-
straints as new variables. Then the constraint variables
and their derivatives are set zero to give a new con-
strained system, which has a solution if, and only if, the
previous system does. One step of the algorithm applied
to Eqs. (1) and (2) to eliminate ff gives
5( = (-b + c + a) b- 5i(×2 + ¢2 + x¢- A)
+ % (a 2 + b 2 + c 2 - 2ab - 2bc - 2ca)
= (-c + a + b)c- ½(×2 + ¢2 + ×¢_ A)
+ % (a z + b 2 + c 2 - 2ab - 2bc - 2ca) (3)
-- -2(x + ¢)a
-----2×b
b = 2¢c
with constraint
V8(a s + b 2+ c2 - 2ab - 2bc- 2ca) - 3/_(xz + ¢2_+ x¢- A) = 0
(4)
A second step of the algorithm applied to Eqs. (3) and (4)
yields
= 2c ++_%[bc + 3 (x, ¢)]_ - ½ (×, ¢)
3
+ _ [bc + 3 (X, ¢)"_]
= - 9.b [bc + 3 (x, - (x,¢)
3
+ [be + 3 (x,¢)½] (5)
/_ _--2xb
b = 9.¢c
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with constraint
8227.
7 (x b2 q- ,pc2) - _ (x + ¢) bc
± I3_54(-x q-_) +l [bc- 3(x,¢)]½(3x-1---_ _)lb
± (-x+¢)+-_[bc-3(x,O)] 1/2 -- X+3¢ c
2199
+ (×, (×+ -- o (6)
Here (x, P) = x2 + p2 + x_ -- -_. The ___ sign indicates a
division into two subcases due to the quadratic nature of
constraint, Eq. (4).
The explicit reduction of case X by the transforma-
tion algorithm is not continued further, since constraint,
Eq. (6), cannot readily be inverted with respect to any of
its variables for use in transforming Eq. (5). Machine
methods will be needed for the termination of the
algorithm.
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rIV. System Design and Integration
PROJECT ENGINEERING DIVISION
A. Advanced Development at the System Level,
K. Casani and J. Gardner
1. Introduction
Historically, advanced development at JPL has been con-
ducted at the subsystem level in order to place the organiza-
tion in the best position to undertake a project at an
appropriate time. This approach tends to advance most dis-
ciplines on a broad front, sometimes unnecessarily and
sometimes leaving a key area undeveloped. As a means of
protecting against these dangers, focusing the JPL ad-
vanced development program, and gaining some insight
into system-level problems, a new concept was selected:
system-level advanced development.
The first task selected was to pursue the system design
of a planetary entry capsule. The Mars 1971 opportunity
was used to give some real constraints to the system
design. This work, presently being carried out under the
CSAD program, has the following objectives:
(1) To provide a means for gaining experience in sev-
eral critical and new technologies related to plan-
etary capsule missions.
(2) To develop an understanding of the subsystems such
that realistic performance estimates can be made.
(3) To obtain an improved understanding of planetary
entry capsule system design and integration prob-
lems.
2. Description and Status of the Entry and Lander Systems
The capsule 1 is composed of an entry capsule and a
lander. The entry capsule must be capable of surviving
the entry, aerodynamic braking, and heating. The lander,
carried through atmospheric entry by the entry capsule,
must be capable of surviving landing impact after a para-
chute descent.
The initial program was to design, integrate, develop,
and fabricate an entry capsule with at least the following
subsystems: aeroshell, relay communication, power, and
mass spectrometer. This entry capsule was to be subjected
to a series of functional tests, a sterilization heat cycle, and
selected environmental tests to demonstrate the soundness
1Described in "Mars '71 Technical Study," Aug. 15, 1966, and
"Mars '71 Technical Study, Addendum 1," Dec. 12, 1966 (JPL
internal publications ).
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of the design and point out system and subsystem incom-
patibilities.
The initial program for the lander was to design, inte-
grate, develop, and fabricate a lander capable of being
integrated into the entry capsule and withstanding the en-
vironmental and impact constraints placed on it during
flight, entry, parachute descent, and landing. The lander
was initially planned to have at least the following subsys-
tems: impact limiter, direct radio, power, sequencer and
timer, orientation scheme, and simulated parachute and
mortar. Functional tests, a sterilization heat cycle, and
selected environmental tests were planned, as well as an
impact test as an additional test requirement.
Significant progress on the entry capsule and lander has
been made:
(z)
(2)
The capsule system design is well into its final stages
after undergoing many design changes and reviews.
The capsule system functional block diagram has
undergone several iterations due to changes from the
conceptual design and now reflects a sound system
design. The interdependence of the subsystems in
terms of power and command capabilities is indi-
cated.
(3)
(4)
A first-level capsule system logic diagram has been
initiated. This diagram, complementary to the cap-
sule system functional block diagram, is useful to
identify weak points in the design.
A state-time diagram has been initiated to identify
the sequence of events and the state of each function
in every subsystem at any time.
A failure-analysis time diagram, showing the se-
quence of events and the temporal relationship be-
tween primary and backup commands, has been
started.
(e)
(7)
A full-scale mockup of the capsule system has been
fabricated. This mockup has been useful in identify-
ing the class and order or assembly and operational
problems to be encountered. It will also be used for
the actual system cabling layout.
A digital computer program has been developed to
simulate landing. This program calculates the prob-
ability of landing success for a lander designed to a
specific set of design constraints. This is done by
statistically defining the landing conditions from
,p
probability density functions of the atmospheric sur-
face temperatures, pressures, molecular weights,
winds, and surface slopes. These analytical results
have been compared with actual hardware test
results, and indications are that an adequate margin
exists in the lander design.
The CSAD program 2 is approaching the period of hardware
delivery, the finalization of operational-support-equipment
requirements, and the development of detailed test plans
and schedules.
3. Description of the FM
Construction of an FM has been initiated. The FM is a
functioning engineering model patterned after the capsule
system described in the JPL internal publications cited in
Footnote 1. The mission described in that document, con-
sidered representative of planetary capsule missions, was
used, as required, to generate a set of representative
mission requirements needed to implement a meaningful
system design. It was not intended that the FM be a com-
plete working capsule system, but that it demonstrate
specific subsystem capabilities unique to a planetary cap-
sule mission and not as well understood as those of inter-
planetary spacecraft. The objectives to be met by the
FM were:
(1) To demonstrate required key subsystem technologies
in a functional capsule system.
(2) To expose a functional capsule system to the terminal
sterilization environment.
(3) To gain experience in the system test and operations
of a planetary capsule.
.Since it was not practical, with the resources available,
to design, fabricate, and test a complete engineering-
prototype capsule system, only those elements that would
contribute directly to accomplishing the stated program
objectives were intended to be incorporated in the FM. The
capability of the FM varies from element to element in that
some subsystems are non-functional mockups, while others
are flight-designed although not flight-qualified. The fully
functional subsystems are as follows:
(1) Entry structure.
.(2) Entry radio subsystem.
_Initial schedule defined in "Capsule System Advanced Development
Program Guidelines," Apr. 25, 1967 (JPL internal publication).
0
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(3) Entry battery.
(4) Entry power control unit.
(5) Entry cabling.
(6) Entry data subsystem (breadboard, external).
(7) Lander structure.
(8) Lander radio.
(9) Lander battery.
(10) Lander power control unit.
(11) Lander sequencer and timer.
(12) Lander cabling.
(13) Aeroshell.
(14) Sterilization canister.
(15) Impact limiter.
(16) Mass spectrometer (some external components).
(17) Instrument boom.
(18) Landing and orientation sensors.
(19) Maneuver pyrotechnics.
This listing reflects a substantial increase in the number
of functional subsystems over the initial program projec-
tions. Subsystems supporting the FM in a partially func-
tional capacity are the entry temperature control, lander
temperature control, and lander wind instrument subsys-
tems. The parachute initiator, entry sequencer and timer,
entry sensor, and entry timer subsystems are simulated by
operational support equipment. The non-functional sub-
systems (mockups) are the following:
(1) Propulsion.
(2) Separation-initiated timers.
(3) Spin-despin.
(4) Radiometer.
(5) Entry water vapor instrument.
(6) Lander temperature sensor.
(7) Lander water vapor instrument.
(8) Lander data subsystem.
(9) Parachute subsystem.
(10) Gas chromatograph.
(11) Entry aerometry experiment.
(12) Lander pressure probe.
An introductory discussion of the CSAD program was
presented here. The changes in the entry capsule system
design from the conceptual design, 3 the discovery of new
system-level problems and solutions, and the effect of the
test program through subsystem and system evaluation
will be described in future issues of the SPS, Vol. III.
_Outlined in "Mars '71 Technical Study," Aug. 15, 1966, and "Mars
'71 Technical Study, Addendum 1," Dec. 12, 1966 (JPL internal
publications ).
JPL SPACE PROGRAMS SUMMARY 37-48, VOL. III 47
_m
V. Spacecraft Power
GUIDANCE AND CONTROL DIVISION
A. Sterilizable Battery, R. Lutwack
1. Development of Separators for Sterilizable Batteries
The research and development program for a separator
for the heat sterilizable Ag-Zn battery comprises contracts
with Monsanto Research Corp., Westinghouse Electric
Corp., the Southwest Research Institute, and Narmco
Division, Whittaker Corp. In addition, separator evalua-
tions are being done at ESB, Inc., and a research and eval-
uation program is being conducted at JPL.
a. ]PL Contract 951524. In this contract with Monsanto
Research Corp., ligand-containing polymers are being in-
vestigated. Films have been prepared from styrene/maleic
anhydride, styrene/maleic anhydride/methyl methacry-
late, and 2-vinylpyridine/methyl methacrylate systems.
The electrical properties of the terpolymers were im-
proved by incorporating methyl acrylate, but increased
solubility in the KOH solution also occurred; 2-chloro-
ethylvinyl ether is being used as a erosslinking agent in
efforts to reduce solubility. The flexibility of films fabri-
cated from styrene/maleic anhydride has been increased
by using preparations of higher molecular weight poly-
mers in forming the films.
b. IPL Contract 951525. In this contract with Westing-
house Electric Corp., the techniques for the preparation
of membranes composed of a matrix of Webril, a polysul-
lone binder, and a zirconium oxide filler are being investi-
gated. A laboratory semicontinuous coating apparatus is
being used to study the effects of varying the extraetant
solution, drying methods, mixture compositions, filler
loading on film thickness, KOH diffusion time, and resis-
tivity. These are the tentative conclusions: (1) the diffu-
sion times are faster and there are no induction times for
air-dried films; (2) air-dried films have lower resistance
values than extracted films; (3) diffusion tests show that
films can be made which are free of major defects; (4} fast
diffusion times are concomitant with low resistance values.
c. IPL Contract 951966. This is a new contract with
the Monsanto Research Corp. for the development of a
polyethylene-acrylic acid-type separator material without
the use of radiation. A free radical high pressure poly-
merization of ethylene-methyl acrylate copolymers, which
are then hydrolyzed to the potassium salt, will be used.
Crosslinking of the copolymer will be done through the
use of peroxides and heat. If required, materials can be
strengthened by blending with ethylene-vinyl acetate
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copolymers or carbon black. In this program, Monsanto
will determine the best copolymer composition, the need
for reinforcing resins and fillers, the optimum crosslinking
agent concentration, and the best hydrolysis parameters.
The physical and chemical stabilities and the electrical
resistance of the separator will be measured.
d. JPL Contract 951718. In this contract with the
Southwest Research Institute (SwRI), the first phase was
a detailed study of the basic parameters used in the graft-
ing step of polyethylene-based, radiation-grafted and
crosslinked battery separator material. These additional
studies are under way: (1) the optimum crosslinking
and grafting solution compositions will be determined;
(2) standards for the various wash and rinse solutions will
be established; (3) electron-beam crosslinking of the film
will be attempted; and (4) the usefulness of substituted
acrylic acids for grafting will be studied. The scale-up
of the basic procedure is also being developed. SwRI
will supply JPL with limited quantities of the separator
material.
e. JPL Contract 951091. This is a contract with the
Narmco Division of the Whittaker Corp. After a scale-up
phase in the development of poly 2,2'-hexamethylene 5,5'
bis (1-/3 carboxyethyl) benzimidazole as a separator mate-
rial, sample quantities were delivered to JPL and are
being tested for compatibility with the Ag-Zn system.
Work on 2,2'-octamethylene 5,5'-bibenzimidazole as a
potential case material is also progressing. Studies indi-
cate that solvent bonding with a solution of formic acid
in dimethylformamide, followed by a heat curing cycle,
produces bonds with a shear strength of 1300 psi. A study
of injection molding for this polymer is now under way.
f. Separator evaluation program at ESB, Inc. The sepa-
rator material prepared by Southwest Research Institute
from polyethylene film by grafting with acrylic acid and
crosslinking with divinylbenzene, using Co 6° irradiation
for both processes, is being used exclusively in all of the
Ag-Zn cell design and development. The evaluation of
this material is thus concomitant with the evaluation of
cell designs.
g. Separator program at ]PL. Materials which show
promise as heat sterilizable battery separators are being
tested continuously at JPL. Screening tests include resist-
ance measurements, tensile strength determinations, steri-
lization, and in-cell testing. The in-cell testing is further
subdivided into cycle tests and stand tests of cells. Silver
migration measurements will be added to the tests as soon
J_
as the required equipment arrives. Spectrophotometric
methods are being investigated in the search for a non-
destructive test method. These tests are also used to pro-
vide quality assurance for production separator materials.
2. Research and Development of the Sterilizable Battery
a. Ag-Zn and Ag-Cd batteries (JPL Contract 951296
with ESB, Inc.). This is a research and development pro-
gram for sealed Ag-Zn and Ag-Cd cells, which provide
satisfactory electrical performance after heat sterilization.
The first phase of the program, comprising tasks for elec-
trochemistry, cell cases and sealing, and cell fabrication
and testing, is nearly completed. These conclusions have
been obtained as follows: (1) Standard ESB Ag electrodes
are satisfactory after heat sterilization, but additional sup-
ports are necessary to meet high shock requirements;
(2) HgO, which is in the usual Zn electrode to prevent H2
evolution, cannot be a constituent of heat sterilizable Zn
electrodes; HgO is sufllciently soluble in KOH solution at
the sterilization temperature to interact with the Ag plate
and decrease its capacity; (3) a substitute for HgO, which
does not have this characteristic, has been found; (4) Zn
electrodes also require additional supports to meet high
shock requirements; (5) polyethylene separators survive
sterilization and are being used in the Ag-Zn develop-
ment cells; (6) Kendall Mills' EM 476 is a satisfactory
absorber; (7) cases molded from polyphenylene oxide and
sealed with epoxy resin can be sterilized, decontaminated,
and shocked to 2500 g without rupture; (8) a modified
charging procedure must be used to prevent H2 gas
evolution.
The second phase of the ESB program is for the design,
fabrication, and testing of batteries, which in general are
grouped in the classifications of primary-shock resistant,
primary, primary-high rate, and secondary batteries. This
phase is under way, utilizing the information obtained in
Phase I.
b. Ni-Cd battery (JPL Contract 951972 with Texas
Instruments, Inc.). This is a research and development
program for heat sterilizable Ni-Cd cells. Tasks for sepa-
rator evaluation, development of cases and seals, and
characterization of Ni and Cd plates are under way.
B. Solar Cell Standardization, R. F. Greenwood
1. Introduction
Beginning as a method to more accurately predict the
output power of a solar array in space, the solar cell
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standardization program has expanded to include the cal-
ibration of solar cells for use in setting up artificial light
sources and the testing and calibration of newly devel-
oped solar cells. High-altitude balloons which ascend
above 9770 of the earth's atmosphere are used to accom-
plish this task.
2. Results of 1967 Balloon Flights
During July and August 1967, a series of four bal-
loon flights was successfully completed. Solar cells cali-
brated on these flights were supplied by the NASA Ames
Research Center, The NASA Langley Research Center,
Johns Hopkins University, the Air Force Aero Propulsion
Laboratory, and JPL. The cells supplied represented a
fairly large cross-section of solar cell types. Data received
were reduced to a usable form by a computer program.
Analysis indicated that the data were generally of excel-
lent quality, and good correlation resulted among the
flights this year as well as between this series and pre-
vious series of flights.
Three of the flights were designed to reach 80,000 ft
while one flight was designed to attain an altitude of
120,000 ft. Cells flown at 80,000 ft were reflown at the
higher altitude to determine if any attenuation of sunlight
was evident because of air mass or ozone layers between
the two altitudes. A comparison of the data revealed no
signifcant change of the short circuit current of the solar
cells at 120,000 ft.
Measurements of short circuit current and open circuit
voltage were made on special three-cell modules termed
Isc-Voe transducers. Four of these transducers were cali-
brated at an 80,000-ft altitude and are intended to be
used with the Mariner Mars 1969 flight program. The
transducers are to be mounted on flight panels and will
serve to evaluate the performance of the solar panels both
in ground tests and in flight.
Plans are being formulated for a new series of flights
during the summer of 1968. It is anticipated that other
interested agencies will again participate in a cooperative
effort and exchange of information program.
C. Feasibility Study: 30-W/Ib Roll-up Solar Array,
W. A. Hasbach
1. Introduction
The ever-increasing power requirement of the space-
craft, coupled with the launch vehicle stowage capability,
dictated the need to evaluate new techniques in the con-
struction of solar power panels. Assuming that the solar
cell itself has reached the maximum conversion efficiency
for the manufacturing processes as we know them today,
emphasis was placed upon the mechanical-structural
aspects of the solar array. Large area lightweight panels
will require special designs to survive the rigors of space-
craft launch and to meet the packaging and deployment
concepts required to fit these arrays into the volume limi-
tation imposed by the shroud-spacecraft interfaces, A
program was initiated at JPL in June 1967, to investigate
the feasibility of developing a 10-kW solar array which
would have a specific power capability of 30 W/lb and be
deployed after launch through a roll-out technique similar
to the packaging employed in a window shade.
The objectives are: (1) 30 W/lb at a sun-probe distance
of 1 AU based on an energy conversion of 10 W/ft 2,
AMO at 55°C equivalent solar intensity (0.83 lb/ft_);
(2) 250 ft 2 of array surface.
2. Approach
A request for technical proposals was solicited from
several possible contractors. From the seven who re-
sponded, three were selected to perform a 12-mo feasi-
bility study on roll-up arrays. The three contractors
are Ryan Aeronautical Co., General Electric Co., and
Fairchild-Hiller. At the conclusion of the study program
each contractor will submit a scale model of his chosen
design, which will demonstrate the mechanical perform-
ance features of the most promising design evaluated.
Ryan Aeronautical Co. is pursuing a two-boom deploy-
ment system, as shown in Fig. 1. This design was basically
employed in the development of a small 50 ft 2 roll-out
solar array developed under JPL contract 951107. This
array uses two compressible beams which collapse about
the drum as the array is retracted (Ref. 3, Table 1).
During the study phase of this contract the collapsible
beam technology gained in the 50 ft z array will be ex-
panded and improved both in the materials and structural
aspect. The mechanical details of the proposed design are
shown in Figs. 1 and 2. The deployment beam cross-
section chosen is 1.7 in., fabricated of 0.003-in.-thick
titanium (6 AL4V).
The wrap drum will be 12.00 in. in diameter, fabricated
of magnesium alloy sheet perforated with lightning holes.
Beryllium is also being evaluated. The end bulkheads are
of aluminum honeycomb. The drum is mounted to the
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#support structure channels by a sliding fitting at each
end. A spring is attached to each fitting and anchored at
its other end to the structure. The spring load pulls the
drum tightly against the drive roller and idler. During
retraction the beams build up on the drum and the drum
center rises in the slides against the spring load.
Table 1. Extendible boom configurations
Configuration Illustration Manufacturer Description Flight experience
Storage Tubular
Extendible
Member (STEM)
2 Spiral wrap
3 Flattened tube
boom
i 1©
_Jf/7 ©
a. De HaviIland Aircraft
Canada (BeCu)
b. GE Spacecraft Dept.
(Molybdenum)
c. Douglas Missile & Space
Systems Div.
(Fiberglass-Epoxy)
Hunter Spring Corp.
Hatfield, Penn.
a. Ryan Aircraft Corp.
(welded edges)
Preformed spring sheet stock
unrolled from drum; over-
lapped into tube upon exten-
sion; can be perforated.
Sometimes nested.
Stainless steel tape formed in
spiral configuration and
stored on drum. Reverts to
spiral tube when extended.
Preformed metal tapes joined
by welding at edges; flattenedl
and rolled as two sheets on
a drum. Expands when
extended.
Many vehicles.
Being used far
ATS, RAE, GGTS,
etc.
None to date
(development
models built)
None to date
(development
models built)
f
/
/ I
\
_________L___ _ _
i
264.0 I00.0 /_ ARRAY EXTENDED
ARRAY _'J'=O0;'1 _--SOLARCELLST., ,DE
RET.ACTED--_I D,AM/
_'_240.0
DIAM
58°_1
/,_P,N_LMo'Pu_07'v_"'P/
(55.80 x 85.80 TYP)
IDLER ROLLER
._ DRIVE SPROCKET
DRUM SPRING
GUIDES _/ .... L DRIVE MOTOR
25Oft 2 ROLL-UP SOLAR PANEL i DRUM, BEAMS
AND SUBSTRATE REMOVED
Fig. 1. Roll-up solar array installation (1000 ft_)
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The drive roller compresses the beam against the wrap
drum and provides the tangent point from which the
beam starts to expand to its open section. The drive roller
incorporates a gear tooth drive, the teeth of which engage
corresponding teeth in a rack gear welded along the
beam. This provides a positive drive for the beam in both
the deployment and retraction modes. Attached to the
outer end of the left-hand sprocket is a motor with a
planetary gear system to provide the necessary power
drive. Attached to the inner side of the sprocket is a mag-
nesium torque shaft which carries the drive to the oppo-
site side beam, thus synchronizing both beams. The beam
guides are Teflon machined blocks, two provided for each
beam and shaped to conform to the beam profile.
Reversing the drive motor will retract the array; how-
ever, with this system there is a possibility of slip between
the beam wraps which could cause slackness in the sub-
strate wrap-up. To guard against this, an additional drive
and slip clutch will drive the drum at a slightly faster rate
than the beams are being driven during the retraction
sequence. During deployment the clutch provides a brake
on the drum to stop any unwinding action.
Ryan has stated that the choice of 0.0015--0.002 Kapton
(H Film) for the substrate would prove satisfactory;
however, additional investigations will continue. Various
methods of substrate attachment to the beams are under
investigation. At the present time, single clips spaced at
4.0- to 6.0-in. intervals are indicated. The Kapton sub-
strate would be reinforced in the area of dip attachment.
The final configuration for the electrical feedout has not
been determined at this time. Two approaches are under
consideration: a spirally wound harness, and slip rings.
Each is designed and in the process of evaluation by the
reliability section.
Fairchild-Hitler is evaluating two solar array concepts,
as shown in Figs. 3 and 4. Other than the extension mecha-
nism, both deployment systems are similar. This sameness
is illustrated in Figs. 3 and 4.
The array (250 ft 2) is divided into four modularized
subpanels. Once released, the array deploys outwardly,
guided and supported by the extension mechanism. The
rate of deployment will be governed by a centrifugal
brake attached to the substrate roller. Rate control is
needed on this design so that billowing of the substrate
will not occur, and to provide a constant radial velocity
of the extension arms. Once the array is deployed it is
tensioned positively by a spring acting on the roller to
absorb variations in length between solar panel substrate
and extension arm frequency. Prior to deployment, the
substrate on the roller, and the extension mechanisms,
are both secured within the structure by the release
mecharfism which is designed to provide support for the
load in all three axes. It will be operated by a pyrotechnic
device or solenoid.
The contractor's present weight analysis of the array,
excluding any mechanism, and based on today's tech-
nology, is 0.262 lb/ft 2. In 1 yr it will be 0.227 lb/ft 2 and
two years hence, a weight of 0.191 lb/ft 2 appears reason-
able. This compares to the present weight of the deploy-
able solar array of 0.449 lb/ft 2 (see Table 2).
Table 2. Solar cell module weights
Solar cell stack
Coverglass
Coverglass bond
Solar cell
Cell interconnecfions
Substrate bond
Substrate
Lateral stiffeners
Foam
Foam bond
Ground wiring
Hinge pin
Electrical connectors
Total weight/ft
Wt (250 ft)
Deployable solar array
tb/ft_
6 rail 0.074
0.003 LTV-602 0.022
12,3 rail avg. 0.209
Expanded silver 0.019
0.012 RTV-108 O.O61
3-rail "H" Film 0.023
6-.025 X 0.25 Mg 0.018
"1/_polyurethane 0.004
RTV-102 0.019
0.449
State of the art
6 rail
0.022 LTV-602
8 roll
lh No. connect
0.006 RTV- 108
2-mil "H" film
2-.025 X 0.25 Mg
Same
Lb / ft:
0.O71
0.013
0.092
0.010
0.032
0.O! 5
0.007
0.004
0.010
0.008
0.0001
0.262
65.5
JPL 30-W/Ib array
Optimum for
Within 1 yr
3 rail
0.002 Sylgard 182
8 rail
Same
0.004 RTV- 108
1.5-rail "H" film
Same
Same
probable advances
Lb/ft 2 Within 2 yr
0.036 3 mil
0.013 Integral
0.092 6 rail
0.010 Same
O.O21 Same
0.O11 Same
0.007
0.004
0.010
0.008
O.OO131
0.227
56.8
Lb / ft z
0.036
0.069
0.010
0.021
0.011
0.007
0.004
0.010
0.008
0.0001
0.191
47.7
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The mechanical linkage design of a panel shown in
Fig. 4 is composed of three hinged sections mounted at
the base of the spacecraft and deploying outward with a
relative straight line motion at the tip. The arms are 4-in.
aluminum tubing that extend a distance of 23.9 ft. The
arms may be driven by an electric motor and/or may be
mechanically driven by torsion springs.
The second Fairchild-Hiller design, requiring two tubu-
lar extendible element mechanisms to deploy the sub-
strate from the roller outward to its final position, is shown
in Fig. 3. A spreader bar is used between the tips of the
booms for substrate attachment. A dual system is used to
provide torsional capability by differential binding in the
tubular elements. A mechanical or electrical synchroniz-
ing device will insure uniform deployment.
Study efforts are continuing in the areas of structural
design, material selection, thermal and final selection of
the deployment mechanism. Preliminary design studies
are scheduled for completion late in December 1967.
General Electric Co. is proceeding along the lines of a
single beam structure (Fig. 5) which will be either the
Hunter Spring spiral wrap or the de Havilland storage
tubular extendible member (STEM). At this time the
de Havilland STEM is most likely to be chosen because of
availability and a small weight advantage (Table 1). This
single beam approach was chosen after evaluation of
seven different arrangements because it best met the sys-
tem requirements with the least complexity. In the single
beam construction, torsional stability is controlled by the
blanket tension; dynamic analysis is under way to define _
the effects and practicality of achieving the needed forces.
Substrate materials have been evaluated for specific
gravity, tensile strength and elongation, shrinkage, tear-
ing strength, folding endurance, coefficient of linear
expansion, moisture absorption, dielectric strength, ultra-
violet radiation, and electron, neutron, and gamma radia-
tion. Among the materials reviewed were Teflon, Tedlar,
nylon 6, Lexan, Mylar and Kapton. The material selected
//
SPACECRAFT
STAI o
_ECTION A-A
TOWED CONFIGURATION
577.00
SECTION B-B
DEPLOYED CONFIGURATION
48.0
48.0
0 I0 20
INCHES
Fig. 5. Roll-up solar array single deployment rod showing modified drum supports (deployed configuration)
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by General Electric as best suited for this design was
Kapton.
D. Active Electronic Load, G. Stapfer
1. Introduction
The parametric performance testing of power generat-
ing devices such as thermionic or thermoelectric power
converters requires some convenient means of simulating
the power conditioning equipment normally used in a
spacecraft power subsystem. In the past, this output load
has been a passive device, e.g., resistors, water-cooled
slidewires, etc. This article describes a highly stable and
efficient electronic load which permits the recording of
accurate and repeatable power sources performance data.
2. Purpose
In the performance testing of thermal power sources,
it is imperative to record and maintain stabilized temper-
atures throughout the power source under test. Changes
in the output voltage and current parameters will affect
the amount of electron cooling experienced by the power
source, thus modifying its temperature profile. This effect
further amplifies the original voltage or current drifts, thus
increasing the thermal instability of the power source. The
recording of a single steady-state data point may thus
become a very tedious and lengthy process.
It is the purpose of this newly developed electronic
load to maintain a given output power parameter con-
stant over a wide range of specified values. This will
decrease the time required for the power source to reach
thermal equilibrium, thus reducing the over-all testing
time required. The recording of a complete volt-ampere
curve (IV curve) for a given temperature parameter is
very time-consuming when plotted only with steady-state
data points. To dynamically record these I-V curves, in
the past, has usually resulted in a shift of this curve from
its original steady-state value. The use of relatively fast
sweep speeds in the electronic load has practically elimi-
nated these offsets. This makes it possible to record the
power sources' performance data more efficiently and
accurately.
3. Description
A simplified block diagram of the electronic load is
shown in Fig. 6. The load consists basically of a high-
gain amplifier, a driver, a high current power transistor,
and a feedback loop. For the sake of brevity, the sweep
logic circuits are omitted from the block diagram.
The system exhibits an approximate open loop gain of
1 X 106. The high gain will insure that the regulated out-
put parameter will remain constant over a wide range of
input perturbations. For example, in the constant voltage
mode, the load output voltage will remain constant within
± 10 mV with currents ranging from a few milliamperes
up to 200 A.
VOLTAGE
SET POINT
HIGH- GAIN
AMPLIFIER
DRIVER
AMPLIFIER
HIGH-CURRENT
POWER
TRANSISTOR
FE EDBAC K_
LOOP AMPLIFIER
Fig. 6. Simplified block diagram of electronic load
POWER
SOURCE
I
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To guard against any possible oscillations of the load,
stemming from this high loop gain condition, the entire
load is stabilized by the use of feedback capacitors.
In the constant current mode, a low-gain inverting
amplifier is placed in the dc feedback loop, and the load
current is sensed through a very low resistance current
shunt (0.1 m_2). To improve the signal-to-noise ratio, the
low-gain inverter is physically located near the load shunt.
A high signal-to-noise ratio is important, since 1 mV of
noise at the input of this inverter amplifier will appear as
a 10-A sweep at the output of the load circuitry.
The main power transistors are placed as near as physi-
cally possible to the power source. This minimizes the
voltage drops caused in the wiring and thus allows near
short circuit conditions to be obtained. Testing a high
current-low voltage power source such as a thermionic
converter, this short circuit condition will typically be
about 0.2 V at 200 A.
4. Operating Modes
The electronic load is capable of performing in any of
four distinct modes of operation: constant voltage, con-
stant voltage sweep, constant current, and constant cur-
rent sweep.
a. Constant voltage mode, In this configuration the out-
put voltage of the power source to be tested is adjusted
for a desired output voltage. The load circuitry then will
maintain this voltage output constant at this point, regard-
less of any other power sources' parameter changes. This
will allow independent measurements to be performed on
other variables of the power source, e.g., output current
as a function of temperature, etc., at fixed output volt-
age levels.
b. Constant voltage sweep. A complete volt-ampere
characteristic curve of the power source may be obtained
while maintaining the load impedance at a constant volt-
age equivalent. This is accomplished by instantaneously
short circuiting the power source, and then sweeping
through the I-V characteristic to open circuit condition
at a constant rate. A logic switching circuit will return
the load terminal voltage to its previous quiescent setting.
The sweep time from short circuit condition to open cir-
cuit voltage is adjustable from a few milliseconds to a full
second. The type of power source, the recording equip-
ment utilized, and the data accuracy desired will deter-
mine the optimum sweep speed utilized.
c. Constant current mode. In this mode the output cur-
rent of the power source is adjusted for a given current
output, and the load circuitry will maintain this current
constant. As in the constant voltage mode, some other
power source parameter may thus be determined without
changing the output current.
d. Constant current sweep. The volt-ampere character-
istic of the power source is obtained in this configuration
while maintaining a quasi-constant current output. Its
operation is the same as in the constant voltage sweep
mode, except that the sweep will commence at the open
circuit condition and sweep toward the short circuit point.
5. Conclusion
The electronic load described has been tested and oper-
ated on thermionic power converters. It was found to
perform very satisfactorily in all modes of operation. As a
direct result of utilizing this new load, the required time
to completely performance-test a typical thermionic con-
verter was reduced by approximately 50g.
E. Thermionic Development, P. Rouklove
The development of thermionic energy conversion sys-
tems is continuing at JPL, with emphasis on converter
improvements and integration of converters with heat
pipes. The heat pipe, a novel device, appears very promis-
ing as a means of thermal energy distribution.
1. Converter Tests
The tests of the converters of advanced technology are
being accomplished at JPL. The series 9 converter most
recently tested was built by Thermo-Electron Co., (TECo)
Waltham, Mass. and was designated T-206; its general
design is similar to that discussed in SPS 37-45, Vol. IV,
pp. 31--39 and Fig. 7). Converter T-206 differed from the
previous configurations in that the collector was capped
with a thin rhenium sheet, pressure-bonded to the
molybdenum substrate. The converter was tested at three
values of emitter temperature, 1600, 1700, and 1800°C,
recorded in a 8-to-1 ratio hohlraum. The tests were per-
formed in a steady state condition for 5 values of voltage
output for each thermal condition. Dynamic sweeps were
taken at each steady state point of measurement. Emitter
and collector apparent work functions were also measured
for different emitter-reservoir and collector-reservoir tem-
perature ratios (Te/Tcs or Tc/Tcs) using the saturation
and retarding plot techniques.
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Fig. 7. Series 9 thermionic converter
The results of the parametric tests are graphically
presented in Fig. 8. The power output of the converter
did not achieve the expected values because of higher-
than-desirable collector face temperatures. The geometry
of the converter, with its long thin radiator fins, and
large collector slug, results in a very high thermal drop
(approximately 300°C) in the collector structure at high
power outputs. Figure 9 presents comparative curves of
converter T-206 and VIII-P-2, another prototype built in
1964 with 2 cmz of collector area. Both data are taken at
emitter temperatures of 1700 and 1800°C while the col-
lector temperatures shown were those observed at the
various voltage output points. The power density in con-
verter T-206 at 1800°C emitter temperature was 14.4
W/cm 2 as compared with 22.0 W/cm 2 demonstrated by
IOO
o
'_0'Y're'tt'lzl''l._o.._1-::35060 /
_ 4o
3O
2O
I0
I I
0 _mlftar = 1600"C
[] 1700 *C
A 1800 *C
5 _
\ \
]-
)
0.2 0.4 0.6 0.8 1.0 1.2 1.4
OUTPUT VOLTAGE, V
Fig. 8. Converter T-206 I-V characteristics
the older prototype. However, an improvement in the
converter power output was observed when comparing
the results of converter T-206 with those observed in
converter T-205 (Fig. 10). This was attributed to a lower
apparent collector work function observed in T-206.
The measurements of the emitter and collector work
functions were performed assuming 2.750 cm _ as the
emitter surface area and 2.550 cm _ as the collector surface
area. The apparent emitter work function measurements
were obtained from the saturation curves at Te/Tcs ratios
of 4.15, 3.96, 3.76, 3.56, 3.36. The respective emitter work
functions observed were 3.63, 3.45, 3.24, 3.04, and 2.85 eV,
values slightly higher (by approximately 0.02 eV) than
observed in converter T-205. Both emitters were solid
rhenium electro-etched and thermally stabilized. The
collector work functions were obtained by retarding plot
techniques at Tc/Tcs values of 1.47, 1.45, 1.41, and 1.37.
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The respective apparent collector work functions observed
were 1.47, 1.44, 1.49, and 1.50 eV. These values are ap-
proximately 0.50 eV lower than those observed in T-205.
No measurements of the intere/ectrode spacing were per-
formed on T-206 due to the absence of a collector heater
and the resulting drift in the reference point with changes
in power input values. From the foregoing it has become
apparent that no significant improvement in power output
can be expected with this configuration, the radiator
geometry being the limiting factor.
2. Heat Pipe
The advantages and operating principle of a heat pipe
were presented in SPS 37-45. This effort is being pursued
at JPL with two parallel applications. The effort at TECo
covers the use of the heat pipe to replace the conventional
radiators as a means for heat rejection from the collector.
Under contract with Radio Corporation of America,
Lancaster, Pa., the effort is devoted to supplying heat to
the emitters of the thermionic converters. The goal of
9O I I
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Fig. 10. Converters T-205 and T-206 comparative
I-V characteristics
1.4
these efforts is the integration of thermionic energy con-
version with a thermal source, especially isotopes.
After several iterations, during which multiple com-
patibility problems were solved, a heat pipe was success-
fully integrated with a collector structure of the series IX
converters (Fig. 11, converter T-3). The walls of the heat
pipe, covered by a chromium oxide high-emissivity coating,
act as a radiator with 37.5 cm 2 area. The converter has
an integral niobium collector and heat pipe structure. The
converter performed successfully, but not as well as was
anticipated because of the higher apparent work func-
tion of the collector material (Ref. 1). The converter
also successfully passed 12 consecutive cycling tests from
room temperature to full power and performed for 400 hr.
Unfortunately a material deficiency in the cesium supply
tubulation created a cesium leak which could not be
corrected.
Figure 12 presents comparisons of the collector tem-
peratures of the converter with a heat pipe to similar
converters with conventional fin radiators. An increase in
heat pipe diameter (T-4) was found desirable. This involves
m
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Fig. 11. Converter with heat pipe collector (T-3)
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a modification of the seal structure (Fig. 13, right half) in
which the alumina insulator is brazed directly to the heat
pipe wall and not to an additional member as previously
(Fig. 13, left half). Experiments performed on one such
structure indicated that this modification did not present
a problem. However, during the thermal cycling tests,
excessive heat from the electron bombardment suddenly
concentrated on the relatively small collector area pro-
voked nucleated boiling, which resulted in the "drying"
of the capillary and the destruction of the heat pipe as-
sembly by the melting of the stainless steel wick and its
subsequent alloying with the niobium container. It is not
expected that a similar defect will occur during normal
converter operation because of more gradual and uniform
heating.
The emitter heat pipe previously under long-term life
test failed after 10,526 hr of consecutive operation at
temperatures ranging between 1500 and 1600oC. This
heat pipe was built of TZM, used molten lithium as a
working fluid, and during operation was transferring 2 kW
thermal. The failure was traced to a closure weld which
previously had shown to be a weak point. All welds are
now X-rayed before final closure of the pipes. The suc-
cessful demonstration of long-term operation of a heat
pipe at high temperatures gives hope to the possibility of
building a highly reliable multiconverter thermionic gen-
erator using the heat pipe as means of distributing heat
to the emitters. The isothermal properties of the heat pipe
and its capability of thermal flux concentration (SPS 37-45)
render it especially useful for radioisotope-heated power
systems.
In an effort to increase the thermal conduction capability
of the pipes, several capillary configurations were tested
(channel, mesh, corrugated sheet, and combinations of
several of these). None of these arrangements could
transfer more than 4 kW(t) without "hot spots" and un-
even circumferential heat distribution. This limitation,
now under investigation, appears at least partially to be
the result of heavy magnetic fields created by the pipe-
heating method (resistance heating). The magnetic fields
could constrain the liquid metal flow to the inner part
of the capillary structure, separating it from the walls
and thus creating "hot spots."
Reference
1. Brosens, P. J., "Advanced Converter Development," IEEE
Thermionic Specialist Conference, Palo Alto, Calif., Oct. 30-
Nov. 1, 1967.
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VI. Guidance and Control Analysis and Integration
GUIDANCE AND CONTROL DIVISION
A. Capsule System Advanced Development
Operational Support Equipment, K. Mussen
Three sets of operational support equipment are being
built to support the capsule system advanced development
program. To reduce costs and to expedite delivery, the
OSE is being fabricated by modifying surplus Ranger
and Mariner OSE.
The three flight subsystems for which OSE is being
built are the lander power subsystem, entry power sub-
system, and the lander sequencer and timer. An additional
piece of hardware is an entry sequencer and timer sub-
system switching panel which simulates the command
functions normally provided by an ES&T. This ES&T
panel is included with the EPS OSE.
Both sets of power subsystem OSE use surplus Ranger
equipment, with new control panels to provide the new
logic. The LS&T OSE is modified Mariner Venus 67 OSE.
The LPS OSE description typifies the OSE require-
ments and the methods used.
1. Lander Power Subsystem OSE
The LPS OSE is contained in two 5-ft-high racks; one
rack contains the controls, command logic, dummy loads,
battery charger, and power sources, while the other rack
contains the monitoring equipment. The OSE design per-
mits the same two racks to be used both for laboratory
tests of the subsystem alone and for support of system
tests where the power subsystem is installed in the capsule.
The differences in configuration between laboratory test
and system tests operations are shown in Fig. 1. Different
junction boxes are used, and during a laboratory test, the
control panel simulates capsule commands that are nor-
mally generated by the LS&T.
The functions required of the lander power OSE in-
elude: supply capsule external power; control all power
functions; supply simulated commands (laboratory test
only); provide loads for the power system (laboratory test
only); provide monitoring of all required functions; and
charge the lander battery when required.
While performing the above functions, the power OSE
also must protect the capsule from operator and equip-
ment failures.
Protection of the capsule from accidental shorts or over-
loads is accomplished by: overvoltage interlocks; over-
voltage zener clamp; current limiting external power
source; current limiting resistors; and power control
interlocks.
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To provide additional safety, the LS&T OSE and power
OSE are interlocked to prevent application of power to
the lander capsule if the LS&T is not in a proper turn-on
condition. Another interlock, "pyro unsafe," is provided;
in the event of an unsafe pyro condition, it will transfer
the lander capsule to external power, and then turn the
capsule power off automatically.
The monitoring rack consists of a modified Ranger
Block III digital data acquisition system plus a battery
cell voltage monitor meter (cell voltages are also recorded
in the data acquisition system). All data channels have
permanently-installed RC filter networks to prevent volt-
meter filter charging transients occurring as different
channels are selected.
Observation of pyro events is accomplished by monitor-
ing the voltage appearing across simulated "ourn wires"
which are located in the junction box. The high speed
recorder, used for monitoring these events, is located in
the pyro OSE.
Battery charging is accomplished with a commercial
0-1 A constant current power source. Stop-charge is per-
formed manually.
Fabrication of the lander power subsystem OSE is well
under way; four assemblies have been fabricated (or
modified) and tested, and the intra-rack cabling is
completed.
2. Entry Power Subsystem OSE
The EPS OSE is contained in two 5-ft-high racks; one
rack contains the reference power supplies and the as-
semblies for monitor and command functions. The OSE
design permits the same two racks to be used both for
laboratory tests and for system tests.
Design and fabrication are well under way with seven
assemblies complete, two assemblies requiring minor modi-
fications, and two assemblies with design and fabrication
in process. The intra-raek cabling is nearly completed.
Fabrication of the ES&T simulator panel has been started.
3. Lander Sequencer and Timer OSE
The LS&T OSE is contained in one 6-ft-high rack con-
taining the assemblies to be used both for laboratory tests
and system tests. A signal conditioning box is also re-
quired to condition the signals passing to and from the
OSE and LS&T.
Design is nearly complete and fabrication is well under
way. Four assemblies are complete and two are being
modified. The intra-rack cabling is nearly complete, but
the design and fabrication of the signal conditioning box
have not been started.
B. Gas Valve Flow Detector, s. D. Moss
During performance testing of a spacecraft, it is nec-
essary to ascertain the actual operational periods of the
attitude control nitrogen gas jets. Each spacecraft em-
ploys a total of 12 of these jets, located on the solar
panel extremities, for spacecraft stabilization and point-
ing. The present method utilized to sense the operation
of these gas jets consists of four junction boxes located
remotely from the spacecraft at distances which are
dictated by the particular test requirements. These junc-
tion boxes contain either two or four diaphragm-type
pressure switches mounted on a gas-tight manifold, with
associated check valves. Fittings are provided for tygon
tubing connections to each spacecraft gas jet, check valve,
external vacuum roughing pump, and self-test gas source.
Provision is also made for electrical cabling connections
between the junction boxes and the attitude control
operational support equipment (OSE). Some of the un-
desirable characteristics of the present mechanization are:
Unsatisfactory pressure switch operation (slow re-
sponse time, low reliability and questionable en-
vironmental characteristics)
(2) Excessive system complexity
(3) Slow system response (due to long lengths of tygon
tubing)
In view of the disadvantages of the present mechani-
zation, the development of a gas valve flow detector
to overcome the described limitations was initiated. A
thorough background study of the present mechaniza-
tion was completed and the inadequacies of the existing
sensor mechanization ascertained. The results of this study,
in conjunction with information obtained from existing
flight and OSE environmental specifications, were used
to establish a meaningful design specification for the new
detector.
The over-all performance of the gas valve flow detector
is determined primarily by the transducer characteristics
since considerable flexibility exists for the design of the
associated signal conditioning electronics. Therefore, the
m
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tselection of the appropriate transducer is of prime
importance.
The transducer types investigated were: (1) low time
constant thermistors, (2) piezoelectric ceramics, (3) solid
state strain gauges, and (4) hot wire anemometers.
Low time-constant thermistors have been eliminated
because none of the commercially available devices has
a sufficiently small size to yield the short time constant
required.
1. Piezoelectric Detector
One of the more promising transducer materials for
use in the gas valve flow detector is a piezoelectric
ceramic which responds to gas turbulence-induced noise.
Several Clevite Corp. PZT-5 piezoelectric ceramic devices
were produced for evaluation and testing. These devices
included (1) a 0.250-in. diam, 0.100-in.-thick disk, with
a 0.050-in. orifice and (2) a 0.250-in.-long tube having
an outside diameter of 0.250 in. and a thickness of 0.020 in.,
as shown in Figs. 2 and 3, respectively. As a design aid,
the frequency characteristics of the gas flowing from the
gas valve were desired. These were obtained by connect-
ing a spacecraft gas valve to a dry nitrogen gas supply
and exciting the valve solenoid with a special pulse circuit
developed for sensor evaluation. The audio-frequency
characteristics of the gas flow from the valve nozzle over
the range of 100 Hz to 200 kHz were recorded for several
nozzle orifice sizes and for selected sensor locations. These
data were obtained utilizing a precision condenser micro-
phone and a panoramic sonic analyzer.
The disk and tube ceramics were tested in various loca-
tions with respect to the valve nozzle. Due to the small
signal level associated with these devices, a differential
amplifier circuit was designed around a Fairchild-type t_A
709 monolithic operational amplifier.
The disk was tested by utilizing a 1½-in. length of heat
shrinkable tubing between the valve and the disk. The
disk was oriented perpendicular to the gas flow and a
seal effected around the disk such that the total flow of
gas was discharged through the orifice. The ceramic tube
was tested in a similar way by orienting the tube such
that the gas was directed longitudinally through its center.
A frequency spectrum analysis of the transducer output
signal revealed random frequency content above 500 Hz.
Fig. 2. Piezoelectric ceramic sensor disk Fig. 3. Piezoelectric ceramic sensor tube
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For the ceramic transducer to be useful, the nearly
white noise output of the ceramic element must be
processed through a signal conditioner to derive a dc
pulse corresponding to the open duration of the valve.
The standard integrating-type charge amplifier commonly
used with ceramic transducers is not necessarily a wise
choice for the signal conditioner, because the low fre-
quency pass band is too broad to adequately limit external
noise. A better method is to convert the differentially
connected monolithic operational amplifier into a very
........ililililililill
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Fig. 4. Prototype gas valve flow detector
narrow active band-pass filter. A computer program was
developed for the synthesis of the input and feedback
networks associated with active low-pass, high-pass, and
band-pass filters to aid in the design of the signal con-
ditioning electronics. A prototype detector will be fab-
ricated and tested in the near future, utilizing the disk
piezoelectric ceramic sensor. The signal conditioning elec-
tronics are presently being designed to produce a nominal
10-V dc output pulse which will correspond to the dura-
tion of the 20-msec random noise signal produced by the
ceramic transducer.
2. Hot Wire Detector
A second transducer having favorable characteristics is
a hot wire anemometer consisting of two 0.00015-in.-diam
platinum (containing 10'7oorhodium) filaments mounted on
a TO-5 integrated circuit header. One filament, the active
element, is positioned directly in the path of the nitrogen
gas 'flow from the gas valve. The second filament, the
passive element, is located on the header in such a manner
that it is shielded from the gas flow. Since both the active
and passive elements are physically located in close
proximity, they are subjected to approximately the same
ambient temperature variations. This temperature track-
ing property is useful in that the passive element provides
the necessary temperature compensation for the flow
sensor when connected in a bridge configuration.
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Fig. 5. Prototype gas valve flow detector, exploded view
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Unlike the signal conditioning requirements associated
with the piezoelectric ceramics, a differentially connected
monolithic operational amplifier is sufficient for this
application.
A prototype gas valve flow-detector utilizing a hot wire
anemometer has been designed and fabricated for evalua-
tion testing. This prototype, as shown in Fig. 4, is approxi-
mately 3-in. in length and 1-in. in diameter. An exploded
view of the prototype detector is shown in Fig. 5. Figure 6
shows the detector coupled to a typical Mariner spacecraft
attitude-control gas valve.
The prototype detector has undergone various phases
of acceptance testing. The smallest and largest filaments
used in these tests have been 0.0001- and 0.0005-in. diam,
respectively. The 0.00015-in.-diam filament selection re-
sulted from a compromise involving signal response times
and mechanical rigidity. The proto.type detector was
satisfactorily tested over an enxdronmental temperature
range from 0 to 4-185°F. At vacuum pressures of 10 -7 torr,
temperatures from 75 to 215°F have little effect on the
operation of the transducer.
Some difficulty was experienced in testing the unit at
vacuum pressures in the range of 10 -0 to 10 -r torr. Due
to the absence of atmospheric cooling, it was found that
the platinum filament reached incandescence at a lower
current as compared with ambient conditions. The vacuum
bias current required for incandescence at 10 -5 torr was
determined to be approximately one-tenth that required
for incandescence under ambient pressure conditions. One
of two choices must be made for the anemometer to per-
form satisfactorily over a wide environmental pressure
range. The first choice is to operate the anemometer at
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Fig. 6. Prototype gas valve flow detector connected
to Mariner-type gas valve
a bias current dictated by the highest specified vacuum.
The second choice is to derive a bias current which is
a function of pressure. The first choice appeared to be
the simpler of the two. However, the loss of sensitivity,
resulting from the anemometer operating at such a low
bias current when subjected to atmospheric pressure con-
ditions, makes this choice unattractive. The second choice,
a pressure-dependent bias current, was selected to solve
the problem. The same characteristic which produced
the problem, that of variation in thermal conductivity as
a function of pressure, was utilized in an attempt to solve
it. Different combinations of series sensistors and shunt
thermistors were used in an effort to obtain a 10:1 com-
pensation in bias current over the full pressure range.
The maximum compensation obtainable utilizing this
method was approximately 5:1. A solution to this problem
has not been obtained to date, but may be a compromise
between the two alternatives.
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VII. Guidance and Control Research
GUIDANCE AND CONTROL DIVISION
A. Preparation and Physical Properties of _-Se,
S. lizima and M-A. Nicolet 1
1. Introduction
Four distinct allotropic modifications of solid Se are
known to date: amorphous, trigonal (also called "hexag-
onal" or "metallic"), _-monoclinic and fl-monoclinic.
Se of high purity, traditionally obtained by vacuum
distillation, is amorphous and commercially available to
99.9999_ purity. The electrical properties of this material
are strongly affected by traces of oxygen and halogens.
Details on this subject are found in Refs. 1 and 2.
The trigonal modification has been studied actively in
recent years. It is the stable form of Se at room tem-
perature (Ref. 1) and is obtained readily in thin films by
vacuum evaporation. The structure consists of spiral chains
of Se atoms arranged in trigonal symmetry. The direction
of rotation in the spiral can be either left- or right-handed.
Stuke (Ref. 3) gives an up-to-date review of the present
understanding of the charge transport mechanisms in this
solid.
_At the California Institute of Technology, performing work sup-
ported by JPL.
In contrast to this, little is known about the properties
of the monoclinic modifications. The crystal structure has
been determined to consist of rings with eight Se atoms
as the basic building block arranged in slightly different
patterns in the two modifications (Refs. 4-7). To the
knowledge of the authors, only one paper gives data on
the electrical transfer properties of monoclinic Se (Ref. 8).
We have decided to obtain more experimental informa-
tion on monoclinic Se. By its structure this solid is repre-
sentative of molecular crystals about which less is known
than for covalent semiconductors. By its chemical com-
position the crystal is elemental and should therefore
be easier to obtain in high purity and perfection than,
for example, organic molecular crystals. Selenium has
always played a dominant role in applications (rectifiers,
photoelectric devices, xerography). These arguments all
suggest that selenium should be a particularly rewarding
material to study. Its merits as a potential carrier of space-
charge-limited current will receive special attention.
2. Crystal Preparation
Single crystals of monoclinic Se are usually obtained
by evaporating a CS2 solution saturated with Se. Crystals
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obtained in this manner are of either alpha or beta type
and are always of submillimeter size. Kyropoulos (Ref. 9)
prepared somewhat larger crystals in a vessel with a
temperature gradient. Se is believed to be transported
through the liquid phase by diffusion and convection in
such a system. By this method, Kyropoulos obtained
crystals 2 to 3 mm in size over a period of a few months.
Larger crystals have been grown faster by a modification
of this method. Crystals 2 mm in size are obtained in 2 to
4 wk. The apparatus is shown schematically in Fig. 1.
Equivalent results are achieved in both fully sealed glass
tubes and in glass tubes dosed with a Teflon lid. The
latter arrangement permits seeding with small crystals
in the low temperature region. This significantly increases
the yield of large crystals. Amorphous Se in pellet form
of two different origins has been used as initial material
with comparable success. _
3. Physical Properties
The habit of our crystals is equal to that described by
Mitscherlich (Ref. 10). Figure 2a shows a typical form
and the nomenclature introduced by this author for the
various surfaces. According to Burbank (Ref. 5), the
crystallographic assignment of the p-face is (101) in the
reference system used by him (Fig. 2b).
The density of these crystals has been determined; a
random selection was ground to powder of a total weight
of approximately 200 mg. The weight of powder in a
small glass bulb and the weight of the glass bulb alone
(approximately 300 mg) were measured in air and in a
liquid of known density to an accuracy of ±0.2 mg. The
result of such measurements is shown below:
Temperature, °C Density, g/cm 3 Liquid used
20.8
18.5
16.3
16.0
4.26 ___0.075
4.26 -+-0.05
4.36 _0.05
4.31 -+-0.05
Benzene
Benzene
Methyl alcohol
Methyl alcohol
From the lattice constants reported by Burbank and the
atomic weight of 78.96 for Se, a value of 4.38 g cm -3 is
computed. The slight discrepancy may be due to residual
voids in the liquid or the powder, although efforts were
made to eliminate both by ultrasonic shaking of the
liquid-powder mixture and fine grinding of the crystals.
Similar measurements on the am6rphous solid used as
a starting material yielded a density of 4.03 ±0.02 g cm -3.
2Canadian Copper Refining Ltd., Hyperpure Se; Gallard-Schlei-
singer Co., 99.9999% Se.
OD 12 mm
GLASS TUBE
._ CS2--_ /---HEATER
NGS
CRYStalsGROWNJ / FT..A% v
SOURCE
(AMORPHOUS Se)
Fig. 1. Apparatus for growing _-monoclinic Se crystals
(b)
o = 9.05_,
b = 9.07_
c = 11.61_
13 = 90 ° 46'
Fig. 2. (a) Typical habits of crystals, (b) Lattice
structure of _-monaclinic crystal
A comparison of these data with the latest quotations in
the literature is given in Table 1.
To determine the dielectric constant, some crystals were
polished down along p-faces with 0.3-/_m alumina on
microcloth. Au films were evaporated onto both sides and
the rims were removed by cleaving. The capacitance
of the structures was measured with a Boonton 75C
bridge. The results were consistent for frequencies from
5 to 50 kHz and for dc biases between ±100 V. The area
A (typically 10 -2 cm =) and the thickness d (typically 50/_m)
of the samples were determined from microscopic en-
largements and micrometer measurements. The average
value obtained from several samples and the relationship
•--dC/eoA is e = 6.5 ±0.6. The large error reaqects the
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Table 1. Density of dielectric constant of Se in its
different crystallographic modifications
Density, g/cm _ Dielectric constant
Modification
Amorphous
Trlgonal
_-monoclinic
_-monocllnic
Literature Measured
-- 4.03 ± 0.02
4.80 _
4.86b
4.46_ 4.30 ± 0.05
4.38 e
4.42 _
Literature Measured
6.3
6.6 _
6.37 e
7.39 a 6.5 ± 0.6
aRef. 1.
bSnead, Comprehensive Inorganic Chemistry, Vol. VI I I.
eMoss, T. S., Optical Properties of Semiconductors, Butterworth, 1961.
dRef. 9.
eColculated with Burbank's lattice parameters.
uncertainty in sample thickness due to nonparallel surfaces.
Efforts are currently under way to improve processing
techniques of these crystals and to achieve better control
of sample geometry.
4. Concluding Remarks
Relatively large single crystals of _-Se have been suc-
cessfully grown by a technique of mass transport in CS_.
Values for the density and the dielectric constant have
been obtained which are not in full agreement with the
literature. More accurate measurements will be possible
when larger amounts of single crystals are grown and
better processing techniques have been developed. Very
thin and small platelets, apparently of the same crystal
structure, have been obtained occasionally. Attempts are
made to determine the relevant parameters controlling
the growth of this crystal habit.
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B. Magneto-Optic Information Storage, G. tewicki
The objective of this work is to demonstrate the feasi-
bility of using an optical beam to store and retrieve in-
formation on, and from, thin ferromagnetic films having
an easy axis of magnetization perpendicular to the plane
of the film and a large Faraday effect.
In the method of magneto-optic information storage
being considered, small areas of the film correspond to
bits of information. The state of a bit corresponds to the
area being magnetized in one of two directions perpen-
dicular to the plane of the film. Setting the magnetization
within a bit in a desired direction, or storing information,
is accomplished with a method known as Curie-point
writing. A bit is heated past its Curie temperature where
it becomes nonmagnetic and then it is allowed to cool
in an applied magnetic field having sufficient intensity
to set the magnetization within the bit in a desired direc-
tion. A focused laser beam can be used to heat bits.
Some theoretical considerations concerning the Curie-
point-writing process have been presented in SPS 37-42,
Vol. IV, pp. 59-61, and SPS 37-46, Vol. IV, pp. 84--87.
The Faraday effect is used to determine the state of a
bit, or the direction of the magnetization within an area.
On passing through a bit, plane-polarized light has its
plane of polarization rotated clockwise or counterclock-
wise, depending on the direction of the magnetization
within the bit. This sense of rotation can be detected
with the use of a polarizing crystal.
Current work is directed towar& (1) preparation of thin
ferromagnetic films suitable for magneto-optic information
storage, and (2) an experimental investigation of the
Curie-point-switching process. It is in the first area that
most progress has been made within the past few months.
The procedure for preparing thin ferromagnetic films
of manganese bismuthide having an easy axis of magneti-
zation perpendicular to the plane of the film, and a large
Faraday effect has been more clearly defined. In this
procedure, manganese, bismuth, and silicon oxide are
sequentially deposited onto a freshly cleaved mica sub-
strate, the silicon-oxide layer serving as a protective coat-
ing. The layered structure is then annealed in vacuum to
yield the ferromagnetic compound manganese bismuthide.
The problem has been to find the annealing procedure
yielding optimum MnBi films. This problem has been
overcome with the use of a vacuum furnace which allows
observation of the films magnified by a factor of 200
through a crossed set of polarizers during annealing. The
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ftemperature-versus-time profile necessary to yield opti-
mum samples and the many interesting phenomena ob-
served during annealing will be described in a letter to
be submitted for publication in the open literature.
A literature search has yielded several other ferromag-
netic compounds which might be attractive as media for
magneto-optic information storage. One of these com-
pounds is chromium telluride. The uniaxial anisotropy of
this material is sufficiently high so that it can conceivably
be prepared with an easy axis of magnetization per-
pendicular to the plane of the film. If chromium telluride
has a Faraday effect comparable to that for manganese
bismuthide (unfortunately, the magneto-optic properties
of this material are not known), it might prove to be a
more suitable material for magneto-optic information
storage. The Curie temperature of chromium telluride
is lower than that of manganese bismuthide (60°C as
compared to 345°C), while the decomposition tempera-
ture of the former material is much higher than that of
the latter (approximately 1000°C as compared to 435°C).
A lower Curie point and a higher decomposition tempera-
ture relax the restrictions imposed on the power of the
optical beam used to carry out the Curie-point-switching
process. Equipment has been assembled for an attempt
to grow thin ferromagnetic single-crystal films on mica
substrates by epitaxy from the vapor phase.
C. Apparent Work Function of Cavity Emitters,
K. Shimada
1. Introduction
Unusually low apparent work functions of a 19-cavity
emitter were reported in SPS 37-46, Vol. IV. According
to these results, work functions were 0.4 eV lower than
those expected from the Rasor-Warner theory and, there-
fore, the emission-current density of the 19-cavity emitter
was nearly 10 times larger than that of ordinary fiat
emitters. This investigation was extended to a 7-cavity
emitter in order to study the effect of cavity configuration
on the emission property. However, the expected dif-
ference in electron emission between the 19- and 7-cavity
emitters was not observed. In this article, the results
obtained from the 7-cavity emitter are presented.
2. Experimental Results
The 7-cavity emitter was made of tantalum and had
7 shallow cylindrical cavities (depth = 0.0407 em, diam =
0.396 cm). The configuration was similar to that of the
19-cavity emitter, with approximately half of the projected
Table 2. Emitter dimensions
Seven- Nineteen-
Parameter
cavity emitter cavity emitter
Cavity diameter, cm
Cavity depth, cm
Bottom area per cavity, cm 2
Total bottom area AB, cm 2
Side wall area per cavity, cm 2
Total side wall area Ae, cm 2
Projected area A_,, cm 2
Total emitter area Aa. _ Ae -I- Ae, cm _
A,_IAP, %
ABIAz,, %
ASIA1,, %
0.396
0.0407
0.123
0.862
0.0506
0.354
2.00
2.354
117.7
43.1
17.7
0.236
0.0407
0.0437
0.831
0.032
0.573
2.00
2.573
128.6
41.5
28.6
emitter area of 2 cm 2 occupied by the bottoms of the
cavities. The interelectrode spacing at an emitter tem-
perature TE = 1400°C and a collector temperature To =
400°C is 0.005 cm, and therefore the bottoms of the
cavities are 0,0457 cm from the molybdenum collector.
Table 2 shows pertinent dimensions of the 7- and 19-cavity
emitters. Both emitters were mechanically ground to
remove excess burrs from the rims of the cylindrical
cavities that resulted from the drilling operation, but the
rectangular edges were intentionally preserved to main-
tain well-defined side wall areas. The volt-ampere char-
acteristics of the diode with the 7-cavity emitter were
obtained with an X-Y recorder as the voltage across the
diode was swept from -3 to +5 V. Those volt-ampere
curves obtained from the unignited mode of the diode
operation were used in the subsequent analysis. The
saturation currents were then determined. The results
are shown in Fig. 3 as a family of S-curves. The emitter
temperature ranged between 1200 and 2100°K and the
cesium reservoir temperature between 393 and 453°K. The
cesium temperature was kept above 393°K since the error
of saturation-current measurements at lower temperatures
became considerable (30_;) because of the smallness of
the current and the lack of clean saturation.
At a cesium reservoir temperature T_8 = 453°K, the
electron-neutral mean-free-path is approximately twice
the interelectrode distance at the location of a cavity.
Therefore, the diode was operating in a collision-less
regime for cesium temperatures below 453°K. In fact,
for Tc8 larger than 453°K, the diode ignited at relatively
small voltages, and the saturation region of the volt-
ampere curves became obscured. The four S-curves shown
in Fig. 3 appear to converge along a straight line represent-
ing the vacuum-emission current from an emitter with the
work function _0 = 4.3 eV, which can be taken as the
uncesiated (vacuum) work function of the 7-cavity emitter.
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Lead material
Au (plated) Cu
0.025-in.
Au (plated) Dumet
0.020-in.
Au (plated) Kovar
O.018-in.
Au (plated) Ni
0.025-in.
Alloy 99
O,020-in.
Table 2. Weld schedules for lead-interconnect cross-wire welds
Interconnect material
10 Ag-90 Pd
20 Ag-80 Pd
10 Cu-90 Pd
Alloy 90
Nickel
10 Ag-90 Pd
20 Ag-80 Pd
10 Cu-90 Pd
Alloy 90
Nickel
10 Ag-90 Pd
20 Ag-80 Pd
10 Cu-9g Pd
Alloy 90
Nickel
10 Ag-90 Pd
20 Ag-80 Pd
10 Ag-90 Pd
20 Ag-80 Pd
Electrode force, Ib Energy, W/s Average pull strength, Ib
7.5
7.5
7.5
8
7.5
7
7.5
7
7
7
7
6
7
6.5
8
6.5
6.5
14
14
14
20
15
5
5
7.5
6
3
3
3
4
3.5
12.1
13.6
12.1
12.8
14.4
7.8
10.6
11.1
10.2
13.6
7.2
8.0
10.0
8.7
16.8
18.6
17.8
13.4
15.5
schedule for each interconnect material welded to each
lead material appears in Table 2.
Evaluation and comparison of the three selected alloys
to Alloy 90 and nickel ribbon, after mechanical testing
and metallurgical examination, yield the following re-
suits: Splice-type lap welds of the interconnect material
can be made, but the strength is much lower than that of
the parent material. Alloy 90 and nickel ribbon show a
smaller strength decrease when lap-welded. Cross-wire
welds of interconnect material to leads show strengths
less than those of Alloy 90 and nickel ribbon-welded to
the same materials. Welds exhibiting higher strengths
were obtained; however, these welds are accompanied by
high setdown values of 50_ or more and excessive expul-
sion and spitting of material. Decreasing the electrode
force to eliminate high setdown values and decreasing the
energy to eliminate excessive expulsion can only be done
at a sacrifice to average pull strength.
It is presently felt that the Ag-Pd and Cu-Pd alloys
selected for evaluation as nonmagnetic interconnect ma-
terials are not superior to the presently used Alloy 90
material, and that they do not compare favorably with
nickel interconnect ribbon. Therefore, further evaluation
of these materials has been discontinued. Further investi-
gations into other binary alloy systems and possibly some
ternary systems are being examined.
B. Planetary Entry Heat Shields, T. F. Moran
The success of future planetary entry missions depends
upon the ability of the landed package to survive the
severe heating encountered during atmospheric penetra-
tion. The selection of a heat shield material for assuring
this survival requires a firm engineering understanding of
the candidate material's response to anticipated thermal
environments. One of the principal sources of data on this
response comes from ground-based simulation facilities.
In order to correctly evaluate and apply the plethora of
data generated by such external facilities, experience in
their use is imperative.
For the past 2 yr JPL has been involved in the planning
and design necessary for the reestablishment of an earlier
plasma generator facility (Ref. 1) to provide JPL with a
limited capability in this area. The purpose of the facility
is not to eliminate the need for external testing in this
area, but to provide JPL with a knowledge of the limita-
tions and falacies of the testing technique. This will allow
critical JPL recommendations or decisions for specific
planetary entry studies or projects to be based on direct
experience.
In order that testing, representative of Martian atmo-
spheric entry and, to a more limited degree, Venusian
entry, may be accomplished, it was necessary to include
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several varied capabilities in the design. These include:
the simultaneous use of radiant and convective heating;
the rapid insertion and retraction of models into the high-
temperature test stream; the ability to make fine surveys
of the test stream with calorimeters and pressure probes;
a vacuum tank geometrically compatible with the heaters
and with sufficient flexibility to accommodate photo-
graphic, pyrometric, and spectroscopic observations; a
vacuum pumping system capable of both matching nozzle
exit pressures and accurately simulating the entry pressure
histories of flight; the ability to use mixed gases to simu-
late various atmospheric compositions; adequate water
supply systems to prevent catastrophic damage to any of
the facility components subjected to the high thermal
environments; and the necessary instrumentation and con-
trol systems to accurately and safely monitor the facility
operation. Figure 1 shows a schematic diagram of the
facility plan. A portion of the facility as it presently exists
is shown in Fig. 2.
Upon completion, a limited amount of ablative material
evaluation and external data checking will be able to be
accomplished within the facility's parametric envelope
(pressure, enthalpy, specimen size, heating rate, test dura-
tion, etc.). It is also possible that some research into prob-
lem areas for which larger facilities do not have the time
available may be done. As initial construction nears com-
pletion, it appears to be an appropriate time to describe
details of some of the progress to date.
The vortex stabilized plasma generator unit used in the
facility has been described earlier (Ref. 1). A working gas
is tangentially injected into the generator, enters an ex-
cited state upon passing through the spinning arc column,
is brought to equilibrium in a plenum chamber and ex-
hausts through a supersonic nozzle. The particular unit
presently set up is rated for maximum input power levels
of 600 kW with transfer efficiencies of less than 60% de-
pending on chamber pressure and mass _tow rates.
POWER
SUPPLY
1.7 mW
de
POWER
SUPPLY
160 kW
dc
CONTROL
REGU LATION
AND
DISTRIBUTION
ARGON
STORAGE
TEST GAS
STORAGE
RADIANT
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{_ BLEED
VALVE
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CHAMBER
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ACTUATOR
AND
SUPPORT
I
VACUUM VALVE
AND PRESSURE CONTROL
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SYSTEM
RECIRCULATING
COOLING
WATER
SUPPLY
Fig. 1. Convective-radiative plasma facility block diagram
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Fig.2. Extraterrestrial atmospheric entry test facility
Input power for the plasma generator is supplied by a
1.7-MW de silicon-controlled rectifier supply designed
and built by Cal-Power Corp. The supply is designed to
use continuous power'variation to approximate the actual
pulsed heating profiles of entry. Each of the four modules
of the supply (shown in Fig. 3) has a rating of 19,50 A
and 350 V. Series and parallel combinations will allow
up to 5000 A or 1400 V output.
Complementing the convective plasma generator are
two radiant lamps designated Avco Model RAS-3A. The
lamps may be run and controlled either independently
or simultaneously with the plasma generator. Each lamp
consists of a plasma radiation source and an optical sys-
tem for concentrating this energy on a remote target area.
A lamp is shown schematically in Fig. 4. Cold gaseous
argon is delivered to the lamp at pressures up to 20 atm.
As the argon _tows through the are between two specially
impregnated electrodes it is converted into a high-energy
plasma which emits radiation with an intensity directly
proportional to the current and the square root of the
pressure. The radiation is collected by two reflectors,
transmitted through a quartz window and focused ex-
ternally with a decentered torroidal biconvex concentrat_
ing lens. The reflectors are constructed of polished alumi-
num and are rhodium plated to help prevent fogging. The
lamps are mounted on indexing heads to provide variable
positioning. Input power is supplied by a bank of moving-
coil rectifiers. When connected in series, they are rated at
160 kW dc and will deliver stable currents up to 1000 A.
An additional moving-coil rectifier is used to supply low-
voltage power to individual field coils on the lamps for
magnetically rotating the arc.
A high-voltage, high-frequency oscillator supplies the
breakdown voltage to start the lamps. A pneumatically
operated filter and douser are provided to control the
output radiation to the target area. The douser is also
instrumented as an absolute calorimeter, thus providing
a relative _tux calibration.
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Fig. 3. Silican-contralled rectifier power supplies
Each lamp can provide a variable flux output from 0 to
250 Btu/ft2/s over an 0;750-in.-diam target area. Maxi-
mum output is obtained at input levels of approximately
800 A and 150 psig.
The flux variation across the 9_-in.-diam target area
is reported by the manufacturer to be less than _+10%.
Time stability is such that test position flux will not vary
more than ___10%in 10 min of operation. Flux reproduci-
bility is within ±107o over the entire flux range.
A 280 gal/min recirculating water supply is provided
for cooling the lamps, plasma generator, and peripheral
equipment. A booster pump can supply up to 180 gal/min
of this water at pressures up to 500 psig. The remaining
100 gal/min can be supplied at 200 psig. Working gas is
supplied from bottle storage banks. Both coolant and gas
flow rates and temperatures can be continuously moni-
tored and recorded.
Design of a vacuum test chamber which will allow a
model to be exposed to both radiative and convective
heating under controlled pressure conditions has been
_ QUARTZSPHERICAL
REFLECTOR--_
/ ANODE
ANODE
WINDOW
CONCENTRATING
TUNGSTEN CATHODE
Fig. 4. Sketch of radiant arc lamp
completed. The cylindrical tank volume is approximately
115 ft _ and includes ports for radiant and convective
energy access, test stream viewing, sample insertion,
vacuum connection, nitrogen bleed, and instrumentation
feed-throughs. The water-cooled tank contains a cone
shaped tubular heat exchanger downstream from a flow
deflector to provide ambient temperature gases at the
vacuum pump inlet.
Future additions include a model insertion system to
allow rapid insertion and extraction of test specimens from
the plasma stream and accurate low velocity axial and
radial scanning of the test stream. A mechanical vacuum
pumping system has been tentatively specified for use in
evacuating the chamber and for fine control of the pres-
sure under dynamic conditions.
Reference
1. Nagler, R., "Endothermal Materials," Research Summary 36-4,
Vol. II, pp. 25-28, Jet Propulsion Laboratory, Pasadena, Calif.,
Sept. 1, 1960.
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IX. Electronics Parts Engineering
ENGINEERING MECHANICS DIVISION
A. Accelerated Testing Concepts, Methodology,
and Models: A Literature Rev|ew, E. Klippenstein
Basic problems in assessing the reliability of electronic
parts are the long time and large-scale life tests which are
required to demonstrate low failure rates. A solution to
these problems is accelerated life tests. The usefulness of
accelerated testing, however, is limited to the extent that
performance of parts at accelerated conditions can be
validly related to performance at normal use conditions.
In order to obtain a rigorous and critical review of what
has been done in the area of accelerated testing of elec-
tronic parts, a contract was let in February 1967, to per-
form a review of the literature. The review period was
for 1 yr and to cover a significant potion of all available
literature.
At the present time, 82 articles and reports have been
critically reviewed, and a 6-too summary report has
been written. A total of 247 articles and reports have been
identified as pertinent. The review is continuing to cover
a significant portion of the remaining literature. A final
summary report will be written in February 1968.
Based on the reviews and the 6-mo summary report,
this article will be devoted to concepts, methods of pro-
gramming severity level, and models relating some
parameter (e.g., failure rate) to severity level.
1. Concepts
a. Conceptual model. The idea of a conceptual model
is to describe characteristics of importance and ignore the
remainder. Since an exact treatment would be very com-
plicated, we must stat3 our assumptions and then operate
on those assumptions with mathematics and reason. The
assumptions, together with the current results of the anal-
ysis, are our model.
b. Simple stress-strength model for failure. There is a
value of stress called the strength such that there is failure
if, and only if, the instantaneous stress exceeds the
strength. Stated another way: There exists a scaler S
which can only depend reversibly on the environment of
the part, and a value S* of that scaler such that the part
fails if and only if S > S*; S* is the strength. Values of
S < S* do no damage.
c. Simple damage-endurance moael for failure. The ap-
plication of a damager causes cumulative damage in some
way and some of the endurance of the part has been con-
sumed even ff failure does not occur. When the damager
has been removed, the damage is not undone. Stated
another way: There exists a scaler D which depends on
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the set of damagers and on the behavior over time and a
value E of that scaler called the endurance such that fail-
ure occurs if, and only if, D > E. For D < E, the amount
of endurance remaining is E - D. Note that this model
is usually assumed when dealing with life tests and apply-
ing accelerated damagers.
d. Hazard rate and damage. The endurance of an indi-
vidual part is generally a random variable. For a constant
hazard rate process with constant environmental severity,
damage is done as time goes by; therefore, a used part is
not as good as a new one. But since we do not know the
life of an individual part, the distribution of part lives can
be such that any part known to be good is as likely to last
as long as any other part known to be good, whether new
or not. For a decreasing hazard rate process, even though
a part is being degraded, as long as it has not failed, it is
more likely to last longer than a part that has not yet been
used.
e. True acceleration. Acceleration is true if, and only if,
the system passes reasonably through equivalent states in
the same order as it would at usual conditions. The word
"reasonably" is necessary because as engineers, if things
are close enough for the purpose, it satisfies the require-
ments of that situation. Stated another way: Let g (t) be
the state of the system under usual conditions and G (t)
be the equivalent state under accelerated conditions, then
there is true acceleration if, and only if:
(1) G (t) = g (r [t])
(2) r (t) is a monotonically increasing function
(3) G (0) = g (0)
(4) 7 (0) = 0
The acceleration factor A is defined as A (t) = r (t)/t
2. Methods of Programming an Accelerated Test
a. Constant-stress test. This is the type of test normally
used in rated life tests wherein the stress level remains
constant throughout the life of the items on the test. In
accelerated testing programs, it is customary to run tests
at several severity levels and to plot a curve showing some
measure of goodness versus the measure of stress. The
measure of goodness may be failure rate, time to failure,
etc.
b. Step.stress test. In this type of test program, the stress
level is increased in increments at uniform time intervals.
It is customary to run tests with several groups, varying
the time interval for each group. It is convenient to dis-
tinguish between large, medium, and small steps. In large
step tests, it is assumed that the cumulative damage is
negligible up to the last step before failure. In medium
step tests, the cumulative damage at previous steps must
be taken into account, but the steps are not small enough
that the severity level is continuously increasing. In small
step tests, the steps are small enough so that one can
assume with negligible error that the severity level is
steadily increasing. Tests using large steps are analyzed
as if they were constant-stress tests being run at the sever-
ity level of the failure step. Medium and small step-stress
tests are analyzed accounting for cumulative damage; for
medium steps by summation at each prior step; and for
small steps or progressive tests by integration of previous
cumulative damage. In order to relate the results of the
various tests, one needs some theory of cumulative dam-
age. The one usually chosen is the simple linear theory.
e. Progressive,stress test. In this type of test, the stress
level is increased at a fixed rate until failure occurs. Sev-
eral groups of parts are tested wherein each group is
subjected to a different rate of increase in stress. The
results are analyzed accounting for cumulative damage.
d. Other programs. A simple modification to the step-
stress and progressive stress tests is to start the severity
level above zero. The term "probe testing" is used some-
times but this is a special case of step or progress stress
testing where the stress is a vector of several dimensions.
Some test programs change severity level only once with
the first severity level being high and the second low. This
type of test is used to investigate cumulative damage
theories.
3. Conceptual Models for Accelerated Stress
a. Arrhenius equation. There are situations where rates
of reactions are dependent on temperature. It appears
that temperature is one of the most important damagers
that we have. A classic example for temperature depen-
dence of specific reaction rates is the following equation
credited to Arrhenius:
rr = A exp (- E/kT)
where
rr -- reaction rate
A -- a constant (also called frequency factor)
E ----activation energy (eV/molecule)
k = Boltzmann's constant
T : temperature
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In using this conceptual model to relate some parameter
(measure of goodness) to the test temperature, one
usually plots the log (results) versus 1/kT (or against 1/T)
and hopes to get a straight line which is desirable for
extrapolation.
b. Eyring equation. Another equation relating reaction
rate to temperature is the following equation credited to
Eyring:
_kT [ --AG \
rr : --_-- exp _)
where
= transmission coefficient
h = Planck's constant
G = Gibb's free energy
Since AG = AH -- TAS where H and S are enthalpy and
entropy, the equation can be put in the following form:
rr : ---h-- exp exp
The AH is closely associated with activation energy. The
term exp (AS/k), however, gives trouble. A potential
energy surface can be introduced and if there are not too
many dimensions and the system is extremely simple, then
this surface can be obtained from quantum mechanical
considerations.
The Eyring equation has been touted as a relationship
of fundamental quantities and therefore should be used
as the conceptual model for ageing. Actually, electronic
components are complex engineering systems from the
point of view of theoretical chemistry/physics and for
practical purposes the Eyring equation will offer little, if
anything, over the Arrhenius equation.
c. Voltage law [or capacitors. The voltage law, or more
commonly called the "fifth power rule," is sometimes writ-
ten as follows:
(v y
where
L = time to given percent failure
R = percent failures on which L is based
V = dc voltage
T = temperature, °C
n = power law exponent
K = temperature constant
The rules of thumb are that n = 5 and K = 10°C, which
says that life varies as the fifth power of the de voltage
and doubles for every 10°C decrease in temperature.
These rules are largely empirical and are sometimes use-
ful. The literature gives values of n from 3 to 8 and sug-
gests that n may be a function of the voltage. The value
of K may be 5 to 30°C and may also be a function of the
temperature.
4. Future Plans
The plans for the remainder of this work effort are:
to continue reviewing the literature; to work out some
specific examples of analysis assuming a constant hazard
rate process and the Arrhenius model and, in particular,
calculating the uncertainties; and to obtain a comprehen-
sive final report. There is strong momentum toward the
extended use of the "physics of failure" approach and
the use of small-quantity short-time accelerated tests.
With a comprehensive report on accelerated testing, it is
hoped that the information will help in avoiding the pit-
falls which are possible and provide an awareness of the
uncertainties and risks, recognizing them for what they
are. The usefulness of accelerated tests probably dates
back to the caveman when he banged his weapon on a
rock to see if it would stand the impact. Accelerated tests
are still useful in measuring strength, estimating endur-
ance, and predicting life, etc. The problems appear to be
the credibility of predictions which are based on assumed
models and where uncertainties are not calculated or are
completely unknown.
84 JPL SPACE PROGRAMS SUMMARY 37-48, VOL. III
Xo Solid Propellant Engineering
PROPULSION DIVISION
A. Applications Technology Satellite Motor
Development, R. G. Anderson and R. A. Grippi, Jr.
1. Introduction
In January 1968 the Jet Propulsion Laboratory initiated
a development program to provide a solid-propellant
apogee motor for a second-generation Syncom satellite.
This program, under the management of the Goddard
Space Flight Center, was designated Advanced Syncom.
It was to result in a spin-stabilized, active repeater com-
munications satellite weighing about 750 lb, operating
at synchronous altitude (22,300 mi) to handle voice com-
munications, teletype, and monochrome and color tele-
vision signals.
In January 1964 the Advanced Syncom communication
program was redirected to include a number of experi-
mental instruments, in addition to the original communi-
cation instruments. This expanded program is the
Applications Technology Satellite program and will result
in a general-purpose satellite capable of operation at syn-
chronous altitude with experimental instruments in the
areas of meteorology, communications, radiation, naviga-
tion, gravity gradient stabilization, and various engineer-
ing experiments. For those satellites to be placed in
synchronous orbit, JPL will provide a solid-propellant
rocket motor to provide final required velocity increment
at the apogee of the elliptical transfer orbit. This rocket
motor is designated the JPL SR-28-1 (steel chamber) or
JPL SR-28-S (titanium chamber). At present, only the
JPL SR-28-S unit is intended for flight use.
Previous reports of progress on the development of this
motor have been published in SPS 87-20 to 87-33, Vol. V,
SPS 37-84 to 87-45, Vol. IV, and SPS 87-47, Vol. III.
2. Program Status Summary
The motor development program calls for static firing
of four heavywall motors and 26 flightweight motors, in-
cluding two with flight design titanium chambers, prior
to conducting an eight-motor qualification program. To
date, the four heavywall motors plus 25 flightweight mo-
tors have been static-fired, four of which were under
simulated high-altitude conditions at AEDC. All of the
flightweight motors tested to date have been with type 410
chromium steel chambers with the exception of Dev. G-8T,
G-9T, E-ST, and Q-9T, which used titanium chambers.
The ATS apogee motor qualification phase was con-
ducted at AEDC during July and August of 1966. The
results are reported in SPS 37-41, Vol. IV, pp. 91 to 95.
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The first of five Applications Technology Satellites,
ATS-B, was successfully launched during December 1966.
The satellite is presently on station over the Pacific
Ocean and functioning as planned. The second synchron-
ous satellite, ATS-C, was launched November 5, 1967.
Approximately 16 h after launch, the JPL apogee motor
was fired, transferring the satellite from its highly elliptical
transfer orbit into a near-synchronous equatorial orbit.
The ATS-C satellite is presently on station over the
Atlantic Ocean, with all experiments functioning. Figure 1
shows a model of Applications Technology Satellite and
JPL apogee motor.
The remaining JPL ATS effort of any scope will be the
loading of three to four flight apogee units during the early
part of 1968. These apogee units are designated for the
ATS-D (June 1968) and ATS-E (April-May 1969) launches.
JPL engineering launch preparation and support will be
provided for the remaining two launches.
3. Apogee Motor Storage Phase
Three ATS apogee motors were assigned to the storage
phase of the motor development program. The primary
objective of the storage phase was to demonstrate that
the apogee motor is acceptable for flight after extended
ambient storage. Initially, it was decided to store one
motor of 12 mo and two units for 24 too. These storage
periods were based upon preliminary flight loading and
launch dates. However, a change in two of four launch
Fig. 1. Applications Technology Satellite
and JPL apogee motor
t"
dates and subsequent rescheduling of the flight loadings
resulted in modified storage periods. The first unit was
stored for 16 mo, second unit 20 mo, and the third unit
24 too.
The three units, designated development codes F-l,
F-2, and F-3, were processed and loaded to fligfit standard
procedures in August and September 1965. All hardware
components (including propellant) were flight design,
with the exception of the chamber material and insulation
thickness. In place of the flight-type 6A1-4V titanium
chamber, type 410 chromium steel cases were assigned to
the storage units. During this time period the titanium
chambers were in process of manufacture. The insulation
configuration, compared to flight design, lacks one layer
of 0.080-in. material 1 in each dome section. The difference
between the flight and storage insulation configuration
was a result of changes initiated after the first titanium
chamber firing. The additional layer of insulation was
added to reduce the chamber temperature during motor
operation and improve postfire motor balance. How-
ever, either deviation from the flight configuration should
not affect the storage characteristics or performance of the
motor.
Each motor was subjected to the identical processing
operations. This consisted of the following major items:
(1) The use of flight-quality hardware components.
(2) Preloading weight determinations.
(8) Preloading motor assembly alignment.
(4) Preloading static and dynamic balancing.
(5) Propellant loading to flight finalized procedures.
(6) Visual and radiographic inspection of propellant.
(7) Motor assembly alignment.
(8) Motor assembly weight.
(9) Center of gravity and moment-of-inertia determina-
tions.
(10) Loaded motor imbalance determination.
Upon completion of motor processing in November
1965, the units were placed in ambient storage. However,
after the initial periodic inspection during March 1966,
the units were stored at either 60 or 80°F for the duration
of their storage period.
1Items 17 and 18 on JPL drawing ]890 1797A.
a
#
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Each motor was removed from storage at designated
intervals, as shown on Table 1, and subjected to the fol-
lowing sequential inspections:
(1) Moisture condition of container.
(2) Motor assembly weight.
(8) Motor assembly leak check.
(4) Motor assembly alignment.
Table 1. ATS apogee motor. Storage phase
(periodic inspection schedule)
Inspection F-1 F-2 F-3
Cast
1st inspection
2nd inspection
3rd inspection
4th inspection
5th inspection
Final inspection
Static test
Storage period
9/23/65
3/30/66
8/8/66
10/7/66
1/24/67
1/31167
16 mo
9/30/65
3/31/66
8/10/66
11/8/66
3/24/67
7/10/67
9/21/67
9/29/67
24 mo
9/17/65
4/5/66
8/15/66
11/10/66
3/17/67
5/3/67
5/10/67
20 mo
(5) Port alignment.
(6) Port diameter measurement.
(7) Propellant, insulation, chamber and nozzle visual
inspection.
(8) Component (nozzle and chamber) weight.
(9) Motor assembly alignment.
(10) Motor assembly leak check.
After each inspection the motors were packaged, purged
with dry nitrogen, and returned to storage. Table 2 sum-
marizes the results of these inspections. This table includes
data taken after the units were loaded in September 1965
and data recorded just prior to static testing. All prefire
data indicated that the apogee units could be successfully
stored for extended periods.
As shown on Table 2, all data appear to be nominal,
and changes which occurred during the storage period
are insignificant. For example, changes in the loaded
chamber weight can be attributed to insignificant scale
inaccuracies at the initial weighing. Since the prestorage
Table 2. ATS apogee motor. Storage phase (weight and measurement data prestorage and poststorage)
Item
Loaded chamber wt, Ib
(including handling ring)
Nozzle wt, Ib
Visual inspection
Thrust misalignment, in./in.
Exit cone TIR, in.
Port TIR, in. d
Station 4
Station 14
Station 24
Center of gravity, in.
Imbalance (after propellant loading)
Dynamic, Ib-in. 2
Static, Ib-in.
Port diameter, in.e
Station 4
Station 14
Station 24
Pre
868.3
39.08
OK
0.00012
0.004
0.016
0.017
0.014
11.49
36.8
3.5
10.147
10.143
10.139
F-1
Post
868.7
38.90
a
0.00012
0.013
0.015
0.016
0.011
10.192
10.168
10.140
Pre
870.8
39.32
b
0.00008
0.009
0.009
0.010
0.007
11.45
15.4
2.7
10.159
10.149
10.140
F-2
Post
870.6
39.12
b
0.00013
0.008
0.009
0.011
0.009
m
B
10.180
10.161
10.138
Pre
870.4
38.95
OK
0.00006
0.004
0.006
0.007
0.008
11.46
30.8
3.0
10.122
10.127
10.122
aPropellant-to.lnsulatlon separation at head end extending 1 in. in depth. Discrepancy first observed during 3/30/_6 in_pectlon.
blnsulation-to-chamber separation at aft end extending 0.3 in. in depth. Discrepancy first observed after propellant loading.
epropellant-to-lnsulafion separation at head end extending 1 in. in depth. Discrepancy first observed during 11/10/66 inspection.
dStafion number represents distance in inches from nozzle boss surface.
eport diameter dimensions taken at a propellant bulk temperature of 60°F.
F-3
Post
870.0
38.75
o
0.0003
0.010
0.005
0,007
0.009
10.167
10.143
10.131
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weighing of these units, the weighing procedures have
been changed to improve upon the standard 0.1% scale
accuracy. The benefits derived from these changes be-
came evident during the periodic inspection weighings.
Weights recorded during these inspections and the final
poststorage weights were consistent within the scale read-
ability, -+-0.1 lb. Therefore, the loaded chamber weight
data has demonstrated that the apogee motor propellant
configuration can be stored for extended periods without
incurring any weight gain or loss.
The nozzle assembly weight data, as expected, indicates
a weight loss. This change can be explained by the fact
that the phenolic resin system in the carbon and silica
ablative material will outgas after the composite is cured.
This occurs more readily when an ablative material has a
machined surface with respect to an as-cured surface. All
surfaces of the nozzle have a machined surface. Further
detailed investigation of the weight loss in the storage
nozzles and other ATS nozzles have shown that the rate
of off-gassing decreases asymptotically.
Visual inspection of the propellant to insulation and
insulation to chamber interfaces has indicated satisfac-
tory storage, except for three insignificant separations. The
separation visible on F-1 was located at the forward open-
ing of the motor and was first evident at the initial periodic
inspection (March 80, 1966). However, the defect was
minor, i.e., approximately 1 in. in depth, and the motor
was successfully fired without repairing the defect. Motor
F-3 also incurred a propellant-to-insulation separation at
the forward end. The discrepancy was first evident during
the November 10, 1966 inspection. Again, the defect was
minor, extending 1 in. in depth, and the motor was suc-
cessfully fired without repairing the defect. After pro-
pellant loading a portion of the insulation to chamber
bond failed on motor F-2. This defect extended 0.3 in.
into the interface and approximately 120 deg around the
periphery of the aft opening. Prior to static test, the defect
was repaired and the motor fired without incident in this
area.
The slight changes in the motor port diameter, shown
on Table 2, can be attributed to the typical viscoelastic
properties of polyurethane propellant. As expected, the
port diameter increased (propellant shrinkage) and
the propellant slumped downward toward the igniter
opening of the motor.
In January 1967 the first storage unit, Dev. F-l, was
removed from storage, inspected, and subjected to en-
vironmental testing. The test environments consisted of
temperature cycle, booster vibration, and booster acceler-
ation. After each category of environmental testing, the
motor underwent extensive inspections. This included all
inspections previously mentioned and radiographic in-
spection of the nozzle and propellant. The igniter basket
was also visually inspected for anomalies. No discrepan-
cies were noted on motor F-1 as a result of the long-term
storage and subsequent environmental tests.
After the environmental tests the motors were inspected,
reassembled (with the original O-ring seal), and condi-
tioned to 10°F. Table 8 summarizes the prefire motor
configuration. Then the units were removed from the
10°F environment, positioned on the JPL-ETS vertical
spin stand, and successfully static-fired at 150 rpm. The
first unit (Dev. F-l) was subjected to 16 mo of ambient
storage prior to testing on January 31, 1967; the second
unit (Dev. F-3) was tested on May 10, 1967, after 20 mo
of ambient storage; and the third unit (Dev. F-2) was
subjected to 24 mo of storage and was tested on Septem-
ber 29, 1967. The three units operated normally during
their 45-s operation. Postfire inspections of the three spent
motors indicated nominal operations. Table 4 summarizes
the three motors' performance parameters and lists other
pertinent data related to the units.
Table 3. ATS apogee motor. Storage phase
(identification and final weight summary)
Identification Part No. Serial No.
Assembly
Chamber
Insulation
Nozzle
Igniter basket
Propellant
Squib
J3901513E
J3901797 N/C
J3901659D
J3901802 N/C
JPL540K
SDI 101120(F-1 )
SDI 100728
(F-2, F-3)
Final weight data, Ib
Chamber (including balance wt)
Insulation
TDI (insulation rinse)
Nozzle (including balance wt)
Igniter basket
Miscellaneous (nozzle bolts,
washers, and O-ring)
Propellant
Motor assembly weight
(including igniter basket)
Total motor inert weight
(including igniter basket)
F-1 F-2 F-3
P-32 P-34 P-23
P-32 P-34 P-23
F-26 F-27 F-28
SYC-257 SYC-258 SYC-259
SY-273 SY-274 SY-275
56 34 35
F-1 F-2 F-3
41.11 40.40 40.63
10.57 10.98 11.37
0.33 0.40 0.38
38.90 39.12 38.75
1.01 1.O1 1.01
0.35 0.35 0.35
764.4 766.3 764.7
856.7 858.6 857.2
92.3 92.3 92.5
¢
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Table 4. ATS apogee motor. Storage phase (static test data summary)
Parameters and conditions
Test conditions
Type of test
Test location
Date
Run No.
Grain temperature
Propellant weight, Ib
Pressure data
Characteristic velocity, W '_, ft/s
Chamber pressure integral, psia/s
Igniter peak pressure, psia (ms)
Chamber ignition peak pressure, psia (ms)
Chamber starting pressure, psia (s)
Chamber run peak pressure, psia (s)
Time
Ignition delay, ms
Run time, s
Nozzle dimensions
Throat diameter, in.
Initial
Final
Average
Throat erosion (area), Cr/o
F.1 a
Atm-spin
JPL-ETS
1/31/67
E-781
I 0°F
764.7
4896
8992
b
230 b
103 (0.20)
242.2 (34.3)
b
44.96
4.083
4.106
4.095
1.13
F-2
Atm-spin
JPL-ETS
9/29/67
E-829
10°F
766.3
4896
8892
1892 (15)
225 (38)
99 (0.21)
248.1 (32.9)
16
44.53
4.083
4.104
4.093
1.03
F.3 a
Atm-spin
JPL-ETS
5/10/67
E-792
10°F
764.7
4903
8866
1607 (35)
235 (44)
98 (0.21)
244.1 (32.2)
20
44.54
4.083
4.103
4.093
0.98
aAII pressure data approximately le/o low.
bAmplifier malfunction, data not available.
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As shown on Table 4, all static test performance data
appear nominal, with the exception of the characteristic
velocity value W* for motors F-1 and F-3. The measured
W* values, in both cases, are approximately 1% below
the average value obtained from the development and
qualification units. A detailed instrumentation calibration
check after the second test (Dev. F-3) revealed that the
spin stand's slip rings were badly worn. This worn condi-
tion caused additional line resistance that was not taken
into account during the pre- and postfire calibrations for
tests F-1 and F-3. Subsequently, it was demonstrated that
the worn slip rings contributed at least a 0.5% error by
causing reduced motor pressure measurements. However,
it was still felt that the total performance loss (1%) was
created by the worn slip rings, and it was not associated
with long-term storage of the apogee motor. Therefore, a
new 50-channel slip ring was purchased, installed, and
calibrated for use in the final storage motor (Dev. F-2) test.
As indicated in Table 4 the performance (W*) of the third
motor after 24 mo of storage is nominal when compared
to motors tested in the development and qualification
phases. Therefore, it is felt that the worn slip rings were
responsible for the total measured performance loss (1% )
of motors F-1 and F-3.
Additional investigation revealed that the slip rings had
been removed from the spin stand after the last develop-
ment phase test, Q-9T, January 1966. Subsequently, the
slip rings were inadvertently worn while in another appli-
cation and unintentionally returned to the spin stand for
the F-1 test. In conclusion, it is felt that the worn slip
rings did not contribute any errors to motors tested in the
development phase.
In summary, three flight-type apogee motors have been
stored for periods of 16, 20, and 24 mo without incurring
any significant changes in configuration. During the stor-
age period these units were closely monitored and in-
spected at periodic intervals to observe the occurrence
of any possible changes. As anticipated, no significant
discrepancies occurred during the storage periods. Fol-
lowing the storage interval each unit was subjected to
environmental tests which exceeded actual flight condi-
tions. Then the motors were reinspected and static tested
at 10°F while spinning at 150 rpm. Final performance
data demonstrates that the apogee motor will perform
nominally after an extended storage period.
B. Nozzle Thrust Misalignment, L. D. Strand
1. Program Status Review
An investigation is being conducted into the effects of
nozzle surface irregularities and throat asymmetry on the
position of the nozzle thrust vector. Such irregularities
and asymmetry can result from the delamination and/or
erosion of nozzle ablative materials during rocket firing.
The experimental portion of the program consisted of
cold-flow tests conducted using the Aerodynamic Facili-
ties' auxiliary flow channel. The thrust misalignment was
measured for two test nozzle systems. The steel nozzles
were conical and of equal throat area and expansion ra-
tio. The first configuration was an axisymmetric nozzle
tested with and without a flow protrusion. The second
nozzle was fabricated with a known throat region asym-
metry. Both nozzles were instrumented with over 80
static pressure taps. An analytical approximation of the
force unbalance normal to the throat nozzle axis was
obtained by numerically integrating the pressure dis-
tribution over the nozzle wail. A complete description of
the test facility and the test program and results was
reported in SPS 37-35, Vol. IV, pp. 130 to 140.
The results of the theoretical analyses pursued to date
were reported in SPS 37-37, Vol. IV, pp. 124 to 180. They
included presentation of the overall side-force data as
side-force axial profiles of the net side force summed
over the nozzle axial distance and comparison of the
measured pressure data for the asymmetric nozzle with
the results of a semigraphical two-dimensional method-
of-characteristics (MOC), nozzle-flow hand calculation. A
combined one-dimensional isentropic, three-dimensional
MOC flow-analysis method was used to obtain a quali-
tative picture of the flow through the asymmetric nozzle.
The summed net side-force axial profile for the asym-
metric test nozzle reached a maximum value, continued
to decrease as the nozzle was traversed along its axis
(increasing nozzle expansion ratio e), and finally leveled
off at a net side force/nozzle supply pressure ratio of
0.03 (Fig. 2). The reversal in the force profile was due to
changing nozzle surface pressure profiles with increasing
axial distance and was determined to be attributable not
solely to the particular geometry of the test nozzle.
The problem remained of attempting to extend the
present experimental results to nozzle conditions of re-
duced asymmetry, more in line with the magnitudes of
asymmetry that can occur in actual rocket nozzles (erosive
increases in the nozzle throat region radii of several ten
thousandths of an inch). To assist in the solution of this
problem, a computer program was developed that en-
ables the nozzle-flow characteristics for a nozzle with any
degree of asymmetry to be determined. The decision was
made to limit the analysis to two-dimensional nozzles, as
90 JPL SPACE PROGRAMS SUMMARY 37-48, VOL. III
%.o
<1
0.16
oc
0.14
0.12
0.10
0.08
0.06
0.04
\
0.02-- __ I"AFT CONE
o I
0 2 4
\
\
\
RUN 52
PO =400 psia
"------- ---0
6 8 I0 12 14
E
Fig. 2. Summed net side force/supply pressure ratio
versus nozzle expansion ratio, asymmetric nozzle
the complexity of a three-dimensional nonsymmetric pro-
gram would be prohibitive. The calculated results would
attempt to be related to the three-dimensional case, using
the existing experimental information.
2. Nozzle-Flow Analysis Computer Program
A Boeing Scientific Research Laboratory MOC com-
puter program (Ref. 1) for the analysis of two-dimensional
or axially symmetric, isentropic or variable entropy, nozzle
flow of a perfect gas in the supersonic region was modi-
fied to analyze two-dimensional asymmetric nozzles with
prescribed upper and lower wall boundaries, each bound-
ary consisting of a circular arc of radius R and a conical
section with a half-angle a. The program can use either
an input initial Mach line (> 1) or calculate a uniform
starting line of M prescribed points using uniform spac-
ing between the defined boundaries. Printed outputs con-
sist of either: (1) the coordinates, pressure ratio, Mach
number, and entropy at each point where a Mach line
intersects a boundary, or (2) this information, excluding
pressure ratio, printed for each point of the characteristic
net. A plot of pressure ratio versus axial coordinate is
generated for both the upper and lower boundaries.
3. Program Calculations
The computer program was used to calculate the
boundary pressure data for a family of two-dimensional
Fig, 3. Two-dimensional asymmetric nozzles
nozzles of increasing asymmetry (Fig. 8). The configura-
tion variables were the distances from the nozzle center
line to the lower and upper boundaries at the nozzle
throat (rl and rz), the difference being the throat asym-
metry, and the radii of curvature of the circular portion
of the lower and upper boundaries (R1 and R2). Calcula-
tions were run for the seven cases listed in Table 5. R1
and rl were held fixed for all seven cases. R2 and r2 were
increased from the Case 1 values of R_ and rl (sym-
metric nozzle) to the Case 7 maximum values. A conical
half-angle of 15 deg was used. The Case 7 configuration
approached the cross-sectional wall profile of the three-
dimensional asymmetric test nozzle (same rl, RI, and r2
values; R2 for the test nozzle equalling _).
Preliminary calculations were made in order to com-
pare the nozzle pressure ratios computed using the two
possible starting Mach line inputs which were calculated
from, first, a modified version of the Sauer transonic flow
solution and, secondly, from a uniform starting line. The
Table 5. Two-dimensional nozzle boundary
variables Ir_ -- 0.526, R1 -- 2.04)
Case r2 R2 r2 -- rl
1 0.526
2 0.538
3 0.550
4 0.575
5 0.600
6 0.650
7 0.705
2.04
2.38
2.72
3.42
4.13
5.55
7.11
0
0.012
0.024
0.049
0.074
0.124
0.I 79
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cagreement was considered adequate for qualitative-trend-
type calculations, so that the second starting Mach line
procedure was used for all calculations.
4. Results
The nozzle boundary surface pressure ratios calculated
for the seven two-dimensional nozzle cases are shown in
Fig. 4. The increasing divergence of the pressure profiles
for the two boundaries with increasing nozzle asymmetry
is evident. The measured cross-sectional static pressure
ratio data for the asymmetric test nozzle is plotted in the
same manner as the calculated results in Fig. 5. A com-
parison of Figs. 4g and 5 shows the expected differences
between the pressure expansion profiles for the two- and
three-dimensional nozzles. The greater area expansion
with increased axial distance of the three-dimensional
nozzle is accompanied by a much more rapid pressure
expansion. The resulting differences in the pressure dif-
ferentials and location of the crossover point of the two
pressure profiles for the two different nozzles would be
expected to result in somewhat different side-force char-
acteristics also.
The net side force normal to the nozzle axis was cal-
culated for each of the two-dimensional nozzle cases by
numerically integrating the calculated pressure distribu-
tions over the two boundaries of each nozzle. A nozzle
width of unity was used to simplify the calculations. The
resulting side-force axial profiles, presented as the net
side force/axial thrust ratio summed over the nozzle ex-
0.7
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0.4
0.3
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0.1
0
RUN 35
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CROSS-SECTIONAL WALL
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DISTANCE FROM GEOMETRIC THROAT, in.
Fig. 5. Measured wall static pressure ratio versus
nozzle axial distance, asymmetric nozzle
9.0
pansion ratio, for the seven nozzle cases are shown in
Fig. 6. The nozzle axial thrust was calculated, assuming
one-dimensional isentropic flow and neglecting the nozzle
exit-ambient pressure differential term.
5. Discussion and Conclusions
An oscillatory type of side-force axial profile was ob-
tained for each of the calculated cases. The summed net
side-force ratio reached a maximum value; reversed itself
at the point where the two pressure ratio profiles crossed;
crossed the abscissa, reversing direction; and finally
leveled off at the overall value for the nozzle. The peak
and overall side-force values (amplitudes of the side-
force axial profile) decreased with decreasing nozzle
asymmetry. The crossover at the abscissa occurred at
nozzle e values of 2 to 21_ (axial distances of 2 to 4 in.
from the geometric throat). The overall side-force values
decreased from a maximum of 21£% of the axial thrust
down to a value of approximately 8/4% for the minimum
asymmetry case (Case 2).
The calculated results obviously cannot be directly
related to three-dimensional actual nozzle conditions, the
pressure profile oscillation occurring at much smaller
nozzle expansion ratios in the calculated cases as a result
of the previously mentioned differing nozzle expansion
characteristics, but certain trends and predictions can be
arrived at.
As was previously pointed out, in the experimental
test (Fig. 2) the side-force axial profile leveled off at a
positive value, never crossing the abscissa. A nozzle with
a smoother, less abrupt throat region contour (similar to
the two-dimensional nozzle contours used), but with the
same degree of asymmetry, would be expected to pro-
duce a smoother, less abrupt pressure expansion along
the biased wall portion of the nozzle throat region, as
illustrated by the dotted line in Fig. 5. This would
result in a reduced maximum net side-force value and
an overall value that approaches zero and probably
crosses the abscissa, reversing the direction of force.
Based on this interpretation of the experimental results,
the effect of reduced magnitude of asymmetry on the net
side-force characteristics for three-dimensional nozzles is
predicted to be qualitatively the same as for the two-
dimensional calculated results, a reduction in the ampli-
tudes of an oscillatory type of net side-force axial profile.
The overall nozzle side force should be less than 1% of
the nozzle axial thrust (1_ deg of misalignment in the
thrust vector) for the magnitudes of nozzle throat asym-
metry experienced in actual rocket nozzles.
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eThe theoretical analysis contained in a recent paper
on this subject (Ref. 2) also predicts an oscillatory type
of side-force axial profile as a result of asymmetric flow
in the throat region of a rocket nozzle. The paper also
reports the results of some rocket static-firing experi-
ments that are in general agreement with the preceding
conclusions. Small rockets with nozzles with known
asymmetries were static-fired in a six-component test
stand. A reported curve of lateral force/axial thrust versus
nozzle length exhibited the oscillatory form, with an
amplitude of 0.5%. A few similar small rocket test firings
are currently being planned to attempt to verify the ex-
perimental and theoretical results and the conclusions
presented here.
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C. Prepolymer Functionality Determination
Using a Model Polymerization System,
H. E. Marsh and J. J. Hutchison
One of the chief aims of an investigation of a series of
polymerization reactions reported earlier (SPS 37-42,
Vol. IV, p. 106; SPS 37-43, Vol. IV, p. 168; SPS 87-45,
Vol. IV, p. 77; SPS 37-47, Vol. III, p. 69) was the develop-
ment of a model polymerization system suitable for the
determination of functionality in prepolymers. The func-
tionality of prepolymers is defined as the average number
of reactive groups (reactive in the sense of being able to
unite with complementary reactive groups on other con-
stituents in order to effect the process of polymerization)
per molecule. The method of functionality determination
in current use is a combination of reactive group assay and
molecular weight measurement. It is indirect, and its
accuracy is unreliable. None of the reactions with the
desirable feature of having no elimination products was
found to also have the more necessary quality--no signifi-
cant side reactions. For this reason, the reaction finally
chosen for the model system was esterification. As was
reported previously (SPS 87-47, Vol. III, p. 69), esterifi-
cation appears to fit the basic requirements of high yield
and lack of significant side reactions. Esterification has
also a distinct additional advantage: it can be employed
directly with all prepolymers of current interest because
it involves both of the two reactive groups in use today:
carboxylic acids and aliphatic hydroxyls. This polymer-
linking reaction does have two disadvantages; however,
data obtained during this reporting period indicate that
these problems are under control as a result of refinements
in technique.
The two problems associated with applying esterifi-
cation to functionality determination, in the manner being
considered here, are related by virtue of their effects on
high yield. First, esterification is slow; considerable time is
required in the case of a given sample before it is safe to
assume that no further reaction will take place. Second,
esterification is an equilibrium reaction; the elimination
product, water, must be removed completely to shift the
equilibrium reaction toward completion. The use of tem-
peratures in the range of 140 to 170°C accelerates the
reaction and promotes water removal as well. Even at that,
complete reaction takes several weeks. Catalysts are now
being studied as another means of reducing the necessary
time. In earlier experiments, a small degree of sample
discoloration was observed, indicating some degradation.
This was assumed to be caused by oxygen in the air and
the high temperature. The use of a nitrogen atmosphere
eliminated this phenomenon, verifying the hypothesis.
Continual replacement of the nitrogen atmosphere with
dry nitrogen serves to carry away water produced by the
reactions, thus helping with the equilibrium shift problem.
If the water removal appears to be a continuing problem,
vacuum may be applied during the later stages of reaction,
after the more volatile low-molecular components will
have been built into the polymer. Additional comments
on equilibrium and water, in the following discussion, will
show an additional advantage of the approach under
investigation.
The theory behind the subject method of functionality
analysis is based on calculation of probabilities of the
formation of infinite networks in condensation polymeri-
zation. The reasoning of Flory (Ref. 1) is followed. Two
forms of model polymer systems are discussed here as
being most useful for functionality determination.
Type I
A za./n.zx/_ A (dffunctional)
Prepolymer
fkfX./vX] A (monofunctional)
Curing A _ _.__..A
agents -T q- B_B
A
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Type II
Prepolymer
B/'x./'v'v/ B (dffunctional)
/'X./%/'x.,/ B (monofunctional)
Curing A A
agents -T + A--A
A
A and B are reactive groups whieh unite to form linkages.
Thus, the polymer network is built, as the reaction of
A with B proceeds.
"'A____AB_BA__AB__B...
.
The component of special concern illustrated in these
diagrams is, of course, the prepolymer. Ideally, pre-
polymers are dffunctional. Practically, this is not often the
ease. Prepolymers in use, or under study, are synthesized
from small monomer units to form chains ranging ha
average molecular weight from 500 to 6000. No matter
what monomer unit or synthetic method is used, products
are mixtures containing distributions of molecular size and
distributions of di-, mono- and zero-functionality. The
presence of zero- or nonfunctional molecules is important
in respect to the properties of elastomers made from the
prepolymers, but this factor does not enter into the proba-
bilities relating to network formation. Some fraction of the
molecules ha some prepolymers have functionalities higher
than 2; however, the present treatment does not handle
this possibility. It will be taken up at a later time. For the
purposes of this discussion, functionality will be defined
as follows:
[ = the average number of reactive groups per molecule,
excluding all zero-functional molecules.
For the systems under discussion, in which the pre-
polymers are mixtures of only two functionalities, di- and
monofunctional (again, nonfunctional molecules may be
present, but do not enter into the network),
F = the mole fraction of difunctional molecules
F=2(1 1 )and[_ 2/ ' 2--F (1)
Theoretically, it is possible to convert a balanced mix-
ture of di- and trifunctional components to one very large
molecule having a structure resembling three-dimensional
chicken wire, with the spacing between branch sites, or
cross-links, regulated by the concentration of the tri-
functional components. Clearly, monofunctional mole-
cules, ff present, will terminate some of the growing chains
and produce some low-molecular-weight molecules, with-
out necessarily preventing the formation of an infinite
network. When this oceurs, part of the product is gel, and
part is sol. Similar results will be caused by other charac-
teristics of the system--lack of stoichiometric balance of
A and B reactive groups and lack of complete reaction.
Flory (Ref. 1) introduced a term, branching probability, or
branching coeflacient a and showed its dependency on the
latter two characteristics, when no monofunctional mole-
cules are present, to be
e_ p,
_, = (2)
R -- P_ (1--pr)
or
e_ p,
,, = (s)
r -- P_ (1--pr)
where
the probability of starting with one of the re-
active groups A of a randomly chosen branch-
ing unit (trifunctional in this case), proceeding
via a chain of connected difunctional units
(of alternating polarity, B-B, A-A, etc.) and
reaching another branching unit
Pr = the fraction of A groups contributed by
branching units
R = ratio of equivalents of B to equivalents of A
r = 1/R
Pa, P_ = fraction of A and B groups, respectively, that
have reacted.
Since R = (concentration of B)/(concentration of A), then
also R = Pa/Ps. The same, of course, is true of r, and it is
further observed that the symmetry shown ha Eqs. (2) and
(8) holds for all the following (Eqs. 4 and 5). Generally, it
is convenient to use the equation in which the stoichio-
metric ratio, R or r, is greater than one.
In an earlier publication (Ref. 2) we showed that mono-
functionality could be accounted for. The equivalent
J
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expression for the Type I model derived from probabilities
is
PYtPT (4)
a= R-- P_F(1-pr)
The corresponding expression for the Type II model
derived by us recently is
el F p, (5)
These new relations are in agreement with more general
equations developed by Stockmayer (Ref. 3) and Kahn
(Ref. 4). It should be pointed out that the functionalities in
Stockmayer and Kahn's equations are weighted averages;
those used in this report, as in Flory (Refs. 1 and 5), are
number averages.
Flory (Ref. 5) reasoned that, in the case of a trifunctional
branching unit, n chains can be expected to lead, by
tracing them individually, to 2na chains. If 2na is greater
than one, n chains lead to more than n chains, and the
branching can be expected to go on indefinitely; an infinite
network or gel exists. Conversely, if 2rm is less than one,
n chains lead to fewer than n chains, and eventually termi-
nate. Thus, a value of ½ for a is critical where the branch-
ing unit is trffunctional. It is the condition for incipient
gelation; ac = ½. Figures 7 and 8 illustrate the full range
of incipient-gelling compositions (assuming complete re-
action, P = 1) for Types I and II systems. These are plots
of Eqs. (4) and (5). Notice the greater sensitivity of Type II
systems to functionality of the prepolymer.
The essential plan of this method of functionality deter-
mination is to find which of an array of polymer formu-
lations having slightly varying composition marks the
composition of incipient gelation at complete reaction.
Prepolymer functionality is calculated from the composi-
tion (R and pr) of this critical formulation using Eq. (4)
for Type I or Eq. (5) for Type II and Eq. (1), giving a the
value of one-half and Pa (or PB) the value of one. Prelimi-
nary data with purified (SPS 37-43, Vol. IV, p. 163) Dimer
acid (from Emery Industries) as a model prepolymer are
in reasonable agreement with functionality obtained from
molecular weight and carboxyl measurements. Work is
under way on other prepolymers.
A method of prepolymer functionality determination
somewhat similar to the one described here was reported
by Strecker and French (Ref. 6). Incipient gelation was
used as the analysis end-point; however, with their ap-
proach, it is necessary to arrest the reaction and analyze for
unreacted groups by other means. The methods are differ-
ent in still another way. Strecker and French used only
stoichiometric (R --- 1) mixtures; we expect to gain addi-
tional useful information by varying the stoichiometry.
It is planned to investigate some other aspects of this
analysis scheme. These can be illustrated by referring to
Figs. 7 and 8, which are, for Types I and II, respectively,
families of constant functionality curves at complete
reaction. The first thing to notice is that in each case the
relation between R and pr is linear. Thus, if complete
reaction is attained, identification of two incipient-gelling
compositions (two sets of R and Pr) provides data for the
determination of another characteristic of the system
besides prepolymer functionality, such as the equivalent
weight of the prepolymer.
The second area to be investigated has to do with the
attainment of complete reaction and the effect of equi-
librium on that attainment. As was mentioned before, the
elimination product, water, must be completely removed
to shift the reaction to completion. Other factors that also
have a practical bearing on this matter, such as reaction
kinetics and the mobility ()f reactive groups in an ever
increasingly viscous liquid will be ignored for the time
being. Symbolically, the esterification reaction is as
follows:
O O
ID II
C--OH + H--O--CH_,_+_-a_'_C--O--CH2_'_+ H20
Carboxyl + Alcohol Ester+Water
The equilibrium relation for this reaction in bulk is
[ester] [water] (6)
K = [carboxyl] [alcohol]
in which the brackets [ ] signify mole fractions. For the
simple system, acetic acid, ethanol, ethyl acetate and
water, the equilibrium constant K is 4.0, and it does not
change greatly with temperature (Ref. 7). Although the
equilibrium constants of the various polymer systems in
this study are not likely to be the same as for acetic acid
and ethanol, a value of 4.0 is considered to be close enough
for examination of the effects of dissolved water and
equilibrium on this analysis.
The very low concentration of water needed to approach
complete esterification is illustrated in Fig. 9; these curves
were calculated from Eq. (6), using K --- 4.0. The figure
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Fig. 9. Water tolerance of esterification reaction
shows that a large advantage is to be gained by using non-
stoichiometric mixtures of reactive groups (R--_ 1). If one
of the reactants is in excess, the other, or minor, reactant
tends more nearly to be used up; e.g., shifting R from 1.0
to 1.05 permits an almost tenfold increase in water toler-
ance to achieve a conversion of P = 0.995. Currently, ex-
periments are being run with nonstoichiometrie mixtures.
It was mentioned above that the linear relation between
R and p could be exploited to obtain prepolymer reactive
group assay as well as functionality, if complete reaction
could be assumed. However, ff complete reaction is not
obtained, then the system ean be approached from another
angle in order to effectively measure the true values of
prepolymer functionality. If we can assume, instead of
O O
II II
HO--C--R--C--OH + OCN--R'----NCO
complete reaction, that equilibrium is reached and that
equal water concentration is reached in a given set of
samples exposed to the same environment, the data from
two incipient-gelling compositions can be treated simul-
taneously in equilibrium (Eq. 6) and probability (Eq. 4
or 5) relations to solve for functionality and extents of
reaction. This will be investigated further.
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D. Foams Produced From CarboxyI-Terminated
Hydrocarbons, s. Anderson, J. J. Hutchison, and
H. E. Marsh, Jr.
Elastomeric foams which can withstand elevated tem-
peratures without significant decomposition or loss of
mechanical properties have many potential uses. A pre-
vious study (SPS 37-36, Vol. IV, p. 154) investigated the
feasibility of foams for use as liners in solid propellant
motors which are to be heat sterilized. In that study the
foams were based on carboxyl-terminated hydrocarbon
prepolymers cured with aziridines and used commercial
blowing agents.
In the present work, a different curing and gas-
producing reaction was investigated. The reaction o_
carboxyl-terminated prepolymer with a diisoeyanate will
not only provide carbon dioxide for foam formation but
will yield amide chain-extending linkages.
O O O H
II II II I
, HO-- C--R-- C-- O-- C--N--RP---NCO
carbamic-carboxylic anhydride
--CO2
I
HO--C--R-- C--N--R'--NCO
amide
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The inclusion of a trffunctional carboxyl-terminated hydrocarbon will produce a crosslinked network which will give
the foam its necessary rubbery properties. The amount of gas, and thus the foam density, could be regulated by adding
reagents which would react with either the carboxyl or isocyanate groups to give chain-extending linkages but no gaseous
elimination products. Examples are multifunctional aziridines which produce ester linkages and multffunctional
alcohols which yield urethanes.
_ CH2_ /CH2
HO--C--R--C--OH + [ _N--R'--N_ [
CH_ "CH2
0 0 H
II II I
---, HO -- C--R-- C--O-- OHm--- OHm-- N--R -- N_
ester link CH2
H O
I fl
OCN_R---NCO + HO--R'---OH _ OCN---R--N--C--O--R'--OH
urethane link
Optimization of a number of critical variables is necessary for producing useful foams. If the prepolymer cures before
suificient gas has evolved, the viscosity will be too high for a foam to rise. If gelation takes place too slowly the gas
will escape, and the foam will collapse. The variables and ingredients considered here were:
(1) Choice of carboxyl-terminated prepolymer.
(a) Unsaturated Telagen (General Tire and Rubber Corp.).
(b) Saturated Telagen (General Tire and Rubber Corp.).
(c) Dimer acid (Emery Industries).
(d) Dimer acid polyester (SPS 37-47, Vol. III, pp. 73--74).
(2) Amount of trifunctional carboxyl crosslinker Trimer acid (Emery Industries).
(3) Amount and choice of diisocyanate.
(a) Hexamethylene diisocyanate.
(b) Toluene diisocyanate.
(4) Amount, if any, of a dffunctional aziridine, HX 740 from 3M Co.
(5) Amount, if any, of a saturated hydroxyl-terminated prepolymer, Telagen (General Tire and Rubber Corp.).
(6) Amount of reaction catalyst, triethylenediamine.
(7) Amount of cell-control agent, silicone oil DC 200 from Dow Coming Co.
(8) Foaming temperature and time.
(9) Curing temperature and time.
The use of toluene diisocyanate was found early to produce very poor, sticky, weak, and collapsed foams. Analysis
by infrared spectrophotometry showed the presence of significant amounts of carboxylic acid anhydride linkages. These
are the result of an unwanted rearrangement of the mixed carbamic-carboxylic anhydride intermediate.
o o o oI IJ II II II
2HO-- C--R--C-- O-- C--N--R'---- NCO , HO--C--R--C--O--C--R--C--OH
carboxylic anhydride
4-
i
OCN--R--N-- C--O-- C--N--R'-- NCO
carbamic anhydride
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Such a rearrangement prevents proper curing and carbon
dioxide evolution. It was minimized by using an aliphatic
diisocyanate, hexamethylene diisocyanate, rather than the
aromatic toluene diisocyanate.
The addition of triethylenediamine catalyst in the, range
0.5 to 1.1 wt % was found necessary to give good foaming
rates. However, an excess of catalyst was harmful to foam
structure during curing. The poor solubility of the solid
catalyst at room temperature, even after grinding to a
powder, was also a problem because of difficulty in
obtaining a homogeneous mixture.
The silicone oil emulsifier improved the formation of
cells in the foam. It was soluble in the reaction mixture,
but when used in amounts greater than about 1.0 wt %
it remained as an oily film on the cured foam.
Unsaturated carboxyl-terminated Telagen was clearly
inferior to the saturated as shown by the collapse of its
foams at a curing temperature of 100°C and weakness
even at room temperature. Dimer acid was also eliminated
as a prepolymer by its low molecular weight. Its resulting
high carboxyl content per gram (3.4 meq as opposed to 0.8
for Telagen) produced too much carbon dioxide for useful
foam. Dimer acid polyester with a molecular weight
similar to that of Telagen gave results as good or even
slightly better than those of the saturated Telagens. This
polyester has the advantages of lower viscosity, which
facilitates mixing, and more nearly approaching the ideal
of difunctionality. The available Telagens have approxi-
mately one quarter of their chains with one nonfunctional
end. Therefore, the final cured polymer network is
weakened.
The critical factor in determining the foam strength
was the inclusion of Trimer acid to produce necessary
crosslinks, forming a three-dimensional-polymer network.
Very high proportions of Trimer acid (ratio of equivalents
of carboxyl from Trimer acid to total carboxyl equivalents
equal to 0.8 to 0.9) were required to give even moderately
tough flexible foams, no matter what the prepolymer.
This is a good indication of incomplete reaction of car-
boxyl groups, because such a large amount of crosslinker
will normally produce very rigid, brittle material.
Trimer acid has a carboxyl content per gram as high as
that of dimer acid; so reagents to reduce carbon dioxide
evolution were necessary. Hydroxyl-terminated Telagens
were not very effective. Apparently the difference in
hydroxyl-isocyanate and carboxyl-isocyanate reaction
rates hinders their use in combination. Much better results
were achieved with the diaziridine HX 740. Foam density
and toughness increased as the ratio of equivalents of
aziridine to equivalents of carboxyl was increased through
a range of 0.2 to 0.8. The ratio of isocyanate equivalents to
carboxyl correspondingly decreased from 0.8 to 0.2. Using
an excess of isocyanate and aziridine to carboxyl gave
no improvement.
Reactants were generally mixed at room temperature
and foamed without external heating. However, there
was sufficient heat evolution from the aziridine-carboxyl
reaction to bring the center of a 1.5-in.-diam foam to about
45°C for 10 min. The foams were allowed to set for around
20 h and were then cured at 85°C for 1 to 8 days. Increas-
ing the cure temperature or time did not improve
properties.
The result of this study was a series of foams with
typical densities between 0.13 and 0.28 g/co. The best of
them were sticky and flexible, with fairly uniform cell
structure. As foam density decreased, the cells tended to
be more jagged and uneven. All the foams either dissolved
or softened in hexane, although high trimer acid and
HX 740 content definitely improved their resistance.
Their most important property, high-temperature stabil-
ity, was disappointing. A period of 90 h at 120°C resulted
only in darkening, but at 135°C only short exposures
could be tolerated before loss of strength became obvious.
We conclude that, although the carboxyl-isocyanate
reaction can successfully produce foams, the system con-
tains some inherent problems which must be solved before
heat-resistant foams can be obtained.
Two of these are presumed to be:
(1) Unreacted isocyanate groups which exist after the
foam sets. This is the same as in urethane foams.
However, in urethanes the gas-producing reactions
are essentially complete at this point, and curing
only strengthens the polymer network. In the
carboxyl-isocyanate system, curing also produces
more carbon dioxide which may damage cell walls.
(2) Even after curing, the network forming reactions are
not complete, as shown by stickiness, hexane solu-
bility, with crosslinker ratios as high as 0.9. This
may be a result of poor reaction rates or side re-
actions, such as the rearrangement of the mixed
carboxylic carbamic acid anhydride intermediate
as was shown to occur with toluene diisocyanate.
JPL SPACE PROGRAMS SUMMARY 37-48, VOL. Ul 101
BE. Transition From Deflagration to Detonation
in Granular Solid Propellant Beds, o./(. Heiney
1. Introduction
As part of an experimental program to verify a devel-
oped analytic interior ballistic formalism described in SPS
87-43 and 37-44, Vol. IV, a series of instrumented ballistic
firings were conducted. In the main, the correlation be-
tween theory and experiment was excellent; however,
during the course of the firings a very interesting phe-
nomenon was uncovered. It was noticed that as propellant
charges were increased relative to loading volume, a
transition from normal deflagration to shock-driven de-
flagration to total detonation was encountered. This effect
appears to be correlatable in terms of a function of the
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Fig. 10. Firing device (37 mm)
propellant burning surface per unit free initial packing
volume.
2. Discussion
a. System configuration. The basic function of a gun
ballistic theory is to predict the pressure-time history of
any arbitrary system, given only the dimensions and physi-
cal characteristics of the system, the projectile, and the
propellant. The validity of the predictions is easily
assessed by then measuring the pressure history of a given
device and correlating the results with the theory. The
device which was used for this purpose is illustrated in
Fig. 10.
Pressures were measured in the chamber and at two
additional points down the barrel by means of high-
pressure Kistler piezometric pressure transducers feeding
Kistler charge amplifiers and recorded on persistent
phosphor-type Tektronix oscilloscopes. Muzzle velocities
were measured by means of break screens connected to
Hewlett Packard digital clocks.
The launch tube was of smooth bore configuration and
for maximum flexibility was constructed with a uniform
bore diameter rather than with an expanded chamber.
This design allows an infinitely variable chamber volume.
Ignition and propellant loading techniques are illustrated
in Fig. 11.
The initial chamber volume is determined by the loca-
tion of the piston base, while the loading volume is a
function of the diameter and length of the phenolic sleeve
into which the propellant is initially packed. The igniter
used consists of a firing nut containing an Atlas electric
END CAP 2,-, _,_
Fig. 11. Breech and ignition arrangement
PISTON
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match surrounded by 800 mg of black powder. This type
of igniter gives a short-duration high-intensity flame with
little brisance. When the tubular propellant grains are
not too tightly packed, the effect of the phenolic loading
sleeve may be neglected except insofar as the volume it
displaces is concerned.
b. Deflagration characteristics. Firings demonstrating
proper deflagration and typical correlation with the above-
referenced theory are illustrated in Figs. 12(a), (b), and (c).
A qualitative delineation of the phenomena occurring in
Fig. 12(a), for example, would be as follows:
(1) t = 0 to 1.0 ms. Very slow increase in chamber
volume due to almost negligible projectile velocity,
hence very rapid pressure increase due to energy
release by propellant in almost constant chamber
volume.
(2) t = 1.0 to 1.9 ms. Projectile velocity increasing and
thus exposed chamber volume increasing more
rapidly. Excess energy input decreasing as function
of incremental volume to be pressurized.
(8) Peak pressure (t = 1.9) to propellant burnout (t = 2.9
experimentally, 8.2 analytically). Plenum volume
increasing more rapidly than energy input. Sharp
break in curve slope due to propellant burnout.
(4) Subsequent to burnout a very rapid pressure de-
crease occurs, due to the expansion of the gases,
heat loss to tube, and further energy imparted to
projectile.
In these three firings, the primary difference exhibited
between the experimental data and the analysis is due to
the following factor: the single perforate propellant
(Fig. 18) is assumed to burn externally and internally in a
radial manner until the total charge is consumed.
In reality, this does not occur. A certain fraction of the
grains fragment during combustion; this increases the
Fig. 13. Propellant grain
exposed burning surface and, in general, leads to slightly
higher peak pressures and somewhat earlier web burnout
than is analytically predicted. The difference typically is
of only a few percent in peak pressure and is of such a
nature that an attempt to express it analytically would
probably be futile.
Figures 12(a), (b), and (c) then illustrate the quite good
correlation between theory and experiment which is
attainable when the density of loading A, more fully
described later, is kept at less than 75 in.2/in. _ At loadings
above this level a different mechanism of combustion
becomes manifest and could probably be best described
as a transition through shock-driven deflagration to total
charge detonation.
The characteristics of the six illustrated firings are as
delineated in Table 6.
Table 6. Firing characteristics
Figure Charge Propellant Slug
No. weight, web, in. weight,
g g
12 (a) 86.2 0.0164 560
12 (b) 90.0 0.0164 560
12(c) 110.0 0.0190 508
12 (d) 97.5 0.0164 560
12 (e) 93.0 0.0164 550
12 (f) 105.0 0.0164 560
_, Muzzle velocity, ft/$
in.2/in. 8
Predicted Actual
57 2080 2040
61 2220 2210
65.5 2360 2300
76.7 2250 2150
80 2190 2220
82 2350 2700
c. Transition to detonation. It was mentioned above
that the phenolic tube had no effect on the interior ballistic
solution. This is not true, however, if the propellant is too
tightly packed into the tube. The propellant used was
M-10, which is virtually 100% nitrocellulose with no nitro-
glycerine loading and hence would be expected to be rela-
tively insensitive with regard to detonation characteristics.
Figures 12(d), (e), and (f) graphically display this phe-
nomenon of transition from weak shock-driven deflagra-
tion to strongly shock-driven deflagration. Figure 14 is an
illustration of the remains of an end cap, as shown in
Fig. 11, when loading was increased to the point where
complete detonation occurred. No pressure record is avail-
able for this firing as the breech pressure transducer was
in a condition roughly comparable to that of the end cap.
An indirect method of pressure determination may be
made by the calculation of the force necessary to shear the
normalized 4180 end cap and indicates a peak pressure
of at least 450,000 psig.
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From the illustrated firings and many others conducted,
it is possible to characterize the combustion of the pro-
pellant into various regimes as a function of the burning
surface per unit free initial volume.
Symbolically this would be
a = SJVzr
From SPS 37-48, Vol. IV, p. 167, for single perforate grains
S_ = 2 Cw/peCWo
then
VIF = L A - Cw/pe
where
A = phenolic tube area
Cw = initial change weight
L = phenolic tube length
S_ = propellant burning surface
Vzr = initial free chamber volume
C_Po= propellant web
tx = burning surface per unit free volume
pe = propellant density in lb/in. 8
It was mentioned above that for proper deflagration, in
this system, A must be less than 75 iny/in.3 In Fig. 12(d)
A = 76.7 in.2/in. 3, and it is seen that a slight pressure pulse
occurs, then damps out, but drives the peak pressure to a
value approximately 30% higher than what would have
been encountered during proper deflagration.
In Fig. 12(e), for which A = 80 in.2/in. 3, the initial
pressure spike is rapid and narrow, quickly decays, and is
followed by another broader pressure pulse to approxi-
mately the same value. Figure 12(f) illustrates the
pressure-time profile of a loading with a A = 82 in.2/in. 3
The initial pressure wave is virtually identical to that
exhibited by the previous loading; however, the second
spike is much higher and gives a peak pressure almost
100% higher than would be expected ff linear regression
were the only mechanism at work.
The loading represented by the wreckage shown in
Fig, 14 was A = 86_5 inY/in. 3 Complete detonation of the
propellant had taken place resulting in a pressure probably
well above the 450,000 psig mentioned above.
From the above results for the system under considera-
tion, the following regimes can be defined:
A < 75 = proper deflagration
75 < A < 86 = shock-driven deflagration
A > 86 = detonation
These particular A values are doubtless a function of
propellant composition and ignition technique. They do
graphically demonstrate, however, that the ballistic de-
signer must be quite cautious when approaching very high
loading densities, to be certain that the regimes other than
normal propellant regression are avoided.
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Fig. 14. End-cap subsequent to detonation
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sXI. Polymer Research
PROPULSION DIVISION
A. Ethylene Oxide-Freon 12 Decontamination
Procedure: Reactions in the Decontamination
Chamber and Effective Air-Plush Periods,
S. H. Kalfayan and R. H. Silver
1. Introduction
In connection with the ethylene oxide-Freon 12 decon-
tamination procedures and practices, several problems as
applied particularly to the sterilization of polymeric mate-
rials are being examined. Under consideration are: the
quantitative estimation of ethylene oxide concentration in
the decontamination chamber; the evaluation of various
types of humidity sensors; the appropriate duration of
vacuum and air-fllush periods to remove the sterilant gas
mixture from the chamber and from the polYmeric materi-
als exposed; and the chemical interactions that might take
place between the gases present, i.e., ethylene oxide, water,
Freon 12, and oxygen (from air).
This article summarizes the results obtained to date in
the investigation of the reactions that could take place
in the chamber, and the results from experiments intended
to establish more effective air-flush periods.
2. Reactions in the Decontamination Chamber
The ethylene oxide decontamination procedure accord-
ing to specification 1 is carried out at 50°C and 50%
1,,Environmental Specification, Voyager Capsule Flight Equipment,
Type-Approval and Flight Acceptance Test Procedures for the
Heat Sterilization and Ethylene Oxide Decontamination Environ-
ments," JPL Spec. VOL-50503-ETS.
relative humidity for six cycles of 28 h each. It was sus-
pected that under these conditions, ethylene oxide might
react with moisture, forming ethylene glycol, and also that
Freon 12 (dichlorodifluoromethane) could hydrolyze to
form HC1, especially in the presence of acidic or basic
impurities originating from the polymeric materials.
To test this possibility, five 250-ml capacity ampules
were filled with the chamber gases. Three of the ampules,
containing only the chamber gases, a brass strip, and strips
of polymeric materials, respectively, were subjected to
50°C for 180 h. The other two ampules, one containing a
brass strip and the other strips of polymeric materials,
were subjected to 58°C for 180 h.
After the heating period, analysis by mass spectrography
showed a peak at mass 86 in all five ampules. The mass 86
peak, considered to be HC1, amounted to 0.06 mole % in
the case of ampules subjected to 50°C, and 0.08 and 0.14
mole % in the case of ampules subjected to 58°C. The
higher mole percent was obtained from the ampule
containing the brass strip.
Only a trace of mass 86 peak was shown with the
ethylene oxide-Freon 12 mixture sampled directly from
the original gas cylinder.
It was concluded that HC1 was formed in small amounts
under the conditions of the decontamination process. This
experiment indicated that the presence of polymeric prod-
ucts did not influence the formation of HC1, but that the
presence of brass and increased temperature increased
the rate of HC1 formation.
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cInfrared spectrographic analysis of droplets obtained
from one of the ampules showed the presence of ethylene
glycol.
3. Establishing Optimum Air-Flushing Periods
At the end of each ethylene oxide-Freon 12 exposure
cycle, the chamber is evacuated and fushed with ambient
air for 2½ to 2% h in order to free it and the decontami-
nated materials from sterilant gases.
There was strong indication from experience with the
ethylene oxide decontamination of polymeric products
that flushing for 2½ to 3 h with air still left considerable
amounts of absorbed sterilant gas mixture in the polymer
samples. It was necessary to establish a more effective
flushing period, since shortly after the ethylene oxide
decontamination, samples were exposed to dry heat sterili-
zation. The absorbed gases could damage the polymeric
products at the higher temperature, before they had a
chance to be desorbed.
The experimental approach consisted of the following:
five uniform-sized strips were cut from each of five repre-
sentative polymeric products (Figs. 1 and 2) and weighed.
They were then exposed to one cycle of ethylene oxide-
Freon 12 decontamination. A sample strip from each
product was taken out of the chamber before any flushing,
and placed in separate ampules and sealed. This process
was repeated after 2, 4, 6, and 8 h of flushing. The weight
of the unflushed samples, and those flushed for 8 h were
measured. The ampules were left for 24 h to provide
enough time for desorption before the gases were analyzed
by gas chromatography. Only Freon 12 and ethylene oxide
were considered.
The results of this experiment are plotted in Figs. 1
and 2. The values of the peak areas for Freon 12 (Fig. 1)
and ethylene oxide (Fig. 2) obtained for unflushed samples
(zero hour) were set to equal 100%. Thus, the peak area
obtained for Freon 12 from the analysis of the ampule
containing the Stycast epoxy product (Fig. 1) after 2 h of
flushing, was 80% of the area obtained from the ampule
containing the unflushed sample. Failure to detect any
Freon 12 or ethylene oxide in any of the ampules did not
necessarily mean that the sample strip was freed of these
gases after a period of flushing. With the exception of
the glass-filled phenolic compound, all other four com-
pounds still showed more weight after 8 h of flushing than
they did before exposure to the decontamination process,
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although no gases could be detected after this period for
three of them--the RTV silicone, the Stycast epoxy, and
Tedlar. Weight measurements showed that these three
compounds still retained, after 8 h of flushing, 5 to 10%
of the total weight gained. The polyurethane product re-
tained about 40% of its gained weight after 8 h of flushing.
The conclusion reached from these experiments is that
flush time should be extended. Complete desorption at
ambient pressure from polymeric materials may take days;
however, the results of these experiments indicate that
90 to 100% of the absorbed sterilant gases could be
expelled from most of the materials tested after 8 h of
air flushing.
B. Thermally Stable Urethane Elastomers,
E. F. Cuddihy and J. Moacanin
1. Introduction
Recently, a new liquid diol prepolymer Telagen S (Gen-
eral Tire and Rubber Company) has become available.
Its structure offers promise for the development of steriliz-
able elastomers. This prepolymer, a hydroxyl-terminated
saturated polybutadiene, can be reacted with a diisocya-
hate and a triol to form a urethane elastomer. For this
study an elastomer designated DU-1 (formulation param-
eters: NCO/OHtotal = 1.05; OHtrioI/OHtotaI = 0.19) was
prepared from Telagen S (Batch No. 178H; equiv wt
= 1040), 1,1,1-trimethylol propane triol, and an 80/20
mixture of 2,4 and 2,6 tolylene diisocyanate.
2. Analysis and Tests
Analysis has shown that Telagen S contains consider-
able proportions of preparative agents such as catalyst,
as well as large quantities of monofunctional and non-
functional polymer chains. In order to assess the effect of
these materials on the properties and heat stability of the
cured elastomer, a sample of DU-1 elastomer was
extracted exhaustively with benzene. This procedure
presumably removed the undesirable agents and any un-
reacted or nonfunctional Telagen S. Thirty weight percent
of the initial DU-1 elastomer was removed as a soluble
phase, and the resultant extracted elastomer was desig-
nated DU-1E.
The thermal stability of DU-1E was studied by follow-
ing the changes in modulus of samples heated at 185°C in
air, while that of DU-1 was studied by following the
changes in modulus of samples heated also at 185°C in
pure oxygen, pure nitrogen, air, and vacuum (1)< 10 -8 ton').
The samples tested under pure oxygen and nitrogen were
heated for only 90 h, while all the other samples were
heated for a maximum exposure time of 818 h, which cor-
responds to the heat sterilization procedure of six consecu-
tive 53-h cycles at 185°C. The results are shown in Fig. 8.
3. Results
Comparing first the unsterilized DU-1 and DU-1E
elastomers, it is seen that DU-1E has a higher modulus
than DU-1. The difference in the rubbery zone is identi-
cally that to be expected from the 30 wt % of soluble
material.
For DU-1E, the modulus is observed to slightly improve
after heating in air for 818 h at 135 °C. The thermal stability
of DU-1E elastomer is excellent when tested under this
present heat sterilization procedure.
For DU-1, reasonable thermal stability in air is seen
even though there is a noticeable drop in modulus after
818 h. Under vacuum however, DU-1 has significantly
degraded in 818 h as attested by its modulus behavior.
Comparing the test results after 96 h for DU-1 heated in
oxygen, nitrogen, and vacuum reveals that the elastomer
experienced the least reduction of modulus in oxygen and
the greatest reduction when heated in vacuum, with an
intermediate loss for the nitrogen exposure. The resulting
spread in modulus values increases with increasing heat-
ing time, i.e., DU-1 degrades at a faster rate when heated
under vacuum than when heated in air (oxygen).
These latter results are clearly consistent with known
degradation and crosslinking mechanisms. The Telagen S
backbone of DU-1 was prepared from polybutadiene
which was hydrogenated to obtain a saturated system.
However, the possibility of some residual unsaturation
definitely remains, and these sites are susceptible to oxi-
dative crosslinking, which would tend to increase the
modulus. On the other hand, the curing of urethane
elastomers results in the formation of certain thermally
unstable linkages such as allophanates, biurets, or di-
substituted ureas (Ref. 1). The dissociation of these link-
ages at elevated temperatures would tend to decrease the
modulus. Furthermore, unpublished NMR studies 2 have
indicated that an ether linkage can be incorporated into
the Telagen S backbone during preparation. At elevated
temperatures and in an acidic environment, these ether
linkages can dissociate; analyses show Telagen S to be
slightly acidic.
2D. D. Lawson, Polymer Research Sect.
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In vacuum, where no oxidative crosslinking occurs, the
elastomer degrades faster than in the presence of oxygen,
where compensating crosslinking can occur to preserve
the level of the modulus.
For DU-1E heated in air, the modulus slightly improved
while the modulus of DU-1 heated in air decreased, thus
suggesting that the extraction process removed constitu-
ents which either promoted the dissociation of thermally
unstable linkages (i.e., an acidic ingredient) or decreased
the extent of oxidative crosslinking (i.e., an antioxidant).
particulate fillers can be expressed by an equation of the
form (Ref. 1):
)25 (uncrosslinked) (1)
or
)25Eo q'm= -- 6 (crosslinked) (2)
Reference
1. Tobolsky, A. V., Properties and Structures of Polymers, Chap. 5,
John Wiley and Sons, Inc., New York, 1960.
C. A Relationship Between Maximum Packing
of Particles and Particle Size, R. F. Fedors
1. Introduction
Experimental studies have demonstrated that both the
viscosity for uncrosslinked fluids and the small strain
modulus for crosslinked fluids which contain spheroidal
where n and 7o are the viscosities of the filled and unfilled
uncross]inked fluid, respectively; E and Eo are the moduli
of the filled and unfilled crosslinked fluid, respectively;
q, is the volume fraction of filler present; and ffmax is the
maximum volume fraction of filler which the fluid can
accept and still maintain a two-phase system. Thus, a
knowledge of the values of only two parameters, _ (or Eo)
and ff.... permits one to estimate the viscosity (or mod-
ulus) of a system as a function of <k.In practice, v0 (or Eo)
is easily measured while ff.... on the other hand, is usually
more dit_cult to determine.
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JFor relatively large-size particles, the particles are
poured into a container and the ratio of the volume of the
particles to the volume they occupy is determined. This
ratio is defined as _m_. In this kind of experiment, it is
known that the measured _m_ value depends on the con-
tainer size (i.e., on the number of particles present) and
shape, and on the imposition of mechanical vibration to
the system either during or after the loading of the par-
ticles. Thus, Scott (Ref. 2), working with 2 X 104 uniform
steel balls, % in. in diameter, and using a variety of con-
tainer types, found that without mechanical vibration, a
loose-random packing is obtained with Cm_x = 0.60; when
mechanical vibration is employed, however, dense-random
packing occurs and q_rn_ ---- 0.63 is obtained. These 4_,_x
values were approximately independent of container
geometry. Susskind et al. (Ref. 3), working with up to
1.5 X 10 _ uniform glass beads 0.118 in. in diameter and
with %-in. steel balls, also with a variety of container
geometries, obtained (])max _" 0.63 for the loose-random-
packing and _bmax= 0.65 for the dense-random packing.
For small-size particles, a method commonly employed
involves determining the ratio of the volume of the par-
ticles to the volume of the packed bed formed when a
slurry containing the particles is permitted to sediment.
For very small particles, high-speed centrifugation is
usually used to speed up sedimentation of the slurry
(Ref. 1). Using this technique on glass beads (diam = 53 _)
in mineral oil and on aluminum (diam = 11 _) in both min-
eral oil and low molecular weight polypropylene glycol, it
was found that the calculated _bmaxincreased as either
of the slurry and/or the volume of slurry employed was
increased (Ref. 1).
In addition to these effects, it is also known that _
decreases as the particle dimensions are decreased for
small-size particles. For example, with copper in mineral
oil, q_.... = 0.64 for particles with an average diameter of
55 _ and _bmax= 0.347 when the average diameter is 12
(Ref. 1).
It has also been established that the particle-size distri-
bution has an effect on the observed ¢_ value. Westman
and Hugill (Ref. 4) observed that for a mixture or blend
of uniform particles of two or more sizes, a value of ¢_n_
which was higher than the _m_x of any of the components
was obtained at a given blend ratio. Both the magnitude
of the largest q,m= value and the blend ratio at which it
occurred depended on the diameter ratios. For example,
they reported _b.... = 0.992 for a blend of five components,
each of which was uniform in size with a 6m_ = 0.62.
Thus, any attempt to predict a _,., value from other
more easily measured parameters must consider three
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factors: (1) calculation of _bm_ for random packing of
uniform particles, (2) variation of ¢_= with particle size,
and (3) variation of _m_ with particle-size distribution.
Only the first two factors will be discussed in this report.
In what follows, theoretical attempts to calculate _m= for
random packing will first be discussed. Then, the existing
theory for the effect of particle size on q_max will be
described, and finally an alternative explanation for this
effect will be presented.
2. Discussion
a. Packing of uniform spheres. Rogers (Ref. 5) has been
able to show from theoretical considerations that, for the
packing of uniform spheres, 6m_ cannot exceed the value
of 0.7797... for any packing whatever. Since the largest
4_x known for an ordered packing, that of the hexagonal
close packing is 0.7404 .... Coxeter has postulated that a
random packing may exist which has a _b=_xgreater than
that of the hexagonal close-pack structure (Ref. 6). Rogers
has also shown that in two dimensions, i.e., the packing of
uniform circles in two-dimensional space, the two-
dimensional analog of ¢ ..... x .... cannot exceed the value
of 0.9069... which corresponds to the value for an ordered
hexagonal array of circles. For the one-dimensional case,
i.e., the packing of uniform line segments onto an interval,
the one-dimensional analog of 6 .... _ .... cannot exceed
unity. Figure 4 shows the intriguing (nonlinear) depend-
ence of maximum packing on the dimensionality of space.
Rogers has been able to extend these results to higher
dimensionalities n, and the result, valid only for large n, is
_max <_"_" 1 + 0 (3)
where e is the base of the natural logarithm and 0(l/n) is
a monotonically decreasing function. Equation (3) predicts
that higher dimensional space must be essentially empty,
since _bmax _ 0 as n _ _. These results of Rogers establish
an upper limit to the value of _max independent of the
mode of packing. We now consider the estimation of ¢_x
for a particular mode of packing, i.e., random packing.
For the one-dimensional case, this problem has been
rigorously solved under the heading of the "parking prob-
lem." Consider the following process in which cars of unit
length are parked on a street whose length is greater than
unity: the first car is parked at random; if additional space
remains, a second car is parked at random, also. This
process continues until no empty interval or space remains
which is large enough to accommodate another car. Renyi
(Ref. 7) has shown that the average number of parked cars
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N, on a street of length x is
N_ = cx + (c-1) + O (-_) (4)
where c is a constant equal to 0.7479 .... For large x, i.e.,
for a street long compared to the car length, the line
fraction occupied by the cars, _ .... is
¢m_, lim N_= -- = c = 0.7479 (5)
It is very tempting to relate q_maxfor the one-dimensional
case to s_ in the three-dimensional case. However, since
the real case concerns uniform spheres, it is evident that a
line passing through randomly packed particles would
necessarily not intersect all the particles diametrically;
some particles will be intersected along cords the length of
which will be determined by a probability distribution
function, i.e., the length of the car in the parking problem
is variable rather than a constant, as was assumed in the
derivation of Eq. (4).
Another objection to the straightforward application of
Eq. (4) was pointed out by Greet (Ref. 8) who was able to
derive the actual density distribution function for the
parking problem, rather than just the average value
expression given in Eq. (4). His result is
P(_max) = -_- exp fl ¢'m.= (6)
where B is a normalization constant and A and fl are
functions of _m_x. This density distribution function gives
a most probable value of ¢ .... equal to 0.667... which
differs from the average value provided by Eq. (4) of
0.749 .... Greet has pointed out that the most probable
value of an observed quantity must also be the average
value, and this is not the case in one dimension. In addition,
the distribution function is relatively broad, and there is a
finite probability of finding all densities between ½ and 1,
i.e., between a street half full of cars and one completely
full.
For n > 2, no strict probablistic analysis of the packing
problem appears to have been published. However, in
attempting to extend the parking problem results to higher
dimensions, Palasti (Ref. 9) conjectured that in two dimen-
sions, i.e., when a rectangle is filled at random by unit
squares, the average filled area fraction is c 2= (0.7479...)z_
0.56 .... In experiments reported in the paper on the
random filling of rectangles with unit squares, the ob-
served x_x value was 0.56, which agrees with the pre-
dicted value. Palasti then extends the conjecture to n
dimensions and suggests that, in general, the average
filled fracture of space is simply c _. For the case of n = 8,
the average value of s_ for the random packing of non-
overlapping unit cubes into a parallelopiped is c_ _ 0.42.
Since spheres can be packed more densely without over-
lap than can cubes, Palasti's average 4'm_ value should be
considered as a minimum estimate for the case of the
packing of uniform spheres.
An attempt has also been made by Landel and Moser to
estimate _max for the random packing of uniform spheres
(Ref. 10). In their treatment, it is assumed that _, for the
random packing of spheres will be intermediate in value
between the s_ of the most dense ordered packing, i.e.,
hexagonal close packing with s_ = 0.74 and the ff charac-
teristic of the least dense, but stable, ordered packing
which is assumed to be given by the simple cubic array
with s_ = 0.52. It should be noted, however, that a packing
with a s_value of 0.125 has been reported (Ref. 11). To find
the most probable or average array, each particle contact
is considered to occupy a spherical sector. Thus, in the
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hexagonal close-pack array with a coordination number
of twelve, each particle is considered to be composed of
twelve independent sectors. For the most stable open
structure, the coordinated number is six, and hence each
particle is composed of six sectors. If all sectors have an
equal probability of being filled or remaining empty after
the required minimum of six have been filled, the proba-
bility of having nf filled sectors out of a total of n sectors
is taken as
V(nf)-- 2n!(n--nf)! _ (1 - x) -- 1
(7)
where x is the fraction of filled sectors. This last expression
in terms of x is valid only for large n. The most probable
value of x is %. Hence the most probable value for
Cm_x = (0.74 - 0.52)/2 + 0.52 -- 0.68, a value in excel-
lent agreement with the experimentally measured _ ....
A drawback of this treatment is the assumption that the
sectors can be taken as independent of one another. This
is not the case, since the sectors' association with a given
particle is not independent. To look at the situation in a
different light, consider the process where particles are
removed from the hexagonal close-packed array one at a
time until the _ value reads 0.68. For the first few particles,
12 sectors will be removed each time a particle is with-
drawn. However, as more and more particles are
withdrawn, it is clear that the number of sectors removed
per particle will decrease because the structure contains
fewer particles. The use of Eq. (7) is equivalent to the
assumption that the number of sectors removed per par-
ticle is independent of stage at which the particle is
withdrawn.
In addition to deriving a value for ¢_n_ for relatively
large particles, they also introduce the concept of a lower
limit on ffmax which is envisaged as occurring in the limit-
ing case for uniform spheres where the particle-particle
interaction is very great. It is conjectured that as the inter-
action increases, the minimum value for _ approaches
zero. Using the same arguments as before, i.e., Eq. (7),
the most probable state occurs when x = ½, i.e., half the
sectors are filled. Since interaction between particles is
not expected to change the maximum value for if, i.e.,
that for the hexagonal close pack, the most probable
value for the lower limit on _bmax= (0.74 -- 0)/2 + 0 =
0.37.
This development suffers the same shortcomings men-
tioned above, i.e., the assumption that the particle sectors
are independent. Further, there does not seem to be any
experimental data to support the existence of a lower
limit on _b_.
b. Dependence of packing on particle radius
Relationship based on particle-particle interaction. Us-
ing the sector method, Landel and Moser also derive an
expression for the dependence of _x on particle size
(Ref. 10). A randomly packed bed of uniform spheres
which are subject to particle-to-particle interaction is .........
divided into arbitrarily small volumes called cells. The
probability of the ith cell to have nf_ filled sectors out of
a total number n_ is taken as
w, = 9.nf,t (m - nf,)! (8)
After summing over all i, the resulting equation is
nj__L_ 1
ni - 1 + Aexp (aS,) (9)
where A and a are undetermined multipliers, and S_ is
the interaction energy in the ith cell. Equation (9) is trans-
formed into
1 ] (i0)
_max : 0.87 1 + 1 + 0.424 exp fl/2r
where fl is a parameter related to the surface energy of a
particle and r is the particle radius. In the derivation of
Eq. (10) the sectors, as before, were assumed to be inde-
pendent of one another.
It was further proposed on the basis of experimental
data, that fl could be related to the constant C of the
Brunauer-Emmett-Teller theory for the adsorption of
gases on solids by means of the following equation
(Ref. 10):
log fl = 2.7(log C - 1.28) (11)
where the C values are determined using krypton as the
adsorbent. Thus, according to Eqs. (1), (10), and (11), a
knowledge of the surface energy of a particle, i.e., the C
value, and the particle size permits one to estimate _b.max
and, hence, the viscosity of slurries.
Equation (10) is shown in graphical form in Fig. 5. The
curve is S-shaped with an upper bound _ equal to 0.68,
which is reached according to Eq. (10) when fl/2r--> O,
i.e., when either fl--> 0 or r---> _. A lower bound 4_
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equal to 0.87 occurs when the ratio/3/2r ---> oo, i.e., when
either 13---> oo or r --_ 0. The parameter/3 is, in the theory,
related to the degree of adherence of the particles. For
particles with little or no tendency to adhere, _x ap-
proaches the upper bound value of 0.68 independent of
the precise value of the particle size. On the other hand,
for particles with a great tendency to adhere, _,_ ap-
proaches the lower bound value of 0.87. However, it is
likely that Eq. (10) would break down before any lower
bound, ff it exists, were reached. For as _m_x decreases,
the theory would predict that particle-particle interaction
increases, since the lower bound will be approached only
for very large t3 values. It can be argued, however, that if
this were true, then the agglomerates or clusters produced
because of interactions between particles must be very
highly asymmetrical in shape (e.g., rodlike) since, if the
agglomerates were symmetrical, these would merely cor-
respond to particles of larger size, and the ffm_ value
would be expected to be high, i.e., to approach the upper
bound value of 0.68. For highly asymmetrical structures
or clusters, the concept of a unique fire= itself as well as
the validity of Eqs. (1) and (2) should be seriously ques-
tioned.
Further, if agglomerates are symmetrical in form, it is
reasonable to expect that they will vary in size, which
would imply a distribution of particle or agglomerate
sizes. The existence of a distribution of sizes will require
changes in the value of the upper bound in Eq. (10) and
perhaps in the form of the equation as well, since its
derivation assumed uniform particles.
In addition, it is surprising that a measure of particle-
particle interaction by itself, and without regard to
particle-fluid interaction, as required by Eq. (10) is a
sufficient indication of the ability of particles to agglom-
erate in a slurry.
3. Relationship Based on Particle-Fluid Interaction
An alternative approach is based on the premise that
particles immobilize a fraction of the fluid, which leads
to an increase in the effective volume occupied by the
particles.
Consider a group of particles of radius ri, i = 1,2, ... N,
where N is the total number of particles present. Assume
that each particle adsorbs a surface layer of fluid so that
now the radius of the ith particle becomes r_ + 8_, where
8_ is the thickness of the layer. The volume of the particle
itself is (4r/8)r_, while the volume of the particle plus
layer is (4_/8) (ri + _)3. The basic assumption is now
made that the value of _ .... calculated when the surface
layer is neglected is related to the true value _ .... r by
means of the following equation
N
ft_t' i
ch.... z _:_L"nir_ 1+ r_ /
(12)
where n_ are the number of particles of radius r_. In order
to estimate 8_ we make the additional assumption that
the ratio of the volume of fluid absorpted by a particle
to the surface area of the particle is a constant. This as-
sumption leads to the relationship
8_y 8k (18)1+ r_/ =1+ r---_-.
where k is the constant of proportionality between volume
adsorbed and particle surface area. Substituting this re-
sult in Eq. (12), there is obtained:
_lnax _ (_lnax 9 T
nir_
1 +Sk
(14)
If a monodisperse system is considered, Eq. (14) reduces
to the simple result
1
_max = q b .... r/l +-(3k/r)) (15)
It is not, however, necessary to restrict Eq. (14) to the
case of uniform particles. As a matter of fact, it will now
be shown that the form given by Eq. (15) is invariant to
the type of particle-size distribution one considers, i.e.,
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this form is valid for any distribution of sizes. It is evident
that the radius of the ith particle can be expressed as
some multiple ai of any other particle dimension, such as
the number average particle radius r, e.g.,
r_ = a+ r (16)
The a_ s depend on the distribution of sizes and also on
the choice of the reference, which in Eq. (16) is _. The
summations occurring in Eq. (14) become
N N N
. 2 2 2
_=1 = i=1 =----'=--_1_=1 C (17)
N N r y r
i=l /=1 i=1
where C is a constant whose magnitude depends on both
the type of distribution and the reference size. Provided
the same reference size is used, e.g., r, and provided the
nature of the size distribution does not vary with particle
size or is only a weak function of particle size, Eq. (15)
can be written more generally as
1
_bmax : qb.... T (1 -{- ]£'/r) (18)
where/d is 3kC and 7 is any convenient average of ref-
erence size. As an example, consider the simple case of
the most probable or random distribution defined by
1--=_exp -- (19)N r
If the summations in Eq. (17) are replaced by integrations,
there is obtained:
fo
____ 2 2 exp -- dr_n_r_ r _ 1
_] . 3 8exp -- dr_n,r i r
i=1
(2o)
Thus, for this particular distribution of sizes, C = 1/8
when the reference size is _.
Figure 6 shows the form of Eq. (18) when log $_x is
plotted against --log_. In order to employ Eq. (18), experi-
mental data for the variations of q_maxwith particle size
are plotted in log-log coordinates and superposed on the
master curve in Fig. 6 to obtain the best fit. The vertical
shift is log _ .... T, while the horizontal shift corresponds
to log k'. Note that the vertical and horizontal shifts are
-0.0!
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independent so that an unambiguous estimate for '#m_,,,r
is obtained even when the form of the particle-size distri-
bution is not known.
As an indirect test of the form of Eq. (18), the data of
Zettlemoyer and Lower on the viscosity of sized (nearly
monodisperse) CaCO3 in polybutene will be employed
(Ref. 12). The value of _bm_xfor each of the CaCO3 par-
ticle sizes used was not directly measured. However,
using their viscosity data in conjunction with Eq. (1), the
Cm_ values shown in Table 2 were estimated. Equa-
tion (1) was used in the form (_0/_) v" = 1 -(_/_bm_), and
plots of the left-hand side against _b were prepared for
each particle size. $m_x was then obtained from the least-
square estimate of the slope.
These data are shown in Fig. 7 as the circles and the
master curve according to Eq. (18) is shown as the full
curve. From the shifts required for fit, _bm_x,r = 0.684 and
k -- 140 A, assuming the fractions are monodisperse. This
k value corresponds to a thickness of the adsorbed liquid
layer of 140 A, which is unreasonably high. The liquid
used was polybutene with a molecular weight of 580
Table 2. (pmax as a function of particle size for CaCOa
Radius, ,u Cmax
0.065
0.09
0.115
0.195
0.377
0.443
0.470
0.510
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g/mole. The maximum thickness of an adsorbed layer one
molecule thick would be only about 80 A.
This discrepancy can be explained on the basis o£ par-
ticle agglomeration. When particles cluster or agglom-
erate, the interior regions of such clusters will contain
entrained liquid which does not contribute to the flow of
particles. If it is assumed that the volume of entrained
liquid varies as the effective surface area of the cluster,
then Eq. (18) remains valid; but now the k' value will
contain a contribution from both the adsorbed surface
layer and the entrained liquid,
k. = k. + k;. (21)
where k_ is the contribution from the adsorbed layer and
k'e, the contribution from the entrained liquid. It may be
noted that for a close-packed array, the volume of en-
trained liquid would be expected to vary as the volume
rather than as the surface area as assumed here. How-
ever, the behavior of a loosely packed array may differ
from that of a closely packed structure.
To the extent that clustering occurs, then the number
average radius of the agglomerates would be more ap-
propriate to use than the radius of the monodisperse
particle. This change in variable will not affect the esti-
mated value of _bmax , T; it will only modify somewhat the
estimate for k', and hence a.
Figure 8 shows a comparison of the equation of Landel
and Moser (the full curve) with Eq. (18) shown as the
dashed curve. In obtaining this fit, it was assumed that
¢ .... r in Eq. (18) is 0.68. A better fit is obtained if ¢ .... r
is taken as 0.645. The value of k' is related to fl by the
relation k' = 11.5/3. For _bmax values greater than about
0.4 (the two equations are in very good agreement and to
within the usual scatter in the experimental data) the two
equations may be taken as identical.
In order to study the reasons for the close correspond-
ence between the two equations, we expand each in
powers of 1/r. Thus, Eq. (10) becomes to the fourth 9ower
in 1/r.
(f_max = 0.63 a /31-- 2(1+a)(2+a) r
a(1 -- a) /32 a(1 -- 4a + a2) /3__
8(1 +a) 2(2+a) rz 48(1+a) 3(2+a) r8
a(1 -- lla + lla 2 -- a3) /34 -]
284(1 + a)' (2 + a) 7 .... j (22)
where a is the preexponential factor, 0.424. The corre-
sponding expression for Eq. (18) becomes
I 9k 'z 27k '3 81/c'______'.... ]¢_x= 0.63 1-- 3k' + r 2 r3 + r'r
(28)
Except for the positive sign of the term involving k'2/r 2 in
Eq. (28), the two expansions are formally equivalent up
to at least the fourth power of the radius.
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If Eq. (10) is considered to be empirical in nature, then
using the same sort of argument involved in obtaining
Eq. (18), it is easy to show that Eq. (10) can be also inde-
pendent of the particle-size distribution.
4. Summary
A relationship between _max and particle size has been
developed. The basis for the variation of _br,_x with r is
considered to depend primarily on the immobilization
and entrainment of liquid on both the particle surface and
also in the interior of clusters of particles.
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A. Pressure Distribution Along the Wall of an
Axisymmetric Second-Throat Diffuser for
Ambient Temperature Air Flow, R. F. Cuffel,
P. F. Massier, and L. H. Back
1. Introduction
Supersonic exhaust diffusers are frequently used during
ground level tests of rocket engines to reduce the back
pressure at the nozzle exit below that of the local atmos-
phere. A sufficient reduction in the back pressure will allow
the engine tests to be conducted at the design chamber
pressure without shock-induced flow separation occurring
in the divergent portion of the nozzle. Numerous investi-
gations have been conducted, including those of Massier
and Roschke (Refs. i and 2), which pertain to the influence
of configuration on diffuser performance. However, very
little information exists on heat transfer, boundary layer
structure, and wall-pressure distributions with sufficient
spatial resolution to evaluate the flow field in an axisym-
metric diffuser. The purpose of this investigation is to
acquire knowledge in each of these areas which will be
useful for understanding and establishing the cooling
requirements of second-throat supersonic diffusers.
The present discussion, however, pertains only to wall-
pressure distributions for a flow in which there was a
negligible amount of heat transfer. Such adiabatic flow
tests have been conducted at stagnation pressures for
which the diffuser was started (full flowing nozzle) and
at lower pressures for which the diffuser had not started
(shock-induced flow separation in the nozzle). These
measurements indicate the extent of regions in which flow
accelerations as well as decelerations can occur in such
a diffuser. Baker and Martin (Ref. 3) have presented com-
paratively detailed wall-pressure distributions for a
constant-diameter diffuser with a diameter larger than
that of the nozzle exit.
2. Experimental Apparatus
A schematic drawing of the experimental apparatus is
shown in Fig. 1. The upstream flow conditioning system
(not shown in this figure) is described in Ref. 4. Com-
pressed air in which the boundary layer was turbulent
entered the nozzle after flowing through a 5.0-in.-diam
duct about 46 in. long. The flow then proceeded through
the nozzle and diffuser and was discharged into the at-
mosphere. The wall static pressures in the diffuser were
measured with transducers accurate to within 0.05 psi.
3. Results
The diffuser started at a stagnation pressure of 81.5 psia,
which is well below the starting pressure of 109 psia, com-
puted using plane one-dimensional flow theory (Ref. 1)
for the diffuser inlet to nozzle throat area ratio of 9.9.
There was negligible hysteresis, i.e., the minimum starting
pressure was the same as the minimum operating pres-
sure. Wall static pressure distributions along the diffuser
at inlet stagnation pressures above and below both the
minimum starting and operating pressures are shown in
Fig. 2.
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At a stagnation pressure of 75 psia, which is slightly
below the minimum starting pressure, the static pressure
ratio across the diffuser pe/p_ was about 0.30. The diffuser
inlet pressure was the same as the nozzle exit pressure Pc,
and the diffuser exit pressure was the same as atmospheric
pressure p_. For this condition the flow separation and an
associated wall pressure rise occurred in the nozzle at a
diameter of about 3.4 in. This is a smaller diameter than
that of the diffuser throat. After separation in the nozzle,
the flow must have subsequently reattached in the con-
vergent part of the diffuser to undergo the deceleration
from supersonic to subsonic flow indicated by the steady
rise of the wall pressure in the upstream region of the
diffuser.
At a stagnation pressure of 100 psia, which is above
the minimum starting pressure, the nozzle flowed full with
a Mach number of 8.85 at its exit, and pe/p_ was about
0.064. In the upstream portion of the diffuser the flow
was decelerated and accelerated several times, as evi-
denced by the repeated rise and fall of the wall static
pressures in Fig. 2. Note that the axial distances over
which the decelerations occurred are relatively short
compared with the lengths of the acceleration regions.
This behavior indicates the formation of an oblique shock
at the entrance of the diffuser as the flow underwent a
16-deg compressive turning, and the subsequent reflec-
tions of the oblique shock from the centerline and wall.
This shock structure is indicated by the dashed lines
within the wall contour above the data in Fig. 2. The
pattern is similar to those observed in Schlieren pictures
of flow through parallel plate diffusers (e.g., Ref. 5). Down-
stream of each shock reflection from the wall, the flow
accelerated as indicated by the decrease in the static pres-
sure. An additional static pressure decrease due to the
Prandtl-Meyer expansion at the entrance of the diffuser
throat is also apparent. Farther downstream the flow was
decelerated from supersonic to subsonic flow by a shock
structure sometimes referred to as a pseudoshock. This is
indicated by the steady rise in the wall static pressure.
The subsonic deceleration continued to the end of the
divergent exit cone. For a stagnation pressure of 100 psia
it appears that the length of the diffuser could be shortened
to about six diffuser throat diameters without altering
its performance. The shortened length would include the
required convergent section at the entrance of the diffuser
(Ref. 1) and the continuous pressure rise region, farther
downstream.
4..Summary and Conclusions
Wall static pressure measurements made in the up-
stream part of an axisymmetric second-throat diffuser
when started indicated a series of rather abrupt flow de-
celerations and gradual accelerations associated with an
oblique shock at the inlet and its subsequent reflections
from the wall and the centerline. Farther downstream the
flow was gradually decelerated from supersonic to sub-
sonic velocities as deduced from a continuous rise in the
wall pressure. At a stagnation pressure of 100 psia it ap-
peared that the minimum length required for the opera-
tion of this diffuser without loss in performance is about
six throat diameters.
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Bo Suitability of a Hollow Cathode for a
20-cm-diam Ion Engine, E. V. Pawlik and
D. J. Fitzgerald
1. Introduction
A clustered ion engine system is currently under study
at JPL (Refs. 1 and 2) for use as primary spacecraft pro-
pulsion. At present, an oxide-coated cathode is utilized
in the study. A hollow cathode, which requires much less
cathode heating power and has greater lifetime capa-
bilities, has been successfully incorporated in a 15-cm-
diam flight type electron-bombardment ion engine (Ref. 8).
It is of interest to determine if this type of cathode can
be incorporated into the 20-cm electron-bombardment ion
engines being used in the JPL electric propulsion system.
The tests described herein to evaluate hollow cathode
operation were conducted in a bell jar. Tests were made to
determine if this type of cathode could provide the 10-A
emission current necessary for the larger thruster, to de-
termine the cathode mercury flow necessary to provide
this emission, and to evaluate the cathode lifetime capa-
bility. Total mercury flow to the thruster should be
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about 9.6 g/h. The cathode should be able to deliver the
required current at a small percentage of the total flow
to the thruster in order to allow flexibility in both pro-
pellant injection method and output power level adjust-
ment (for power matching to the solar cell output).
2. Apparatus and Procedure
a. Hollow cathode. Typical hollow-cathode construction
is presented in Fig. 8. Cathode construction utilized a
thin wall tantalum tube to which a refractory metal disc
was electron-beam welded. A small orifice was located in
the center of this refractory disk. A swaged heater was
wound around the outside of the tantalum tube and a
strip of tantalum foil, coated with a barium carbonate
solution, was inserted in the tube. The heater, along with
the low work-function surface which was beneficial in
initiating a discharge, could readily provide electron emis-
sion at relatively low temperatures (1000°C). A keeper
anode was located near the orifice to provide the electric
field necessary to start the discharge and also to draw
sufficient current to maintain it once established. Two
types of hollow cathodes were used in this investigation.
The cathode types differed mainly in the disk material
at the orifice location. Tantalum and 2% thoriated tung-
sten were the materials used. Cathodes of this type have
been used for both primary electron emission within the
thruster and for ion beam neutralization (Refs. 8 and 4).
b. Test setup. A photograph of the bell jar experimental
setup is shown in Fig. 4. The hollow cathode was mounted
on a stainless steel frame provided with movable mounts
for a keeper anode and for a second anode which was
used to simulate the plasma within a thruster. The mer-
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Fig. 3. Typical hollow-cathode construction
Fig. 4. Experimental hollow-cathode setup within
a bell jar
cury was fed from a 1-mm-diam pipet, which was located
outside of the bell jar. Mercury flow was determined from
the measured rate of mercury level change during cathode
operation.
An electrical schematic diagram for the test setup is
shown in Fig. 5. Current limiting resistors were placed in
TO ATMOSPHERE
l-mm-diom PIPET
_THERMOCOUPLE
J FHg VAPORIZER
/ KEEPER
_/ HOLLOW ANODE
PLASMA
SIMULATION
ANODE
Fig. 5. Schematic of hollow-cathode bell jar
test setup
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both anode electrical circuits to reduce the starting volt-
age as the discharge current increased and to provide
control during cathode operation.
Cathode characteristics were obtained at various values
of emission current and cathode-to-plasma-anode dis-
tances by recording the anode voltages over a range of
flow rates. Microphotographs of the orifice were taken
before and after each test to document orifice erosion.
3. Results and Discussion
In general, two problems of operation with a hollow
cathode at emission current levels of 5 A, or greater, were
much more severe than at lower levels of emission. These
were: (1) sputtering damage at voltages of 30 V or
greater was more intense, and (2) cathode temperatures
were very high. The high temperatures were probably
due to ion bombardment and were found to be on the
order of 2000°C. Sputtering damage was found to rapidly
close the orifice when the voltage was above 80 V. There-
fore, it was found necessary to minimize operating time
in the region between 80 and 40 V and to avoid entirely
higher voltages during operation.
Initial cathode tests were made using tantalum for the
refractory disk in which the orifice was located. These
cathodes usually started and operated at lower mercury
flows than the tungsten cathodes (Fig. 6). The tantalum
cathode, however, was more susceptible to sputtering
damage and melting, while restart capabilities were noted
to be erratic, and in several cases the discharge could not
be reestablished. Because of these difllculties it was de-
cided to concentrate on the more promising thoriated-
tungsten type.
The tungsten hollow-cathode shows some promise of
being able to operate for sustained periods at currents on
the order of 10 A. Data has been obtained for up to 15 A
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of emission current. Microphotographs indicate some melt-
ing of the material near the downstream edge of the
orifice. Photographs are presented in Fig. 7 for 6 h of
cathode operation at 10 A of emission current. Slighter
amounts of melting were also noticed after sustained
periods at 5 A of emission current. Progressive interrup-
tion and inspection of the cathode during tests indicate
that the major portion of the deterioration seemed to
occur within the first few hours of operation. The orifice
apparently deteriorates until an optimum size and shape
are achieved. The final size arrived at, after a few hours,
(a) BEFORE OPERATING
(b) AFTER 6h OF OPERATION AT IO-A EMISSION CURRENT
iiiiiiiiiiiii
Fig. 7. Microphotograph of downstream side of
hollow-cathode orifice (0.033-cm diam)
was apparently in thermal balance with the plasma heat-
ing. Unfortunately, there were neither enough time nor
facilities to make a long-term lifetime test of the cathode;
therefore, the discussion is somewhat speculative. A larger
orifice size, closer to the observed optimum size, appears
to be desirable. The lifetime of a larger orifice size would
have to be determined. For long lifetimes to be obtained,
the cathode should remain unchanged in appearance for
any operating time that represents a small fraction of the
desired lifetime.
An alternative approach, suggested by the slighter
amounts of melting at lower emission currents, would be
the use of multiple cathodes. This approach might provide
cathode lifetime at a cost in system complexity.
The characteristics of the hollow cathode were obtained
by recording the cathode-to-plasma-anode voltage as the
mercury flow was varied. These characteristics were ob-
tained at several values of anode spacing and emission
current. The keeper current and voltage were not varied
during these tests. Keeper voltages on the order of 10 V
were maintained.
Figure 8 is a plot of the cathode mercury flow versus
cathode-plasma voltage for three values of emission cur-
rent. The mercury flow necessary to maintain the 5-A
emission was noted to require only a slightly lower flow
than that necessary to maintain 10 A. The flow necessary
to maintain 15 A was observed to be approximately equal
to that necessary to maintain 10 A. This data was obtained
in what has been referred to as the spot mode of opera-
tion (Ref. 4). If the emission current is reduced below
about 8 A, a change of modes was usually observed.
It has been found desirable to maintain the cathode-
plasma voltage at a relatively high value (Ref. 8), since
the thruster performance improves as this voltage ap-
proaches 40 V. A practical limit exists on this voltage
inasmuch as the cathode sputtering increases considerably
at voltages higher than 80 V. If the cathode-plasma volt-
age is held at 80 V, the mercury flow to maintain the
desired 10-A emission is on the order of 5 g/h which
represents 52% of the 9.6 g/h total mercury flow to the
thruster. Small increases in this flow rate could cause
large increases in the emission current. Since proper oper-
ation of the thruster at different power levels requires
the voltage be held relatively constant while changing the
emission current, there could be a problem in matching
the desired emission at a set of flow rates if the cathode
operates on a fixed percentage of the total mercury flow
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to the thruster. A separate flow to the cathode in addi-
tion to the flow to the thruster may be possible, but com-
plex system logic or thruster ineglciencies may result.
Figures 9 and 10 present two sets of curves, each at
constant emission current for various cathode-to-plasma-
anode distances. Both sets show quite clearly that the
lowest flow operation is obtained when the anode is close
to the cathode. This shows that the flow rate required for
proper cathode functioning is very sensitive to anode
location. The cathode flow will be reduced if the plasma
within the thruster is located close to the cathode. The
cathode heating might also be considerably reduced if
the potential distribution in this region is altered signifi-
cantly. Any further evaluation of this cathode type should
be conducted either in an operating thruster or in a
thruster ion chamber without extraction grids.
4. Conclusions
It was determined that a hollow cathode could deliver
emission currents of up to 15 A at cathode mercury flows
of 5 g/h or less, depending on the exact plasma boundary
location. Thoriated tungsten was found to be the more
suitable of the two materials tested, but some melting
of the surface around the orifice was noted.
The bell jar tests indicate that a slightly larger orifice
should be considered, and also that testing in an operating
thruster, or in a thruster ion chamber, is necessary in order
to more fully evaluate cathode lifetime. Power matching
of the thruster by means of mercury flow modulation
could be problematical with this type of cathode.
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C. Liquid-Metal MHD Power Conversion,
D. G. Elliott, L. G. Hays, and D. J. Cerini
1. Introduction
Nuclear-electric powerplants for electric propulsion
will be required to have operating lifetimes of at least
7000 h. Nonrotating power conversion systems may
achieve this lifetime most easily. A nonrotating Rankine
cycle being investigated is the liquid-metal magnetohydro-
dynamic (MHD) system wherein lithium is accelerated
by cesium vapor in a two-phase nozzle, separated from
the cesium, decelerated in a magnetohydrodynamic gen-
erator, and returned through a diffuser and heat source
to the nozzle.
The experiments currently being prepared are a cesium-
lithium loop for erosion and small scale component testing
at 2000°F and a 50-kW conversion system for testing with
NaK (in place of lithium) and nitrogen gas (in place of
cesium vapor) at room temperature. Design of a cesium-
lithium conversion system and construction of the test
facility have begun.
2. High-Temperature Experiments
a. Cesium-lithium erosion loop. Fabrication of the 100
kWt erosion loop has continued. The niobium-l% zircon-
ium flow system will be operated at 2000°F (ll00°C) at
lithium velocities of 500 to 650 ft/s (150 to 200 m/s). The
thermodynamic cycle will be the same as that of a liquid-
metal MHD space power system without a generator. A
schematic of the flow system and values of the design
operating conditions are shown in Fig. 11. Initial experi-
ments to be performed will include erosion and corrosion
of separator and flow channel materials at lithium impact
and flow velocities of 500 to 650 ft/s, performance of a
two-phase nozzle with cesium and lithium, and condensing
heat-transfer coefficients for cesium vapor with lithium
added.
The two-phase nozzle, cesium condenser, and lithium
heater have been completed. The nozzle was tested with
nitrogen and water to verify agreement with the nozzle
computer program for an immiscible fluid pair with
accurately known properties. The nozzle is shown during
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test in Fig. 12. The exit velocity determined by thrust
measurement agreed within 5% with the calculated
velocity as shown in Fig. 18. The mass ratio of lithium to
cesium at the loop operating point is 6.25, and the cal-
culated exit velocity is 600 ft/s.
b. Cesium.lithium conversion system. Design of a 200
to 800 kWe liquid-metal MHD power system and test
facility to operate at 1800°F (980°C) is continuing. The
facility piping and equipment arrangement selected is
shown in Fig. 14. The locations of the 50 kWe NaK-
nitrogen conversion system and 100 kWt erosion experi-
ment are also shown.
3. NaK-Nitrogen Conversion System
a. Fabrication status. The modifications following the
water-nitrogen calibration tests have been completed.
Fig. 12. Water-nitrogen test of nozzle for
cesium-lithium loop
The modifications are: 5-in. separator extension, separator
side-wail flow diverters, elimination of side-wall exhaust
ports, and increase of nitrogen exhaust flow area to 15 in.2
The separator is now being assembled with the first set of
generator stator blocks. Installation of the NaK tanks,
NaK piping, nitrogen bottle bank, main nitrogen line, and
nitrogen pressurizing system have been completed,
b. Hydraulic test evaluations. The flow velocity at the
separator exit (upstream diffuser inlet) was summarized
in SPS 87-47, Vol. III, p. 182, Fig. 84. The exit velocity
was calculated as the ratio of the velocity thrust to the
sum of the gas and liquid flow rates, where the velocity
thrust was the measured thrust reduced by the pressure
thrust. The pressure thrust was the product of the exit
pressure and exit area of the separator, using the average
of four pressure readings across the capture slot. A typical
pressure distribution was 1.5 atm across the upper half
of the slot, approximately the same as the nozzle exit
pressure, and a linear rise from the flow centerline to
10 atm at the separator surface. This pressure can be
explained by assuming that the liquid turns more sharply
than the actual separator surface at the exit. A 8-in. radius
of curvature would produce a centrifugal force corre-
sponding to the observed surface pressures. If, in addition,
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operating with nitrogen and water
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Cthe liquid film is assumed to have 0.25 void fraction of
gas, agreement is obtained with the observed pressure
gradiant away from the surface. Using the mean liquid
pressure from this model, the separator exit velocities
were corrected to the higher values corresponding to no
pressure rise and inserted in the separator loss relations
(SPS 37-27, Vol. IV, pp. 76 and 77) to calculate a value of
measured skin friction coefficient. The ratio of these values
to the high-Reynolds number fiat-plate skin friction coef-
ficient, C_ -- 0.026 X (Reynolds number based on mean
film thickness) -°'2, was an average of 1.2, showing the
liquid film forms an essentially fully developed turbulent
boundary layer.
The velocity and pressure at the separator exit (up-
stream diffuser inlet) were used with the velocity and
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Fig. 15. Efficiency of the upstream diffuser for the
NaK-nitrogen conversion system
pressure at the upstream diffuser exit to calculate the
diffuser efficiency, which is the ratio of the observed to the
isentropic pressure rise. The isentropic pressure rise was
evaluated assuming the liquid film of 0.25 void fraction
first accelerates to the mean separator exit pressure, then
undergoes an isentropic compression to the measured dif-
fuser exit velocity. The results are shown in Fig. 15. Within
the 8% uncertainty in diffuser exit velocity, the diffuser
can be described by a single curve of efficiency versus
inlet volume ratio, and satisfactory efficiency is obtained
at the volume ratios below 1.0 to be employed in the con-
version system tests.
D. Efficiency of Thermionic Diodes at Reduced
Power Output, J. P. Davis
1. Introduction
A typical power profile for unmanned planetary nuclear
electric propulsion missions involves an initial full-power
thrusting period, a nonthrusting coast mode, and a second
full-power thrusting period. The coast mode is character-
istically about 40% of the total flight time. During this
coast mode, power is required for several spacecraft
functions plus self-sustaining power for the propulsion
plant. The zero thrusting power requirement, or hotel
load, is usually estimated in the neighborhood of 5 to 10%
full power. It is desirable that the nuclear plant be capable
of supplying this power at some reasonable fraction of
its full power design efficiency in order to minimize fuel
burnup during the coast mode. Some concern has been
exhibited for the performance of a thermionic reactor at
power levels considerably reduced from its design point,
particularly with respect to efficiency.
From the viewpoint of spacecraft and plant power de-
mands, it would appear highly desirable to operate the
thermionic reactor in a constant voltage output mode at
all power levels. In this fashion variable-turns-ratio trans-
formers, or their equivalent, can be avoided and constant
voltage supplied to all on-line electrical limits.
2. Studies
Initial reactor control studies at JPL 1 have indicated
that constant voltage control is indeed feasible and rather
straightforward, both for perturbations about the nominal
operating point and for large power demand changes. The
question of efficiency, however, was not considered in
1Gronroos, H., Weaver, L., Guppy, J. G., and Davis, J. P., "Control
System Design for an In-Core Thermionic Reactor" (to be pub-
lished).
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these control studies, and the purpose of this paper is to
determine the efficiency penalty associated with constant
voltage control as opposed to optimum matching of diode
characteristics at reduced power. For purposes of this
investigation, the following assumptions were made:
(1) G.E. Simcon basic I-V data (extrapolated to tem-
peratures below 1700°K), W emitter, Mo collector,
0.010-in. gap, optimum Cs temperature.
(2) Fixed collector temperature at 1000°K.
A diode design was postulated to permit calculation of
emitter-collector axial voltage drop. All other parameters
are essentially independent of design details. Preliminary
survey of output power and efficiency at the operating
temperature of 2000°K with lead optimized for each out-
put point permitted selection of the nominal full power
operating conditions. These values and other key param-
eters are tabulated below:
Nominal Operating Point
14 A/cm z, 0.667 V, 9.85 W/cm 2, 14.2% efficiency.
Unconditioned net power after emitter-collector and
lead losses were subtracted.
Maximum El_ciency Point
15.8% at 10 A/cm z (P = 8.14 W/cm2).
Maximum Power Density Point
9.75 W/cm 2 at 18 A/cm 2 (7 = 12.9%).
Nominal Operating Point 'Losses
Axial emitter-collector voltage drop = 0.070 V.
Optimized lead voltage drop = 0.08 V.
Optimized lead thermal conduction loss = 7.8 W/cmL
Thermal radiation loss = 11.6 W/cm z (Ee = _e = 0.8).
Thermal cesium conduction loss = 2.5 W/era 2.
Thermal electron cooling loss = 48.0 W/cm 2.
Power Desired During Coast
10% nominal full power
The nominal operating point was selected as a com-
promise between peak efficiency and peak power density.
(A criticality limited core might be designed closer to
peak power density, and a burnup limited core might be
designed closer to peak efficiency.)
All losses are recomputed at various I-V locations and
emitter temperatures to construct the output current
density versus net output current curves shown in Fig. 16.
24
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Fig. 16. Output current density versus net output
voltage at various emitter temperatures
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The locus of the 10% full power requirement (0.985
W/cm 2) is indicated. The loci of maximum power density
and maximum efficiency are also shown. Figure 17 shows
the efficiency curves replotted against net output voltage
with the loci of maximum efficiency, 10% full power, and
constant voltage output superimposed. In order to supply
10% full power at a voltage equal to the full power volt-
age, emitter temperature falls to ,_ 1600°K, and efficiency
falls to 6.7%. If the constraint of constant voltage is re-
moved and efficiency maximized, the result is -_ 1500°K
emitter temperature at 7.4% efficiency.
The surprising result is the relatively minor efficiency
penalty paid for constant voltage control as opposed to
that attainable at the optimum voltage output of 0.45 V.
The emitter temperature is already 400°C lower than the
nominal operating temperature; so little longevity incen-
tive exists for further temperature reduction of 100°C or
so. Also, the magnitude of the efficiency, 6.7%, is encour-
agingly high, relative to the full power operating efficiency
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Fig. 17. Net efficiency versus net output voltage
at various emitter temperatures
of 14.4%. A constant speed turboalternator efficiency
would fall at least this much at one tenth the design power.
It therefore appears that only minimal efficiency penalties
are incurred by constant voltage control over optimal
voltage control down to as low as 10% full power.
Full power operation at the peak power density point
results in a somewhat more favorable reduced power
operating point under constant voltage control, but it
appears that the improvement (_/-- 7.3% versus _ -- 6.7% )
is not significant enough to warrant the loss in full power
flexibility with respect to diode failures and/or perform-
ance degradation resulting from operation at the peak
power density point.
Three cautionary statements are in order:
(1) Fixed collector temperature was assumed, implying
radiator area and/or radiator flow variation. Either
or both of these modes are possible but involve
additional system considerations. Reduction in cool-
ant, and hence collector, temperature should also
(2)
(s)
be investigated as probably the simplest system
operating mode. Diode efficiency, however, would
suffer from reduced collector temperature.
The 1500 and 1600°K emitter temperature curves
were extrapolated, and substantial uncertainties un-
doubtedly exist. The effect of these uncertainties
on the results, however, is more in the direction of
modifying the equilibrium operating temperature
and less on the resulting efficiency.
At low emitter temperatures, peculiar inversions
and multivalued ]-V curves at fixed cesium con-
ditions exist at low current densities. Diode output
stability in this region may pose some further
problems.
E. Clustered Ion Engine Systems Studies,
T. D. Masek
1. Introduction
Solar electric propulsion systems are presently being
considered for future spacecraft primary propulsion
(Refs. 1-8). The major elements and performance require-
ments for such systems were discussed in Ref. 1. Since a
demonstration of the feasibility of using solar electric sys-
tems requires a test of realistic hardware, an experimental
system development program has been initiated. Prelimi-
nary tests of a clustered thruster and propellant tankage
system were reported in Ref. 4. This system is shown
schematically in Fig. 18 and photographically in Fig. 19.
,_PROPELLANT_
TANKAGE
VALVE l-n
_I-THRUSTER_P,_
I.._-_ACCELERATOR GRID
_ _- SCREEN GRID
I
NEUTRALIZER
I
"_]_]--_ _-GROUND SCREENI
I
o!
I
Fig. 18. Clustered ion thruster system schematic
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Fig. 19. Clustered ion thruster system
This report describes additional tests using the system
of Ref. 4. Tests of the thruster subsystem were conducted
to: (1) show methods of improving system performance,
(2) determine limits of off-design-point thruster operation,
and (8) determine power conditioning and control require-
ments. Propellant tankage subsystem tests were conducted
to determine volume requirements for the Freon pressuri-
zation system and to study possible bladder deterioration
due to temperature and pressure cycling.
2. Thruster Operation
The most significant parameter in discussing thruster
performance is the ratio of discharge power to beam
current. The values of this ratio for the 20-cm engines
reported in Ref. 4 were 650 to 750 eV/ion. The 15-cm
SERT II thruster design, using permanent magnets, was
reported to operate in the range of 150 to 250 eV/ion
(Ref. 5). Consideration of the SERT II design suggested a
number of geometry modifications which might improve
the 20-cm thruster. However, the effect of these modifi-
cations on a 20-cm thruster was not directly apparent
from Re£. 5, and a detailed series of systematic changes in
the existing design was required.
The changes producing the greatest performance im-
provements were: (1) the addition of an iron cylinder
around the cathode (cathode pole piece), (2) movement
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Fig. 20. Effect of flow rate on discharge power
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of the cathode to the forward end of the pole piece, and
(3) a reduction of the screen grid thickness from 0.100 to
0.052 in. These changes caused reductions in discharge
power of approximately 125, 175, and 150 eV/ion, respec-
tively. Thus, the discharge power has been reduced to
250 to 350 eV/ion.
A number of other factors, not previously reported, were
also found to affect the discharge power losses. These are:
(1) propellant flow rate, (2) discharge voltage, and (3) net
ion acceleration voltage. The magnitudes of these factors
at 80% mass utilization efficiency are, respectively (using
+ for increases in eV/ion with increases in the parameter):
(1) + 15 eV/ion per g/h, (2) + 2.5 eV/ion/V (30 to 40 V
discharge) and (3) - 12.0 eV/ion/100 V (nominal V ÷ = 2.0
kV, V- -- 2.0 kV). In addition, heating the spiral "flower
cathode" with ac current increases the discharge eV/ion
by about 20, compared with optimum dc heating.
Discharge eV/ion for a thruster with the modifications
described above is shown in Fig. 20 for several propellant
flow rates. Shown for reference is a curve for the equiva-
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Fig. 21. Effect of flow rate and mass utilization
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lent SERT II flow rate, that is, the flow rate obtained by
directly scaling from the 15-cm SERT II thruster design
point to the 20-cm thruster used in this work.
The current striking the accelerator grid (interception
current) relates directly to grid life, since this current
results in sputtering away of grid material. A plot of the
ratio of interception to beam current is shown in Fig. 21.
The figure shows that grid life depends directly on pro-
pellant flow and mass utilization efficiency.
Thruster total efficiency data, including vaporizer
power, but not including neutralizer power, is shown in
Fig. 22. A curve for SERT II and a Lewis Research Center
projection for 1970 are presented for reference (Ref. 1).
3. Propellant Tankage
Tests performed on the propellant tankage system since
those reported in Ref. 4 produced two basic conclusions.
First, the liquid Freon volume chosen initially, 5 in3, is
adequate to expel all the liquid mercury. Second, the
bladder and tank design is satisfactory and high expulsion
efflciencies (99.9%) are obtained.
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XIII. Liquid Propulsion
PROPULSION DIVISION
A. The Liquid-Phase Mixing of a Pair of
Impinging Sheets, R. W. Riebling
1. Introduction
When a jet of liquid of diameter d is directed tangen-
tially against a solid deflector surface of radius R and
angle e, it spreads to form a thin liquid sheet of width w
(Fig. 1). Upon leaving the deflector, the sheet spreads
through an angle/3 and deflects slightly through an angle
before finally breaking up into droplets. The manner in
which the dimensions and spatial orientation of such
liquid sheets, as well as their mass flux, momentum flux,
velocity and thickness distributions, vary with deflector
geometry, injection velocity, and propellant physical prop-
erties was reported earlier (Ref. 1).
Injector elements incorporating this effect are being
developed at JPL because they offer certain advantages
over the more conventional impinging-jet varieties. One
such device is the unlike impinging-sheet injector element,
shown schematically in Fig. 2, which brings flat sheets of
fuel and oxidizer together along an impingement line,
ROUND JET
SPREADS TO
FORM FLAT
INJECTION ORIFICE
CONCAVE
DEFLECTOR
SURFACE
Fig. 1. Sheet formation on a deflector
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CONCAVE
DEFLECTOR
SURFACE
Typical impinging-sheet iniector element
where a finely atomized spray is formed. Results of recent
firings of this type of injector are reported in SPS 87-41,
Vol. V; SPS 87-44, Vols. IV and V; and SPS 87-48, Vol. IV.
A brief experimental study was conducted to determine
the effect of several key injector variables on the degree of
primary, liquid-phase mixing attainable in the sprays from
single, unlike impinging-sheet elements. This report will
present and discuss the results of that investigation.
2. Apparatus
Four small impinging-sheet elements were constructed
of stainless steel. Each element consisted of a pair of
identical deflectors and orifices, the key dimensions of
which are summarized in Table 1. It should be noted that
no two elements had the same combination of R, d, and #.
The overhang ratio h/d included in Table 1 for each
Table 1. Dimensions of impinging-sheet elements
Element
no.
Orifice
diameter d,
in.
0.020
0.020
0.041
0.032
Deflector
radius
R, in.
0.322
0.147
0.147
0.147
Deflector
angle, 0,
deg
30
45
45
45
Overhang
ratio,
h/d
2.!6
2.16
1.06
1.37
element is a parameter found quite useful for correlating
the properties of single liquid sheets (Ref. 1). It is derived
from the deflector overhang
h = R(1 - cos #) (1)
which is the transverse distance to which the deflector
protrudes into the otherwise undisturbed round jet. Ele-
ments 1 and 2 were intentionally designed to have identi-
cal values of h/d, even though their other dimensions were
quite different. All elements were constructed so that the
spacing between the edges of their deflectors could be
continuously varied from 0.1 to 0.2 in.
Each element was mounted in a test fixture and sprayed
vertically into the JPL spray collector (Fig. 8) from a fixed
height of 8.5 in. The mounting frame could be both trans-
lated and tilted so that the spray axis was maintained
vertical and aligned with the center of the collection rake
in each test. The inert, immiscible propellant simulants
used were water and trichlorethylene, simulating hydra-
zinc (N2H4) and nitrogen tetroxide (N204), respectively.
Fig. 3. Impinging-sheet injector and spray collector
during flow test with nonreactive
propellant simulants
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By sampling with the collector rotated at various angles,
the distributions of mass flux and mixture ratio in a trans-
verse plane across the whole spray were determined.
3. Test Conditions
Each element was flowed at weight-flow mixture ratios
(trichlorethylene to water) ranging between 0.7 and 2.0.
The corresponding stream momentum flux ratios (tri-
chlorethylene to water) varied from 0.84 to 2.76. Injection
velocities varied between 25 and 125 ft/s.
4. Results and Discussien
Typical contour maps of the mass flux and mixture ratio
distributions obtained with the impinging-sheet elements
are shown in Figs. 4 and 5. Geometrically, the sheet-spray
patterns are quite similar to those found for unlike doublet
jet elements. That is, elongated crescent- or elliptical-
shaped spray fans are produced, with the mass flux being
symmetrically distributed about a maximum point near
the center. There is typically a steady gradient in simulant
mixture ratio across the spray from fuel-rich conditions
on the oxidizer orifice side to oxidizer-rich conditions on
the fuel orifice side. This indicates that considerable inter-
penetration of the two sheets occurs under nonreactive
conditions.
From a knowledge of local values of mass flux and
mixture ratio all across the sprays, it was possible to
calculate values of the mixing factor, E,,. The mixing
factor, first introduced in Ref. 2, is a measure of the degree
to which the input mixture ratio to the injector is attained
locally within the spray. For perfect mixing, E_ would
equal 100.
The experimental results, in terms of E_, are plotted in
Figs. 6 and 7. Fig. 6 shows the effects of deflector over-
hang ratio h/d and a momentum flux and diameter ratio
grouping _ on Era. _ is defined as
1
- i + 4' (2)
where 4' is the stream momentum flux ratio divided by
the orifice diameter ratio
ms too
4'- d /do (3)
First introduced in Ref. 8 as
mV_d_
4,- poV_do (4)
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Fig. 4. Typical mass flux distribution in spray from
single-element impinging-sheet injector using
nonreactive propellant simulants
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it may also be expressed in the equivalent form
/_ is therefore a function of liquid physical properties
(pz/po), injection velocity (VJVo) 2, and injector geometry
(df/do). It has been found to be quite useful in correlating
Em for a wide variety of unlike doublet jet elements (Ref. 8).
The results plotted in Fig. 6 indicate that for a pair of
unlike doublet sheets, E,, is relatively insensitive to 1_.
This is in contrast to the behavior commonly observed
with unlike doublet jet elements, which characteristically
exhibit a sharp E_ peak at/_ = 0.5. For purposes of com-
parison, Rupe's curve for unlike impinging jets from Ref. 8
is superimposed on Fig. 6. The relative flatness of the
sheet curves suggests that there may be no optimum
momentum ratio for sheets as there is for jets; rather, wide
excursions in mixture ratio r (and therefore in ,q_) may be
possible before the degree of mixing is seriously degraded.
It should be pointed out that for the experiments reported
herein, the density and diameter ratios were held constant,
and/_ was varied only by adjusting injection velocities.
Future experiments will vary _ by changing fluid proper-
ties and injector geometry. The verification of/_ as a true
correlating parameter for E_ with sheet elements must
await the results of those tests.
Fig. 6 also reveals that the overhang ratio h/d has a
major effect on E_, with h/d= 1.87 giving the highest
138
values. The value of h/d below this (1.06) and the value
above it (2.16), both yielded less efllcient mixing. These
results suggest that there is some optimum value of h/d
for maximum E_, although it cannot be too closely pin-
pointed at this time because only three values of h/d were
investigated. It probably falls within the range 1.8 _ h/d
1.6.
The influence of h/d on E,_ is not yet completely under-
stood, although it is not too surprising, considering the
first-order effects of h/d on most sheet dimensions and
on the distributions of mass flux, velocity, momentum flux
and thickness across the sheets (Ref. 1).
That the significant variable is h/d rather than any of
the individual dimensions is substantiated by the data
for h/d = 2.16, obtained with elements i and 2 (Table 1),
which had different values of r, d and 8.
The data points on Fig. 6 represent tests conducted at
injection velocities ranging from 25 to 125 ft/s; it is seen
that it is the ratio of these velocities (as it influences //_)
and not their absolute values, which exerts the primary
influence on Era. However, injection velocity levels may
affect the degree of atomization attained in the spray, as
they do with impinging jets.
Another geometric variable, the deflector spacing, has
a major effect on E_, as shown in Fig. 7, at a constant
value of/_ (0.5). At each value o£ h/d, E_ decreases as
the spacing is made wider. The spacing, of course,
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Definition of terms
d
G=
m _
_=
V=
p=
Subscripts
orifice diameter, in.
mass flux per unit area, lb/s/in;
stream momentum flux, ft-lbm/s 2
deflector radius, in.
mixture ratio, oxidizer simulant/fuel simulant
injection velocity, ft/s
liquid density, lbm/ft _
o = oxidizer simulant
I = fuel simulant
affects the free-sheet length before impingement, and as
this length is increased, the velocity profiles initially
developed while the sheet was in contact with the de-
fieetor surface will decay, tending to become more nearly
uniform. In addition, the thin sheets begin breaking up
into ligaments and droplets soon after leaving the de-
flectors; the greater the free sheet length, the greater
the degree to which this breakup will have occurred
before impingement. The stream momentum can better
be utilized for the purposes of mixing by impacting
integral, rather than partially broken-up, sheets.
Figure 7 also shows the key influence of h/d on E_ at
each of the three spacings, and indicates that maximum
E_ probably occurs somewhere around h/d _ 1.5.
Referen ces
1. Riebling, R. W., The Formation and Properties o_ Liquid Sheets
Suitable for Use in Rocket Engine Inieators, Technical Report
82-1112, Jet Propulsion Laboratory, Pasadena, Calif., June 15,
1967.
2. Rupo, J. H., The Liquid-Phase Mixing of a Pair of Impinging
Streams, Progress Report 20-195, Jet Propulsion Laboratory,
Pasadena, Calif., .Aug. 6, 1958.
8. Rupe, J. H., A Correlation Between the Dynamic Properties of
a Pair of Impinging Streams and the Uniformity of Mixture Ratio
Distribution in the Resulting Spray, Progress Report 20-209,
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XIV. Space Instruments
SPACE SCIENCES DIVISION
A. Sterilizable, Ruggedized Imaging System,
L. R. Baker
1. Introduction
To undertake scientific observations on the surface of
Mars, a television instrument can perform visual observa-
tions to observe distinct local topographic variations, and
perhaps observe experiments in process.
The instrument design must meet specific requirements
such as required by planetary quarantine requirements
and possible high g impact upon landing. A television sys-
tem has definite advantages for performing experiments
on the surface.
2. Program Outline
A program to develop a TV system capable of landing
on Mars has been under way since May 1965. The primary
problems in meeting sterilization and ruggedization are
directly connected with the image sensor. The packaging
and associated electronics are a straightforward applica-
tion of well-known component selection, careful electronic
packaging, and thoughtful circuit design.
The program was divided into two phases. Phase I was
to develop an operational breadboard television system
using the Mariner Mars 1964 television system as a
generic system with the operating parameters and system
design as shown in Table 1.
Table 1. Ruggedized sterilizable system design
Scan lines per frame
Pixels per line
Frame time
Active line time
Beam chopper frequency
Video baseband
Vidicon type
Focus
Deflection
Scanned area
Timing
Circuitry
Encoding rate
Scanning
Volume
Weight
Power
512
512
13.65 s
25 ms
76.8 kHz
10.24 kHz
TCA-C23086
Electro-static
Magnetic
11 mm square
Digital, synchronized
Functionally integrated
1.54 mHz, 6-blt RzPCM
Analog
,_,_400 in. _
_9 Ib
_8.25 W
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The objectives of Phase I were to design and fabricate
a breadboard model of a slow-scan television system
which would survive sterilization of 6 cycles of 76 hr each
at 135°C, and survive ethylene oxide decontamination of
6 cycles of 28 hr each at 40°C. The criteria used in the
breadboard system design were the following:
(1) No specific mission; design the system as a simple
low-power television camera
(2) Self-contained instrument with digital data output
(3) Low data rate output
(4) Use of a Mariner Mars 1964-type shutter
(5) Ease of operation for evaluation purposes
(6) -+-½ DN encoding accuracy
(7) 2_ regulation power supply to conserve power
(8) No engineering telemetry
(9) All timing functions to be internal
(10) Use of a simple gain control computer
Phase II consists of the fabrication and sterilization
testing of an engineering model of the imaging system
using the circuit design from Phase I.
3. Image Sensor
As mentioned, the primary problem in developing a
sterilizable television system is obtaining an image sensor
which can be sterilized. Until recently, the technology
related to vidicons for space imaging system application
did not produce vidicons capable of meeting present
sterilization requirements. Additionally, it ean be assumed
that any sterilizable component might find application in
a high-impact environment. Therefore, a program was
conceived to design, fabricate, and test a vidicon-type
image sensor capable of surviving dry heat sterilization
and ethylene oxide decontamination. The vidicon ele-
ments and structure are being designed to withstand a
3000-g shock. The results of the vidicon program were
reported in SPS 37-43, Vol. IV, pp. 264-273.
4. Results
The breadboard operated satisfactorily, but problems
with the C23086 vidicon forced the use of a Mariner Mars
1964 vidicon. The sterilizable vidicon has a very high dark
current, and insuflleient time was available to make the
required circuit changes and complete the breadboard
evaluation. Briefly, the following results were obtained:
signal to noise ratio of 39 dB at 0.1 ft-cd-s exposure; reso-
lution of 58_ at 200 TV lines and 17_ at 400 TV lines;
deviation of the digital signal to the analog signal of less
than 1_; system power consumption of less than 7 W.
B. Photo Sensor Evaluation, K. J. Ando and t. R. Baker
1. Introduction
Imaging system development for lunar and planetary
space programs requires extensive test and evaluation of
image sensor performance in terms of those characteristics
which define image quality. Evaluation of image and
optical parameters requires very specialized techniques
and equipment. Figures 1 and 2 show part of the equip-
ment necessary. Not shown is a Bemco thermal vacuum
chamber which is equipped with a 20-in.-diam optically
flat fused-silica window.
The image sensor test set shown in Fig. 1 has been
designed to perform image quality tests on various types
of image sensors such as would be used for lunar and
planetary exploration space programs. The test set can
operate at any scan rate between standard TV scan
rates (EIA, 1/30th s/frame) to very slow scan rates of
30 s/frame. Additionally, a mechanical shutter is avail-
able for slow-scan shuttered operation tests.
Image quality tests that the equipment can perform
are: light transfer, characteristic of luminance input ver-
sus target current output, dark current, resolution, co-
herent noise, sensitivity, image storage, residual image,
field uniformity, and spectral sensitivity.
2. Current Activities
The test set has been used quite extensively to evaluate
developmental, prototype, and flight image sensors for
programs such as Ranger, Mariner IV, Surveyor, and
Mariner Mars 1969. The work on evaluating advanced
image sensors has included sterilizable vidicons, SEC
vidicons, and return-beam vidicons. SECVs and RBVs are
relatively new image sensors which appear to exhibit sig-
ntfieant improvement in performance relative to the usual
1-in. Vidicon. It is the purpose of this evaluation program
to determine if further image sensor development is nec-
essary or if current sensors can have any application in
the planetary exploration program. Figure 3 shows the
SECV mount which houses a type WX 30691 SECV, and
Fig. 4 shows the RBV mount, still.under construction,
which will house a type C23061A 2-in. RBV. Evaluation
on both the above devices constitutes the primary effort
in this program for FY 68.
142 JPL SPACE PROGRAMS SUMMARY 37-48, VOL. III
• L i
Fig. 1. Image sensor test set
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Fig. 2. Optical bench, image sensor test set
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Fig. 3. SEC vidicon mount
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Fig. 4. RBV mount
In addition to the image sensor evaluations, work is
progressing to improve the test set performance and to
update the instrumentation associated with the test set.
Modifications and additions to the test set which are
under way are: (1) Increase sweep current drive, and
linearity to allow the evaluation of large format image
sensors; and (2) improve the video amplification and
processing with respect to noise, dynamic range, gain,
phase response, distortion, and bandwidth.
C. Studies on the Photoconducting Layer in
Slow-Scan Vidicons, K. J. Ando and t. R. Baker
1. Introduction
As a program to supplement the testing and evaluation
of vidicons and other imaging devices for Mariner Mars
1969 and future missions, a study has been initiated to
understand the solid state properties of the photoconduct-
ing layer in vidicons operating in a slow-scan mode.
The vidicon is a television camera tube employing a
thin layer of photoconducting material as its light-
sensitive element. The spectra sensitivity, light transfer,
storage time, and erase characteristics of a vidicon de-
pend primarily on the properties of this layer.
The purpose of this study is to define more dearly the
physics of the photoconducting layer and develop that
information which will aid in understanding the effects of
the properties of the photoconducting layer on vidicon
performance. The study will be performed in two phases:
a. Phase I. In this phase, information and data on photo-
conductivity and vidicons will be obtained through a de-
tailed literature survey, through contacts and visits to
manufacturers and research organizations, and participa-
tion in technical meetings on imaging devices. This infor-
marion will be utilized to determine the current state of
the art in vidicons and other imaging devices. In addition,
a physical model describing the behavior of the photo-
conducting layer and its effects on vidicon performance
characteristics will be formulated.
b. Phase II. In this phase, vidicon parameters which are
normally not determined in a performance evaluation but
which can yield information concerning the nature of the
photoconducting layer will be experimentally measured.
A complete summation of the results of Phases I and II
will be reported in a JPL Technical Report now in prepa-
ration.
146 JPL SPACE PROGRAMS SUMMARY 37-48, VOL. III
Studies to date indicate that the vidicon read cycle can
be discussed on the basis of a simple equivalent circuit.
Light incident on the photoconducting layer of a vidicon
forms a charge image which is read out by a low velocity
electron beam scan resulting in a variation of the beam
current. This variation constitutes the output current. In
previous equivalent circuits of a vidicon, (Ref. 1), the tar-
get elements are assumed to charge up through an effec-
tive beam impedance RB and a target load resistor RL as
shown in Fig. 5. In the present case, RB and RL are taken
into consideration by assuming a theoretical beam accept-
ance current given by (Ref. 2)
i -- i0 forV_0
i = io exp (eV/kTo) for V _ 0
(1)
where e is the electronic charge, k is Boltzmann's con-
stant, and To is the effective cathode temperature. If we
write Vo = kTo/e, Eq. (1) can be written
i = io forV_0
i = io exp (V/Vo) for V --_ 0
(9)
If the capacitor C in Fig. 6 is now charged by the beam
current given by Eq. (2), the potential V of the capacitor
as a function of time can be calculated by integrating the
differential equation:
-idt = cdV (3)
For V _ 0 and t _ 0, this gives
v = -io t/c (4)
ffV=0att=0.
Cy
Fig. 5. Equivalent circuit of a vidicon target element
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V C
C : CAPACITANCE OF THE TARGET
ELEMENT
V = POTENTIAL OF THE TARGET
ELEMENT
i --INCIDENT BEAM CURRENT
Fig. 6. Charging of a target element
For V _ 0, we find
V/V0 --- -log (1 + io t/CVo) (4a)
again with V = 0 at t = 0.
Introducing a dimensionless time parameter
x = io UCVo
Equations (4) and (4a) can be rewritten as
V/Vo = -x (V _--O)
(5)
V/Vo -- -log(1 + x) (V--_0)
Equation (5) is plotted in Fig. 7 with the cathode at
V = 0. It shows how the potential of the capacitor drops
8
-8-4 0 4 8 12 16 20 24 28 32 36 40 44 48
Fig. 7. Potential of target element as a function of
time for theoretical beam current given by
Eqs. (4) and (4a)
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/as a function of the charging time. the initial charging
rate is determined by the values of the constants i0, C
and V0.
If the time that the beam is incident on the target ele-
ment and the initial voltage V1 is known, the end voltage
Ve can be determined from Fig. 7. Thus, V1 is the poten-
tial just before scanning and Ve is the potential just after
scanning. The time interval XT in Fig. 7 is given by
x_- = io r/CVo where r is the time during which the beam
current flows. The voltage drop AV over the target ele-
ment is given by
= vl - ve (6)
and the average signal current i, during the time interval
r is
= cAv/. (7)
From Eq. (7) it follows that if zXV is known, the average
output current can be determined. Suppose that the
capacitor is at some positive potential V1 and then
charged to a negative potential V_ during the read scan
by the electron beam. The average signal current can be
written in terms of xl and xe as
io(log_x_ + 1) - xe)
i, = (-xl + x,) (s)
For x, > > xl, i, decreases as x_ increases, with i_ ,1/r.
Thus it follows that the signal current decreases as the
scan rate is decreased. Experimental measurements of the
beam acceptance currents (Eq. 2), in vidicons agree well
with the beam acceptance curves given by Eqs. (4) and
(4a) except that there is a shift of the beam acceptance
curves toward higher potentials due to the contact poten-
tial between the photoconducting layer and signal elec-
t_rode.
If the target capacitance and the initial beam imped-
ance limited current is known, the preceding analysis can
be utilized to determine the average current expected
during slow scan operation. During Phase II, the target
capacitance and other parameters of the slow scan type
vidicons will be measured and a comparison will be made
with the results above.
References
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XV. Science Data Systems
SPACE SCIENCES DIVISION
A. Piece-wise Linear Approximation of a
Mass Spectrometer Sweep Voltage, w. Spaniol
1. Introduction
In a mass spectrometer, the mass number of a detected
element is proportional to the instantaneous sweep volt-
age. This voltage ranges as high as 1000-2000 V and is
diflleult to measure with high precision without using
large amounts of power. If the voltage were generated
with high precision by a time-related function, an accurate
measure of time would precisely define the voltage. A
commonly used function is the exponential discharge of
a resistor and capacitor circuit. This type of circuit is
extremely sensitive to changes in values of the components.
A digital approach to function generation seems to offer
an ideal solution.
This artiele deals with digital generation of a particular
function, V -- 1800 exp (-0.44t), which would be used as
a mass spectrometer sweep voltage. A linear approxi-
mation approach was chosen and a criterion for seg-
menting was developed. The complete logical design was
performed and a breadboard model was built and tested.
The generator will be integrated into the mass spec-
trometer, and an evaluation of the instrument system
will be made to determine the performance of this approxi-
mation. The number of segments will be increased or
decreased until an optimum approximation is defined.
2. Design Development
The curve to be approximated is V = 1800 exp (-0.44t)
over the range V -- 1800 V to V = 200 V, t = 0 to t = 5 s.
For the breadboard, the following criteria were used in
making the approximations:
Consider the portion of the sweep voltage shown in
Fig. 1. At P1, the slope $1 of the exponential curve is
greater than the slope of the straight line joining P1 and P2.
At P2, the slope of the line is greater than the slope of the
curve $2. For small values at Lxt, the three slopes are very
nearly equal. The criteria used to determine zxt are
k- $1 _ ML
ML Sz (k approaches i as txt approaches 0)
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Yl _L t+b
At """._2
Fig. 1. A general segment of the exponential curve
where, at P,1,
dV,1
S,1= --_
= (-0.44) (1800)exp(-0.44t,1)= -792 exp(--0.44tl)
and, at P2,
$2 = dV2
dt
= (-0.44) (1800)exp(-0.44t2) = -799.exp(--0.44t2)
and where
v2-v,1 1800 [exp (-0.44t2) - exp (-0.44tl)]M_ -
t2--t,1 t2--t,1
Table 1. Relative improvement in k as the number of
segments is increased
No. of
/!
segments
0 1
1 2
2 4
3 8
4 16
5 32
6 64
t, s 0.44At
5.0 2.2
2.5 1.1
1.25 0.55
0.625 0.275
0.3125 0.1375
0.15625 0.06875
0.078125 0.034375
exp
(--0.44At)
0.110
0.333
0.577
0.760
0.873
0.9335
0.9663
1 -- exp
(--0.44At)
0.890
0.667
0.423
0.240
0.127
0.0665
0.0337
2.47
1.65
1.3
1.145
1.084
1.033
1.018
Since
t2-t,1 = At
it follows that
1800
ML-- At exp (--0.44t,1)[exp (--0.44At) -- 1]
k -- 8"1 --
ML 1800
At
(--0.44) (1800) exp (--0.44t,1)
exp (--0.44tl) [exp (--0.44At) -- 1]
0.44At
1 -- exp (--0.44At)
Therefore, k can be shown to be constant throughout
the sweep ff the time increments At are equal, approach-
ing i as At approaches 0. The implementation is simplified
ff the time base is divided by powers of 2, i.e., At = 5/2%
Table 1 lists values obtained by substituting 0 to 6 for n.
Obviously the approximation improves as n increases, and
the complexity of the logic implementation also increases.
For the breadboard, n = 4 was chosen as the best
compromise.
The following calculations describe, as functions of n)
the angle A0 between the tangent to the exponential and
the straight line segment, at the points of intersection
of the curve and the line; and dV/V, the ratio ok slope to
voltage:
k - S,1 _ tan 881
M,1 tan 882
sin 8,1cos 82
cos 01 sin 882
-k cos 881sin 882+ sin/91 cos 882
=0
Subtracting (1 -- k) cos 88,1sin 02 from each side and apply-
ing the appropriate trigonometric identity yields
sin (8,1 - 882)= (k- 1) cos 8,1sin 82
Since 8,1very nearly equals 82, it can be shown that cos 01
X sin 882has a maximum value of 0.5:
8,1 - 82 = A0 = sin -_ [(k--l)-0.5]
Intermediate values of n are given in Table 2.
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Table 2. Intermediate values of n
A_, deg
4.02
2.41
0.945
0.504
For the exponential curve, the ratio of slope to voltage
is constant:
V = 1800 exp (-0.44t)
1.8
dV = (-0.44) (1800) exp (-0.44t)
dY 1.6
- 0.44V
1.4
For the straight-line approximation,
V = MLt -t- b I.z
dV = ML Io
At t ----tl, the curve and the line intersect, making it possible
to solve for the constant b: 0.8
V = 1800 exp ( - 0.44tl) - MLtl + b o.6
b = 1800 exp (-0.44tx) 0.4
1800
at exp (-0.44t_) [exp (-0.44at) - 1] tl o z
= 1800 exp (--0.44tl) { At -- [exp (--0.44_t)at -- 1] tl} o
V = MLt + b
-- 1800exp ('0"44t_){[exp (--0.44At) -- 1] (t--t1) +Z_t} o_
At
- 200
dV ML [exp (--0.44zxt) -- 1]
V MLt + b [exp (--0.44At) -- 1] (t--tl) + at
-400
where zxt is defined as t/2 _. Table 8 lists values of dV/V
as a function of n. These data are shown graphically in -soo
Fig. 2.
-800
0
Figure 8 shows the actual rate of change of voltage for
the exponential and the approximation. The staircase
effect is due to the constant slope of the straight-line
segments.
Table 3. Values of dV/V as a function of n
At
0 5.0
I 2.5
2 1.25
3 0.625
4 0.3125
5 0.15625
6 0.078125
exp
(- 0.44At)
0.110
0.333
0.577
0.760
0.873
0.9335
0.9663
At exp
(--0.44At)
0.550
0.835
0.723
0.475
0.272
0.146
0.0755
avlv
Minimum Maximum
0.176 1.615
0.267 0.800
0.338 0.585
0.384 0.506
0.407 0.467
0.425 0.448
0.431 0_446
n=C
n=l
n=2 n=2
0 5
/',s
Fig. 2. The ratio of slope to voltage as o function of n
I I I
-- APPROXIMATION _
I I I
1.25 2.5 3,75 5
Fig. 3. The rote of change of voltage for tile
exponential and the approximation
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L-_ SWEEP OUTPUT
-- 216 t_ +16
INTERVAL
COUNTER
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SELECTOR
MATRIX
I 2 5 ........14 15 16
FREQUENCY
SELECTOR
MATRIX
Fig. 4. Block diagram of sweep generator
The method selected to generate the approximation
curve is a binary counter linked to a digital-to-analog
converter with the counter driven by a frequency syn-
thesizer. The block diagram is shown in Fig. 4.
Table 4 is a computer printout of the end points of
the line segments. The computed frequency is based on the
assumption of a 0.25-V output change per count. The high-
Table 4. End points of line segments
Interval
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
Voltage, V
PI P_
1800.0000
1569.0341
1367.7042
1192.2080
1039.2304
905.8822
789.6443
688.3216
600.0000
523.0113
455.9014
397.4026
346.4101
301.9607
263.2148
229.4405
1569.0341
1367.7042
1192.2080
1039.2304
905.8822
789.6443
688.3216
600.0000
523.0113
455.9014
397.4026
346.4101
301.9607
263.2148
229.4405
199_999
f, Hz
2956.3635
257_0227
2246.3513
1958.1132
1706.8569
1487.8440
1296.9314
1130.5167
985.4547
859.0073
748.7837
652.7040
568.9529
495.9477
432.3107
376.8387
est frequency required is 2956 Hz and the next highest is2577 Hz. The clock frequency should be such that the
incremental sweep interval, 0.3125 s, can be obtained by
dividing the clock by a power of 2. Thus
Fcloc_ 1
2_ 0.8125 s
-- 3.2 Hz
_-- 8.2.2 _
and
where n_ and n2 are integer values dividing the clock to
produce the two frequencies
8.2" 2_-
n2 -- 2577
Obviously n_ must be smaller than n2, and the difference
between them must be an integer:
n2 -- n_ _ 1, n2 -- nl
= ( 2956_ 2577\ ) a.2
= 3.2"2 _{ 379 _ = 1210"2 _
\7.54- 10 e] 7.54" 106
1.21 • 108" 1.024 • 10 s • 2_-1°
m
7.54" 10 _
1.24 •2_-1°
7.54
9.1 •2_-ls
--1.8"2_-1_
7.54
Therefore, the minimum value of k is 13, and 2_3 = 8192.
If k is allowed to be 18 and nx - n2 is an integer, 1.8 must
be rounded off to 1, a 30% error. By increasing k, the
round-off error can be reduced as shown in Table 5.
For the breadboard, the value chosen for k was 16. Thus
Fozo_ = 3,2 •2 _ = 209,715.2 Hz
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Table 5. Reduction of round-off error Table 6. Calculated and actual values of Ps
k n_ -- nz Round-off error, %
13
14
15
16
17
1.3
2.6
5.2
10.4
20.8
30
13.3
4
4
1
GATED CLOCK _lc cIcIcIcIcIcIcIclcl
v I 2 3 4 5 6 7' 8 9 10
_ _ _ _ 1"+2 ( CLOCK'_
_ _F='7"_'-_- ) TO
I _ I A COUNTER
DETECT I I - I
__ RESET C
T_ T2 T3 %0 T._ Te2
CLOCK
DETECT," t__l
2.+2 I--I__
209 715
FOR EXAMPLE SHOWN, 2"= 79, F = _ Hz =2,589 Hz
Fig. 5. Frequency synthesizer operation
The basic operation of the synthesizer is shown in Fig. 5.
The division is done by the C counter, which counts until
it reaches a number I that is two less than the divisor n.
When the counter reaches I, the next clock pulse sets the
flip-flop pulse P8 which, in turn, resets the C counter. The
next clock pulse later, P8 is reset, and the C counter starts
again. The pulse is therefore occurring every I + 2 clock
pulses, which is equal to the clock divided by n. Table 6
lists the calculated n, the integer value I, the effective
value of n, the number of Ps pulses that would result from
using the calculated value of n, and the actual number of
P_ pulses.
The T counter divides the clock by 21_ to give an output
of 8.2 Hz to drive the interval counter. Sixteen gates
decode the C counter and the interval counter simulta-
neously to give the proper I output during the appropriate
interval. The digital-to-analog converter reference can be
set to produce a sweep from 18 to 2 V or 9 to i V. Multi-
Interval
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
Calculated Effective
70.92 71
81.34 81
93.33 93
107.1 107
122.9 123
140.9 141
161.7 162
185.5 186
212.8 213
244.0 244
279.9 280
321.2 322
369.4 370
422.6 422
484.9 485
556.4 556
69
79
91
105
121
139
160
184
211
242
278
320
368
420
483
554
P;
Calculated Actual
924 922
805 809
702 704
612 612
533 535
465 468
405 404
353 352
308 307
268 269
234 234
204 203
178 177
155 155
135 135
118 118
1800
1600
1400
1200
>
. 1000
IM
(.9
o 800
600
400
o 5
t, S
Fig. 6. The approximated sweep voltage
plication of this output by 100 or 200 will give the output
shown in Fig. 6, the approximation of 1800 exp (-0.44t).
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XVI. Lunar and Planetary Sciences
SPACE SCIENCES DIVISION
A. Solar Wind Interaction With Solids, H. C. Lord
Low energy gas ions incident upon solids will form a
gas-rich surface layer on these objects. The solar wind
provides a source of low energy ions. At i AU the solar
wind flux is about 2 >( 108 parffcles/cm 2 s, and the energy
of the proton component (the most abundant species)
has a mean value slightly above 1 keV (Ref. 1). Thus,
meteorites, cosmic dust, and, most likely, the lunar sur-
face are irradiated in this manner.
To further understand this phenomenon, silicate
samples were irradiated in this work, with 2-keV protons
and 1.8-keV helium ions in separate experiments. These
irradiated samples were then degassed, with quantitative
measurement of the concentrations of the retained gases
using a gas chromatograph. Knowing the incident dose,
retention coefficients were calculated, and by plotting
retention coefficients versus incident dose the saturation
value for the injected gas in the substrate was deter-
mined. A step-wise heating procedure was used, with
the amount of released gas measured at each tempera-
ture. In this way a gas release curve was obtained, which
is characteristic of the incident ion species and dose, as
well as the surface temperature of the substrate.
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It was found that substantial hydrogen and helium are
retained by olivine and enstatite under these conditions,
as shown in Fig. 1._ The saturation value for 2-keV pro-
tons in forsterite is about 5 × 1017 cm -2, and for 1.8-keV
helium ions in forsterite is about 6 x 10_ cm-L These
imbedded atoms are in a layer less than 500 A thick
(Ref. 2). Assuming a density of 3.5 g/cm _ and a mean
atomic weight of 20 for these silicates, this layer contains
5 1< 1017 lattice atoms/cm z of top surface area. Surface
roughness may increase this value somewhat; but, never-
theless, the trapped gas atoms are present at saturation
in an approximate 1 to i correlation with the lattice atoms.
Maximum gas release (in cm3/cm 2 irradiated area/
100°C temperature interval) of these low energy injected
ions occurs at or below 400°C. The temperature profiles
for the release of 2-keV protons injected into forsterite,
and the results for the release of 1.8-keV injected helium
ions in forsterite are shown in Fig. 2.
The approximate value of the retention coefficient for each irradia-
tion can be read. The higher flux irradiations show decreased con-
centration of desorbed gas with increasing incident dose due to
increasing sample surface temperature.
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The higher release temperature for hydrogen as com-
pared to helium for the conditions used here, as well as
the preponderance of hydrogen in the solar wind, indi-
cates that solar wind injected hydrogen should be present
in those samples showing solar wind trapped helium
(such as gas-rich meteorites). If the low temperature
released contamination hydrogen can be separated out,
a method is provided to obtain information about both
the solar wind hydrogen to helium ratio and also the
solar wind hydrogen to deuterium ratio at the time
when the gases were implanted. For a quantitative analy-
sis of the results of this postulated experiment, it will
first be necessary to determine the relative retention
coefficients of hydrogen, deuterium, and helium in the
presence of each other. These experiments will be per-
formed in the near future.
The detection and measurement of solar wind injected
gas in a solid indicates an extra terrestrial origin for the
sample, The contamination, radiogenic, and cosmogenic
gas components, if present, must be separated from the
total released gas. This can be done, as with the gas-rich
meteorites, by consideration of the total gas concentra-
tion, isotopic composition of the released gas, and, if
necessary, the release curves of the various components
of the gas. For cosmic dust of grain size about 10 /zm,
each grain if saturated with solar wind injected helium
would contain about 8 × 10 -9 cm 3. The molecular hydro-
gen concentration would be five times higher.
A more detailed account of this work has been sub-
mitted for publication.
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B. 1967 Radar Observation of Mars, R. L. Carpenter
As part of the continuous DSN research program, Mars
was observed by radar throughout almost every night of
April and May, 1967. 2 Radar parameters were as follows:
Radiated power: 100 kW
Two-way antenna gain: 108.5 dB
Wavelength: 12.5 cm
System noise temperature: 20°K
Occasionally, the 210-ft antenna at Mars deep space sta-
tion became available for reception. This provided an
improvement of 7.5 dB in SNR, which resulted in greatly
improved data.
The collected data were all in the form of spectrograms.
Monochromatic waves were beamed at Mars, and the
doppler-broadened spectra of the echos were recorded.
Altogether, 1088 spectra were received with the 85-ft
antenna and 141 with the 210-ft. In this article, 0nly the
bistatic (210-ft antenna) runs are analyzed. These spectra
have been combined into approximately 60 composite
spectra representing the average spectrum of Mars for
every 5 deg of longitude of the planet. The spread in
longitude for each composite spectrum is 10 deg.
Figure 3 shows three examples of the spectra that were
obtained. Figure 3(a) is typical in appearance while (b) is
F-
z
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Fig. 3. Typical radar spectra of Mars: (a) longitude
4.5 deg; (b) longitude 199.3 deg;
(c) longitude 81.7 deg
_The experiments were performed by the author (then of JPL Sec-
tion 331, now of Section 325) and R. M. Goldstein (Section 331 )
with the help of E. Jackson's Goldstone Support Group (Section
335).
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the narrowest spectrum obtained and also has the strong-
est central peak. Figure 3(c) is one of the weakest spectra
and shows little or no central peak. The ordinate is
power density in arbitrary units; however, all three spec-
tra have the same scale. The abscissa is expressed in
planetocentric degrees centered on the subearth point
and is measured along the doppler equator of Mars.
The maximum bandwidth that could be employed dur-
ing the experiment was 3700 Hz. Since the doppler
bandwidth of Mars is about 7180 Hz, only the central
52% of the total spectrum was observed, which corre-
sponds to ± ,-_ 30 deg in longitude. This restriction in
coverage is of little consequence since the reflected
power from regions at 230 deg and beyond is so weak
as to be lost in the noise.
The base line in each spectrum was found by fitting
a horizontal line to those regions beyond ± _ 22 deg.
Again, because the reflected power is so weak at the
edge of the spectra, the fitted base line and the true zero
of the spectra are practically coincident. More than 90%
of the total reflected power is obtained with this base line
fitting procedure. This does mean, however, that the
radar cross-sections given below may be low by approx-
imately 10%.
The half-width of the typical spectrum (Fig. 3(a)) at
its half power point is about 3 deg. This can be taken
as a rough approximation to the median slope of the
martian surface, averaged over all longitudes for the
region scanned by the radar and for areas larger than a
few wavelengths _icross. The latitude scanned was about
+21 deg. Spectrum (b) corresponds to the region near
Trivium Charontis. Its half-width is only 11_ deg. The
half-width of (c) is difficult to assess but appears to be
greater than 7 deg. It is apparent that there are large
variations in the roughness of the topography of Mars.
Figure 4 shows several characteristics derived from the
spectra and their relation to the visual appearance of
Mars. At the bottom of Fig. 4 is a drawing of the visual
feature on Mars for the region scanned during the experi-
ment. The drawing was made from the map prepared
by Dollfus (Ref. 1). The heavy black line shows the
course of the subearth point as Mars rotated. Figure 4(a)
shows the relative radar cross section as a function of
longitude. The relative radar cross-section is the ratio of
the observed reflected power to that which would be
expected from a smooth sphere the same size as Mars
with a surface reflectivity of unity. It is derived from
the known radar system parameters, the range to Mars,
and the area of the spectra. In Fig. 4(b) is shown the
height of the peak of the spectra in arbitrary units. Since
the height of the peak is determined primarily by the
reflectivity of the martian surface at the subearth point,
it is a more accurate measure of the way the reflectivity
changes with longitude. A measure of the smoothness or
specularity of the surface can be obtained from the half-
width of the spectrum at the half power point. Figure 4(c)
shows the reciprocal of the half-width expressed in
planetocentric degrees. As mentioned above, it can be
considered as an estimate of the median slope of the
surface in the region of the subearth point. The gap in
the plots between 105 and 170 deg in longitude is due
to the fortuitous lack of bistatic observations when this
region was crossing the center of the martian disk.
The mean radar cross-section is 6.3%, which is close
to that found for the moon, about 7%. A remarkable
feature of the radar cross-section plot is its variability
as a function of longitude. It ranges between 1.5 and
12.3%. By comparison, the radar cross-section of Venus
has been observed over a planetocentric longitude of
approximately 90 deg, and it does not vary more than
a few percentage points about its mean of 11.2%. This
suggests that the equatorial region of Mars is significantly
more heterogeneous than that of Venus. The very low
radar cross-sections are particularly puzzling. For exam-
ple, ff the dielectric constant of the minerals on Mars is
approximately 8, which is typical of terrestrial minerals,
then to obtain a radar cross-section of under 2% requires
that the minerals be pulverized to such an extent that
the porosity of the material is greater than 80%. About
the only terrestrial substance with this high a porosity
is silt. The largest reflectivity is found in the region of
Laoco6ntis (245 deg), which is visually relatively incon-
spicuous. The smallest reflectivities are found from 70 to
105 deg in 16ngitude and perhaps beyond. This is in a
light region showing a few vague features. Note also
that this region is the roughest, as indicated by the half-
width plot, Fig. 4(c).
The subearth point was scanned through four dark
regions: Trivium Charontis (195 deg), Nepenthes (260
deg), Syrtis Major (285 deg), and the southern part of
Mare Acidalinm (40 deg). Curiously, there are local
minima in the cross section and height of the central
peak for the latter three features. Also, the halfwidths
appear to show local maxima as well. This could suggest
that the dark regions are intrinsically poorer reflectors
and somewhat rougher than the surrounding lighter re-
gions. This does not imply, however, that the light
regions are generally better reflectors and smoother. For
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example, the major light regions of Elysium and Tractus
Albus have very low radar cross-sections and are quite
rough. Note also the extreme difference in the radar char-
acteristics of the two light regions Elysium (western side,
215 deg) and Isidis Regio (270 deg). As noted previously,
the smoothest region is near Trivium Charontis; however,
the minimum bandwidth is not coincident with it. The
minimum bandwidth is more likely associated with an
area called Albor (200 deg). Albor is a relatively small,
very light region at the east end of Elysium. It is not
shown on the map of Dollfus but has been seen many
times by other visual observers (Ref. 2).
14
12
o ,0 I
o 6 I
- 4 I
(a)
(b)
_C
O_
I
UJ
I
0
1.5
_ _lO
Tp.
Ot,._ 2.5
Nm
II 3.0
U- i
_)_.°5.0
7.0
10.0
0
I A
I i I //
I
/
/ I
/ V l.J
,._/--,,,,,
20
30
4O
50
180
/--%
/
I I --HARD(_) I _J OUTL,NE
I_fi' ---VAGUE -
=_'K OpTLINE
-__ _-_ ALBO R_",;_,
• 7T_" l! L_';.%.'_JI
__E,YS,UMI .,"_'...:_
/ 'L_.?/ _,_
= TRIVIUM I_ ""C._RONT,SIL.AC0yNT,S
200 220 240
I
..:.:..._i ..
_SYRTIS ;-? ¢
,S,D,S_:\'::.-,,..,
REGIO "-
-NEPENTHES
1
260
ARABIA
280 _00 320 340 20 40 60
SITE LONGITUDE, deg
I
A_ MARE } / \/'_1 ACIDALIUM7 j'
\t _ ; ,_9" /
,_ ,{_ ..,f4,iN •
/
f
/ v
-- TRACTUS I
ALBUS I // I x',
J,;,_.,(;" ,,,,
/LZ _-- I I I
/I/'_ NIX OLYMPICA
,/.,f ,!-, I
_;i "!: .... i.'- S- ,'
_"/'_l -:'1"
80 I00 120 140 160 18u
Fig. 4. Relation between radar measurements and visual features on Mars: (a) relative radar cross-section;
(b) height of central peak; (c) half-width at half-height; (d) site latitude vs longitude
JPL SPACE PROGRAMS SUMMARY 37-48, VOL. III 159
It would appear that the visual and radar appearance
of Mars show no clear relationship and that each corre-
sponds to a different aspect of the planet's surface.
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C. Possibility of Permafrost Features on the
Martian Surface, F. A. Wade 3 and J. N. de Wys
Permanently frozen ground is a distinct possibility at
all latitudes on Mars. As shown in Fig. 5, 10- to 20-deg
aProfessor of Geology, Texas Technological College, Lubbock, Texas.
latitudes sustain the longest diurnal rise periods, with
temperatures rising daily above 0°C. Poleward from
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Fig. 5. Number of Martian months during which
temperatures rise diurnally above
O°C vs latitude
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80 deg N latitude and 70 deg S latitude, however, the
temperature is always below 0°C. 4 The mean shallow
subsurface temperatures are below 0°C.
The areas of apparent recurrent frost on Mars are shown
in Fig. 6. Not all areas show apparent frost simultaneously.
The fact that some white areas remain throughout the
martian day and pass through the subsolar point suggests
that the composition of the frost is water rather than
carbon dioxide. _ This is further suggested by Fig. 7, which
shows the phase relationships of carbon dioxide and water
with range estimates of amounts present on Mars indi-
cated by stippled areas. It can be seen that, at tempera-
4Leighton, R. B., Theoretical Computer Model of Martian Surface
Temperatures, private communication, 1967.
5Asobserved by C. Capen.
tures higher than about -120°C, the solid phase (frost)
must be composed of water.
Because of the probable absence of liquid water on the
surface, any ice-saturated permafrost would have formed
from water reaching the surface zone from the interior
during volcanism or outgassing. If the frost is composed
of water, either meteoric or juvenile, ridges and troughs
arranged in polygonal patterns and irregular mounds
(formed by frost heaving) may be present in the perma-
frost areas. An example of the type of polygonal-patterned
ground is shown in Fig. 8. For the type of terrain shown,
the polygons may be up to 30 m in diameter and 1.5 m
deep, with rims up to 2 m high and 1.5 m wide. Similar
developments on Mars may be caused by sand wedges
with no ice, because of the seasonal expansion and con-
traction of the surface with alternate penetrations of heat
and cold waves. Any water or hoar frost crystals forming
in fractures would aid this process.
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cXVII. Bioscience
SPACE SCIENCES DIVISION
A. Picric Acid Stability in Aqueous Sodium
Hydroxide as Related to the Biosatellite
Mission, J. P. Hardy and J. H. Rho
1. Introduction
An aqueous alkaline solution of picric acid is used as
the cotor forming reagent in biological assays of creati-
nine in urine (Ref. 1). Under normal laboratory condi-
tions, aqueous solutions of picrie acid and sodium
hydroxide are mixed, in the course of an analysis, to
make the color-forming reagent, However, to meter
and mix reagents in an automated instrumental assembly
is no simple task. To obviate an unnecessary mixing step
in the creatinine analysis, the reagents, sodium hydroxide
and picric acid, can be pre-mixed. The question then
arises as to the stability of this mixed plcrate reagent.
2. Literature
V. Gold and C. H. Rochester (Ref. 2) have studied the
reactions of very dilute solutions of picric acid (10 -5 M)
in sodium hydroxide at 40°C. Since picric acid is a strong
acid [pKa = + 0.38 at 25°C (Ref. 3)], even in water
solution it exists entirely as picrate ion. This picrate
anion has an absorption maximum at 3600 A. In more
concentrated sodium hydroxide solutions, above 0.4 M,
a new picrate species is formed with an absorption max-
imum at 3900 A. At 3.65 M sodium hydroxide, the picrate
is converted completely to the new species.
Gold and Rochester report that when visible light is
excluded from a reaction vessel, the intensity of each
of the absorption maxima decreases with time. The cal-
culated first order rate constant (first order with respect
to picrate) for the reaction is dependent upon hydroxide
concentration; the rate constant is larger at higher con-
centrations (Table 1). The decrease in absorption inten-
sity is accompanied by the production of nitrite ions;
Table 1. Rate constants for decomposition of
3.91 X 10 -_ M picric acid in aqueous sodium
hydroxide solutions at 40°C a
[NaOH], M 0.394 0.789 1.182 2.65 3.44
10"tk, s-I 3.07 6.12 11.7 35,4 37.5
aData taken from Ref. 2.
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approximately one nitrite is produced per molecule of
picric acid initially present in the solution. In intense
visible light, the rate of decrease of the absorption max-
imum and the rate of production of nitrite ion are
increased.
The data suggest that some form of picrate is under-
going a nucleophilic substitution reaction by hydroxide
to produce dihydroxydinitrobenzenes and nitrite. Reason-
able structures for the substitution products are
3.5-dinitrocathechol (I) and 2,6-dinitroquinol (II), Eq. (1).
OH OH OH
I I I
02N'-_ _-'N02 OzN-._ _/OH 02N..//._.. NO 2
I II I II I II
/ NaOH_r _, / _. / (1)
I I I
NO2 NO2 OH
T Tr
In basic solution, 2,6-dinitroquinol is unstable and is
converted to a species with an absorption maximum at
3900 A. The rate of conversion is increased by the pres-
ence of oxygen which suggests that 2,6-dinitroquinol is
being oxidized by 2,6-dinitroquinone. Under the same
conditions, 3,5-dinitrocathechol is stable.
3. Results and Discussion
a. Alkaline picrate stability, That alkaline picrate is
unstable is established; the questions of importance
which relate to an automated analytical procedure are
questions of degree. At the ambient temperatures en-
countered in an extended biosatellite flight, to what
degree will the picrate reagent decompose? Will the
degradation products interfere with the analysis?
As was indicated, the concentration of picrate used
by Gold and Rochester in their extensive studies was
low, i.e., 10 -5 M. On the other hand, the picrate reagent,
is made from a saturated aqueous solution of picric acid
which is diluted four-fold with sodium hydroxide to give
a solution containing 0.0145 M picrate and 0.575 M base.
To determine the effect of picrate concentration on the
reaction kinetics, and, also, to study the effect of various
other factors such as light and the presence of foreign
materials, 1 a kinetic study of alkaline picrate decompo-
sition was made at 74.00 ±0.05°C. Individual samples
were sealed in glass ampoules which were immersed in
1Silastic rubber, sodium chloride, etc.
a constant-temperature water bath. The reaction was
monitored by measuring the disappearance of the ab-
sorption maximum at 3600 A. In all cases, the entire
spectrum of each sample between 7000-2500 A was
recorded.
As anticipated, the picrate concentration showed an
exponential decay; the first order rate constant at 75.0°C
was 1.86 __+0.36 )< 10 -5 s-1, which corresponds to a 0.43-
day half-life. Within experimental error for any given
point, +__2.5%, all extraneous factors had no effect on the
rate. Tubes wrapped in aluminum foil or left exposed to
room light contained the same concentration of picrate.
If the picrate solution was made 0.0285 M in sodium
chloride, no change in the rate was seen. The inclusion
of silastic rubber tubing or uncured silastic rubber sheet
showed no effect. The lack of effect of these latter mate-
rials suggests that the picrate reagent is compatible with
the materials intended for flight packaging.
That •light has very little effect in the present situation
whereas Gold and Rochester reported the reaction was
catalyzed by light is most likely a reflection of the short
reaction times at 75°C, and the difference in the level of
light intensities. Gold and Rochester irradiated a 2-cm
path-length quartz cell with a 150-W tungsten filament
source. In contrast, the present work was carried out
with 2-ml aliquots of the much more highly concentrated
solution sealed in borosilicate tubes which were im-
mersed beneath at least 10 cm of water, and illuminated
by normal room lighting.
Once the general characteristics of the picrate degra-
dation reaction had been determined, long term studies
were carried out at temperatures expected to prevail
during the biosatellite flight.
Over a period of 14 days at 30 __+1°C, the alkaline
picrate reagent decomposed less than 15% as measured
by the decrease in the 3600 A absorption maximum. The
calculated first order rate constant is 8.6 _ 3.3 X 10 -s s -1,
which corresponds to a half-life of 93 days.
At 41°C, the maximum temperature anticipated during
a biosatellite mission, the picrate reagent decomposes
only 22% in 6.7 days. 2 A first order rate constant is thus
approximately 3 X 10 -7 s 1. This corresponds to a half-
life of 27 days.
b. Creatinine assay with alkaline picrate. Although it
is convenient to measure the picrate concentration by
2 Measured using the 3600 A absorption maximum.
t
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observing the intensity of the 3600 A maximum, such a
measurement gives no indication whether the partially
degraded picrate is still usable as a color forming reagent
for creatinine analysis. Indeed, interference from the
degradation products might be expected since these
products are structurally similar to picric acid. A second
problem, in this respect, concerns the stoichiometry and
equilibrium constant for the formation of the picrate-
creatinine complex, Eq. (2).
K 2
m pierate + r_ creatinine _ picrate_ • creatinine,
(2)
I.O-
0.8-
>-
F--
0.6-
r'_
.2
O< 0.4-
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PICRIC ACID/CREATININE RATIO
Fig. 1. Plot of optical density at 4800 A against picric
acid to creatinine ratio for 10 -_ M creatinine
Addressing the second problem first, a series of solu-
tions containing a constant amount of creatinine, 10 -3 M,
was analyzed in the usual way, except that the picrate
concentration was varied; the picrate to creatinine ratio
extended from 0.5 to 8.0 (Fig. 1). An examination of
Fig. 1 shows that at least a four-fold excess of picrate
reagent is needed for the analysis. On the basis of the
data in Table 2 and Fig. 1, and assuming the colored
complex is a one to one complex of picrate and creatinine
(m = n = 1, Eq. 2), a rough value for K2 is calculated
to be 3.2±1.8X 103 M -1.
To determine the effect of picrate degradation products
on the co]orimetric assay, a creatinine solution, IO-_M,
was analyzed with various samples of partially degraded
picrate reagent. These values were compared with the
results obtained using fresh picrate solutions. The results
are recorded in Table 3. As expected, partial degradation
of the picrate reagent, up to 22% loss, has no effect on
the creatinine assay. However, after a substantial amount
of degradation, more than 46% loss, the assay for creati-
nine drops off rapidly. If the degradation products did
Table 2. Effect of picric acid to creatinine
concentration ratio on the
creatinine assay _
Creatinine, Picrate, Picrate Absorbance
M M creatinine (4800 A )
10 -8
10 -8
10 -8
10 -8
10-8
10 -8
0.5 X 10 -3
1.0 X 10 -8
2.0 X 10 -s
4.0 X 10 -8
6.0 X 10 -8
8.0 X 10 -3
0.5
1.0
2.0
4.0
6.0
8.0
0.177
0.460
0.730
0.835
0.833
0.845
eAssay solution contains 0.2 N NaOH, 0.04 N NaCI, and 0.4 N Na_SO4.
Table 3. Rates of degradation of picric acid in
aqueous sodium hydroxide solution
Temperature,
oC
30___I
41 +0.1
41
41
41
41
41
41
41
41
41
41
41
41
41
Container Time,
days
Glass 13.95
ampoule
Silasfic 0
bag
Silastic 1.4
bag
$ilastic 3.7
bag
Silastic 5.62
bag
Glass 0
ampoule
Glass 2.6
ampoule
Glass 4.67
ampoule
Glass 5.85
ampoule
Glass 6.71
ampoule
Glass 9.73
ampoule
Glass 10.77
ampoule
Glass 10.94
ampoule
Glass 11.74
ampoule
Glass 16.76
ampoule
% of
Decomposition, maximum
% crealinine
analysis
15 98.6
0 99.2
13 97.9
40--50 a 29.2
a 0.5
0 99.8
2 100.4
11 102.2
17.9 100.4
21.7 103.4
46.0 85.9
48.5 87.1
-- 79.3
54.2 73.3
69.0 2.6
aAbsorption maximum shifted from 3600 to 3900 A.
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tnot interfere with the analysis at all, one would expect
that the reagent could degrade by 73% before any effect
was seen on the creatinine analysis. 3 The degraded pieric
acid solution is dark-brown in color which is a reflection
of the absorption of the degradation products in the
visible region. The presence of this dark material inevita-
bly interferes with the creatinine analysis to some extent,
for the absorption of this species tails well into the 4800 A
region where the picrate-creatinine complex has its ab-
sorption maximum. This, of course, increases the absorb-
ante of the blank (picrate reagent without creatinine)
and introduces an error, since the result of the deter-
mination is read as the difference between two large
numbers.
However, the extent to which the creatinine assay
decreases as the picrate reagent degrades is greater than
can be accounted for by a shift in the equilibrium (Eq. 2)
or the error introduced by the increased blank reading.
4. Conclusions
The rate of decomposition of picric acid in aqueous
sodium hydroxide was studied at 75 °, 41 °, and 30°C to
determine the characteristics of the decomposition reac-
tion. At 75°C, the reaction was observed to follow first-
order kinetics up to 82.6% reaction. The calculated
first-order rate constant was 1.86 ±0.36 X 10-0 s-L
At 41°C, the maximum temperature anticipated during
the biosatellite mission, the picrate reagent decomposes
_A 73% decrease in the concentration of 0.0145 M picrate gives
0.004 M picrate, which is still the requisite four-fold excess over
the 0.001 M creatinine being assayed.
only 22% in 6.7 days as measured using the 3600 A
absorption maximum. The first-order rate constant is thus
approximately 3 X 10-7 s-1. This corresponds to a half-
life of 27 days.
Over a period of 14 days at 30-+-1°C, the alkaline
picrate reagent decomposed less than 15%. The calcu-
lated first-order rate constant is 8.6 __+3.3 )< 10 -8 s-1 which
corresponds to a half-life of 93 days.
To determine the effect of picrate degradation on the
colorimetrie assay, a creatinine solution was analyzed
with various samples of partially degraded picrate re-
agent. This study showed that the alkaline picrate
reagent is sufficiently unstable at 41°C that its decompo-
sition interferes with the creatinine analysis after 7 or
8 days. The extent to which the creatinine assay de-
creases as the picrate reagent degrades is greater than
can be accounted for by the loss of picrate. These find-
ings prompted a change in the biosatellite automated
assay; the picrate reagent is freshly mixed just before
analysis.
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A. The Stability of Viscous Three-Dimensional
Disturbances in the Laminar Compressible
Boundary Layer. Part II, L. M. Mack
The revision of the computer program to permit the
solution of the eighth-order system of stability equations,
which is described in SPS 37-45, Vol. IV, pp. 247-250,
has been carried out. The revised program makes it
possible to calculate the eigenvalues and eigenfunctions
of three-dimensional as well as two-dimensional disturb-
ances. It is the purpose of the present contribution to
give a few results obtained from the eighth-order sys-
tem, and, in particular, to establish the error involved
in using the sixth-order system for three-dimensional dis-
turbances.
The dissipation terms in the energy equation, when
written in the tilde coordinate system, are
•,, ( du
D =_,(7--1)_\2# dy _yR_
a, (au, 2 r,
\@/ eos2 
du _v'
du _' ¢)2, _ -_y tan
In this coordinate system, the _' axis is aligned with the
wave normal, which is at angle _ to the free-stream direc-
tion. The fluctuation velocity components _' and _' are
the components in the plane of the flow (x-z plane) paral-
lel and perpendicular to the wave normal, and v' is the
velocity component normal to the x-z plane. In the sixth-
order system, the _" momentum equation is omitted and
the final term D, the only term in all of the equations
where _' enters, must be neglected. Estimates presented
in SPS 37-45 suggested that the sixth-order system could
be used up to M1 = 3 with an error of less than 10% in
1/2
the amplification rate provided R > 1000 (R = R x). This
conclusion was based mainlyon calculations made with
D = 0 and the idea that the w' term should have about
the same importance as the other terms combined. Unfor-
tunately, these calculations contained a numerical error
which became important for M1 > 3. The correct result
is that the four terms of D taken together have only a
small effect on peak amplification rates at all Mach
numbers for R _ 1000. The effect of the fourth term
alone does follow this general behavior, as is seen from
Table 1. In this table, the amplification rates at a high
and a low Reynolds number, at several Mach numbers,
are given as computed from the sixth- and eighth-order
systems. At each Reynolds number, the wave angle and
wave number are near those of the most unstable dis-
turbance. The choice of a at M_ = 10 is arbitrary, since
for a given _ there is no amplification peak with respect
to a in the first mode region. However, for a = 0.04,
R = 1500, the maximum amplification rate with respect
to wave angle occurs at ¢ --- 55 deg.
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Table 1. Comparison of amplification rates for
three-dimensional disturbances as computed
from sixth-order and eighth-order
systems of equations
M1 R
i .3 500
1.3 1500
1.6 500
1.6 1500
2.2 500
2.2 800
2.2 1500
4.5 500
4.5 1500
5.8 500
5.8 1500
10.0 1500
Sixth Eighth Difference,
a ,_', deg order order %
aci X 108 aci X 108
0.075 45 0.883 0.824 7.2
0.060 45 1.467 1.445 1.5
0.070 55 0.974 0.874 11.4
0.050 55 1.384 1.346 2.8
0.055 60 1.198 1.066 12.4
0.045 60 1.391 1.300 7.0
0.035 60 1.325 1.273 4.1
0.045 60 1.117 1.039 7.5
0.050 60 1.641 1.613 1.7
0.050 55 0.790 0.736 7.3
0.060 55 1.403 1.384 1.4
0.040 55 0.444 0.434 2.3
No systematic checks of the differences between sixth-
and eighth-order results have been made for values of a
and ¢ far from those of maximum amplification rates, or for
other than first-mode disturbances. However, Table 1
certainly indicates that the sixth-order system is adequate
for a great many three-dimensional calculations. This
result is important because it is considerably more expen-
sive to solve the eighth-order system than the sixth-order
system. On the IBM 7094 Computer, it requires 0.14 s to
integrate the three independent solutions of the sixth-
order system across a single integration step. In contrast,
it requires 0.25 s to similarly integrate the four inde-
pendent solutions of the eighth-order system.
It is necessary to use the eighth-order system in order
to obtain all of the eigenfunctions for a three-dimensional
disturbance even when the eigenvalues can be computed
from the sixth-order system. The eigenfunctions, or
amplitude £unctions of p', T', v _ and _' can be obtained
from the eight-order system. But to obtain the ampli-
tude function, h, of _Y and hence the amplitude functions
of the velocity components in any direction in the x-z
plane, the eighth-order system is needed. As an example
of the eigenfunctions of an unstable three-dimensional
_sturbanee, the magnitudes of the amplitude functions
f and h are shown in Fig. 1 and their phases in Fig. 2 for
the M1 = 5.8, R -- 1500 disturbance of Table 1.
It is not obvious from the results in Figs. 1 and 2 that
the _"/_y dissipation term has such a small effect on
the amplification rate as shown in Table 1. To obtain a
I0
_______---_ _
___j CRITICAL J_
LAYER-- _ -'
0 0.1 0.2 0.5 0.4 0.5 0.6 0.7 0.8 0.9 LO
BOUNDARY-LAYER COORDINATE, .Y/8
Fig. 1. Magnitudes of amplification functions f'and'h
for 55-deg wave at M1 -- 5.8, R -- 1500,
and c_ = 0.060 (insulated wall)
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Fig. 2. Phase angles of amplification functions'f'and
for 55-deg wave at M_ = 5.8, R -= 1500,
and _ = 0.060 (insulated wall)
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d
d
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z
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Table 2. Effect of individual energy-equation
dissipation terms on amplification rate at
R-- 1500 for three Mach numbers
Zero term
au
2p,--m
dy ay
du av'
dy a'_
r'
\ dy / cos:
-v t
2p, du aw' tan
dy ay
All zero
M1 = 2.2
+ 1.4
--0A
+4.1
+5.3
% change in _c_
5.8
+0,7
--0.I
--1.2
+1.4
+0.8
10.0
+0.9
--0.4
--2.4
+2.3
+0.4
somewhat clearer idea of the effect of the individual
dissipation terms on the amplification rate, calculations
were made with each term set separately equal to zero.
The results are shown in Table 2 for three Mach num-
bers. The disturbances are those given in Table 1 for
R = 1500. The amplification rate depends linearly on
each term, as shown by the fact that the change with
D = 0, which was obtained by separate calculation, is
just the sum of the individual changes. The a_'/ay term
is indeed the largest at all Mach numbers. However, its
effect is less than three times the effect of the
_u /ay
term even though a _¢ gradient is present over more of
the boundary layer than the _' gradient. The latter is
concentrated near the wall, whereas the _t gradients are
out near the critical layer where/, and du/dy are smaller
than at the wall. Perhaps the main reason why the _'
term fails to have a larger effect on the aci is that the
effects of the positive and negative gradients tend to
cancel out. Of the other two terms, the viscosity-
fluctuation term is as important as the _' term at the
two higher Mach numbers and has a destabilizing effect.
The 8v'/a_ term is only important at M1 = 10.
The remaining calculation that has been made with
the eighth-order system is a check with the available
experimental amplification rates. Figure 3 gives a com-
parison of the theory with the measurements of Laufer-
Vrebalovich (Ref. 1) at M1 = 2.2, and of Kendall (Ref. 2)
at M_ = 4.5. The agreement is satisfactory in both cases,
with the important caution at M_ = 2.2 that the nature
of the Laufer-Vrebalovich disturbances is unknown. If
the disturbances were not essentially oblique waves with
wave angles between about 40 to 70 deg, then the com-
parison is, of course, meaningless.
[]
/
[]
o
%
i i i i i
441=2.2
R =800
0 y/8=0.7, 0.8 1 LAUFER-
"/_ =_.45 _" VREBALOVICH[]
.,/_ v j (REEl)
[] I I
_ tP=60 deg, PRESENTCALCULATIONS
\ o° []
-- KENDALL(REE 2)0- M =4.5
=55 deg
I ,)...PRESENTCALCULAT,ONS
BR WN (REg. 3), M1=5
I i
o o._ o.2 0.3 0.4 0.5 o.s 0.7 o.8 o.9 Lo
DIMENSIONLESS FREQUENCY,/3v/U2x 104
Fig. 3. Comparison of calculated amplification rates with
measurements of Laufer-Vrebalovich and Kendall
An upper-branch neutral point computed by Brown
(Ref. 3) at M_ = 5 is also shown on Fig. 3. This point is
for a 55-deg wave and was obtained from an eighth-order
system of equations which includes all of the mean
normal-velocity terms. These terms are neglected in the
present calculations, which are based on the parallel-flow
version of the stability theory. Brown found good agree-
ment of his neutral-stability curve with the experimen-
tally measured curve of Demetriades at M_ = 5,8 (Ref. 4).
It appears that if one accepts the Kendall experiment as
decisive, then, in the absence of something dramatic
occurring between M_ = 4.5 and 5.8, the validity of the
results of both Brown and Demetriades are suspect.
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A. Mechanism of the Reaction of Atomic Oxygen
With Olefins, W. B. DeMore
1. Introduction
An earlier article (SPS 37-46, Vol. IV, pp. 212--217)
described experiments on the addition of atomic oxygen
to olefins dissolved in liquid argon at 87°K. The main
purpose of the work was to measure activation energy
barriers for O-atom addition to a series of olefins, but the
results also provided new information on the mechanism
of the reactions. The present article is a more detailed
discussion from the latter point of view.
Addition of bivalent species such as O, S, and CH2 to
olefins has been a widely discussed topic in recent years.
Much of the discussion has centered around the possible
existence and properties of a biradical intermediate,
which may be formed as follows:
O (sp) + C2H, --> (" CH2CH20 ") --> products (1)
By the rule of spin conservation, the unbonded electrons
of • CH2CH20- must be unpaired; and, therefore, it has
often been assumed that rearrangement of the triplet
biradical to give singlet products would be slow because
of the requirement of spin inversion.
slow jO_.
(" CH2CH20 ") (triplet) _ CH_--CH_ (singlet) (9)
The suggestion has frequently been made that the triplet
biradicals should be relatively long-lived intermediates
in reactions of this type.
Although the importance of the Wigner-Witmer spin
conservation rules is well established in simpler reactions
involving atoms, there is little information available on
the role of spin effects as rate-controlling factors in reac-
tions involving more complicated molecules. Therefore,
much of the interest in biradical chemistry has been based
on the possibility of gaining more information on the
actual effect of spin.
Much work has been done in efforts to identify and
characterize biradicals, and even a brief review is im-
possible here. It may be said, however, that at the present
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rtime the situation is somewhat unsatisfactory because a
number of unanswered questions and contradictions re-
main. Biradicals have not been detected directly, and
little is known about their chemical behavior or about
the influence of spin state on the rates of their reactions.
In addition, there seem to be inconsistencies in the re-
ported behavior of biradicals formed by addition of O, S,
and CH2 to olefins, despite the fact that on general
grounds one would expect analogous behavior for these
species.
The present study does not prove or disprove the exist-
ence of biradicals, but does provide new limits on their
behavior ff it is postulated that they play a role in the
addition of O-atoms to olefins.
2. Mechanism of the Reaction
There are two properties of the experimental system
which should be emphasized. First, because of the low
temperature, the availability of thermal energy is quite
low and the various reaction intermediates and products
are energized almost entirely by reaction exothermicity.
The second important property of the system is that deac-
tivating collisions occur rapidly, and the rate of deactiva-
tion establishes a time reference against which other
rates may be compared. On the basis of several observa-
tions, we find that moderately complex molecules are
vibrationally deactivated in liquid argon at a rate of
101'.5-_°.5 sec-'. Therefore, unimolecular processes requir-
ing the presence of vibrational energy do not occur in
liquid argon unless the reaction rate is greater than
10".s-_°-5 see-'.
Taking an estimated value of 40 kcal/mole for the heat
of formation of • CH2CHzO" (Ref. 1), the initial step of
biradical formation is exothermic by 32 kcal/mole.
0 (_P) + C2H,---> (" CH._CH20 .)*, E* = 32 kcal/mole
(3)
Product analysis shows that isomerization of the biradical
is not inhibited by the argon solvent, and that the prod-
uct ratios are quite similar to those found in the gas
phase. Now the isomerization reactions (ring closure and
H-migration) undoubtedly have nonzero activation ener-
gies, and the activation energies almost certainly are not
equal. Therefore, the biradical must undergo these iso-
merization reactions before any vibrational deactivation
occurs, i.e., at a rate of about 10 '2.6±0.5 sec-'.
The foregoing results show that the products ethylene
oxide and acetaldehyde retain the full reaction exo-
thermicity:
0 (sp) + C2H4---> (C2H40)*, E* = 84 kcal/mole
(4)
O (3p) + CsH4---> (CH3CHO)*, E* = 112 kcal/mole
(5)
The behavior of the energized products can be calcu-
lated from the RRK equation.
I E" 7 '-'k = A 1 - -_-_-] sec-' (6)
The rate k is the unimolecular rate constant, and the
quantities A and E_ are the pre-exponential factor and
activation energy, respectively, from the Arrhenius equa-
tion k = A exp Ea/RT. The quantity s is the number of
effective oscillators of the molecule.
Results of the RRK calculations for C2H40* and
CHsCHO* are shown in Table 1. All the calculated rates
are less than the collisional deactivation rate of 10 '1'5 sec -1,
so that the products are "frozen" in the initial distribu-
tion. This result confirms that the product CH3CHO is
not formed as a secondary product following C2H40
isomerization, but instead is an initial product of the
biradical rearrangement.
A composite mechanism is shown in Fig. 1, incorporat-
ing all the rate data. This mechanism accounts in a semi-
quantitative way for the course of the O (_P)- C2H,
reaction under conditions ranging from the gas phase at
low pressures to the liquid phase experiments.
Table 1. Results of Rice-Ramsperger-Kassel calculations
for reactions involved in 0 (3p) addition to ethylene s
Reaction
C2H40" --_ CH,CHO*
C2H40"--> • CH2CH20 "*
CH3CHO* --> • CH2CH20 "
CHsCHO'--_ CH3 -t- CHO
Rate parameters
log k,
E,,
log A kcal/mole Source sec-a
14..5 57 Ref. 1 10.1
__ __ . b 10.4
13 85 e 7.4
15 79 Ref. 1 10.2
aThe value s = 10 was used for all calculations, based on thermal data as dis-
cussed in Ref. 1..
bThis rate was taken to be one-half the rate of isomerization to CH3CHO.
eThe A-factor was estimated, and Ea was taken as equal to the endothermicity
(80 kcal/male) plus an approximate Ea for the back reaction of .5 kcal/mole.
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¢CH20+ CH2
CH2CO+ H2
O(sp) + CH2 = CH2
,L
_-_ H2CH2
+M
---> .CHzCH20.+ M
1012.5 / _ IO 12.5//,004
FCHCH7'_(84kcal) i010.1 F -]*(ll2kcoI)
I011'SL+M _ 01°2o %+M
CH2CH2 CH3CHO+ MV
o
CH3 + CliO
Fig. 1. Detailed mechanism for the reaction of 0 (_P)
with ethylene
The most significant conclusions based on the mecha-
nism of Fig. 1 are that at no point can any irdluence of
the spin reversal requirement be detected, and that the
correct results are obtained without taking any account
at all of the spin question. Working backward from the
RRK equation, it can be shown that the observed biradi-
eal isomerization rates of about 1012-5 see -1 correspond to
A-factors of not less than about 1013 sec -1, assuming that
the activation energies are about 5 kcal/mole for those
reactions. A value of 1013 sec -1 is a "normal" A-factor for
reactions of this type, and certainly shows no indication
of being spin-forbidden.
The most tenable explanation for the failure of spin
reversal to be rate-controlling would be to postulate that
the products are formed in triplet electronic states and
subsequently are electronically deactivated. At the pres-
ent time the only available information on the behavior
of the products is in connection with the isomerization
and decomposition rates. This data does not support the
triplet state hypothesis, since the observed rates are just
those that would be predicted for the ground states con-
taining all the reaction exothermicity as vibrational
energy. Although the triplet species might happen to
decompose at the same rates as the singlet, it would seem
rather coincidental that they should do so.
For the reaction of O (1D) with C2H4, which was also
studied, it is more difficult to formulate a detailed mecha-
nism based on the product analysis. The reason is that
i
JPL SPACE PROGRAMS SUMMARY 37-48, VOL. III
the electronic energy of O (1D) appears as increased vi-
brational energy in the products,
0 (1D) + C_H, _ (C2H,O)*, E* = 130 kcal/mole
(7)
0 (1D) + C2H, _ (CH3CHO)*, E* = 157 kcal/mole
(8)
The C2H40* and CHaCHO*, therefore, react more rap-
idly; the rates calculated by the RRK method are
(C8H40)*'--> CH3CHO*, log k (sec -1) = 12.2
(9)
(CH3CHO)*_ CH8 + CHO, log k (sec -1) = 12.1
(lO)
Thus, an altered product distribution and a lower product
yield are expected for the O (1D) reaction. A change in
product distribution cannot be measured experimentally
because the initial distribution is not known. However,
there is evidence for the occurrence of Reaction (10),
since a decrease in product yield was observed for the
O (1D) reaction. This result tends to confirm the validity
of the RRK calculations.
Reference
1. Benson, S. W., "Pyrolysis of Ethylene Oxide. A Hot Molecule
Reaction," 1. Chem. Phys., Vo], 40, p. 105, 1964.
B. Dyadic Analysis of the World Models of
Cosmology, F. B. Estabrook, H. D. Wahlquist, and
C. G. BehP
Cosmology has greatly advanced in recent years
through (1) the discoveries of quasars and (2) the cosmic
microwave blackbody radiation, and (3) by understand-
ing the stellar processes and elemental abundances which
result from nucleosynthesis. It appears that as this body
of data and knowledge achieves some maturity as a sci-
ence, a more sophisticated theory of the gravitation of
the universe during its evolution may also be needed-
and in particular, it may well be that simple Friedmann
(expansion only) cosmological models may be inappro-
priate during the early stages, when the presence of rota-
tion and shear could significantly change the time scales
available for nuclear processes.
1National Research Council postdoctoral resident research associate,
supported by NASA.
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Spatially homogeneous, but anisotropic, cosmological
world models-solutions of the Einstein field equations
of general relativity having not only expansion but also
rotation and shear-have been considered principally by
Taub (Ref. 1), and Heckmann and Schiicking (Ref. 2).
For the case of incoherent matter (dust), they derived a
complicated system of six coupled second-order ordinary
differential equations, together with some first-order equa-
tions which are integrals of these. GSdel (Ref. 3) an-
nounced without proof a Hamiltonian formulation of
these, in a specialized case having local axial symmetry.
We have reformulated this entire problem in dyadic
notation, with more general matter content-in particular,
with perfect fluid; this enables the incorporation of pres-
sure effects, which are important during the early stages.
The utility of the dyadic formalism is well demonstrated;
there results, in general, a set of nine first-order differential
equations having (for the case of perfect fluid) two im-
mediate first integrals. We are able to prove (what has
previously been assumed) that the so-called Bianchi-Behr
type of the cosmology is conserved, irrespective of the
physical state of the matter content. We conveniently
prove, and generalize, the theorem of GSdel. It appears
that our first-order set is ideally suited for numerical cal-
culation of the evolution of anisotropic world models,
when combined with the first-order equations of nucleo-
synthesis.
A detailed account of this work is to be published
(Ref. 4).
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C. Unitary Representations of the Restricted
Poincar_ Group From a Unified Standpoint,
J. S. Zmuidzinas and K. L. Phillips2
Our present-day understanding of the phenomena of
elementary particle physics is based, in large measure, on
the principles of special relativity. In fact, the quantum
*Consultant, Department of Mathematics, California Institute of
Technology, Pasadena, Calif.
mechanical states of a free particle transform according
to a certain IUR of the restricted Poincar6 group P0, the
group of special relativity. The classification and con-
struction of such representations is, therefore, of great
importance in particle physics. The possible IURs of P0
have been found by Wigner almost thirty years ago
(Ref. 1). They fall into three general classes: those with
m2(m = mass) positive, zero, and negative. Only the
m 2_ 0 representations are believed to be physical. The
mS< 0 representations would correspond to particles
[tachyons (Ref. 2)] having a speed greater than the speed
of light; so far they have not been observed. Moreover,
the mS< 0 "particles" are mediators of forces between
physical particles as, e.g., in the case of the exchange of
a virtual (with m S < 0) pion between two colliding nu-
cleons. It is, therefore, of great interest to investigate the
IURs of Po falling into the third class, those with m S < 0.
Although all possible IURs of Po are known, as well as
general methods of constructing them, there still remains
the problem of constructing these IURs so as to have
various desirable properties from the viewpoint of prac-
tical applications. In particular, it is desirable to construct
IURs in terms of analytic functions (in the sense of com-
plex variables) of the various parameters labeling the
IURs, e.g., spin, helicity, and 4-momentum. This is a
rather difficult technical problem, and hence only a brief
outline of its proposed solution will be presented here.
To make things more transparent, we shall discuss the
familiar case of SU (2, C), the covering group of the three-
dimensional rotation group 0_, drawing analogy, at the
end, with the group of interest, P0. No proofs will be
offered, the results for SU(2, C) being classic.
As is well known, SU(2, C) is a three-parameter Lie
group of unitary 2 × 2 complex matrices under the usual
matrix multiplication. An element R (_, t, 7) of SU (2, C)
may be written in the form
R(.,#,r) = R3(.)R_(#) a_(r)
R3(a)=(_ -_"/2 0e _"/2 )
= (cos 8/2
R_(#) \sin #/9
-- sin 8/2
/
cos 8/9. /
where
(1)
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oLet S be the unit sphere with points labeled by their polar
angles 0 and if, where 0 _ 0 _ rr and 0 _ ff < 2rr. The
points on S are in a one-one correspondence with
the unit vectors n = (sin 0 cos 'b, sin 0 sin _, cos 0) from the
origin to the point (0, _k). By L2 (S) we denote the Hilbert
space of all _-measurable complex-valued functions on S
for which
Iltll_ [f lf (n) l_ d_ (n) ] 1_< _
where
d_ (n) _ sin 0d0 d_
The inner product on L2 (S) is just
(f, g) -- f f (n) g (n) dn [t, gEL2(S)]
Given an ReSU(2, C), put
R: t (n) --> (Tel) (n) _f (R -1 n)
where R-in is the unit vector obtained from n by the
rotation R -a. One verifies that f (n) --->f (R -_ n) is a repre-
sentation of SU (2, C) and, because of d (Rn) -- dn, that
it is even unitary. In general, it will not be irreducible,
unless the function f is suitably restricted. Functions
transforming irreducibly are well known. They are simply
the rotation matrices
D_, (n) = D_, ($, O, O) _ 4*v (n)
Here s and t_ are elements of what one may call "the
space of IUR labels," denoted by S*:
S* -- {(s,_): s -- 0, 1/2, 1,3/2, • • • ;
=s,s-1, • • • ,-s+l,-s)
The space S* is in a sense dual to S, as the notation im-
plies. Namely, S* is the space of basis functionals on the
space S, the number of parameters in both S and S* being
the same, namely two. The functions _b_ (n) are just the
transformation coe_icients between the two spaces. An
arbitrary function in L2 (S) can be expressed as a linear
combination of the 4',, (n). We finally remark that S, as
a manifold, is a submanifold of the group manifold
SU(2, C). The latter consists of all triples (_,/3,_,) sub-
ject to Eq. (1), while the former obeys the additional
restriction _, = 0. In summary, for SU (2, C) we have the
following main facts:
(1) The "representation manifold" S is a submanifold
of the group manifold.
(2) Unitary representations of SU (2, C) are realized in
terms of functions in L2 (S).
(3) An arbitrary unitary representation of SU (2, C) in
L2 (S) may be decomposed into IURs, i.e., written
as a linear combination of the $_ (n),
(4) The space of IUR labels, S*, is dual to S and has
the same number of parameters as S.
The same sort of situation holds for the restricted
Poincar6 group P0. Thus, the representation manifold M
(six-dimensional) may be chosen as a submanifold of P0
(ten-dimensional). Because of the noncompact nature of
Po, it is impossible to realize unitary representations of P0
in terms of square-integrable functions: one must use
generalized functions or distributions. Similarly, decom-
position of an arbitrary unitary representation of P0 into
IURs is to be understood in the sense of distributions.
Construction of functions analogous to the _, (n) is not
trivial and will not be described. The dual M* of M has
a rather complicated structure due to the fact that the
three classes of IURs of P0 have basically different
mathematical properties. The three classes of IURs
are constructed on functions defined on three separate
submanifolds of M, so that M can be written as
M -- M÷ U M0 U M_ in an obvious notation. Correspond-
ing to this, one has M*= M*U M* UM*_ and the dual
relations M± _ M* and M0 _ M*. It will be shown else-
where that for M one may take the topological produet
of E_ (euclidean manifold in four-dimensions) and the
complex z-plane. Then M+ = E4 )< {z: Izl < 1), M0= E, ×
(z: Izl = 1), and M_ -- E4 × {z: Izl > 1). Analytic con-
tinuation of the IUB functions in the parameters of M*
presents no particular difficulty as long as one stays within
each of the three submanifolds of M*. Continuation from
one submanifold to another is, however, a delicate matter
and is still under investigation.
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D. Testing Analytic Models Against Compressed
Spectral Data, E.L. Haines, R.H. Parker, 3
and R. Gouw 4
In any experiment where several parameters of a system
are measured repeatedly, a large volume of data may be
_Department of Physics, College of William and Mary, Williams-
burg, Virginia.
*Informatics, Inc., Los Angeles, California.
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accumulated. This data may be made more manageable
by the use of data compression techniques which preserve
the significant information and discard that which is statis-
tically insignificant. The final step in the analysis is to in-
terpret the compressed data in terms of a mathematical
model or hypothesis for the system. This summary de-
scribes a method for fitting the data to models and deter-
mining whether the model adequately describes this data.
This method has been developed to aid in analyzing
secondary electron yield data recorded as a function of
two parameters which describe the primary ion, a fission
fragment passing through a metal film (Ref. 1). Analysis
in the computer consisted of transforming the observed
quantities, sorting the events according to mass and
energy of the fragment, and compressing the spectrum
of electron yield (Refs. 2, 3, and SPS 37-42, Vol. IV,
p. 167). The result of this analysis was a compressed
electron spectrum for each combination of mass and
energy. Compressed data took the form of five coeffi-
cients of the Gauss-Hermite expansion. How well these
coefficients described the spectra of electron yields may
be seen in Ref. 3.
The choice of compression mode, i.e., the Gauss-
Hermite coefficients, was natural for these single peaked
spectra, because each coefficient represented some physi-
cal aspect of the monomodal spectrum. For example, the
zero order coe£ficient represented the area of the spec-
trum, the first order represented the mean, second order
the variance, third order the skewness, etc. No further
reduction of the coefficients was necessary, because these
coefficients, particularly the mean and variance, could
be analyzed in terms of an analytic model.
Frequently, this finite sequence of terms in the expan-
sion is not adequate. For instance, a model consisting
of a Gaussian peak on a linear background may be more
appropriate to describe the physical system. Another sim-
ple example is two overlapping Gaussians. In these cases
the step from the compressed data to the model is more
complicated. The discussion which follows presents a
general approach to solving this problem.
In order to attain any degree of compression, the num-
ber of coefficients used to describe the spectrum must
be smaller than the number of subdivisions or channels
used to collect the spectrum. The coe/_cients are derived
from the spectrum, f (x), by the transform
c_ = Q:/fo_: f (x) h (x) Pi (x) dx, i = O, 1, • • • , r
(1)
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where
Q_ = fv_: h (x) P_ (x) dx (2)
In Eqs. (1) and (2), Dx is the domain of x for which the
set of polynomials P_ is orthogonal. The polynomials are
orthogonal with respect to the so-called weight function
h (x). Let us introduce an analytic model of the physical
process g (x; al, _2, "" • ,ap) (there may be a variety of
applicable models) whose unknown parameters are
al, a2,''',ap. If r >p (the number of coefficients is
greater than the number of parameters), it should be pos-
sible to solve some set of equations for these parameters.
First, the model must be in a form which can be com-
pared with the coefficients. This is accomplished by trans-
forming the model in a manner analogous to Eq. (1),
-1 .... , ap) h (x) Pi (x) dx,= Q,
i=0,1, • • • ,r (3)
The quantities ffi are model coefficients. The comparison
residue is given simply by
8i --ff_ -c_ (4)
The problem is to solve for the parameters of the model
in some manner that will lead to their best statistical
estimates, a manner that will reduce the set of residues
8_ to a minimum in a minimtim-variance sense. The
method of least squares cannot be applied because it
assumes that the observables, in this case the coefficients,
are uncorrelated. The method applicable here is a more
general method called minimum-variance linear unbiased
estimation (Refs. 4, 5, and 6). It too is based on a test of
chi-square, where chi-square is calculated by the double
summation
_J
In matrix notation, this becomes
X2 = AtAA
where A is the "weight" matrix, a symmetrical matrix of
rank r, and A is a vector of length r. 5 The super-
script _ denotes the transpose of a vector or matrix. Chi-
5The "weight" or information matrix as normally used is the in-
verse of the covariance matrix of the observations. Here informa-
tion theory is used to calculate the matrix directly, using methods
derived from R. A. Fisher (Ref. 7).
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square is minimized with respect to variation of each of
the parameters. This is accomplished by setting the dif-
ferentials of chi-square with respect to each parameter
equal to zero, giving the matrix equation
\ / A = o (6)
In the general case, g (x; al, a2, • • " , ap) may have non-
linear dependence on some or all of its parameters, _,
yielding Eq. (6) insoluble. However, the equation may
be solved numerically by applying a sequence of linear
adjustments to the parameters. The vector A is expanded
in a truncated Taylor's series in the parameters thus,
_A
A = A0 + _- _ (7)
where 8a represents a small linear change in the set of
parameters. Let us define the rectangular r X p differ-
ential matrix by the symbol A,
_A
_a A (8)
and substitute Eq. (7) and Eq. (6). The result is a set of
normal equations
A*AAo = --(A tAA) 8a (9)
This has the simple form
z = n x (lO)
This is easily solved for 8a [x in Eq. (10)].
A computer program was written which performed the
following operations:
(1) Calculated A, the "weight" matrix, using equations
derived from information theory (Ref, 7).
(2) Using estimates for the model's parameters, evalu-
ated the matrix A and vector A0.
(3) Calculated X2.
(4) Solved Eq. (9) for 8a.
(5) Altered the model's estimated parameters, a, by the
amounts 8a.
(6) Repeated (2) through (5) until Xz reached a mini-
mum.
(7) Calculated statistical quantities related to x 2 which
help judge the validity of the model. Printed the
model's parameters and their standard deviations,
and provided graphical output.
Results from this computer program are shown in the
figures that follow. Mock experiments were performed
by the Monte Carlo method, experiments which use well-
defined analytic functions but which introduce statistical
fluctuations in the same manner as real experiments. The
functions used in the Monte Carlo generator were over-
lapping Gaussian peaks; these or similar overlapping
peaks are often encountered in physical or chemical spec-
tra. Compression was performed in terms of Chebyshev
polynomials or Fourier series. The results shown here are
chosen from spectra compressed as Fourier coefficients.
Figure 2 compares tests of two analytic models (hy-
potheses) against the same data. The Monte Carlo experi-
ment defined three peaks, the center of which represented
only 5% of the spectrum's area. It was located in the tail
of the larger peak. The spectrum was compressed during
its collection (Ref. 3 and SPS 37-42, Vol. IV, p. 167) into
16 Fourier coefficients. The expansion of the 16 terms
is represented by the plus marks. The "ringing" of the
right-hand end of the spectrum reveals that the 16 coeffi-
cients were not adequate to describe the spectrum com-
pletely. However, it is emphasized that this did not
impair the validity of the tests, because the models were
treated in the same manner. That is, they were trans-
formed into 16 model coefficients. The two models tested
were: (1) "There are only two peaks here" (Fig. 2a) and
(2) "There are three peaks here, one at about channel 36
which is not as obvious as the other two" (Fig. 2b). Writ-
ten in analytic form and treated by the program, these
models yielded the continuous lines in the two graphs
of Fig. 2. Chi-square tests showed model 1 to be invalid,
and model 2 to be acceptable. For model 2, the program
gave back model parameters which located the small
peak and gave its area and variance. These parameters
compared within their statistical deviations with those
parameters used in the Monte Carlo generator.
Figure 3 exhibits the results of a much more exacting
pair of tests. The Monte Carlo generator again created
a spectrum containing three peaks, but each was 50%
wider than in the previous test, and the small central
peak contained only 2% of the spectral area. The expan-
sion of the 16 Fourier coefficients, the "plus" marks, re-
vealed nothing of the third peak. Yet when the program
tested the same two models, two peaks or three, the two-
peak test was rejected absolutely (Fig. 3a), while the
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three-peak test was found acceptable (Fig. 3b). However,
the parameters o£ the hidden peak in the three-peak test
were not accurately reproduced. Thus, while the program
answered important qualitative questions about the data,
it could not accurately locate the peak.
Figure 4 presents plots of data coefficients and the
model coefficients, c_ and @i, respectively, against the
order o£ the coefficients for the two tests shown in Fig. 3.
It was these coefficients which were treated in the fitting
process, Small differences between the coeaqqcients, data
and model, were the 8_ which together made up the
vector A. When the vector Lxwas large, some or all of the
coefficients showed separation as in Fig. 4a. When A was
small, the coefficients nearly coincided, as in Fig. 4b.
Small A corresponded to small ×5, indicating good agree-
ment between the data and the model.
A variety of tests have been performed on other
multiple-peaked distributions using both Chebyshev com-
pression and Fourier compression. In one case the results
of a test on compressed data were directly compared with
the results of a normal least-squares test on the uncom-
pressed data. The two tests yielded similar results in the
chi-square test o£ validity, and the same values for the
model's parameters within standard deviation. Even
the standard deviations given by the two methods were
nearly the same. This clearly demonstrated that all of the
"significant" information of the spectrum was contained
in the 16 data coefficients, and that the method described
in this article extracted the information as efficiently as
the method o£ least squares.
It is worth noting that this method of testing analytic
models is applicable to any experiment, provided orthog-
onal polynomials are used in the compression scheme
(Ref. 6). The method is equally applicable to earth-bound
data compressed to save computer memory space and to
compressed data taken aboard a planetary lander or a
distant spacecraft.
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XX. Communications Systems Research
TELECOMMUNICATIONS DIVISION
A. Sequential Decoding With Decision-Directed
Phase Estimation, j. A. Heller
1. Introduction
A method of communicating coded information over
a channel with a time-varying phase is described and
analyzed here. All of the available transmitter power is
used in the data signal. Channel phase measurement
based on the biphase-modulated data signal is accom-
plished by using past channel symbol decisions to effec-
tively remove the modulation. Results in the form of
bounds on the required energy per bit for reliable com-
munication are obtained as a function of the signal
energy-to-noise ratio in the bandwidth of the unmodu-
lated received signal.
Suppose one of M messages mi is chosen for transmis-
sion by the source. The transmitted signal of duration T
will have the form
N
-- _ s_k(t) (2)1_cos _0 t
k=l
(2S) 1_cos o)0t
(1)
where b (t) is a unit energy modulating waveform; it is
non-zero only for - T/N _ t _ O. The a_k's are either + 1
or -1, depending on the N element binary code word
that specifies s_ (t). S is the average transmitter power.
Thus s_ (t) is made up of a sequence of N non-overlapping
binary waveforms or channel symbols, of duration T/N.
The channel corrupts the signal by adding white Gaussian
noise and imposing a time-varying phase shift 0 (t) on the
carrier. It is assumed that 0 (t) does not vary significantly
in the time duration of a channel symbol (T/N seconds).
The received signal during the kth of the N signaling in-
tervals is thus
rk (t) = a_k b ( t -- k T) (2S)_ cos (_o t - Ok)÷nk(t)
(2)
Demodulation is accomplished by passing r_ (t) through
filters matched to the in-phase and quadrature compo-
nents of the transmitted signal. The filter outputs are
sampled every T/N seconds in synchronism with the end
of each signaling interval (bit sync is assumed). This
results in a pair of observables for each signaling interval
rik = ask [(EN) 1_cos 0k +nck]
rsk = aik [(EN) _ sin Ok -k nsk] (3)
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Here En ----ST/N is the energy per channel symbol and
the nc_'s and n,k's are statistically independent, zero mean
Gaussian random variables with variance No/2. The ef-
fects of the channel and demodulator are summarized in
Fig. 1. In this figure W (f) is a bandpass filter centered
at _0o;it represents the bandpass channel. It can be shown
(Ref. 1) that the demodulator destroys no information
relevant to optimum detection.
Now, suppose an estimate of the phase in the kth inter-
val 0_ is desired. For this purpose it is convenient to
consider the pair of observables in Eq. (3) as a normalized
complex random variable
1
Re = a_e ze - (No)1/2 (roe + ]r_e) (4)
where
i' En\a/2
ze = _N-_o] exp (/Ok), o-_e = 1
In the absence of noise, the angle of ze is 0e; therefore,
a_e is an estimate of a_e, one estimate of 0e would be
A A
Be = angle of (ai_ Rk) = angle of (aie aie ze)
(5)
A
If the modulation estimate is correct (a_k = a_7,), then
_e -- angle of (ze). This is shown geometrically in Fig. 2.
A
Here Re is multiplied by aie in an attempt to remove the
±1 modulation which otherwise would introduce a 180-
deg phase ambiguity. If 0 (t) changes slowly enough, the
estimate could be improved by observing the received
fsk
^ ^
_ GikR k = OikOikZ k
data in several preceding signaling intervals
O_ -- angle of (Q_) (6a)
where
k-I
A
Qe-- E ai, R, (6b)
_=k-p
Equation (6) is an estimate of the channel phase in inter-
val k based on the received data, and the modulation
decisions from the past p intervals. This method of phase
estimation has been called "decision-directed channel
phase measurement" (Ref. 2).
• ^
If the past modulation decismns a,, k - p --_ _ k - 1,
are correct, and if the phase changed a relatively small
amount over the past p signaling intervals, then Qe will
tend to be at an angle near 0k as shown in Fig. 3. Now
^
if it is hypothesized that aie= aie, then from Eq. (4)
^ Ra_e e will tend to be at angle 0e if the hypothesis is cor-
rect, and at angle 7r + 0h if it is incorrect. The dot-product
^
of the two-dimensional vectors specified by Qe and a_e R_
^
in Fig. 3 is thus a measure of how likely it is that a_ is
correct. Figure 3 shows a case where it is likely that a_e
is correct; that is, the dot-product is positive. In terms
of the complex numbers involved, the dot-product wik is
1^ (Qe R; + Q; Re)
Wie : "_ aik
e-1
=k-p
A A
a_ aie a_, ai_ (z, z; -t- z_ ze) (7)
.Tm
O_
;JeRk
Fig. 2. Resolution of 180-deg phase ambiguity
using modulation estimates (in this
case aie=a_------1)
Fig. 3. Channel reference vector Qe and received
data vector Re, premultiplied by modulation
A
hypothesis aie
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In certain limiting cases it can be shown (Ref. 1) that w_
is actually monotonic with the likelihood of a_4 given the
past received data and modulation.
2. Block Code Probability of Error
Suppose initially that one of two possible messages is
to be sent. The signals corresponding to the code words
are of the form shown in Eq. (1). For a given modulating
waveform b (t), the sets (al_) and {a2k}, 1 _ k _ N, com-
pletely specify the signals corresponding to messages ml
and mz, respectively. For the purposes of analysis it is
assumed that the code letters a_4 are chosen at random
with equal probability of being + 1 or - 1, each a_4 being
independent of all others for 1 _ k _ N, i = 1, 2.
Suppose message ml is sent. Decoding proceeds as fol-
lows: the received data R4 is first tested against sl (t) by
forming the dot-product w_k for all k, 1 _k_N, and
summing
N
tl = Z Wlk
k=l
]f=l _=k-p
al, (z, + (8)
Note that al_ is used in the above expression because, in
/N
fact, ml was sent. The a_ are simply chosen as the code
letters of the message under test; so, for message 1
A
al_ ----air (9)
and
N 4-1
t_ = _- alk a_
k=l Q=k-p
lg k-1
iEE(= z, +
k=l .O=k-p
(10)
This will tend to be a large positive number. For, since
m_ was sent and the received data is presently being
compared to s_ (t), all of the decisions _, are correct.
Therefore, each dot-product w_k in the summation com-
prising t_ tends to be positive. Note that for channel sym-
bols near the beginning of the code word (k < p), a p
channel symbol reference is not possible because there
are less than p previous symbols available (P becomes
negative in the inner summation in Eq. 8). This can be
remedied by transmitting a p symbol known "initializing
reference" prior to code word transmission.
The same procedure is used in comparing the received
data to s2 (t). This results in
JV _-1
1
 2= EE
4=1 _=k-p
a2kalka2p al_ ( z, z_ + z'z4)
(11)
Because of the code ensemble used to generate the a_e's,
the coefficient a2_ a_k a2a a_ is + 1 or - 1 with equal proba-
bility; hence, the average value of t2 is zero. The receiver
now chooses that m_ for which t_ is largest, i = 1, 2; an
error occurs if t2 _ t_. Again taking into account the code
statistics, the two-signal error probability is
P_ (e) = Pr [tl -- t_ _ 0]
= Pr b_ (z_ z_ + z_ z_) _ 0 (12)
_=k-_o
where the b_/s are 0 or 1, depending on whether
a2e a_4az_ a_ is + 1 or - 1. For fixed b_/s (fixed code), the
two-signal error probability is therefore the probability
that a quadratic form in complex Gaussian random vari-
ables is less than zero. Normalization by dividing be_ by p
results in
Vz (e) = Vr [Zr*BZ_O] (13)
Here Z is a column vector of the elements z4, and B is
an N X N symmetric matrix. All elements of B must be
zero except those on the p diagonals directly above and
below the principal diagonal. These elements are either
0 or l/p, depending on whether b_ is 0 or 1.
By using a Chernoff bound, the probability in Eq. (13)
can be bounded as (Ref. 3)
p2(_) / mi n fi 1 (
-- 0---_-_ m=l 1 + _/h_/exp r/Xm 2)i ¥
(14)
where the X,_'s are the eigenvalues of B and the d_'s are
the projections of the mean of Z onto the eigenvectors
of B.
d. = (15)
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From Eq. (4) the elements of Z are
[EN\ v_
zk = _-_-o) exp (iOk) (16)
Under certain conditions it is possible to determine
the d,_'s and X,_, so that Eq. (14) can be bounded. For
instance, if N and p are both large (this corresponds to
large bandwidth or low-rate codes) and N > > p, these
eigenvalues are (Ref. 3)
N
sin 2rrm --
P
_- N
2rrrn --
P
Also the kth element of the ruth eigenvector is
(17)
em_ = (N_ exp (i27r _) (18)
for 0 _:m <_ N/p. Therefore, the elements of the mth
eigenvector are complex exponentials with frequency m
cycles per code word. With reference to Eq. (15), the
dm's are the coefficients of the Fourier series expansion
of Z.
As an example, consider the case where the channel
phase varies linearly with time at the rate of m' cycles
per code word; then
zk---- _oJeXp ]2rr (19)
Since the elements of the mean vector Z vary sinusoidally,
there is only one term in the Fourier series expansion
for Z; hence, from Eq. (15), there is only one non-zero
din, that is
= [ NEN'_ 1/z ra'
d_ \No]' m=
= 0, otherwise
(20)
Using this simplification, the two-signal error probability
can be upper-bounded as (Ref. 3)
P2 (e) _ exp (-- NRo) (21a)
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where
f sin2_fr (1----_)]
R0 = max E_ _7 27rfr 1 In 1
0-_-1/_-- sin 27r,_ (S)L ,Ol+ 
(21b)
Here f is the rate of channel phase change in hertz and T
is the length of time over which each of the p-symbol
phase references Qk extends. For a given signal-to-noise
ratio S/No and rate of phase change _, there exists an
optimum reference duration z. The reason for this is as
follows: for ¢ < < 1/f, the energy-to-noise ratio in the
reference rS/N0 is small; hence, it does not provide relia-
ble estimates of true channel phase. On the other hand
for large z, although rS/No is large, the channel phase
changes radically in the duration of the references; hence,
again its prediction of present phase is unreliable. These
two effects can be observed separately in the two terms
comprising R0 in Eq. (21b). The first term represents the
effect of the channel phase variation over the duration of
the reference; it tends to decrease with increasing r. The
second term is the degradation due to noise in the phase
estimate; it increases toward zero with increasing r (in-
creasing reference energy).
The two-signal error probability can be extended to
M = exp(NR_) signals by using the "union bound"
(Ref. 1). The overall error probability is then
P(E)_MP2(e) = exp [--N (Ro -- RQ] (22)
where Rr is the code rate in nats/channel symbol. Error
probability is therefore guaranteed to decrease exponen-
tially with code length N for rates less than R0.
3. Sequential Decoding Bounds
Sequential decoding is a practical procedure for com-
municating with error probabilities which decrease expo-
nentially with code length. Sequential decoding for
discrete memoryless channels has been investigated ex-
tensively (Refs. 1, 4, 5, and SPS 37-32, Vol. IV, p. 303).
Its utility lies in the fact that for rates less than a certain
"computational cutoff rate," the average computational
effort per information bit decoded is small and is inde-
pendent of the code length.
For the channel with time varying phase, similar results
can be obtained (Ref. 3). For instance, the probability of
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undetectable error P' (e) can be bounded in a form almost
identical to the block code error probability
e' (_)__ K exp [- N (no - n_)] (23)
where K is a constant. Of equal importance, the distri-
bution of the number of decoder computations per bit
decoded c is Pareto, that is
Pr [c_L] _ K' L -_
Ro
(24)
For rates Rz_ > Ro, the average computation per bit de-
coded c-is unbounded. Therefore, Ro can be interpreted
as the maximum usable rate, or in the accepted terminol-
ogy the computational cutoff rate. Reducing error proba-
bility to any desired level is no problem with sequential
decoding because the code length N can be made quite
large with little increase in equipment complexity. There-
fore, instead of using error probability as a measure of
system performance, it is more meaningful to use the
energy per bit Eb required for reliable communication
based on the computation problem. If R0 is the highest
usable rate
Ez_ energy/symbol
Eb-Rologz--------_- bits/symbol =energy/bit (25)
A lower bound on ED is the energy per bit required for
a channel with known phase operating at channel capac-
ity. This has been shown to be (Ref. 1) Eb, m_, = Noln2.
A comparison of Eb to Eb, m,, will now be made for an
interesting class of random phase processes.
4. Practical System Considerations
In a practical communication channel, such as the te-
lemetry channel of a deep space communication link, the
phase is, in general, a random process rather than a de-
terministic waveform. Suppose that 0 (t) is such that
cos [_o0t- 0 (t)] is band-limited to frequencies between
2trio - Wp and 2r_o + W v. This would be the case, for
instance, ff r (t) were tracked by a squaring or Costas
loop (Ref. 6); in that case 2W v would correspond to the
loop bandwidth. This might also be the case if the local
oscillator in the receiver were controlled by an ephemeris
rather than a phase-locked loop. At any rate, whenever
cos [co0t - 0 (t)] is band-limited, the Fourier coe_cients
d_ of the mean vector Z, are zero for m greater than
some m'. Now, it is apparent from Eq. (21b) that in the
linearly changing phase case, Ro decreases monotonically
with increasing rate of phase change f. Therefore, since
Wp is the highest rate of phase change possible in the
band-limited case, Ro for this case can be lower-bounded
by that for a linearly changing phase of f = Wp hertz.
For the band-limited case, from Eq. (21b)
I sin 27rWI, rRo _ max E_ _ 2_rW_r
-- 0-_- 1_ I" - - sin 2_rWpr
o-_ 0 L1 + _ 2rrWpr
( S )]n 1---Z--_-2W_
(26)
Operating at this rate, the energy bit required, from
Eq. (25), is shown in Fig. 4 as a function of S/2W_No,
the signal-to-noise ratio in the bandwidth of the phase
process. In this figure Eb is normalized by Eb,_,_=No In 2.
The curve in Fig. 4 asymptotically approaches 3 dB
as S/2WpNo gets larger. Here, Eb/Eb,,_i_ = 3 dB is the
limit imposed by a system operating with actually known
phase at half of channel capacity [Ro = C/2 for this case
(Ref. 1)]. Thus, in Fig. 4, Eb/(Eb,,_- 3dB) represents
the extra energy per bit required due to imperfect knowl-
edge of channel phase. For instance, if S/2WpNo = 18 dB,
about 1 dB is lost due to the random phase. Since the
curve in Fig. 4 is based only on the lower bound on Ro
in Eq. (26), it represents an upper bound on Eb/Eb.,_.
Recall that this curve was derived using only the fact that
cos 0 (t) is band-limited. The particular statistics of 0 (t)
were not accounted for; therefore, an actual Eb/Eb, mi_
curve may lie somewhere beneath that of Fig. 4. The
important point is that Fig. 4 presents an upper bound
valid for any band-limited process whatever. Note that
03
¢
5
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S/2 Wp NO, dB
Fig. 4. Normalized energy per bit required as a
function of the signal-to-noise ratio in the
bandwidth of cos 0 (t)
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ithe analysis does not take into account degradation due
to receiver output quantization, and assumes a low-code
rate R_ in bits/channel symbol. The effects of these two
factors on performance is expected to be comparable to
that for memoryless channels (SPS 37-32, Vol. IV, p. 303).
5. Discussion
Several methods have previously been proposed for
estimating channel phase from a biphase-modulated re-
ceived signal. One method that does not make use of
decision direction is the Costas loop or its equivalent
(Refs. 6 and 7). This method has one serious drawback:
system performance deteriorates as the bandwidth of the
biphase modulation increases. For low rate codes, which
are most efficient, there are many channel symbols per
bit; the modulation bandwidth is, therefore, relatively
large and performance is severely degraded.
A decision-directed scheme similar to the one described
here was suggested for uncoded systems (Ref. 2). This
scheme has the disadvantage that wrong decisions are
never corrected. They degrade performance in a manner
that varies with the error rate.
In a coded system decision direction does not suffer
from these shortcomings. If the decoder is observing the
correct code word (correct path in convolutiona] codes)
all "decisions" used in forming the phase reference are
correct. The modulation is, therefore, effectively removed
and performance, as shown in Fig. 4, is independent of
the symbol rate (modulation bandwidth) and informa-
tion bit rate. It depends only on the ratio of signal power
to noise power in the bandwidth of the phase process.
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B. Synchronization of PCM Channels by the
Method of Word Stuffing, S. Butman
1. Introduction
In digital communication it is often necessary to time-
division multiplex a number of digital channels with dif-
ferent and _luctuating pulse rates into a single high-rate
link, and to invert this operation (demultiplex or decom-
mutate) at various receiving points down the line. In order
for this process to function properly, it is necessary to
have the pulses in each channel occur at specified in-
stants in time so that they may be sampled in an order
known to the receiving stations. This retiming process
is called synchronization. It can be effected by reading
the pulses of each channel into an elastic memory buffer
(to be discussed later) and reading out the contents of
each buffer in sequence.
From the viewpoint of an individual channel, synchro-
nization is equivalent to rate equalization since the fluctu-
ating buffer input rate r (t) is converted to the synchronous
buffer output rate s. Buffer overflow, which leads to loss
of data, can be prevented by having s_ maxr (t). The
difference rate t
s - (t) o (1)
is the buffer depletion rate, and it must be made up by
inserting extra pulses (or time slots) into the output
stream. These stuffed pulses must be identified and de-
leted at the recdiving stations (after decqmmutation) in
order to prevent decoding errors. The transmission of this
identification information requires extra channel capacity.
Several synchronization schemes using pulse stuffing
have been reported (Refs. 1 to 6) 1. In each case a pulse
is inserted into the output stream as soon as the memory
buffer is empty. The methods differ, however, in the
manner of signaling the presence of the stuffed pulse.
In added bit signaling (Refs. 5 and 6), the signaling chan-
nel is created by adding an extra pulse for every N data
pulses; this corresponds to an increment of 1/N in the
total channel capacity. In statistical subcarrier signaling/
each of the I most probable data words is assigned two
symbols As and Bi, i ---- 1, 2, • • • , I, and the presence of
a stuffed pulse is signalled by substituting Ai's for B_'s.
1Pan, J. W., U. S. patent pending.
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In this case the amount of additional channel capacity
set aside for signaling stuffed pulses is not clearly defined;
however, it is evident that the introduction of extra sym-
bols into the channel alphabet is equivalent to increasing
the capacity.
The purpose of the present discussion is to generalize
the concept of pulse stuffing to word stuffing (a word
being defined as a sequence of k pulses) in order to re-
duce the capacity of the signaling channel. This requires
that the buffer :memory increases proportionately to the
length of the stuffed word. The question of whether to
use more memory and less signaling capacity or vice versa
is a matter of economics of the particular situation.
2. Synchronization Using Stuffed Words
The operation of an elastic memory buffer is analogous
to a reservoir which can be filled intermittently while
being drained at a steady rate. Consider a buffer with
a memory size of k pulses. When the contents of this
buffer have been depleted to some reference, say zero,
the buffer must be allowed to refill by a temporary pause
in its read-out. At the same time, a predetermined se-
quence of k pulses, a word W, is inserted into the output
stream in order to maintain the synchronous rate 3. (Ac-
tually, there is no such thing as not inserting pulses, since
the absence of a signal is part of the code.) The time
interval involved in the word stu_ng operation is k/s,
and during this time interval the input stream supplies
ko/Sk' = r (t) dt
= k- [s- r(t)] dt
_k (2)
pulses for reading into the buffer. Because of the discrete
nature of read-in and read-out mechanisms, k' is either
the greatest integer in, or the nearest integer to the quan-
tity on the right-hand side of Eq. (2). If r is the average
value of r (t), then the average value of k' is kr/s.
The average rate of occurrence of stuffed words is
equal to the average depletion rate divided by the aver-
age number of pulses read in, that is, s (s - r)/kr. Thus,
although the exact time of occurrence of a stuffed word
is unpredictable, stuffed words occur on the average only
one kth as often as stuffed pulses, and require only one
kth the signaling rate.
An even better approach is to signal the occurrence of
a data word W rather than the stuffed word. Thus, in the
absence of signaling, the receiver is arranged to detect
and delete the sequence W, and signaling is used to
inhibit deletion when there is a data sequence W. In this
way, only the stuffed word W is removed, provided that
there are no transmission errors. For a non-zero channel
error probability, the situation becomes somewhat more
complicated due to the possibility of errors of the first
and second kind (non-detection of W and false alarms);
this matter will be taken up in Part 3, below. If the data
stream consists of m equiprobable pulses, the probability
of a data word being W is m -k and the average signaling
rate is only r/(km_), which is smaller than the rate of
stuffed words s (3 -- r)/kr when k > logm [r2/s (3 - r)].
Finally, it is of interest to observe that signaling may be
discarded at the price of allowing the error probability
to increase by about m -e. This is accomplished by forcing
the transmitter to change one (or more) pulses in the data
sequence W. If the channel were error-free, all data would
pass through the W detector at the receiver; however,
the data word that was W will have one pulse error, caus-
ing the average error probability to increase by m-e/k.
The number of intentional errors will increase when re-
dundancy is introduced to combat errors of the first and
second kind.
3. Errors of the First and Second Kind
Let p be the error probability for a binary symmetric
channel (m = 2). The probability of not detecting the
stuffed word is then
P1 ---- 1 -- (1 -- p)_ (3)
and it increases with k. It can, however, be decreased
by redundant coding of W. Thus, the receiver is instructed
to take any sequence of k pulses with a Hamming dis-
tance d or less from W as the stuffed word itself. This,
of course, increases the number of data words that will
be mistaken for W, unless they are intentionally put in
error at the transmitter, or unless the signaling rate is
increased. The number of errors that the transmitter must
introduce to change the distance from i to d + 1 is
d-4-1- i, and the number of words at a distance i
is (_). Therefore, the intentional average probability of
error is
2-_ "_ (d + 1 - i)(_)1 (4)
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or the average rate of the inhibit signal is rP1. However,
the probability of an error of the first kind is now only
k
P1 ---- i
_=d+l
A false alarm, or an error of the second kind, is the
event that a sequence of k data pulses originally at a
distance h _ d + i is in the course of transmission altered
to a sequence whose distance from the stuffed sequence
is --_d. The probability of error of the second kind P2
increases with d, its minimum value being equal to P1
when d is zero. In order to calculate Pz, note that all but
h of the pulses in a sequence at distance h from W are
the same as in W. Therefore, the distance decreases by
i when there are i errors in the h unlike pulses, and in-
creases by i when there are j errors in the remaining k - h
pulses. Since there are (_) ways of making i errors in the
h unlike pulses, and (_jh) ways in the remaining k - h
pulses, the probability of changing the distance from h
to h + i - i is
i p_+_(1 - p)k-_-_
(6)
and the probability of having j - i--_ d - h is
7
h i+d-h
P (i -- i _ d - h} = i i p_+_(1 - p)_-_-_
_=h-d j=O
(7)
Finally, since the number of words at distance h from W is (_) except that for h = d + 1 there are an additional
d
h=o
words that were originally at a distance _d, the probability of a false alarm is
Z + k _d - h}P2=2-k p{j--i--_l} h P{i-i
h=o
(8)
4. Performance
The total increment in the average error probability
is then
s (s -- r) el
+ e2 + el (9)Ap -- r2
For a given value of k, the above expression will have a
minimum with respect to d because P1 decreases with d
while P2 and Pz increase. In many practical situations
Ap _ PI. For example, consider a channel with
0 _ (s -- r)/r _ 1
and an error probability p = 10-6. Then, if k = 30 and
d = 1, P_ and P_ are negligible compared to Pz which is
,--2 -3° _ 10 -6, so that hp is only 0.1% of p; and this is with
no signaling.
It might be argued that errors of the first or second
kind are the most catastrophic, since their occurrence
upsets the data flow, causing, possibly, serious diflqeulties
in decoding. It is, therefore, of interest to minimize the
average rate of occurrence of undetected stuffed words
or false alarms. The relevant expression, when s _ r, so
that s (s - r)/r 2_ (s - r)/r, is
u = - r) + red (m)
k
where u is the average rate of occurrence of errors of the
first or second kind. Table 1 presents u in events/year,
for a channel with p = 10 -6, s = 1.544 X 106pps, and
s - r = 200 pps as a function of k and d. The minimum
value of u for each choice of k is underlined, indicating
the best choice for d.
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Table 1. Yearly occurrence of errors of the first or second
kind as a function of k and d for a channel with
P= 10 .6,s= 1.544X 106pps,and
s -- r---- 200 pps
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5. Conclusion
This article investigated the performance of rate equal-
ization schemes based on the concept of pulse stuffing.
It was shown that by increasing the length of the se-
quence of stuffed pulses, a previously neglected quantity,
it is possible to reduce, and even to eliminate, the need
for an auxiliary signaling channel. The analysis presented
for the binary symmetric channel is a worst-case solution
because each data sequence was assumed to be equally
likely. If non-uniform statistics prevail, the stuffed se-
quence should be the least probable data word. Finally,
it should be noted that word stuffing is particularly suit-
able in equalizing channels with large fluctuations in rate.
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C. Factoring Polynomials Over Finite Fields,
R. J. McEliece
i. Introduction
In this article an algorithm for factoring polynomials
over finite fields will be given. Of course, the existence
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of such an algorithm is not in doubt, since it is clearly
possible to recursively generate all irreducible polyno-
mials of a given degree over a given finite field. However,
the algorithm given here is quite practical, and does not
require a table of irreducible polynomials. The algorithm
is very well suited for calculating the factors "of x _ + 1
over GF [2]; these factors are the characteristic poly-
nomials for the linear recurrences used to generate all
(n, k) cyclic codes, and a table of these factors for n _ 100
is included.
2. The Algorithm
Throughout, let F = GF [q], q = p*, p a prime. If f (x)
and g (x) are two polynomials over F, denote by (f, g)
their greatest common divisor, which will be assumed to
be monic. We are given a polynomial f (x), and asked to
write f as a product of irreducible factors; we are free
to assume that f (x) is squarefree, since unless f is a pth
power f/(f, f') will be a nontrivial squarefree divisor of f.
Let us further assume that f (0)=/:0. Under these cir-
cumstances, there will be a least integer e, such that
f(x)]x' - 1. Since f is squarefree, pXe; e is called the
exponent of f.
Definition. For each i, let n_ be the least integer such
that x *_---x _n, (mod f (x)). If the exponent e is known, the
n_ are given by n, = orde/_e,_ (q), but, of course, it is
not necessary to know e in order to compute the n_. We
define "test polynomials" for f as follows:
T_ (x) _x * + x_q-+ • • • + x_n, -_ (modf(x))
Next, if _ is the least integer such that
x i _- x iq"' (mod x * - 1)
define
T_) (x)_x _ + x*q + • • • + x*q;,-_(modx _ - 1)
(We emphasize that f always represents a polynomial,
e an integer.) Then, since m ln_, for suitable integers ms,
it will be true that
T"e' (x)= ms T_})(x)(mod f (x))
Theorem 1 is the heart of the algorithm.
(1)
Theorem 1. If h (x)a----h (x) (mod f (x)), then
t (x) = (t (x),h (x) - a)
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Proof. Let 0 be a root of f in a splitting field K. Then
h (0) q = h (0) and so h (0), being fixed by the Galois group
of K/F, is an element of F. Thus, every root of f is a root
of exactly one of the polynomials h (x) - a, and theorem 2
follows.
Corollary.
f (_) -- _ (f (x), Ti" (_) - a)
a_F
The final result needed is that the factorizations provided
by the corollary are sufficient to separate all the irreduci-
ble factors of f. Several easy preliminary results are
needed.
Lemma 1. If h (x)q _ h (x) (mod x e - 1), then h (x) is an
F-linear combination of the polynomials T-e_)(x) (rood
xe- 1).
Proof. Suppose
e-]
h(x)_--- _ bkx _(modx _-1)
k=0
Then,
e-1
h (x)q = h (xq) ---_ X bk x qk (mod f (x))
k=0
Hence, if k_ _ kz qt (mod e) for some t > 0, be_ = bk2.
Hence, h (x) is an F-linear combination of the T_ _ (x), as
asserted.
Lemma 2. If f_ is an irreducible divisor of x _ -1,
then there is a polynomial g (x) such that (f_ g)q __ (f_ g)
(mod x _ - 1), and (f_g, x _ - 1) = f_.
Proof. Since x _ - 1 is squarefree, then
(f,, (x e - 1)/f1) = 1
and so a polynomial g(x) may be found such that
f_ g _ 1 (mod (x _ - 1)/f_). Then (f_ g)2 _ f_ g (mod x _ - 1)
and so also (f_ g)q _ fig (mod x _ - 1). Finally, since
(g, (x _ -- 1)/fl) = 1, it follows that (f_ g, x _ - 1) = f_, com-
pleting the proof of the lemma. We are now ready to
prove the "separation" theorem.
Theorem 2. Let f_ and f2 be distinct irreducible divisors
of f. Then there is an integer i and distinct elements
a, b of F such that
f_ I(T?, - a) ; f2I(T_" - b)
Proof. Suppose by way of contradiction that for each i
there is an element a_ e F such that f_f2 IT_ i_- ai. By
lemma 2 there exists a polynomial h (x) such that
(f_ h)q -_ f_ h (mod x _ - 1)
and (f_ h, x _ - 1) = f!. Thus, by lemma 1,
fa h _ Eb_ T_ _) (x) (mod x _ - 1)
But by Eq. (1)
f_ h _ Em_ bi T_ i) (x) (mod f (x))
and by assumption
where
f_f_Ir_m_b_ (T_" - a) _ fi h - b (mod f (x))
b = _mi bi a_ aF
But this is in conflict with (f_ h, f) = f_, and so completes
the proof.
Theorems 1 and 2 allow us to factor any polynomial
f (x) by the following steps:
F1. Eliminate powers of x.
F2. see whether or not f is a perfect pth
it is, reduce it.
F3. f/(f,f') and apply the following steps
Check to
power; if
Compute
to it.
ComputeF4. the T_ ¢) (x).
F5. Find one non-trivial factorization provided by the
corollary to theorem 1. (If all the T_ _) are elements
of F, f is irreducible.)
F6. Reduce the T_ _) modulo the factors of f found at
F5 and apply theorem i again. Continue until all
the irreducible factors of f are found.
F7. Find the highest power of the irreducible factors
found at F5 and F6 which divide the original f.
Apply F2 to what remains.
3. An
Let
Example
us apply the algorithm to the polynomial
f(x) =x _ +x _ +x _ +x _ + x _ +x _°
+x _ +x s +x _ +x _ +x _ +x+ 1
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aover GF [2]: f (0) = 1 so we proceed to F2, and find
f' = x 16 + x TM + x1° + x s + x 6 + x_ + 1
To compute (f,f'), we use Euclid's algorithm: we abbre-
viate a polynomial
_,ai x i
i=0
by (ana,_-_ " " " alao)
100111111110110011
10001010101010001
101010100010001
10001010101010001
100000100010101
101010100010001
1010000000100
101010100010001
10100000001
10100000001
Hence, (f, f') = x _° + x s + 1, and an easy division gives
f--f--- = x 7 +x 5 + x4 +x+ 1 =f-
(f, f')
which we now know to be squarefree. To compute suc-
cessive squares, it is convenient to have a list of even
powers of x modulo f-(x):
x ° 0000001
x 2 0000100
x 4 0010000
x 6 1000000
1100110
x 1° 1001101
x _2 1010010
x 0000010
x 2 0000100
0010000
Hence,
and
210 _ _)
X3.2 5 _ X 3)
X - 2 lo _ X 5)
x s 1100110
x 16 0001011
x s2 1000101
x 64 1000011
x12S 1010111
x25_ 0100001
x512 1001100
1000111
x 3 0001000
x _ 1000000
x 12 1010010
x 24 0110000
_8 0101011
0000001
x _ 0100000
x 5"2 1001101
x _'2_ 0000011
x 5"2' 0000101
_.2, 0010001
x 5"_' 1100111
x5"2_ 0001010
x 5"2' 1000100
x 5"2_ 1000110
x 5'2' 1010110
1000111
T (1) (x) = T (5) (x) = x _ + x 2 + x + 1
]-(x) = (x _ + x 5 + x' + x + 1, x 6 + x 2 + x + 1)
)< (x 7+x 2+x+l,x 5+x+l)
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mustbea_orizafionintoi_educibles:
10110011
1000111
111101
1000111
111101
li111011[
Hence,
10110011
100011
111111
100011
11100
100011
11011
11011
_'(x) ----(x 5 + X' + x 3 + x 2 + 1) (x 2 + x + 1)
as a product of irreducibles. Next we check to see whether
or not (f, f) is divisible by either of the two factors al-
ready found.
(f, f) = (x 5 + x' + 1) 2
so that we need only try (x 2 + x + 1) 2. It is easily seen
that
x 5 + x 4 + 1 = (x 2 + x + 1)(x 3 + x + 1)
Hence,
f(x) = (x 5 + x' + x" + x 2 + 1) (x" + x + 1) 2(x 2 + x + 1)"
is the required factorization.
4. Factoring x_ + 1 Modulo 2
As a less trivial example of the algorithm, consider the
factorization of the polynomials x _ + 1 over GF [2]. In
this case the computation of the test polynomials is very
Table 2. Polynomials of Period n over GF [21
3
5
7
9
11
13
15
17P
19
21
23
25
27
29
31
33P
35
37
39
41P
43P
45
47
49
51
53
55
57P
59
61
63
65P
67
69
71
73
75
77
79
81
83
85
87
89
91
93
95
97P
99
Factors
irreducible
irreducible
13
(3 • 3)
irreducible
irreducible
31
471,727
irreducible
165
5343
(5.5)
(3 • 9)
irreducible
7573,45
3043,2251
16475
irreducible
17075
5747175,6647133
64213,47771,52225
(15 • 3)
43073357
(7 • 7)
637,661
irreducible
7164555
1735357,1341035
irreducible
irreducible
147,141,155
15353,13535,12345,10761
irreducible
34603145
503700420663
1401,1641,1511,1145
(15 • 5)
16471647235
11435717264067
(3 • 27)
irreducible
771,613,735,675
3706175715
6061,7773,7571 ,7311
14015,15713,11721
3205,3247,2065
1435137342601
10265044102212641,
17441554343330237
(33 • 3)
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simple; one needs only to compute the orbits of the in-
tegers modulo n under the permutations generated by
i--> 2i (modn); these orbits contain the exponents which
occur in the various test polynomials. For example with
n --- 7, the orbits are
(0), (1, 2, 4), (3, 6, 5)
and so the test polynomials are x + x _+ x 4 and x 3+ x 5+ x 6.
Using this method on an SDS-930 computer, it has been
possible to obtain the complete factorization of x n + 1
for n _ 350; however, only the factorization for n < 100
is given in Table 2, and only the factors of x _ + 1 which
are not factors of x m + 1 for some m < n are listed.
Polynomials are given the customary octal representa-
tion; e.g., 7053 represents
x 11+ x 1° + x 9 + x _ + x _ + x + 1
If a polynomial f (x) divides x n + 1, then so does its recip-
rocal polynomial, and only one member of a reciprocal
pair is listed. For certain values of n, each polynomial is
self-reciprocal; this is indicated by a "P" following the
integer. Finally, for some values of n the factorization
x n''_ + 1 may be obtained from that of x n + 1 by replac-
ing x by x% This is indicated in Table 2 by the entry
(n-m).
D. On Automorphism Groups of Block Designs,
R. E. Block2
1. Introduction
The theory of block designs has been studied both at
JPL and elsewhere in connection with the construction
of ranging sequences and orthogonal codes (SPS 37-25,
Vol. IV, pp. 158-160; SPS 37-28, Vol. IV, pp. 232-234).
The results of this article facilitate the search for such
sequences and codes with desirable properties that allow
rapid acquisition or decoding.
First, the key concept of a BIBD will be reviewed.
A configuration D of "points" and "blocks" is called a
BIBD with parameters v, b, r, k, and x provided D has v
points and b blocks, each point is on exactly r blocks, each
block contains exactly k points, and each pair of distinct
points occurs together in exactly ;_ blocks. An auto-
morphism (also called collineation) of D is a pair of
2Consultant, Department of Mathematics, University of Illinois,
Urbana, Ill.
permutations, one of the points and one of the blocks,
preserving the incidence relations. The known direct
methods for constructing BIBD's generally involve a
group of automorphisms, e.g., the method of mixed differ-
ences (Ref. 1, Chap. 15 and Appendix).
A basic result on BIBD's (Fisher's inequality) says that
v--_b unless the design is degenerate, i.e., unless each
block contains all v points, or, equivalently, r -- ;_ (assum-
ing that v > 1 and b > 0). Suppose that there is a group G
of automorphisms of D, with t point orbits, of lengths
v_, • • • , vt, and t' block orbits, of lengths b_, • • • , bt,.
Fisher's inequality may be regarded as an assertion about
the orbits for the identity group. One generalization of
this, which we proved in Ref. 2, Corollary 2.2, says that
t_t" if D is nondegenerate. In the present article we shall
give a generalization which involves not only the number
of orbits but also their lengths.
If D is symmetric (v = b) then t -- t' (Refs. 3, 4, and 5)
and then the orbit decomposition is also called symmetric
if, after suitable reordering, v_---b_ for i = 1,''',t.
Sufficient conditions for this are that G be a cyclic group
(Ref. 5), or else a p-group where p_/r - X (Ref. 2). More
generally, suppose that p is a prime, and denote by vp the
(exponential) p-adic valuation (say of the integers Z), so
that if a e Z then
a _ pvp(a) a p
where (p, a')--1. We proved in Ref. 2 for symmetric
designs that if p_/r - X then, after reordering, vp (v_) --
vp(b_)fori=l, • • • ,t.
Our main result in the present article applies to not nec-
essarily symmetric designs and states: if pX(r- £)(r, b)
)< (k, v) then there is a reordering of the orbits so that
vp(vi)--vp(b_) (and so for a p-group v_-_ b_) for
i= 1,...,t. The exclusion in the hypothesis of the
cases r _-- £ mod p, r _ b _---0 mod p, and k --_ v _-_ 0 mod p
is analogous to the exclusion in Fisher's inequality of the
degenerate cases r --- ;t, v -- 1, and b -- 0 (and so r -- 0),
and b > 0, v--0 (and so k = 0), respectively. We shall
also prove: if p [ (r, b) (k, v) (in fact if lust p [rk) but
pX(r - X) then there is a reordering so that vp (vt) = 0
and vp(v_) = vp(b_) for i-- 1, • • • ,t- 1. Numerous ex-
amples (Ref. 1, Appendix)show that none of the restric-
tions on p can be removed.
We also note that a sharper form of Fisher's inequality
is valid; there is a one-one mapping of the points to the
blocks such that each point is incident with its image; we
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shall also prove a similar property for the correspondences
above of point orbits to block orbits.
We shall see that these results hold not only for the
orbits of an automorphism group, but also for the point
and block classes of a so-called tactical decomposition
on the design. We shall also obtain similar results for
other structures besides BIBD's, including the constant-
distance codes and matrices, especially orthogonal codes
and Hadamard matrices. Finally, we shall also apply our
theorem on BIBD's to obtain results on permutation
groups and on symmetric BIBD's, including projective
planes. For a group G of permutations on a finite set f_,
Polya's enumeration theorem (Ref. 6) gives the number of
orbits of the induced group Gk of permutations on the
k-element subsets of _2 in terms of the cycle structures of
the elements of G, and our main theorem, applied to the
(trivial) design of all these k-element subsets, will give
information about the lengths of some of the orbits of Gk.
For the case of a group of automorphisms of a projective
plane, our theorem, applied to the designs of "flags" and
"anti-flags" which we shall introduce, will give informa-
tion about the lengths of the orbits of incident and non-
incident point-line pairs.
2. The Main Theorem
Let M = (mlj) be a v )< b matrix with entries in a
field F. Suppose that the set of row indices is the disjoint
union of t nonempty subsets R1, " • • , Rt, and that the set
of column indices is the disjoint union of t' nonempty sub-
sets C1, _ • • , Ct,. Then M is said to have a tactical de-
composition (Ref. 2) with row classes R_ and column
classes Ci, if for everyi, j(i=l, • • • ,t; j= l, • • • ,t')
the submatrix (mh_) (heR_, _eC_)_ has constant column sums
sij (right tactical decomposition) and constant row sums
aii (left tactical decomposition). The t X t' matrix S = (sij)
is called the associated matrix of column sums.
Then for a (generalized) incidence structure (i.e., finite
set of points and blocks with an incidence relation be-
tween points and blocks), a tactical decomposition is just
a partition of the points into point classes and of the
blocks into block classes giving a tactical decomposition
of the incidence matrix. For any group of automorphisms
of an incidence structure, the point orbits are the point
classes and the block orbits are the block classes of a tac-
tical decomposition.
For any tactical decomposition, the number of elements
in a row (point) class or in a column (block) class is called
the length of this class; and the length of the row class Ri
will be denoted by v,, and the length of C_ will be de-
noted by bi.
We shall consider a non-archimedian valuation v on F,
written exponentially, so that v(_,8)=v (_,)+ v (8) and
v (v + 8) _ min (v (_), v (8)}, 7, 8eF. For the application to
block designs, F will be the rationals Q and v the p-adic
valuation vp, except for one case when p = 2. In the
following lemma for any integer, m, Ira, and 1,, will denote
respectively the m X m identity matrix and the m X m
matrix with all entries 1.
Lemma 1. Let F be a field with a non-archimedian
valuation v, and let M be a v X b matrix over F with
entries in the valuation ring at v. Suppose that M has a
tactical decomposition with row class lengths vl, • • • , vt
and column class lengths b_, • • • ,bt,, where t _ t', and
that there are elements a and fl in F such that MM'=
_I_ + fl]_. Then there is a reordering of the column classes
such that
t
I (b0 - (v01 + vp) (1)
_=1
Proof. Counting in two ways the sum of the entries of
the submatrix (mh_) (heR_, _ECj), of M, we have
and hence
via_ -- sijbs
(v,) + = + (bs) (2)
As in lemma 5.1 of SPS 37-25, Vol. IV, pp. 158-160, we
have the fundamental matrix equation
SBS' = ,_VIt + flV1tV
where B and V denote, respectively, the t' X t' and t × t
diagonal matrices diag (b_, ..., bt,) and diag (vl, "", vt).
Using the Binet-Cauchy formula for the determinant of
the product of a t X m and an m X t matrix, and the
determination of det (_VTt + flVltV) as in Ref. 2, p. 40,
we have
bjl, " • •
:t-_jl<...<jt_t '
, (det S " " ",i,)) =
v, • • • (. + vfl)
where S (j_; • • • , it) denotes the submatrix of S obtained
by deleting all but the t columns indicated.
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For notational convenience we reorder the column
classes so that one of the summands of the left side hav-
ing minimal value of v is the one for which (jl, " • " , jr) =
(1, • • • , t). We also write
v (vl, • • • ,v0 =
v(detS(1, • • • ,t)) =ca,
v(bl, " • " ,bt)=cb
+ v#) = ca
(3)
cb + 2ca _ cv + c,
There is some transversal Sl,_r(1), S2, Tr(2), " " " ,St, Tr(t ) Of
S(1, • • • ,t) such that
and by reordering the columns of S we can suppose that
_r is the identity permutation. Now write
C 1
t
max {v (b0 - v (v,), 0}
i=1
C2 _-
t
X max{v (v 0 -- v (b_), 0}
i=1
Then cb = c_ + X (v (bi) - v (vi)) -- cv + c_ - c2, and
hence c_ + c_ - c2 + 2ca _ c_ + ca. But by Eq. (2), c2
v (sxl • • •stt) _ca, and so c_ _ca - ca and c_ + c2 _-_
ca - ca + ca, which gives Eq. (1). We can now state the
main theorem.
Theorem 1. Let D be a BIBD with parameters v, b, r,
k, X, and let p be a prime not dividing r - x. Suppose
that D has a tactical decomposition. If p_/(r, b) (k, v) then
t distinct block classes Cs_, " " " , Ci t can be chosen such
that the following conditions are satisfied for i -- 1, • • •, t:
(v,) = (bj,) (4)
and, if pXrk or ff p I vi then
sia, _ 0 (mod p) (5)
where s, (resp. a,) denotes the number of points (blocks)
of Ri (Ci_) incident with each block (point) of C_ (R 0.
If p Irk, then for some _, pX_, and the t block classes can
be chosen so that Eqs. (4) and (5) are satisfied for i _= L
The proof is omitted.
This theorem generalizes some results of Ref. 3; whereas
the equalities of Eq. (4) are much sharper than the sets
of inequalities of Ref. 2, pp. 47-48, for non-symmetric
BIBD's, the present results hold for tactical decomposi-
tions, while the earlier results were also valid for right
tactical decompositions.
Motivated by theorem 1, we define a p-symmetry of a
tactical decomposition to be a one-one mapping of the
set of row classes to the set of column classes such that
Eq. (4) holds for i -- 1, • • • , t and we define a p-semi-
symmetry, to be such a mapping of the set of all but one,
say R_, of the row classes such that Eq. (4) holds for i =fi L
A p-symmetry (resp. p-semi-symmetry) on a BIBD will
be called strong if Eq. (5) holds for all i (resp. for all
While theorem i gives sharp information on the
p-component of the lengths of t or t- 1 of the block
classes if p I r - X, we can also give some information for
every block (and point) class.
Proposition I. Suppose there is given a tactical decom-
position on a BIBD. Then for every block class Cj (resp.
point class Ri) there is a point class R_ (resp. block class
Ci) and integers s (---s_) and a(--aij) such that
via=b_s, O<a_r,O<s_k
and in particular, for any prime q,
vq(bj) = vq(v,)ifq > r, ve(bs)_ve(vi)ifq > k
Proof. Take the tactical decomposition of the incidence
matrix written with 1, 0. Given a Ci, X, s,_ = k, and some
si_:/=0. Similarly given an R_, X_-a,_ -- r, and some a,_=fi0.
The result then follows from Eq. (2).
Corollary 1. For the p-symmetry (resp. p-semi-
symmetry) of theorem 1, the conclusions of proposition 1
hold for the pair R_, C_._ if p/_rk or p I v_ (resp. if i _: _).
Proof. All that is needed is that s_ =/=0, and this follows
from Eq. (5).
Another application of lemma 1 is to Hadamard ma-
trices, and more generally to constant-distance matrices,
these being matrices with entries chosen from two sym-
bols such that any two rows differ in the same number d
of columns, where d > 0.
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eTheorem 2. Suppose that M is a vX b constant-distance
matrix with distance d, and that M has a tactical decom-
position. If p_/2d [2d ÷ v (b - 2d)] (resp. p)(2d) then the
decomposition has a p-symmetry (resp. p-semi-symmetry).
In particular, if M is Hadamard matrix of order v and if
p/_v then the decomposition is p-symmetric.
The proof is omitted.
3. Applications
Suppose that G is a group of permutations on a set f_ of
v letters, and take an integer k with 1 < k < v. Then G
induces a group of permutations on the (_) k-element sub-
sets of f_. The elements of f_ are the points and the
k-element subsets of f_ the blocks of a (trivial) BIBD with
parameters
V-2Here r -- X = (_-1), and the following is a consequence of
theorem 1.
Corollary 2. If G is a group of permutations on a set f2
of v letters and if p is a prime not dividing (_-_), then there
is a strong p-semi-symmetry of the set of orbits of G on f_
to the set of orbits of G on the k-element subsets of f_, and
also a p-symmetry if pX(v,k) and vp (k)--_.vp _-lz,/v-l_and
strong p-symmetry if pA/k (_-_).
In particular, for k = 2 the conditions on the prime p
for a p-symmetry (resp. strong p-semi-symmetry) are that
p/_(v-2)(v-1) (resp. p/_v-2) when p>2, and
v _--_3mod 4 (resp. v_ 1 mod 2) when p = 2; and for k = 3
that p_/(v - 3)(v - 2)(v - 1) (resp. p)((v - 2)(v - 3))
when p > 3, v _ 4 or 7 mod 9 (resp. v m_ 1 mod 3) when
p=3, andv_0mod 4 (resp. v_0or lmod4) when
p---2. These conditions for p-symmetries when k = 2, 3
give strong p-symmetries if p =/=k.
Another application of theorem 1 is as follows. Let
there be given a BIBD D, with parameters v, b, r, k, X,
a group G of automorphisms of D, and a configuration
defined in terms of the incidence relation in D, involving
k' points, such that all sets of k' points of D satisfying
the configuration form the blocks of a BIBD D' with the
same points as D. Then G induces a group of automor-
phisms of D' with the same action on points as G.
We now give some examples of allowable configura-
tions and the corresponding parameters b', _, k', _" of D':
(1) s points on some block, u points not on the block (we count a set of s + u points as a block of D' as many times
as s of them occur together on a block of D not containing any of the remaining u points); here
where
U
(2) Quadrangles (i.e., four points, no three on a block), where X = 1;
here
k'=s_u
b" = v (o - 1) (v - k) (v - 3k + 3) 4b' 3r _
4! , r' = --v ' k _ = 4, )t' = ---v_l
For protective planes one can similarly obtain the designs of all pentagons and of all hexagons.
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When the configuration consists of k - 1 points on a block, we can identify the blocks of D' with incident point-
block pairs in D, i.e., with flags. For a projective (resp. afflne) plane of order n,
r'- X' = n_ + 1, b' = (no- + n + 1) (n + 1), r' = (n + 1) n, k' = n
(resp. r' - X' = no- - n 4- 1, b' = n 2 (n 4- 1), r' = (n + 1) (n - 1), k' = n - 1)
which gives the following result.
Corollary 3. Given a prime p and a group of automorphisms of a projective plane of order n, there is a strong p-semi-
symmetry (resp. p-symmetry, strong p-symmetry) of the point (or line) orbits into the flag orbits provided:
pfno- 4- 1 (resp. pX(n 2 + 1)(n + 1),pf(no- 4- 1)(n 4- 1)n) (6)
For an arlene plane the conditions are
pfno- - n 4- 1 (resp. pf(no- - n + 1) (n 4- 1) n, pf(n 2 - n + 1) (n 4- 1) (n - 1) n) (7)
When the configuration consists of k points on a block and one point not on the block, we can identify the blocks
of D' with non-incident point-block pairs in D, i.e., with anti-flags. Here for a projective (resp. afflne) plane of order n,
r' - X' -- no-(n + 1), b' -- no-(no- + n + 1), r' -- n 2 (n + 2), k' _- n + 2
(resp. r' - )_' = (n - 1) (no- 4-n 4- 1), b' = no- (n 4- 1) (n - 1), r' = (n 4- 1) 2 (n - 1), k' = n + 1)
which gives the following result:
Corollary 4. The statement of corollary 2 holds for anti-flags in place of flags ff Eq. (6) is replaced by
p/_n(n 4- 1)(resp. p/_n(n 4- 1) and p:/: 3, p/_n(n 4- 1)(n 4- 2))
and Eq. (7) is replaced by
pX(n - 1) (no- 4- n ÷ 1) (resp. pf(n - 1) (no- 4- n 4- 1) (n + 1), p/_(n - 1) (n °-4- n 4- 1) (n + 1))
Thus, these results give information even when p divides n.
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E. Phase-Locking To Noisy Oscillators,
R. C. Tausworthe
1. Introduction
In most analyses of phase-lock operation, it is assumed
that the loop is required to track a (modulated or un-
modulated) spectraUy pure source, and such analyses
have resulted in worthwhile, accurate predictions of loop
performance, so long as the spectral impurities were well
within the loop bandwidth. Other analyses have con-
sidered the effects of noises in the oscillators themselves,
and several spectral models have evolved, or been con-
jectured, and these, for the most part, point up several
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rinconsistencies between theoretical calculations and mea-
surement techniques.
The most popular, accurate, and perhaps most easily
implementable frequency measurement technique is indi-
cated in Fig. 5: Two oscillators of comparable quality
are heterodyned together, at a slight frequency offset,
so that differential variations in the beat-frequency can
be measured by cycle-counting. As one would expect,
the measured variations decrease in magnitude as the
measurement period increases, the specific function so
obtained being related to the spectral density of the
perturbing process.
I TEST _,OSCILLATOR
HETERODYNE
OSCI LLATOR
BEAT FREQUENCY
COUNTER LOUTPUT
-DATA
T seconds
I TIME-STANDARDI OSC"'ATOR1
Fig. 5. Oscillator frequency stability
measurement technique
Usually, the largest contributor by far to oscillator
frequency-noise is the so-called "flicker" component,
which, insofar as anyone has yet been able to determine
experimentally, exhibits a 1/f characteristic all the way
from the upper frequencies at which it becomes masked
in other oscillator noises, down to the lowest measurable
frequencies-less than 10 -_ Hz.
But if one assumes this 1/f behavior is true at all fre-
quencies, he is led to the theoretical conclusion that
eventual frequency deviations have infinite variance, even
though the average variation of measured finite-length
samples is always bounded. A further consequence of the
assumption is that slow deviations become larger in mag-
nitude as their drift-rate decreases-a condition that con-
tradicts the observed fact that the drift interval is limited
to some small fraction of the oscillator center frequency,
depending on the Q of the circuit.
If these two oscillators are placed in a phase-locked
loop, one as a source and one as a VCO as shown in
Fig. 6, the same assumption leads to a theoretical infinite
loop phase-error variance (on an ensemble average, the
usual statistical technique) for all loops, regardless of
bandwidth, except for those having a perfect integrator
SOURCE
OSCI LLATOR
OUTPUT PHASE
ERROR
LOOP FILTER
_Ira
VOLTAGE-
CONTROLLED
OSCILLATOR
Fig. 6. Phase-locked loop frequency-stability
measurement
in the loop filter. Then it is finite. The engineering fact,
however, is that loops of the former type do lock and do
track, with finite phase error whenever their bandwidth
is sufficiently large.
Extrapolating the 1/f characteristic down to f = O, it
seems, is just too drastic an assumption, and, insofar as
observable results are concerned, one which produces
unrealistic theoretical results. Extrapolation of the 1/f
behavior to infinite frequency does not vield any appre-
ciable anomaly, however.
Accepting the frequency-counting technique as a cali-
bration method for oscillators, one then needs a method
of predicting the performance of a phase-locked system
using these oscillators. In order to correlate the two be-
haviors, one needs a spectral model of the oscillators
which indeed explains all observable results. In what
follows, then, we shall investigate the effects of oscillator
noises both on counted-frequency measurements and on
loop error variances, and we shall develop for second-
order loops, at least, a way to use counter data directly
to produce predictions of loop error and drift rates.
2. The Noise Model
Rather than assuming that the 1/f-law holds at all fre-
quencies, we shall assume that it holds only down to an
angular frequency _ = _ and that, at lower frequencies,
the spectral density levels off to 1/_. Such an assumption
certainly fits in the observable region, and seems to re-
store the hope of a model producing potentially workable
answers, but it conceivably introduces the need for know-
ing E, a quantity not measurable by the frequency-
counter technique, and not directly observable any other
way.
We shall model the frequency disturbance of both
oscillators by an equivalent noise r_(t) referred to the
input of a perfect, unity-gain VCO, as in Fig. 7. The
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DWHITE NOISE
-v VOLTAGE- AMPLITUDECONTROLLED STABILIZATION x(f)FLICKER NOISE_._]" I OSCILLATOR CIRCUIT
s.. =,v_#f
OUTPUT CIRCUIT
NOISE
WHITE NOISE
S.n = Nov _]
WHITE NOISE ___1
FLICKER NOISE I
s.. =N_,/f
NOISELESS
VOLTAGE-
CONTROLLED
OSCILLATOR
Fig. 7. The oscillator noise model
=-x(t)
second oscillator will be assumed noiseless. The beat-
note thus takes the form
x (t) -- A (2) ,1_cos [o0t + O_ + ff n (t) dt] (1)
in which A is the rms amplitude, o0 the mean beat-
frequency, and 00 a uniformly distributed random phase.
There are three important noise components which
comprise the output phase process: (1) There is a white-
noise component introduced at the VCO input; (2) a
"l/f" component at the VCO input; and (3) a wideband
component at the oscillator output. The first of these is
typical of thermal noises generated in resistors in the
oscillator circuit; the second from noise commonly found
in transistors, varactor diodes, and carbon resistors; and
the third is again thermal noise v (t), but at the oscillator
output, appearing as
x(t) = A 1 (9')1_ COS [O0t -_- 01 (t)] -_- V (t)
= A(t)(2)1_cos loot + 0 (t)] (9.)
the slight amplitude deviations are often compensated
for, so A (t) is effectively a constant A. The contribution
of v (t) to 0 (t) is then approximately v (t)/A. As a result,
the spectral density of the disturbances, referred to the
source-VCO input, is of the form
s..(/2_f) =
No.+ e=N,_+ f2N2vllG(f2=f)l='E
N,v f2 N2v I IG (j2rf) 12,No_ + -_ + (3)
Due either to the oscillator output circuit, or the loop-
or counter-input circuit, there is a high-frequency cut-
off effect which we have represented by the relatively
wideband filter G (s).
Concerning the bandwidths of various filters, such as
G (s), we shall define for the filter, say U (s), the param-
eter wu by the integral
1 f+oo
w_ = _-_=lj_=Iu(io)l 2& (4)
when U (0) is normalized to unity, wv is the fiducial
bandwidth (Ref. 1, Chap. 2) of U, and when maxo I U (jo) [
is normalized to unity, wu is the ordinary equivalent
noise bandwidth of U (s).
3. Counted-Frequency Measurements
Let us suppose that the counter configuration has pro-
duced n samples of data, each of duration T seconds.
Except for a negligible fractional-cycle roundoff error,
the counter will register a sample frequency of
0 (kT) - 0 [(k- 1) T]
ok= _0+ T (5)
at the end of the interval [(k - 1) T, kT].
It must be remembered that o0 is not directly observ-
able; hence it is necessary to estimate it by
n
_,o= _-) 0,. (6)
k=l
and the variance of this estimate by
,,2 = 1_-'__ X (o_- Zo)_
k=l
(7)
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The actual (i.e., ensemble average) values are
(8)
While it is true that go is an unbiased estimator of _oo
A$[i.e., E (2oo)= o_o], it is not true that _ is unbiased. It is
shown in the next article in this Section, 3 that when-
ever eT < < 1
a_-- 27r2T2 + +Nlv 5--27+21n
(9)
where v is Euler's constant, 7 =0.5772''', and
A_ ( T) = 1 - R_g (T) /w_. The mean sample-variance, un-
der the same assumptions, with neT < < I in addition, is
,,2 N_w° I h°(T) -- A°(nT) 1E (a_) - 27r2T2 " n2
(n -- 1) Nov
+ nT + 2Nlv In (n) (10)
It is interesting to note for these moderately large n
,,2that E (a_) is independent of e and that the flutter-noise
component is independent of T, whereas the actual a_
depends on both.
In the limit as n--> c¢ with {T < < 1, it is further shown
^2that E (a_) increases with n, asymptotically reaching 2O'(o ,
as the law of large numbers requires. Experimental obser-
vations with nT as large as 107 fail to produce a signifi-
cant departure from the In (n) approximation. It may be
inferred from this then that e must be smaller than 10 -7.
The common counter-instrumentation techniques usu-
ally result in a plot roughly similar to that in Fig. 8. There
are three distinct regions, one corresponding to each of
the three types of noise. At low values of T, the oscillator
output-circuit noise (or counter input-circuit) noise seems
to be the dominant contributor to ^2a_,and, depending on
the cut-off characteristic Av (T), the behavior commonly
appears as anything from 1/T to 1/T 2.
In the next region, the oscillator internal white noise
A2takes predominance, and a_ varies as 1/T. Finally, as T
grows larger, the flicker noise becomes evident, and _r_
depends significantly upon the number n of sample points,
_F. Analysis of the Effect of Input Noise on a VCO, R. Gray and
R. C. Tausworthe.
tu
/n-lk f/V2v wGk lAG (T}_
nT_r7
I I
log T
2Nlv In (n)
;_ ,_.---UNKNOWN
_'_ LAW
_ I
Fig. 8. The form of counted-frequency
oscillator-stability data
but not upon T or e. Finally, as T becomes larger than
1/c, the behavior must again decrease.
^2The difference between _ and E (_) is precisely equal
to E [(_o- _o)_], and thus it is evident, due to the ex-
treme smallness of e, that E [go - _o)el may consequently
be relatively large. What this means in terms of oscillator
instability is that the estimated center frequency has a
much larger variance than do the shorter-term fluctuations
about this estimation. It is common to refer to E [(A_o- o,o)2]
as the long-term drift, and E (_) as the short-term fre-
quency variation.
4. Loop Tracking Errors
Now let us suppose that a phase-locked loop has ac-
quired and is tracking the oscillator in Part 2 above
(Fig. 6). The phase error, in the absence of loop input
noise is given by
_(t) = El-L(P).ln(t ) (11)
where L (s) is the ordinary loop transfer function (Ref. 1,
Chap. 5). It is convenient to define
1 -- L (s) (12)H @)-
as the frequency-error transfer characteristic. The error
at any time t is then the convolution
fo °
@(t) = h (u) n (t - u) du (13)
in which h (r) is the unit-impulse response of H (s). It
thus follows directly that the total mean-square phase
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error is
! IH(j412S..
_rJo
=-_ [H(io,)12s.,_(i_o)&+ T [H(j,o)12S..(j_o)d_
(14)
One normally apportions the total error into a steady-
state component caused by having mismatched VCO cen-
ter frequencies, and a jitter component superimposed.
After a given time T, the usual estimate of this steady-
state phase error is
1/0"_88 = _ ¢ (t) dt (15)
and the variance-estimate _'rs of the loop error about this
_8_ is then an expression whose mean value is of the form
if +_
E (_S) = _j__ IH (i_)l 2s..(i_) l . _T721
1_ISmVl
(16)
The value E (frS) is the same as _ for a loop tuned every
T seconds to remove the apparent steady-state phase off-
set. The term in braces has a double zero at the origin,
so that E (_S) would converge even ff S,, (i _) were to
have a true 1/f term. In fact, for 0 < < T < < 1/e the
term in braces can be approximated very closely by a
unit-step function at _ = 2rr/T, so that
oo/-
E (_) _ -_l/,y2= I H (i_) I _S,, (i_) & (17)
the mean estimated loop variance ^2a_ thus resembles the
second term in Eq. (14) for the total loop error _r_, but
with E replaced by 2rr/T. For very large T, phase errors
arising from the wideband noises are the same, whether
the loop is tunable or not:
N2V
(no flutter noise)
(18)
The numbers w_u and w_(__ m are the bandwidth integrals
1 [+_o
w_ = _-j__ Iu (i_)1_1v (i_)1_& (19)
a. First-order loop. The transfer function of a first-order
loop is (Ref. 1, Chap. 5)
2Wb
r, (s) = +2w/ (20)
in terms of the loop two-sided bandwidth wL. The
frequency-error characteristic is then
1 1
H (s) - +2w_ - 2w_ L (_) (21)
and if wG > > wL (the usual case), we have
1
WGn .-_ 4W----_
WO(_-L) _ WG
(22)
The flicker component alone produces
Nlv [1 -[- In (--_)]'4 _ 2w_
E (_,) = _ln (wLT)
(flicker only)
(23)
Hence, the phase errors are of the form
and
r4- 2_2 +T_w_+2--_ l+ln
(24)
N2vwo NovE (_'rS) -- zr2 + _ + In (wLT) (25)
Note the dependence of a s in Eq. (24) on the unknown
parameter _. Just as ,_ is not measurable physically,
neither is aS; rather, there is a long-term steady-state
phase drift, E (f_,), and short-term fluctuations about it,
E (_S).
b. Second, order loop.The second-order loop with filter
1 -t- r2S
F (s) - 1 + ,_ s (96)
t
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has, as its frequency-error characteristic, the function
1
S+--
T1H / \
ksj = s2+ 2_ps + p2
in which _ and fl are the damping coefficient and natural
frequency of the loop, respectively, as in Ref. 1, Chap. 5.
Under the usual assumption _2 < <rrl, these are approxi-
mately
r
= - (27)
T2
in terms of the loop parameter r -- AKr_/rl, A being the
rms input signal level and K, the open-loop gain. The
total mean-square error integral now evaluates to ap-
proximately
N vwo/r+ Nov+{1/r+ 1yt, 4 
+ ]
× l+ln _ --_ +g(r) w--T
(28)
whenever r2 << rl. The function g(r) is given in
Eq. (5-28) of Ref. 1. As r2/rl _ 0 at a fixed value of r,
Eq. (28) agrees as it should with that given in Eq. (5-27)
of Ref. i for the perfect-integrator loop.
Here it is interesting to note that the term containing
E is negligible whenever e satisfies the condition
>>2wL exp --2 _ _ g(r)
(29)
At critical damping (r = 4 and g (4) -- 1.5625), the con-
dition above states that the contribution of e to _ will
be negligible whenever
E _ > 1.8 wL exp [-2 (_2)z I (30)
A modest value of r2/z_ of 100 indicates that, in order
to be significant, e must be less than 10-868°; and while
it is not known how small a typical e actually is, one
feels intuitively that it surely cannot be anywhere near
as small as 10 -s6s°.
The total phase error is therefore
a_ -- N2vwe + [r + 1'_ Noo + g (r) NI, (31)\ "q-;-r] w--7
This analysis shows that there is no essential difference
between _ and E (_), as there is in the first-order loop.
5. Correlation Between Frequency-Count Measurements
and Loop Phase Errors
Given the _ versus T plot of a counted-frequency
dispersion graph for a specific known sample size n, one
may find best-fit parameters Nov and N1.. If one further
knows the characteristic G (s), either from a familiarity
with the oscillator-output or the counter-input circuits, he
can also compute the characteristic Ao (t), and then, from
it, the value Nz_. It is also possible to measure N2v directly
in many cases.
It is worthwhile to point out that since the character-
istic G (s) includes the combined effects of the oscillator
output filter, the receiver input filter, and usually the
receiver IF filter, the G (s) used in loop-performance cal-
culations is not the same as the one used in the counted-
frequency model.
Once Nov, N_, and N2v are known, they can be sub-
stituted into the formulas for a_ to produce performance
predictions.
Reference
1. Tausworthe, R. C., Theory and Practical Design of Phase-Locked
Receivers, Technical Report 32-819. Jet Propulsion Laboratory,
Pasadena, Calif., February 15, 1966.
F. Analysis of the Effect of Input Noise on a VCO,
R. M. Gray and R. C. Tausworthe
1. Introduction
The variance and the expected value of the sample
variance of the counted-frequency output of a perfect
VCO are theoretically derived as a function of an equiv-
alent input noise power spectral density S_ (jo,). The
results are applied to white noise and to "flicker" noise
equivalent inputs. It is seen that the expected value of
the sample variance is a useful tool for estimating the
spectral parameters involved.
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2. DerivationofActualandSampleVariances
The block diagram of the system and the pertinent
definitions are given in Fig. 9. The random variable of
interest is the sample frequency
1 fi_. 1v_ = -- n (t) dt = [@ (iT) - @(i - 1)T]
T v(__l) _ T
(1)
where _ (t) is the output phase of the VCO at time t.
We assume that the noise has mean zero and spectral
density spectrum S,_ (j_). The variance of the vi is then
= E ( [v, - E (v,)]2}
= _:(v_)- E2(v_)
= E (v9
(2)
since E(v_)= 0. Combining Eqs. (1) and (2}, we find
that
f'" (&. o,,,.,,)]
1 fr fT (3)
where R,_ (tl, t2) is the ensemble autocorrelation of the
noise n (t),. Presuming that the noise is at least wide-sense
stationary, we then obtain
I fv fT
= (4)
a result which no longer depends on the interval index i.
Next, we substitute
Rnn (r) -= f _ Sn. (i_) d _ d_9T (_)
to arrive at the equation
/ _T\ 2
_d_ [sin T-_ (6)
n (r)
VOLTAGE-
CONTROLLED
OSCILLATOR
sin [(Oo ? + _(t) ]
._ COUNTERT seconds
(o(T)T = COoT + dp(T) -@(0)
,,,(r)=_ [4,(t)-_,(o)]+o,o
o)(T) - c_ (0) = -_ I Tv= [4,(r)-,_(o)] =7 f° .(,)at
Fig. 9. System block diagram and definitions
This is the true variance of the VCO output counted
frequency.
In a like manner, the sample variance, defined as
1£ (NI__£) 2_ = _ v_ - v_
4=1 i=1
(7)
is a random variable by which _ can be estimated, since
a_ is not observable directly. Whenever the law of large
A2
numbers applies, aN---> a_, if the latter exists. It is note-
worthy that _r_vmay exist, even if a2 does not, and repre-
sents the variation, or performance figure of the oscillator
over a short term.
A2Since aN is itself a random variable, we can form its
ensemble average
N N N
'E 'EZF.(t,_)= N F.(v,9- _ E (o,v,)
i=1 4=1 f=l
(8)
Whenever the random variables v_ are uncorrelated
Eq. (8) yields the well-known result
(_) = _ (9)
Note that the factor N/(N - 1) frequently used to make
^2
a_¢ an unbiased estimator when the v_ are uneorrelated
is not used here. Evaluating E(v_ v_), we find for the
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<more general, correlated case that
I fr /'r
E (v, v,) = T-_Jo claJo dr R_ [_ + (i - 1) T,/7 + (_ - 1) T] (10)
Again, by assuming at least wide-sense stationarily, letting r = a -/7 and interchanging the order of the integration,
we obtain the formula
N N
1 r 1 r
E- f (1- l<l..t. + (i- ,)rI (11)
i=1 I=l
which then yields the mean sample-variance in terms of the perturbing spectrum:
/ oT\ =
Then, recognizing that
we arrive at the final result
h r N
EE
i=l I=1
sin _ 2
_0do
(12)
sin-N_ 2
eS_(_-,):r -- (13)]sin T
With x = oT/2, Eq. (14) takes the alternate form
[(.)(N.)]sin -_ sin To_T_T NoT
2 2
(14)
1 fSdx //2x\[(sinx)'_ (si____)']soot, -) (15)
3. Evaluation for Flicker Noise
A case of special practical interest is that of so-called
"flicker" noise having a spect_m behaving as K/I oI,
where K is some constant. Any investigation of such a
spectrum is complicated by the fact that K/Io I is non-
integrable and therefore cannot accurately model any
real, finite-power process. Any physical process must
necessarily have both low-frequency and high-frequency
"cut-off" points, say e and 7/, beyond which the spectrum
ceases to behave as K/Io I. Even though such "cut-off"
points must exist, experimental techniques have not yet
been able to find them. Thus any such points must be
treated as unknowns, along with K.
#'2
The two parameters of interest, a_ and E (a_), will be
evaluated by two separate methods. As a first attempt
we will assume that S_ (jo) = K/I o I for all o, and simply
substitute this relation into Eqs. (6) and (15). Such an
approach is mathematically simple, but it leaves some
questions unanswered since the model itself is physically
unrealistic. As a second more realistic and more rigorous
approach, we shall take the "cut-off" points into account
by using the S,_ (jo) pictured in Fig. 10. We shall then
allow the high-frequency cut-off to approach infinity,
but shall require e > 0. It will be seen that the two
approaches yield consistent results.
a. First method. Merely plugging S_ (jo) = Kilo I into
Eqs. (6) and (15) requires some justification. Since K/Io I
has no Fourier transform, it can be argued that the
arguments leading to those equations which involve
R_ (r) are invalid. Since the justification of the derivation
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Fig. 10. Spectral density model of oscillator noise
involves arguments essentially the same as those used in
the second method, with the exception that e is allowed
to go to zero, we will here simply assume that Eqs. (6)
and (15) are valid when S.. (i,0)= K/I_I as a limiting
case of the second method, and postpone the needed
rigor to a later discussion.
Substituting S.. (]_0) = K/Ix I into Eqs. (6) and (15), we
find
. _T\_= f f K sin -_-_2rr 1_o1 _ / (16)
f_dx 1 [(sinxy_(sinnxy_
E(_,)=j__ Xk\--7-/ \ nx / j
(17)
Equation (16) demonstrates the type of problem involved
in the analysis of flicker noise: The ag integral does not
exist; but even though a_ is infinite, E (_r_) is finite, inde-
pendent of T, and, as shown in Table 3, takes the value
A2E(_n) KlnN (18)
7r
Since it is the sample variance and not the actual variance
which one measures in an experiment, the infinite actual
variance does not prevent us from determining the value
of K, given some estimate of E (Pr_) for a specific N.
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Table 3. Evaluation of integral
f (n) =rjo, dx [x _ _'x')- g (nx)]
By differentiating with respect to n,
f' (n) = -- f bdx g' (nx)
Letting nx = t yields
If
f' (n) = -- (t) dt
g (na) -- g (nb)
n
g(x)=-_ a=0, b=
then integrating with respect to n yields
f(n) = I + Klnn [g(0) -- g (_)l = Kinn + I
q_- _rr
where I is independent of N.
Table 4. Autocorrelation function of truncated
1/f spectrum
= fo _d'°7- S.. (i_) cos ,,,_
since s.. (j_) is an even function. Substituting for S.. (]_),
f*d K fjd K/_" (*) = _- 7 cos _ + 7--_ cos _.
Assume e << 1/z and _--_ _, then
R.. (r) = K_r+ _',K_ _ d_ cos_z
_(1 + f:dx
At small values of _r this reduces to
K( 1)R.. (r) = 1 -- T + In "_r
where Y is Euler's constant.
The expected value of the sample variance is finite
despite its derivation from an infinite variance process
because the mean-frequency-estimation operation acts as
a high-pass filter, canceling the infinite low-frequency
power of the flicker noise. Since
lim E (_v)
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is infinite, one might say that the sample variance "con-
verges" to the actual variance in some sense as N goes
to infinity.
b. Second method. In order to make more rigorous the
results of Part a, above, it is necessary to examine the
model more closely, reflecting upon an actual process.
The spectral model, as we have previously indicated, is
shown in Fig. 10. Although actual flicker noise probably
does not exhibit the sharp cut-offs assumed in the model,
the evaluation of statistics using the model will give
approximate results if _ and E are chosen properly.
The autocorrelation for this process exists and is shown
in Table 4 to be
Rn_(r) = KII - _, + In (1)1 (19)
It has been assumed that _ --->0o, 0 < e < < 1/T, r < < l/E,
and 7 is Euler's constant. The assumption that _ --->_ will
be used in all results of this method since even for
moderately large 7/, the parameters of interest are both
essentially independent of ,/. Since there is a well-defined
autocorrelation, all the results of Subsection 2 apply to this
spectrum.
The variance of this process is
O.v2 __. 2 e doJ K sin---2- / dto _ sin-2- / /
' \T/J
(20)
The assumption e < <I/T provides
/ . _TM
k _ "/_ -- (21)
27r e 2rr e 2rr
Evaluation of the second integral gives
/ _T\ _
L_d_ K_sin-2--I K IX--cosT 1-cos_T
-4-
sineT sin r/T prcosz 1eT _T + -
JeT
(22)
which, as _ goes to infinity, produces the result
5 r K f_ cosx dx (23)
°_=_7+ _-/,_, x
But since e < < i by assumption, Eq. (23) is approximately
K 5
a_ = --_-(_- - _, + In e-_) (24)
We see from this result that the variance is strongly
dependent on e and goes to infinity as e becomes zero.
The variance decreases as T grows, however. Equa-
tion (24) is invalid if T becomes too large, and it can be
seen from Eq. (6) that a_ goes to zero as T goes to infinity
for any e > 0. This behavior is what one would expect,
as frequency-counting followed by division by T is an
averaging process and it is generally true that time
averages of wide-sense stationary processes converge in
the mean.
Substituting the present Sn_ (rio) into the sample-variance
equation, we obtain
(sin Nx_ 2
Nx ]]
sin Nx'_ _
(25)
Evaluation of the first term shows that it is 0 (eT) .8, and
thus, for (eT)< < 1, is negligible. The second term is
evaluated by the method shown in Table 3 to give
E(_) = K[ 1 - c°seT_-_fi)2
1 -- cos NeT sin eT
+
(NET) 2 eT
sinNeT' /_'_cosx ]NeT + dx + I (26)
.] e_' T,
where/is a function independent of N. Under the addi-
tional assumption that N is only moderately large, so that
NeT < < 1, then Eq. (26) reduces to
^_ _Kf_,* dx__+ I KlnN + I
But since
(27)
^2E (.,) = E (v_,- v_) = o
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I must be zero; thus we have
E (_r}) = K In N (28)
71"
Thus if 0 < E < < 1/T, N < < 1 aT, we have the same
result as that given in Eq. (18). This says that for a small
enough cut-off and a moderate N, E (Pr_) is independent
of both T and E and is the same (except for negligible
terms in NaT and aT) as the value of E (_) for "true"
K/[_ [ noise. The only difference between Eqs. (18) and
(28) is the "moderate N" restriction on the latter. Remov-
ing this restriction and re-evaluating Eq. (26) for eT < < 1
gives
E ,,2 dx K 2
(,rN) = =T jo e \ Nx ,] J
K I 1 - cos eT+-
1 -- cos NeT
(NET) 2
+
sin,T sin NeT L='rC_XdxIer (NAT) + --"
T
-+ (29)
and hence in the limit
lim E(_r})=K(I-7+ln_T)=aI (30)
N-->cO
That is, E(_r_) approaches the actual variance a_ as N
goes to infinity, even though it is a strong function of N.
The two approaches used to evaluate _g and E (_}) are
A2
consistent and demonstrate the independence of E (aN)
on e for moderate N and the strong dependence of ag on
N and upon e for very large N. One may thus estimate
K from an experimental estimate of E (fr}) at a moderate
A2N. If one can find an NT large enough that E (aN) ceases
to be a function of N, then it is possible that one may be
able to estimate e as well.
4. Evaluation for White Noise
Evaluating Eqs. (6) and (15) for the case of S= (b') = No 2
gives
/ 7]-
.;__/;=o=- _,<o <=>tT2rr 2 ) IT
208
Nol{sm-T sin
.=.=Lt t,Y ) ]
-- 2T (32)
These results are well known and can be seen to be an
example of Eq. (9).
5. Flicker Noise and White Noise
When flicker noise and white noise occur together,
the white noise will predominate for small T and the
flicker noise for large T. A sketch of E (D}) as a function
of T is given in Fig. 11.
£nE
WH,TENO,SE.,o
"" '_1_ FLICKER NOISE
I
I i,-£n(T)
I
Fig. 11. Sketch of E (l}l in the presence of
both white and flicker noise
6. Dead-Time in Experiment
A counter used in finding _ (T) may have a short period
of time wherein it is through counting the last sample
and not yet started on the next. Such may be due to the
time required to print the count, for example. The pre-
ceding analysis changes slightly, beeause the sampling
intervals are no longer exactly adjacent. If the dead-time
is ¢ and the total sample time is T, we must redefine the
random variable
1 fi<T-_) n(,) dt (33)
vi -- T-- rj(___)r
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Then by the previous procedure this leads to a revised
E (_):
E<_):--_f:dxS_l'_T)[Isin----Zx) 2_ -_ N_x )_sin Nx_21
(34)
where p = 1 - z/T. For flicker noise this yields
E(_r_)=KInN
rr p
(35)
For white noise Eq. (32) gives
No[N--p_
E(_r_) = 2T\ N ]
and the resulting effects are seen to be slight when p _ 1.
7. White Noise in the Oscillator Output Circuit
A small wideband noise in the oscillator output com-
bines to produce an equivalent wideband noise in the
oscillator output phase. Referred to the VCO input this
appears as dr dr, so the spectrum of this component is
S_, (j(0) = ,02Svv (j_o). Thus, according to Eq. (6)
2 f_cho
cr_ = -_/j_ _ S,v (i_) (1 -- cos (0T)
2
= T--7 [R_ (0) - R_ (T)] (36)
where R_ (T) is the autocorrelation of the oscillator out-
put wideband noise process. By defining R_v (0) = w_ 1,
i.e., a noise bandwidth w_ times a noise density 1, we have
A_ (T) (37)
a_ = 21w_ T2
with Zx_(T)= 1- Rv_(T)/w_]. Evaluation of Eq. (15}
for this case produces, for the mean-sample variance of
the frequency deviation
,,2 2Iw_ [ A_ (NT)'] (38)E(aN) -- T2 Av(T) _; .j
which for large N is the same as a_.
G. On S/N Estimation, J. w. Laylond
1. Introduction
The bit S/N estimator has been analyzed in geoeral
by Gilehriest (SPS 37-27, Vol. IV, p. 169) for the strong
signal case. (If {X_} is the data sequence upon which
the S/N estimate is to be based, strong signal is defined
by E {[X_]} _IE (X_}I, where E { } denotes expecta-
tion.) Two questions not answered by this analysis form
the subject of the present article: (1) How does the S/N
estimator behave with weak signals? (2)Is the S/N esti-
mator a feasible in-lock indicator for a bit-synchronization
loop?
2. The S/N Estimator in the Weak Signal Case
The estimator in question is constructed as follows:
Let y (t) be the received base-band signal, 9¢ the estimated
data transition time at the start of the ith bit, and I, the
ith data bit integral. Then
A
= (t at (1)
JTi
and the S/N estimate at the ruth bit is constructed using
the N-most-recent data bit integrals:
l[lX__ I )2
= - (2)
j=l
As N approaches infinity, the sample mean in the numer-
ator of Eq. (2) converges (in probability) to E { III }, and
the sample variance, the denominator of Eq. (2), con-
verges to V {111}. For large, but finite N, the behavior
of _ can be expressed in terms of perturbations about
these asymptotic values. Define p_ and p_ such that
R= 2 v(Igl} 1+ V(lII-----}
(3)
R= R*(R) 1 + E 1+  V(lI
where the notation R* (R) has been adopted for con-
venience, R being the true S/N (signal-power" bit-time/
noise-spectral-density). The function R* (R) is plotted in
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Fig. 12.
/
/
/
/
/
4 5 6 7
R = ST/N o
Asymptotic values of the estimators
and R_ vs R
Fig. 12. The perturbation terms both have zero mean
and variances
V_ p_ _ 1 1
_E(lII} _ N2R*(R)
V {V{-----]_}- ---_[2 {I -I-2R*'_'\ ] "__--ff)
/ R*_'._ ( 1_+__2RW,.
+ 8 _--_-) e-_kl+2R]
(x + 2n*_-]
+ 8(R- R*)_,-i--_/l
(4)
For N large, all higher-order terms in the power-series
expansion of R may be dropped and
_ R* (R) [i + a]
E{a}_0
1 2 { 1+ 9R*].
/ R*\I_ + 2R*_ _/z
+ 8 t-'_") e-'(Is_-2-ff]
+ s (R - R*) \ 1 + 2a ;j
approximately.
(5)
A
The estimator R is a biased estimator. Its large-sample
asymptote R* (R) is given by
R*(a)
_ 1 [E(IZl} ].
2 V(lII}
1 2
E (R)'h (1 -- 2 erfc (2R)a_) q- _e-']
1 1}m e-R
(6)
Since R* (R) is a function of R, it po_esses a unique in-
verse; call it R -_ (x). The estimator R' defined by R'=
R -_ (R) is an asymptotically unbiased estimator of R for
all values of R.
The behavior of R' for large N may be seen as follows:
expand R -_ (x) in a Taylor series about R* (R).
, d I R -_ (x)R! = a -1 (a*) -J- (a -- a ) _ a_:R*
+ higher-order terms (7)
If N is large enough, the convergence of the perturba-
tion terms in Eq. (3) implies that the higher-order terms
in Eq. (7) may be neglected and
A
E (u} -_ R
EF 1'^ a R-.(x)v (R'} -_ v (fi}. Txx .:,.(., (8)
)3-'-- V • R* (x
,:R
And if N is large enough, both Eqs. (5) and (8) will be
valid, and
+ga/ +s
Xt--_- ) e-" +2R} +8(R--R*)
{1 + 2R*y]_ [-d (x)]
(9)
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The conditions under which Eqs. (5) and (8) are valid
are, essentially, V {R} < < R .2 and V {R} < < 1. If rea-
sonably tight requirements are placed upon the behavior
of R', the validity conditions will, in most circumstances,
follow as a side effect of these requirements, and Eq. (9)
may then be used to determine the minimal N which
will satisfy the assigned conditions.
Computation of R-l(x) is easily accomplished by
means of polynomial approximation. The relationship of
(_r- 2)(R*--R) to 1/(7r- 2)R*, plotted in Fig. 13, has
been fitted with a piecewise second-order least-squares
approximation which is correct to within 0.01 for R > 0.1.
This approximation, call it Ro 1 (x), admits the following
description: If x_-- 6.91, Ro_(X) = x, or if 6.91 > x--_ 3.04,
no I (X) = X -- (7/" -- 2) -1 (0.156 + (7/" -- 2) -1 _-1 (--0,409 + 2.412 (71" -- 2) -1 X-1))
or if 3.04 > x --_ 1.08,
R;(x) = x - (_ - 2)-1(-0.194 + (_ - 2)-_x-_(0.9963+ 0.0257 (_ - 2)-1x-_)) (11)
or if 1.08 > x,
R/(x) = x - (_ - 2) -1 (0.8103 + (_ - 2) -1 x -_ (-- 1.501 + 1.581 (_ - 2) -1 x-1))
t_
I
_g
¢q
I
I/('n--2)R "_
Fig. 13. Error term in R*(R)
A
The asymptotic value of the estimator R', using this par-
ticular inversion, i.e., Ro 1 (R* (R)), is also plotted versus
R in Fig. 12. The S/N estimator of _e multiple-mission-
telemetry demonstration system is R_. Fig. 14 shows a
set of experimental cdf's for this estimator for N--24,
R = 0.5, 1, 2, 4. Experimental cdf's obtained for higher
values of R are virtually identical to that for R --- 4.
3. S/N Estimator as a Lock Detector
The relationship between the timing references and Ii,
and hence (in qualitative terms) R, is easily determined:
A
A?+ miA cos 0_r 1 -- 0_c dt (12)
i
Where y (t) = _ (t) + A m (t) cos 0_ (1 - 2/_ I0,_1) is the
low-frequency component of the demodulated received
signal, 0_t and 0,c are the RF and subcarrier phase errors,
assumed constant over T_, and m is the true start of the
ith bit, assumed greater than _. Let 0 = (m -- _). Then
ff the integral crosses a transition, the mean of I_ is
mi AT_ cos 0_r (1 - (2/_)I 0,_ I) (1-2101); while if it crosses
no transition, the mean is m_ AT_ cos O_t (1 - (2/rr) [O_ I )"
The estimate is constructed of samples from popula-
tions with these two differing means, and the distribution
of samples between the population is, unfortunately, data-
dependent. Assume that data transitions occur with
probability ½. Then it can be shown that if R is large,
and N approaches infinity, R converges to
_ao- R_(1- 1Ol)_ 1OI_V_ (13)
1 + 2RiO _ '
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0.5--
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o _ ., ",," ,
-I 0 I 2
X
3 4 5
Fig. 14. The cdf of R'IR for R z 0.5, 1,2, 4 (N = 24)
i£ 0 is essentially fixed over the measurement period, and
R1- No 1 88c7r /
Another situation of interest is that o£ slipping cycles.
If several cycles are slipped slowly over a long measure-
ment period, then the signal amplitude, and signalxplus-
noise power estimates which are components of R are
approximately averaged over all values of 0. In this case,
R converges to
27R (14)
---> Rs -- 48 + 10R1
The residual signal term in the denominators of Eqs. (13)
and (14). is clearly beneficial to the identification of the
out-of-lock condition.
While the asymptotic values, Ro and Rs, may suggest
the lock-detector's performance, they are an incomplete
answer because the measurement time N, being propor-
tional to the measurement time of the bit-time-tracking
filter, is, generally, insufficient to assure the convergence
of the S/N estimator. The distribution of the estimator
must be determined to completely evaluate this lock
detector. For the strong-signal case, where the distribu-
tions of the sample mean and variance are known, an
analytic closed-form solution should be attainable, but
is not yet accomplished. Experimental cdf's have been
determined for various values of R and O. Two families
of these are shown in Figs. 15 and 16. From these curves,
it appears as if the desired lock-detector performance
can be obtained from the S/N estimator.
I
VI
.%
0
-1 0
SLIPPING
_o.3
_o.5
i./
/
I 2
X
4 5
Fig. 15. Experimental cdf for R _ 3.16, N ---- 100,
and various
/
VI /J
/
-I 0
/
/_---8=0.0
_SLIPPING
_o.3
_o.5
i 2
x
I
5 4
Fig. 16. Experimental cdf for R = 10, N ---- 100,
and various 0
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H. Digital Filtering of Random Sequences,
G. Jennings
1. Introduction
The Deep Space Network is beginning to rely on digi-
tal techniques to perform functions formerly performed
by analog elements of telemetry receivers. Some of the
reasons for this trend are the non-existence of stable ana-
log elements with long time constants, the need to save
labor at tracking stations by running most of the opera-
tion by computer, and the need to save money by out-
fitting the stations with mission-independent equipment.
To achieve these goals, certain analog elements, for ex-
ample, phase-locked loops, can be replaced by digital
circuits or computer programs. This article studies the
effect of quantization and round-off error on such sys-
tems. In particular, we study the case of digital filtering.
Thus, consider filtering a random sequence {xl, x2, • " " }
to form another sequence {yl,y2, " " " } by a linear re-
currence of the form
K
y,_ = _ aky,_-k -_ Xn (1)
k=l
In some applications, such as when the random vari-
ables lie in a finite field, the {yn} can be computed ex-
actly. If the values of the (x_} are arbitrary real numbers,
however, as in the case of signals plus Gaussian noise,
Eq. (1) can only be solved approximately. The sequence
(y_} which is found actually satisfies
X
Yn = Y. aey,__ + x, + 8,_ (2)
k=l
where 8, is the error in evaluating the right side of
Eq. (1).
The error we consider is of the type which occurs if
we try to solve Eq. (1)on a digital computer. Suppose
that fixed-point numbers are used to store the values o_
the {y,). Then there is a finite sequence of possible values
of these variables. This set of values P has the form
P : {0, ±28, -+-48, • • • , ±2k08 = -+-M}
where we denote the separation between levels of 28 for
convenience. We suppose that 8n is chosen to be the
number of smallest absolute value so that the value of
y, given by Eq. (2) lies in the set P. Many of the esti-
mates to be derived can be extended to a more general
case, in which we assume only that 8n is of order 8 when
the quantity
K
Y. akyn-k + X,
k=l
is not outside the range spanned by P.
The sequence {xl, x2, • • • } is taken to be a stationary
Gaussian process of mean zero, variance a2. To distin-
guish between the solutions of Eqs. (1) and (2), we will
denote the solution of Eq. (1) by (y_, y"_, • • • ), rewriting
that equation as
K
= X a yn- + Xn (r)
k=l
We want to compare the solution of Eq. (2)with the
solution of Eq. (1') when the same initial values are used
for each sequence:
N
y,_-yn=_,,u (°), n=0,1, • • • ,K--1
It is assumed that the solution of Eq. (1') is stable in the
sense that the values of y, when n is large are affected
very little by the initial values y_0°), • • • , y__)_. This is
true if all the roots of the polynomial
/f
t - E (3)
k=l
have absolute values less than 1. A priori, it is not clear
whether this forces stability of the solution of Eq. (2).
With this assumption on the {a_), the solution of
Eq. (1') approaches a stationary Gaussian process for n
large. Quantities of interest for this process are the co-
variances E _,y"_) and the spectrum of the limiting sta-
tionary process. To determine by how much estimates
for these quantities can be affected when we use the
solution of Eq. (2) instead of Eq. (1'), it is sufllcient to
estimate
E - (y. - y.)]
A bound which approaches zero as Im-nl_oo is
needed to estimate the effect of the errors on the spec-
trum.
In Part 2, a special case of Eq. (2) is treated in detail.
Following this, we deal with a fairly general case, in
which the only assumption made is that
K
E la l < 1
k=l
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This is a greater restriction than the condition that the
roots of Eq. (3) be less than 1. It is used to control the
behavior of the sum on the right in Eq. (2). The methods
developed for the first-order recurrence are generalized
to this case. The general stationary Gaussian process {x_)
is approximated by a finite moving average of a sequence
of independent random variables (Eq. 15). Because of
the similarity to the first-order case, the development is
not carried out in full detail in Part 3.
2. A Special Case
Here we assume that the recurrence relation is of
order 1 and the x_'s are independent. The basic equa-
tion is
w = x__l + x_ (4)
and the approximating equation is
yi = ;_yi-1 + x_ -t- 8i (_)
It is assumed that IX I < 1.
The solutions of Eqs. (4) and (5) can be written ex-
plicitly. They are
i
""y,= ),¢yo + _ A_-Jxi
j=l
i
-- x y0 + _ x_-j(x_+ 8_)y_ _
j=l
Hence
i
v,-Y, = X x'-Jss (8)
j=l
It follows that
k
Y(v, - Y,) (w - _'_)d_ = X X x"_-j-'Y8s8,d_ (7)
j=l I=l
where /_ denotes probability measure. We proceed to
estimate the integrals on the right in this equation. First
the case of equal subscripts is treated.
Lemma 1. If (w), (8_) satisfy Eq. (5) with Ixl < 1,
where the xi are independent normal with mean 0, vari-
ance _2, then
M d_ < 82 + (2rr)_ M (1 - Ix I) exp 2_
(8)
Proof. For fixed i, and nkEP, we make the following
definition:
s, (n_)= ((x_, • • • ,x,): v, = _)
Clearly, R _ is the disjoint union over all k of S, (nk). If
y_ = nk, where nk is not equal to ±M, then 8, must be
less or equal to 8 in magnitude. Hence,
fS_ d_ _ 82 (1 - t_ [S, (M)] -/_ IS, (- M)] )
+ $_(_,)8_d_ + y_,(__)8_d_ (0)
We need therefore only estimate the last two integrals.
Note that
S, (M) = X S,_x (ns) × (M -- Xn s - 8, oo)
J
where X denotes the union of disjoint sets. Let
Then
(x_, • • • , x,) _S___ (nj-) × (M - Xn_ - 8, o9)
8,(xx, • • • ,x,)=-[x¢--(M--Xn_)]
Hence,
(_exp T;J/
(2_)_\ . dx,
f/dt_-_ [x - (M - Xn/)] 2
__., (_)_
(10)
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We note that for z > 0,
i- -- -- exp --(t--z) 2exp _ dr< z _ (11)
We have required that IAI< 1, and hence obtain that
M -- Anj > (1 - ] A I) M > 0. Summing Eq. (10) over all
values of j and using the estimate of Eq. (11) we obtain
that
,(M)8_d_< (2r)a_(l_lXl)M exp -- 2. 2
+ 82, [s, (M)]
A similar result obtains for
j's_(-M) 8_ d/_
Using this bound in Eq. (9), the lemma is proved.
Lemma 2. Let A be a measurable subset of R _ [the
space of points @1, " " ' , xi)] of the form
A_-IX{-oo <xi< oo}
Then, under the hypotheses of lemma 1,
f l 8,(x. • • • x,)']d_--_(A,-_)
×E ex (- + 1
Proof. We note that
A = Y_a n S_(ny)
Y
As before,
fa [ a, (Xl, " " " , x,)la _ _ 8 {_l_ (A) - _£ [S, (M) n A]
- _ [S,(-M) n a]}
+ f_,(__)n_ls,Id_ (12)
Therefore, we need only estimate each of the last two
integrals. To do this, we note the following decomposi-
tion:
S_(M) nA=E[S,__(n_)X(M--An_--8,_)] nA
J
= E [S___ (n_) n A___] X (M -- An_ -- 8, oo)
i
We shall integrate over each of the sets in the last sum.
fs,_,(_j)aa,__]×(M_x___,_)[ Sildlx = f,__(_j)na,__ dlx L_x_j-_l [x -- (M -- Xnj)] l
xexp - -_7_2
8 + dx
__, (2_)_
[ ( (M= p, [S,__ (nj) n A,__] 8 + _ exp 2_r2 ]3
Now summing the last inequality over l, and making
the estimate M - Any I_ (1 -- Ia I) M, we conclude
f 18_Id_--_ _ [S_(M) n A,-d
i(M) NA
x 8 + -_ exp. 2_
JPL SPACE PROGRAMS SUMMARY 37-48, VOL. III
Similarly,
f 18,1d_--_ [S, (-M) n A,-d
_(-M) nA
[ _r ( M2(1--IXI)Z)]2a2X 8 + _ exp --
215
Putting these last two estimates into Eq. (12), we obtain
the result of the lemma.
Lemma 3. Let
_, f(l+lXl) M X 2
Then, under the hypotheses of lemma 1, for j > k
lysis_d_l _-- _exp M_(1- IXl)s2a 2 + 8 pj-k-1
Proof. We have
'lYsJ8_d_l = lYa_(faJ d_+l • • • d_s) d_l • • • d_l
--_fla_l lYS_d_+_ ... dmJd_ ... d_
(13)
Let R_,_={(xk÷l, " • • ,xi): Jx_l--_(l+ [xl) M for k<s<]}.
If (xk÷l, • • • , x_) lies in the complement R_,_ of Rk, j, _"
is independent of (Xl, • " • , xk) and yo, for if
--+x.> (1 + Ixl)M, y_=±M
8j is clearly an odd function of x_, • • • , xj and yo:
8i (x_, • • • , xj; Vo) = -_j (-x_, • • • , -x_; -yo)
from the form of Eq. (5) and the symmetry of the set N.
Hence, in R_, j
_ (x_, • • • , x_-;yo)
: _j (--Xl, * " " , --Xk, X_+I, * " " ,Xj; --Yo)
= - _i (x_, • • • , xk, -xk÷_, • • • , -xj ;yo)
Since the region R_,_. is symmetric about 0,
fR _jd_k+_ • • • din=0
_,_
This reduces Eq. (13) to
(14)
216
The inner integral here is a function of x_, • • • ,x_ to
which lemma 2 can be applied, since
_. (x. • • • , x_; Vo)= 8_-_(x_+_,• - • , x_; V_)
We have /_ (Rj,_)= P_-_-_, and
Jf_, _8_dm_+_• • • dmJ -_ e_-_-_
Hence, Eq. (14) implies
If _ 8_d_J -_ PJ-_-_
and another application of lemma 2 completes the proof.
Lemma 4. Under the same hypotheses as in lemma 3,
ly_d_l _-
2a_ exp[ Ms(X-IX[
Proof. By Schwarz's inequality,
lY_, _8_d_+_ • • • d_,l s --__ (/l_,_).y_9d_, • • • d/_
Applying Schwarz's inequality also to Eq. (14), we have
lye, _ d_ Is-_y_l d_YlY._, _z_d_+_ • • • d/,jJ s dt,_ • • • dt_
Estimating each of these integrals by lemma 1 proves
lemma 4.
We now use all of these estimates together with Eq. (7)
_'_ 2to estimate f(y_ --y,) .
Theorem 1. Let I)t I < 1, and as before let
y_ = ky___ + x_ + 8_
yo ----y0
Further define
y_ = Xy__l + x_
Y'o = yo
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The x_'s and 8_'s are as before. Under these conditions
where
y(y__ y,)2dr _---- i { 2_3 1 [ M2(i-lxl)21}1 -- X2 82 + '(2rr)------_"M (1 - Ix I) exp _¢r--q
21x, { 2_ [ M2(X-lxl)2]} 2+(1-x6(f-elxl) 8+_e_p- 2.2
p=2/_(l+,x,, exp(-_)(2rr)_'_a dx
Pro_. Equation (7) yields
f< ' fYi-Yi) dt_= _ X2_-j-k asSkdrj,k=x d
f= _ X2_-2j 8_dt_
j=l J
+ 2 _ X2i-j-k fsj 8k dt_
Lemmas 1 and 3 yield the following upper bound:
{82+(2rr)'_M(1 [xl)exp[ M2(1-
-- _[T 2
j=l
2o-
q-2{8 q-_exp[ M2(1-- [X[)2']}2_cr'-q _ ,XI2i-J-_P TM
Now
i j-i
i_--j>k_--I ._=2 k=l
1 Ixle
--i- x2i-life
This latter estimate together with the fact that
4
-_ X2__2j11 1
--i --X2
_=I
proves the theorem.
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Theorem 2. Under the same conditions as theorem 1,
L 1__L___[1+ _.lxl qf(y, - yd' d_--i- X' 1--]X-_{(P)',_J
X 82+ (2@'_M(I-Ix{) exp
Proof. The proof proceeds exactly as in the proof of
theorem 1, but the estimate of lemma 4 is used instead
of that of lemma 3.
Lemmas 3 and 4 can be applied in the same way to
Eq. (7) when i=/: k. For example, lemma 4 implies the
following:
Theorem 3. Under the hypotheses of theorem 1, for
i>k
e.-_)/2 _ {x {i-'0}+ (e)'_ I l
{ 2_3 1 [ M2(1- {hi)zl}× V + (2_)"_M (1 -- IXI) exp - 2_
3. Equations of Arbitrary Order
Here we consider the general equation
K L
y_ = Y, aky_-k + _ bjx,-s + 8_ (15)
k=l ]=0
with Yo, " " " , YK-1 given. We make the assumption
K
a = Y, lak{< 1
k=l
which makes the methods of Part 2 applicable.
We begin by stating without proof two lemmas needed
for the representation of the solution of Eq. (15).
Lemma 5. The sequences which satisfy the linear re-
currence
y_ = al y__l + a2 Y_-2 + " " • + aK yi4c (16)
form a linear space of dimension K. Moreover, let
i
x K -- al x"K-1-- as xK-2 ..... a_ = II (x - M) _'
i=1
then the space of solutions of the linear recurrence
Eq. (16) is spanned by the following set of sequences:
{x_LLo
together with for each e_ > 1, the class of sequences
{(r + l) (r + 2) • • • (r+t) X_} for l_t<e_, and
Before continuing, we make the definition of the ma-
trix A to be the K × K matrix which has the following
k-vectors as columns:
i _ r=0
and if 1 < e_, also the vectors
{(r + 1)(r + 9,)• • • (r + t)x'_-_
i_¢=-0
for 1 --_ t < ei and 1 < i < j. Note that the columns of A
are linearly independent and hence A is invertible. Also
define a K-vector @ (s) depending on s which has as com-
ponents the value of one of the following sequences:
{x_},{(s + 1) .. • (s + t>x_}
for l_t < e_ and l_i_], in the same order as the
corresponding vector appears as a column of A. We will
now state a formula for the solution of inhomogeneous
linear recurrence in terms of the solution to the homo-
geneous equation.
Lemma 6. The linear recurrence with inhomogeneous
terms
y_ = a_yi__ + " " " + aKy__K + xi (17)
subject to
yo = Y_ ..... y_-_ = 0
has a unique solution which is given for t greater than
or equal to by
X {A-_e,_-¢ (K - 1 + i - i)} x_ (IS)
J=K
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where e_ is the column vector consisting of zeros except
for a one in the last position.
Proof. The existence of an unique solution is immedi-
ate. Moreover, that the Formula (18) satisfies the recur-
rence Eq. (17) is a straightforward computation.
Define as in Part 1
s, (M) = {(x__, • • • ,x_):y, (x___,• • • ,x,) = M}
and
s, (-M) = ((XK-L," " " ,XO: g, (X_L, " " " ,X,) = --M}
Hence, if (XK-L, " " " ,x_)_gSi (+M) USi (-M), then
8i (XK-L, " " " , X_) is less than or equal to 8 in magnitude.
Hence, we obtain
J'8_ d/_82 {1 -tz [S, (M) US, (-M)]} +fS_(MWS¢-aO Mdt_
(19)
We only need to estimate the integral of 83 over S_ (+M)
and 8_ (-M). We shall deal only with the integral over
the former. A similar result will obtain for the latter.
On Si (+M) we notice that
Z, K
j=o j=l
We also observe the characterization of Si (+M) as the
set such that
K /J
._=I j=o
Hence, we obtain that
(2o)
Now we have required that X[ai[< 1; hence, we have
that
M - 2a¢y__i_M(1 -- xla¢l) >0
Moreover, we have
Xb_ x___"- (M - Y_ajy___.)_ Xb_ xi_i - M (1 - 2la¢l)
Hence, we obtain by using these estimates in Relation (20)
that
fS,,M) _ dl_ 82 l_ [S, (M)]
+ f_b___>_.-_ [Xb_ x___ - M (1 - a)] 2dtz
(21)
The random variable Xb_ x___ is normal, with mean
zero, variance ._ Xb_. Thus, proceeding as in the proof
of lemma 1, we get:
Lemma 7. Let y, be the solution of the inhomogeneous
linear recurrence
K L
y_ = Y. a_ y,_¢ + Y_ bj x__¢ + _
_=1 _=0
where the initial conditions are arbitrary, and the x,'s
are independent random variables with a Gaussian dis-
tribution of mean zero and standard deviation _r. The
sequence of 8_'s is chosen as detailed above. Moreover,
assume that
a=Xlail<l
Then
2V 3
where
L
v2 = _r_ _ b_
j=0
We are now ready to determine an estimate for the
difference between the discrete problem of Eq. (15) and
the continuous problem, where _ is the solution to
K /_
J=l j=0
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twith the same initial conditions as in Eq. (15). Upon
subtracting Eq. (22) from (15) we obtain that
K
Yi--Yi---- _ ai(yi-_--y_-_)+8_
j=l
Yo -- yo = Yl -- yl ..... y_-i -- y_-i = 0 (23)
Application of lemma 6 yields
v, - _, -- Y. [A-_eK"• (t_ - 1 + i -/)] 8, (24)
j=K
Application of Schwarz's inequality yields the estimate
that
[f(v, - v,) d,]_
¢
2_ IA -1 e_" • (K - 1 + i -/)l(fS_ d_)_
j=K
supfS_ d_)_ X IA-_ e_c" _, (K - 1 + i - ])l
j j=K
The sum
equals
i
Y IA-_eK.,_(K-l+i-i)l
j=K
X Ia-le_'_(s)l
s=K-1
The latter sum is bounded by
i-1
¢" 8=K-1
where ( /_ denotes the rth component of the vector.
We now notice that the condition that the roots be
less than one in magnitude implies the convergence of
for each r.
We now state the theorem which we have proved.
Theorem 4. Let y, be the solution of
K L
y_= _ a ty,__+ Y. bjx,_j+8_
j=l j=0
where the xi's are independent Gaussian random vari-
ables of mean zero and standard deviation _. The 8_'s
are chosen as before. Moreover, assume that
Then there exists a constant N, independent of M and 8,
such that
f(y¢ - y_) d_ _ N supfS_ d/,
J
This last result shows that the solution to the discrete
problem and to the continuous problem approach in the
L2 norm uniformly in the index as 8 goes to zero and M
goes to infinity. This is true because lemma 7 yields that
goes to zero as 8 goes to zero and M goes to infinity.
This is the main conclusion of this article. It allows a
digital machine to be designed so that the output agrees
with theory to any prescribed degree of accuracy. We
would also, however, want the correlation function of
the output to approximate that of the exactly calculated
output. To this, we would have to bound
fS, 8_ d_
To get an estimate for fS_ 8_ d_ which approaches zero
as i - j_ _, analogous to lemmas 3 and 4, define
L,
/_,,_ = ((x_+_,• • •, x_+,_+,):I x b__-_-_1
j=o
<m(i+a),i=k+l, • • • ,k+m}
where m is any positive integer. The sets
R_, (,_+_).,a, _ = 0, 1, 2, • • •
are independent, and
e. = _(_,_)
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is independent of k. Thus, an inequality similar to that
of lemma 3 can be derived:
for j>k+m+L, where fi is the integral part of
(j- k)/(m + L). Details are omitted.
I. The e-Entropy of Certain Singular Measures
on the Real Line, T. S. Pitcher4
1. Introduction
The e-entropy of a probability distribution on a metric
space was introduced in Ref. 1 for the purpose of defin-
ing data compression ratios. If C is a countable covering of
the space by measurable sets, we write IIC II = maxA,_
[diameter (A)], #(C) = number of sets in C and
H (C) = Z P (A) log p---_
AeC
Then the e-entropy H E is given by
H e = inf H (C)
In this article we derive estimates of the asymptotic
behavior of H E for certain singular measures on [0, 1].
The metric will be the usual length, and we will write
IAI for the length of an interval A. It is known (Ref. 1)
that only coverings by intervals need be considered in
computing He.
It will be convenient to use the notation _ (x) =xlog 1/x.
The function q_ is convex and has the property that: if
then
n
pi_O,_p_ = 1
1
ff (P0 _ log n
1
The theorems of this article give asymptotic compari-
sons of H e with log 1/e which is the e-entropy of Lebesque
measure on [0, 1], plus a term which approaches 0 with e.
4Consultant, Mathematics Department, University of Southern Cali-
fornia, Los Angeles, Calif.
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The asymptotic ratios are given in terms of various
information-theoretic quantities.
2. Measures Related to N-adl¢ Expansions
Let N be a fixed integer, N_2, and let (a_, i = 1, 2, • • • )
be a stationary stochastic process taking the values
0,1,''' ,N--1. We assume that no fixed sequence
a °, i = 1, 2, • • • has positive probability. Define k_ (x)
for irrational x in [0, 1] by
= :_ k,(x)N'
"_=1
where the sum on the right is the N-adic expansion of x.
Write
and also
x. (x) = z. [k_(x), • •.,/,. (x)]
The probability measure P associated with the process
induces a measure, which we also call P, on [0, 1] through
the formula
e [I.G, • • • ,_.)] = e(a_ = G • • • ,a. = f.)
According to the Shannon-McMillan-Breiman theorem
(Ref. 9.)
where
lim --1log e [I. (x) ] = -- h (P) a.e. (P)
N-1
E 1h (P) = P (a_ = i) log p (a_ = i)
5=0
Let C, be the covering of [0, 1] by N-adic intervals,
i.e., C, = {]e = [kN -_, (k + 1) N-"], k = 0,1, • • • , N _ - 1}.
Lemma 1. For e = N-",
1
_H(C.)_HE_H(C.)
Proof. The second inequality is obvious from the defi-
nition of He,, since IIGI[ = N--. Let C = {I,} be any
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oovering by intervals with NC 11_ _, If Z_1, • • •, 7. are
the intervals intersecting Jk then
j=l "=
Summing on k and noting that each Ii hits at most three
JR's, we have 2H (C) _ H (C.) from which the result fol-
lows. Lemma 1 is proved.
Now fix 8 > 0 and set
H'_ = H (C_)
H i' = H (C'_')
q (n, 8) -- P ( m c,J_)
By Chung's theorem, stated above, q (n, 3) goes to 0 as
n goes to _.
Lemma 2.
H_ _ q (n, _) n log N + @ [q (n, 3)]
eroof. Set q =q (n, 3) and
{P (]_)/q , if ]keC'."
P_ = __0, if lkeC'_
Since EPk = 1, we have
N n- 1
EnlogN--_ _(e_) = -_ _ [e (1_)]
o o_
v;i
1 1
q H_' -- log q
Theorem 1.
1 h (f) _:. HE _ H_ h (e)
-- -- lim _ _ lim "
2 log N -- _ log 1 ,-. o log 1 log N"
E E
Proof. With the notation as above,
[1 - q (n, 3)]n [h (e) - 3] _ E ¢ [e (i_)]
= H'_
_[1- q(n, 8)]n[h(P) + 3]
Thus, since q (n, 3) -> O,
and
lim --H (C.) ._ lira H'_ .._ h (P) --
._, _ n log N -- ._,_ n log N -- log N
- H(C.) __H_-FH i'
lim n log N n log N
_ --> oo n--4 oo
lim
.... n log N
-- q (n, 3) nlogN + _b[q (n, 8)] + [1 -- q (n, 3)] r_ (H_8)
_ h (e) + 8
log N
Since 8 is arbitrarily small, this proves the theorem for the sequence e_ = N -_.
In general, if we define n (e) by
N-.(,)-_ __ _ < N-"(')
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cthen
lim He
,-,o log 1
and
lim He_ _ ]-_m
]- e.-_0
,_o log -_
H-_,(_)
-- _-- lim r • ,
--_-[n (e) + 1] log N
Theorem 1 is proved.
H-_
= lim -_ N _lh(P)
n-=-_(n+ ) og --2 logN
n (e) log N
H-_"-1 h(P)
- lim n log N -- log N
3. Measures Related to Continued Fraction Expansions
Every irrational number in [0, 1] has a unique infinite
continued fraction expansion
1
al (x) + 1
az (x) + 1
X --
where the ai (x) are positive integers. We will write
I,,(kl, • • • ,k_) = [xlal (x) = k_, • " • ,a_(x) = k,]
and
In(x) =In[al(g¢), " • " ,an(X)]
If (ai, i = 1, 2, • • - ) is a stationary ergodic process tak-
ing positive integer values then the probability measures
P induces, as before, a measure P on [0, 1] such that
P(I,,(ka, • • • ,k.))=P(a_=k_, • • • ,a,_=k,_)
As before, we assume that the induced measure has no
atoms. We assume that
h(P)= _ ep[P(a_=i)] <
i=1
fo 1ho (P) = 2 log --[P (dt) < oo
Then by Chung's extension of the Shannon-McMillan-
Breiman theorem (Ref. 2),
1
lim =log P (I, (x)) = -h (P) a.e. (P)
and by theorem 2.2 of Ref. 3 [with f (x)= x -1]
lira lloglln (x) I = -h0 (P) a.e. (P)
n
Fix 8 > 0 and set
and
CPn = {In(k1,""" ,kn) llogP[In(kl, " " " ,kn)]
]llog[I.(ka,""" ,k,_)l + ho(P) [ < 8}
+ h (P) <8
Then
and
#(C'_) _--e 'w_(P)+_l + 1
II II e-'tl_°(e)-_]
We can find a covering C'_' of the remainder of [0, 1]
with
and
#(C_'),_2(e "tl_(e)+8] + 1
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In fact, if we start with intervals of the form
[k e -nth°(e)-_, (k + 1) e-nth°(m-_l ]
and successively delete the intervals of C', each deletion
will add at most one interval and this will give the desired
covering. Let Cn be the combined covering. For con-
venience, we take n so large that
2 (e _th0(e)+81 + 1) _ e '_th°(e)÷2_j
If we set H" = H(C'_) and H_' = H(G'), then we can
prove, exactly as in lemma 2, that
where
H_ _q (n, 8)n[ho(P) + 28] q-ff [q(n, 8)]
q(n,8) = y. e (z)
l_C_
goes to 0 as n goes to _. We can now prove theorem 2.
Theorem 2.
lim" H'e _ h (P)
,-,0 log 1 -- ho (e)
Proof. The proof is almost an exact duplicate of the
corresponding part of the proof of theorem 1, and is
omitted.
It is not possible to get the opposite inequality by
the same device as before since an interval of length
e -"th°(e)-_l could hit roughly e 2he intervals of C'.
4. The Case ho(P) = oo
In this part, we are concerned with the case where
(a_,i = 1,--. ) is an integer-valued stationary ergodic
process as in the previous part, with P the measure in-
duced by the process through the continued fraction
representation and where
but
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h(P)= _, O(P(a_=i))<
_=1
ho(P) = og t =
To see that such cases exist, note first that h0 (P) = c_
if and only if
since
log a_ (t) _ log +
f log al (t) e (dt) =
log [1 + az (t)] _ 1 + logal (t)
Thus, if we take the ai to be independent with
P (al = 1)= p_, we need only choose the p_ so that
while
i=1
Z flp_ log i = log a_ (t) P (dt) =
i=1
We will need some facts about continued fraction ex-
pansion (Ref. 4). If we write
e.(x) 1
Qn (x) al (x) + 1
a2 (x) + 1
then Pn (x) and Qn (x) are generated by
1
+-
an (x)
eo (x) = 0, Qo (x) = 1
P,i+_ (x) = an+_(X) en (x) q- Pn-_ (x)
On+l (x) : an+z (x) Qn (x) + fn-z (x)
and we have
1
II.(x)l = (x)[G(x) +
Lemma 3. There exist numbers A_ 1"oo such that
lim 1 1
n-_ g _" log _ _ A_ a.e. (P)
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,i i • Proof. Define AN by
lim 1 1 lira 2
log .-- _ -- --
"_ _ IZn(X)l .... n log Q,-1 (x)
n-1
 E oga (xI
i=1
_lim 2 E-- _-_ oon log (min [a_ (x), N] )
i=1
1
= 2 log {min [az (x),N] } P (dx)
Now let, for fixed N and 8 > O,
and
C" = {I,(k_, . . . ,k,)l l logP[I_(kz, " " " ,k_)]
1 _ AN}--11°glt_(kl,'n "" k_)l,
q (n, 8, N) = 1 - P ( U e'_I_)
+ h (e) I<8
By Chung's theorem and the lemma above, q (n, 8, N)
goes to 0 as n goes to _. Also,
P _ -nA[lC.II--e N and
since
#(C') "_ e '_th(e)÷_l
1 _-- Y, P (I,,) --_ #(C') e -''th(e)+'_l
c',_
As before, we can find a covering C_ of the comple-
ment with
and
IIC_'ll_e-_ W
#(C") _e "a N + 1 + e"th(e)÷_l
We take Cn to be the combined covering and assume for
convenience that N is so large that
eva N + 1 + e _th(e)÷_ _ e _a N
As before,
H_' = H (C'_') "_ q (n, 8, N) log #(C_) + _ [q (n, _, N)]
_-- q (n, _, N) 2nAN + _b[q (n, _, N)]
and
H" = H (C_)_--n[h(P) + 8]
spt SPACEeRO_RAMSSUMMARYar-4a, vot. m
This gives, for e = e-"a N,
Hel II H" + H"
1 -- nAz¢
log
h (P) + 8 _ [q (n, 8, N)]
--" A_ + 2q(n, 8,N) + nAN
We can now proceed in the usual way to get the follow-
ing extension of theorem 2.
Theorem 3. If the stationary ergodic, process
(ai, i = 1,2, • • • )
has h (e) < oo but h0 (P) -- oo, then
He = o (log 1 )
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XXl. Communications Elements Research
TELECOMMUNICATIONS DIVISION
_/%A. RF Techniques: 90-GHz Millimeter Wave Work,
W. V. T. Rusch,1 S. D. Slobin, _ and C. T. Stelzried
The objective of the millimeter wave work is to inves-
tigate millimeter wave components and techniques to
ascertain the future applicability to space communica-
tions and tracking. This involves the development of
instrumentation for accurate measurements of insertion
loss, VSWR, power; and equivalent noise temperatures.
Millimeter wave circuit elements are being evaluated in
a radio telescope system consisting of a 60-in. antenna
and a superheterodyne radiometer (SPS 37-33, Vol. IV,
p. 245).
During the period of April 4 through July 10, 1966
a series of lunation observations was carried out to deter-
mine equivalent 90-GHz lunar disc brightness tempera-
tures (SPS 37-45, Vol. IV, p. 313). On February 8, 1966,
sixteen 3.3-ram observations of the sun were carried out
to determine the equivalent blackbody disc temperature
of the sun. This temperature was determined to be
6378.97 ±174.7°K (pc). A series of measurements made
on five subsequent days yielded an equivalent blackbody
disc temperature of 6375.1 ___61.6°K (pc).
1Consultant from the University of Southern California, Electrical
Engineering Department.
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The technique used in observing the sun was identical
to that described in the report of lunation observations
(SPS 37-45, Vol. IV, p. 313). Eight observations prior to
meridian transit on February 8, 1967 yielded T'B/Tar =
3.07 .+.0.16 (pc), where T_ is the equivalent blackbody
antenna disc temperature of the sun, and Tar is the
equivalent excess noise temperature of the gas tube at
the output of the waveguide switch. The eight observa-
tions following meridian transit yielded T's/Ter = 3.16
±0.03 (pc). Averaging these two values (to allow for the
possibility of a uniform rate of change of atmospheric
loss) yielded ' =Ts/Tar 3.12 ___0.08 (pc). Calibration of
the equivalent excess noise temperature of the gas tube
at the output of the waveguide switch yielded Tar ---
1181.3 ±11.4°K. (The gas tube output passed through
a 10-dB directional coupler into the main RF path.) This
result then yielded T_ = 3683.2 ±100.9°K. The equiva-
lent blackbody disc temperature of the sun Ts is then
obtained by dividing T_ by theBCF, 2which was mea-
sured to be 0.58 for a solar radius of 16'15': The final
result of this measurement was T_ = 6378.97 ±174.7°K.
During the eight posttransit observations on February 8,
the observations were also calibrated directly with the
hot reference loads that were used to calibrate the gas
tube, which served as a transfer standard. The results of
this calibration technique yielded Ts --- 6277.6 -+-230.7°K.
2Beam correction factor.
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Following the observations of February 8, the Tucor,
Inc. gas tube was replaced with an International Tele-
phone and Telegraph Incorporated gas tube. It was
expected that the new gas tube would provide more
stability in the magnitude of the calibration pulses. Then
on 5 days (February 12, 16, 17, 18, 19, 1967) pre- and
posttransit observations were made. A typical set of data
is plotted in Fig. 1. Averaging and reducing the data
taken on these 5 days yielded:
February Ts, °K pe, °K
12
16
17
18
19
6372.7
6655.3
6272.0
6190.2
6331.2
89.5
46.8
41.9
54.0
90.6
The average of these five values, weighted inversely as
the pe, is Ts = 6375.1 ±61.6°K. This value is not far
from the 3.2-mm value of 6402°K (Ref. 1). It should be
noted that the pe quoted is statistical only. It does not
include the large uncertainty involved in the determina-
tion of the BCF, which brings an additional uncertainty
of 7-9%.
The findings mentioned in this article have been pre-
viously reported in a University of Southern California
Electrical Engineering Report (Ref. 2). The results in the
University of Southern California report have been refer-
enced in an Aerospace Corporation report which surveys
many solar disc temperature studies (Ref. 3). The value
of 6375 ±61°K compares favorably with values deter-
mined by other experimenters, as listed in Ref. 3.
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Fig. 1. February 16, 1966. Solar data (08:57-11:04 PST)
with "best-fit" straight line approximation
T'JTGr = 3.585 ±0.022 (pe);
L0 -- 1.083 _ 0.004 (pe}
B. Quantum Electronics: Optical Communications
Components, M. s. Shumate and J. C. Siddoway
1. Carbon Dioxide Laser Heterodyne Receiver, M.s. Shumate
The construction of two carbon dioxide lasers (SPS
87-45, Vol. IV, p. 316) has been completed, and extensive
frequency drift tests have been performed. First attempts
to stabilize the carbon dioxide laser to the line center
have also been performed. Accurate measurements of
the carbon dioxide laser wavelengths have been post-
poned temporarily by lead screw errors in the SPEX
monochromator being used for the purpose.
a. Laser construction. The proper design of the laser
cavity leads to its ultimate stability (Ref. 1). Ideally, the
optical path length between the laser mirrors should not
change at all. In practice, temperature changes lead to
expansion or contraction of the mirror spacer; mechani-
cal vibrations lead to flexing of the mirror spacer and
relative tilting of the mirrors; and air currents through
the cavity lead to small path length changes due to small
fluctuations in the air temperature. The present laser
design being used for the heterodyne receiver is a com-
promise in order to keep costs low and to reduce the
fabrication time. The mirror mounts are commercially
available, and the mirror spacer is made of Pyrex. The
laser discharge tube is the Brewster Window type with
extension tubes to cut down air currents between the
windows and the mirrors. The output mirror is a fiat
with a dielectric film reflective coating that transmits 2%,
and the other mirror is spherical with a coating that
reflects ,_99% at 10 _m and transmits partially in the
visible.
Frequency drift tests on these lasers have been per-
formed, and reveal that, after a 1-h warm-up, the drift
is low enough to permit extended operation on one oscil-
lating line without retuning. Precise drift tests cannot
be performed until heterodyne operation is attained,
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which has been delayed by the necessary repair of our
high speed copper-doped germanium detector.
b. Laser frequency stabilization. A laser frequency
stabilization technique (Ref. 2), which will stabilize to
the center of the doppler broadened line which is lasing,
has been successfully tested. Figure 2 presents a diagram
of the apparatus. The lock-in amplifier, PAR Model HR-8,
is basically a tuned amplifier followed by a demodulator/
filter: The amplifier supplies a reference frequency which
is added to the error signal and causes the piezoelectric
translator to dither the mirror back and forth slightly,
which changes the laser frequency. Since the gain of the
laser changes due to the line shape of the transition
which is lasing, the power out of the laser will be a
maximum at the line center and will decrease on either
side of the line center. By proper adjustment of the phase
controls of the lock-in amplifier, the error signal can be
made proportional to the slope of the gain curve of the
laser. Thus the error signal is proportional to the offset
of the average laser frequency from the frequency of the
line center; and, when the loop is dosed, the average
laser frequency (or, more specifically, the carrier fre-
quency of the FM signal)is then locked to the line center
frequency. The present apparatus is being refined and a
more sensitive detector will be incorporated.
The major source of difficulty with this technique, as
applied to carbon dioxide lasers, is the multitude of
different lines which are capable of oscillation, Lack of
sufficient isolation between adjacent lines produces a
tuning characteristic that may not have a peak at the
line center, hence producing an undesirable offset during
closed loop operation. This problem can be corrected
when the accurate wavelength determinations have been
•made, thus giving an optimum cavity length.
BEAM CARBON PZT MIRROR
SPLITTER DI OX I DE TRANSLATOR
I DETECTOR
L_ I ERROR
LOCK-IN I SIGNAL _ MIRROR [_
AMPLI F,ERCI _ AMDI_ IVFEER
l REFERENCE
/ FREQUENCY
Fig. 2. Carbon dioxide laser frequency
stabilization apparatus
c. Optimum cavity length determination. The opti-
mum cavity length determination (SPS 37-39, Vol. IV,
p. 196) has been delayed due to lack of high accuracy
carbon dioxide laser wavelength information. An attempt
has been made to perform the wavelength measurements
using our SPEX grating monochromator. The method is
as follows: very accurate reference points can be ob-
tained by using high order lines from the helium-neon
laser; measurements in the regions between the helium-
neon reference points depend upon the accuracy of the
lead screw. There is apparently a short term lead screw
error which prevents interpolation to the desired accuracy.
2. Infrared Atmospheric Propagation Study, M.s. Shumafe
An attempt is being made by J. A. Westphal of the
California Institute of Technology Division of Geological
Sciences to determine the effects of atmospheric turbu-
lence on observations of stellar infrared sources. Since the
results of this study will be very useful for understand-
ing the effects of the atmosphere on a carbon dioxide
laser beam, JPL is providing financial and technical sup-
port for this effort. Preliminary measurements have been
performed, and an example is presented below.
The objective is to determine the apparent diameter
of the blur circle at the Cassegrain focus of the 200-in.
Hale telescope at several wavelengths in the infrared
portion of the spectrum. The approach is to scan the
lighted limb of the first quarter moon with an infrared
photometer (Ref. 3) and record the outputs from the
infrared detector and a visible detector. The infrared
detector is equipped with a filter wheel containing sev-
eral optical filters for the following wavelengths: 1.65,
2.2, 3.5, 5, 9, 11, and 13/zm; there is also a broadband
filter for the 8-14 _m range. The two detectors operate
through two small adjacent focal plane apertures to limit
the fields of view. Scanning is accomplished by driving
the telescope at sideral rate and allowing the moon to
move out of the field of view (,-_ 1/z"/s). The outputs of
the two detectors are recorded on an FM instrumentation
recorder, and are then sampled and digitized in the JPL
Data Analysis Laboratory.
A series of runs has been made, with one of the typical
scans shown in Fig. 3. The time shift between the two
sets of data is caused by a misalignment of the pair of
apertures. Interpretation of the fluctuations on both sets
of the data is difficult because of the aperture alignment
problem. A new photometer, with one common aperture
for both detectors, is being fabricated at the present
time. It will be used in all future measurements, and
should result in higher resolution of the infrared images.
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Fig. 3. Typical moon limb scan
3. Isotopic C02 Laser Studies, j. c Siddoway
a. Introduction. This article is on the continuation of
the work discussed in SPS 37-45, Vol. IV, p. 317, which
described the construction and purpose of a CO2 isotopic
laser. The apparatus is being used in the studies of:
(1) Impurity and/or "gettering" effects which limit the
lifetime of sealed off CO2 lasers.
(2) Isotopic wavelength shifts to prevent radiative
absorption by thermally excited CO2 in the atmo-
sphere.
Wavelength shifts have been measured in two of the
three isotopes being used. A mass spectrometer analysis
of the gas products from the laser is being used in life-
time studies. Presently, results indicate no gross impurity
levels or unusual molecular species to limit lifetimes.
Indications are it is primarily a slow depletion of CO2
through sputtering and dissociation.
b. Experimental apparatus and procedures. To review
briefly: the apparatus consists of a gas handling system
and discharge tube, two high vacuum pumping systems,
and a quadrupole mass spectrometer. High vacuum fit-
tings are used throughout the system. The electrodes are
internal hollow cylinders along the axis of the discharge
tube and can be changed to evaluate different materials.
The discharge tube has potassium chloride Brewster
windows sealed with low vapor pressure epoxy. Gold
coated mirrors are used in a hemispherical configuration,
with output coupling provided by a hole in the flat mirror.
An operational "run" consists of the following steps:
(1) Evacuating the system to 10 -s torr or less and re-
cording the background spectrum with the mass
spectrometer.
(2) Gases are then admitted into the discharge tube
and at least two spectra recorded at different gain
levels. This allows comparison of low level impur-
ity peaks as well as the main constituents.
(3) Exciting the discharge tube and recording the mass
spectra to observe the immediate change in the
initial gas constituents.
(4) Wavelength measurements with the SPEX 0.75-m
Czerny-Turner monochrometer.
(5) Continued operation, with periodic mass spectra
scans, until laser action ceases.
In this manner the relative heights of the mass peaks
can be compared throughout the lifetime of the run.
Ambiguous molecules with the same mass (e.g. C1201%
N_4; mass 28) can be resolved with the isotopic CO2.
c. Experimental results--lifetime studies. Three iso-
topes of CO2 (C120_ 8, C1'O_ 6, C140_ 6) are currently being
used. Figure 4 shows the mass spectra obtained with
helium and C130_ G at two different gain settings. From
left to right the spectra represent background, gas com-
position before the discharge was run, and composition
after laser action ceased. The outstanding features of the
spectra are the decrease of the 44-45 peak (CO2) and
the increase in 28--29 peak (CO). This is typical of the
other isotopes as well as ordinary CO2.
Comparisons of all the mass spectra recordings do not
reveal formation of any unusual molecular species or
impurity concentration. The lifetime limitation simply
appears to be due to dissociation of the CO_ into CO
and free oxygen, and cleanup of the oxygen by absorp-
tion, sputtering and chemical reaction. The pressure in
the discharge tube is also observed to slowly decrease
and is reduced as much as 15-20% when laser action
stops. Addition of CO2 to the discharge then restores
laser action, and the process is repeated.
Nonreactive electrode materials, e.g., platinum, have
increased the operational lifetime, but sputtering is still
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a major problem. Clark and Wada _ have reported that a
new cathode design and addition of _ 1 torr of •xenon
produced remarkable improvements in lifetime perform-
anee (2800 h). Modification of the electrode design is
now being planned for the isotopic laser.
d. Wavelength measurements. Tables 1 and 2 show
the laser transitions that have been measured for C120_ 8
and C130_ 6 respectively. Five lines of the 0 TM isotope
were previously reported in the literature (Ref. 4). These
were used for a calibration check and as a starting point
to search for other lines. Two additional transitions have
been measured. Table 2 lists 13 lines that have been ob-
served with C130_ 6. These are compared with calculated
values taken from Ref. 5.
No results have been observed with the C 14 isotope.
The specific activity, or purity, of the material is the
'_P. O. Clark and J. Y. Wada, "Characteristics of CO2-Xe-He Lasers,"
to be published.
highest available; however, it still contains appreciable
amounts of C120_ 6 (_ 35%). Further work is planned
using an optical resonator with less output coupling
(_ 1%) to extend the measurements over weaker
transitions.
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Table 1 Comparison of measured 12 _s• C 02 transitions
(00°1-10°0)
Identificallon
P(16)
P(18)
P(20)
P(22)
P(24)
P(26)
P(28)
P(30)
v, cm -I, vac
Ref. 4
1070.6
1069.0
1067.4
1065.8
1064.2
Measured
1072.1
1070.3
1068.9
1067.4
1065.8
1064.2
1060.1
13 16Table 2. Calculated and measured C 02
transitions, cm -1 (00 ° 1-10°0)
12
14
16
18
20
22
24
26
28
Calculated (Ref. 5) Measured
P branch R branch P branch R branch
903.5
901.9
900.2
898.5
896.7
895.0
893.2
891.4
889.6
924.3
925.7
927.1
928.4
903.60
901.87
900.18
898.43
896.69
894.93
893.17
891.35
889.54
924.32
925.72
927.13
928.44
i
C. Low Noise Transponder Preamplifier
Research, S. M. Petty
The parametric amplifier has been considered for pos-
sible application as a low noise spacecraft transponder
preamplifier. This type of amplifier can provide substan-
tially lower noise figures at S-band than either transistor
or tunnel diode amplifiers, provided that the restrictions
imposed by a spacecraft environment can be met. These
restrictions create two major design problems for a para-
metric amplifier:
(1) The four-port circulator must be a miniature, light-
weight design. Lately, circulators of this type have
become available with the advent of smaller mag-
nets and new stripline techniques.
(2) The pump source must have a higher reliability
under severe vibration as well as higher dc-to-RF
efficiency than has been obtainable from klystron
oscillators. Thus some type of solid state source is
required.
A new parametric amplifier (American Electronics Lab-
oratories model PAR 1612A) has been purchased with a
solid state avalanche diode oscillator (Refs. 1, 2) as a pump
source. This oscillator operates at approximately 18 GHz
with a dc-to-RF efficiency of 5%. The size and weight of
the oscillator along with its need for only one low voltage
power supply makes it ideal for spacecraft application if
the reliability could be proven satisfactory.
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Ambient temperature performance of the amplifier is
shown in Table 8. Figure 5 shows the entire parametric
amplifier package including the miniature four-port cir-
culator.
During laboratory testing, the avalanche diode oscillator
failed after 25 h of operation at ambient temperature.
Similar avalanche diode oscillators have been found to
have an unpredictable life span before burnout. Since no
method has yet been devised to test these diodes in a
nondestructive manner, the avalanche diode oscillator is
impractical for serious applications at the present time.
Until a more reliable solid state pump source is found, the
parametric amplifier cannot be considered feasible for use
as a spacecraft transponder preamplifier.
Table 3. Parametric amplifier performance (American
Electronics Laboratories model PAR 1612A)
Signal frequency ........... 2115 MHz
Net gain ............. 17 dB
Noise figure a ............ 2.85 dB
Bandwidth (3 dB) .... ....... 30 MHz
Temperature ............ 25 ° C
Direct current voltage required ....... 51 V
Direct current required ......... 20 m_A
Signal power for --1 dB gain compression .... --38 dBm
aMeasured with ambient and cooled terminations. Automatic noise figure meter
measures 2.5 dB.
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Fig. 5. AEL parametric amplifier with solid state
pump source
Work is continuing on the tunnel diode amplifier de-
scribed earlier (SPS 87-46, Vol. IV, pp. 251-252). This
seems to be the most promising approach to this project.
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D. Spacecraft Antenna Research, R.M. Dickinson
and K. Woo
1. Antenna Pattern Tolerances, R.M.Dickinson
a. Introduction. The object of this study is to increase
the accuracy of full scale spacecraft antenna pattern
measurements. Antenna patterns recorded from full scale
spacecraft antenna models are used in communications
analysis and prediction. 4
This article will present the overall tolerances to date,
the individual tolerance contributors, and the current
investigation to reduce tolerances.
b. Overall tolerances. The overall antenna pattern tol-
erances that have been achieved for spacecraft and the
DSIF are shown in Fig. 6, as a function of the nominal
pattern gain level. It can be seen that the symmetrical
tolerance magnitude is generally an inverse function of
the gain level. This result is principally due to the difi]-
culty of creating a plane wave incident upon the space-
craft model in the presence of the earth and the model
support and positioning structure.
Also, the resulting tolerances are secondarily influenced
by a decreasing signal-to-noise ratio in the measuring and
recording instrumentation at the lower gain levels. The
constant portion of the tolerances stems from the inherent
uncertainties in any measurement, such as absolute gain
determination and the necessary system considerations.
That is, any one individual antenna pattern can be more
accurately determined than the results shown in Fig. 6;
however, when all the actual operating conditions are
included, the final tolerances must be increased to cover
these conditions.
4j. S. Omahen and E. F. Oliver, "Telecommunications Prediction
Program (EDCOM), PD900-47, Jet Propulsion Laboratory, Pasa-
dena, Calif. Aug. 15, 1967.
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For example, measurements of the actual flight antennas
on the actual flight spacecraft before flight are not pos-
sible. Instead, measurements are made of a model antenna
on a model spacecraft in the 1-g field near the earth.
The Mariner H command antenna tolerances are lowest
because they were simply estimated. The other spacecraft
antenna tolerances are larger because they result from a
linear summation o£ many individual measured, as well as
estimated, contributors. The Surveyor tolerances were
largest because of extremely low gain antennas.
c. Tolerance contributors. Table 4 is an example of the
tolerance contributors considered for the Mariner IV low
gain antenna. The dB/dB units refer to dB per dB down
from the peak gain of the pattern. Similar tolerance con-
tributors, suitably modified for particular mission system
considerations, were obtained for the other spacecraft.
Items 1 through 8 are generally self explanatory. Item 9
is a measure of the degree to which a plane wave is inci-
dent upon the model. Item 9 was obtained by field probing
height-gain measurements and subtracting the difference
between the same antenna's pattern recorded at different
positions relative to the range (on a perfect range, the
patterns should be identical).
Item 10 is a measure of the accuracy to which absolute
gain relative to circular isotropic can be established on a
gain standard antenna.
To obtain the gain of the model antennas on the model
spacecraft, the gain standard in item 10 is taken from its
relatively short, clean range to the required long, cor-
rupted spacecraft range where its output is padded down
to a level approximately equal to the spacecraft antenna.
The difference is then measured. Item 11 is the resulting
accuracy of this measurement,
Items 12 and 18 are used to account for the fact that
the possible flight antennas have different gains and pat-
tern shapes, due to manufacturing tolerances.
Items 14 and 15 are used to account for the difference
between the model on the range and the flight spacecraft.
An indication of these differences was obtained by measur-
ing the difference in gain of the same antenna on a very
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Table 4. Mariner IV low gain antenna pattern
tolerance contributors
Source _
m 1. Recording system linearlty
m 2. Illuminator and recording
system stability
m 3. Illuminator ellipticity stability
m 4. Model positioner slip ring noise
m 5. Model rotary joint wow
e 6. Illuminator-test antenna
interaction
e 7. Thermal and 1-g distortion
of antenna
m 8. Wind modulation of illuminator
and model
m 9. Range reflection and
diffraction
m-e 10. Gain standard absolute
calibration
m-e 11. Comparison gain measurement
m 12. Antenna peak gain differences
m 13, ._ntenna pattern shape
differences
m-e 14. Model-spacecraft differences
e I 5. Spacecraft-spacecraft
differences
m 16. Solar panel position
(0,+0.20-- 1.20 deg)
m 17. Solar panel damper inter-
action (43, +0--90 deg)
m 18. Solar sail position
(35 ± 20 deg)
Linear sum total
Item Value
-t-0.015 dB/dB from peak
±0.07 dB
Negligible
_+0.01dB/dB
_+0.10 dB
Negligible
Negligible
10 mph, negligible
-t-(0.5 dB+0.128 dB/dB)
_0.10 dB
-+0.20 dB
-+0.11 dB
-+0.025 dB/dB
_+0.5 dB
_+0.2 dB
I Negligible
Negligible
Negligible
_+(1.78+0.178 dB/dB)
am _ measured e _ estimated
crude model and the better quality, but not flight quality,
full scale spacecraft antenna pattern model.
d. Tolerance reduction. The current investigation to
reduce tolerances began with instrumenting the range
cherry-picker to perform high gain, height-gain field prob-
ing in order to reduce item 9 in Table 4 as applied to the
spacecraft model high gain antenna. Figure 7 shows
the range cherry picker instrumented with probing an-
tennas, a distance measuring device and a recorder. After
using the equipment to align the remote illuminator on
the spacecraft location, the field strength was mapped
horizontally and vertically at various look angles around
the model location. The results are that with respect to a
high gain antenna of the Mariner Mars 1969 class, the
illuminator field strength is uniform to within less than
±0.25 dB (recorder resolution).
Fig. 7. High gain field probing instrumented
cherry picker
Item 5 in Table 4 was attacked next. The equipment
set-up of Fig. 8 was used to provide the high resolution
required to measure the small rotary joint wow. The re-
suits of testing approximately 20 rotary joints, both new
and used of three manufacturers, are that selected rotary
ioints (five) of a particular manufacturer have wow or
transmission amplitude variations of less than ±0.02 dB.
In order to extend the dynamic range of pattern record-
ing and to prowide for a higher modulation frequency for
increased recording data rate, an investigation of the
infinite impedance detector (Ref. 1) is underway. Figure 9
shows a preliminary characteristic detection curve as com-
pared with the bolometer detectors now in use. Figure 10
shows the pencil triode tube outside the resonant cavity
housing. If the detector can be made stable and repeatable
the non-linearities can be corrected in the computer pro-
gram that processes the recorded pattern tapes.
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Fig. 10. Infinite impedance detector tube and cavity
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Fig. 11. The rotary antenna attenuator
The pattern tape recording program will also be modi-
fied to allow the recording of a reference amplitude signal
at the end of each pattern cut in order to monitor the
recording system gain drift (Item 2 Table 4) which can be
subtracted out in the computer processing.
A compact, more accurate RF insertion loss creating
device is needed for use in absolute gain calibrations,
comparison gain measurements, and recording system
linearity checks. At present, step attenuators are being
used. The existing models of the very accurate S-band
rotary vane attenuator are rather cumbersome for range
use. A preliminary model of a rotary antenna attenuator
has been constructed. This device, shown in Fig. 11,
creates RF attenuation by polarization mismatch loss
between linearly polarized antennas mounted in circular
waveguide. A synchro transmitter and indicator are used
to read rotation angle. One antenna is rotatable, and a
second fixed antenna supports a third terminated orthog-
onal antenna to absorb the cross polarized signal.
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Figure 12 compares the measured attenuation with the
theoretical loss curve in dB of 20 log10 see O, where 0 is
the rotation angle of the rotary antenna relative to the
fixed antenna. The reflected power at the input was below
-81.5 dB throughout the 90-deg rotation.
2. 400-MHz Coaxial Cavity Radiator, K. woo
a. Introduction. This article reports the preliminary
results of a 400-MHz, low gain, circularly polarized an-
tenna designed for capsule relay-link communications.
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Fig. 12. Measured attenuation vs theoretical attenuation
for the rotary antenna attenuator
The antenna is a coaxial cavity radiator (SPS 87-40, Vol.
IV, pp. 201-206) operating on the TE°I mode. It has a
symmetrical beam shape and is sterilizable.
b. Antenna design. The experimental model of the an-
tenna is shown in Fig. 18. It is composed of a coaxial
cavity, open at one end and shorted at the other. The
dimensions of the cavity, as shown in Fig. 14, have been
properly selected that only the TE_I mode will resonate
at 400 MHz. The cavity is fed by two spatially orthogonal
probes near the shorted end. The probes are each con-
nected to an output terminal of a 8-dB hybrid (not shown).
The function of the hybrid is to divide, incoming energy
from the feed line such that each probe receives an equal
amount of power in time quadrature. When excited, the
Fig. 13. Experimental model
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ry
antenna radiates circularly polarized waves at the open
end of the cavity.
c. Results. Preliminary measurements of the antenna
at 400 MHz give the following electrical characteristics:
Gain 6 dB
Half-power beamwidth 84 dog
Maximum ellipticity within half-power beam 2.5 dB
VSWR at input to hybrid 1.1
The radiation patterns of the right-hand and left-hand
circularly polarized components of the antenna are shown
in Fig. 15. The patterns of the right-hand component at
all planes are found to be substantially the same. The an-
tenna is sterilizable in that the cavity, the probes and the
connectors are all sterilizable.
Further work on the antenna will include:
(1) Investigating power handling capability.
(2) Reducing antenna weight by trimming the cavity
walls.
Reference
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Fig. 16. 800-W CW 150-800 MHz RF power source
E. RF Breakdown Studies: Multipacting
Breakdown in Coaxial Transmission
Lines 150-800 MHz, R. Woo
An Eimac ETS 4800 power source (Fig. 16), which has
an output of 800-W CW RF power in the 150-800 MHz
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frequency range, was used to obtain multipacting break-
down data for %-in. and l%-in, rigid coaxial transmission
line. The rigid line setup is described in SPS 87-44,
Vol. IV, pp. 384--386.
The experimental results are shown in Fig. 17 along
with the data for coaxial electrodes obtained in the fre-
quency range 10-150 MHz (SPS 87-41, Vol. IV, pp. 242-
246). The data show excellent scaling agreement, except
for the minimum energy boundary BC where the break-
down voltages for the %-in. rigid line are lower. This
behavior follows the pattern of the previous data, i.e., the
minimum energy boundary decreases with decreasing d.
The reason is that there is a decreased electron loss to the
sides for shorter inner and outer conductor separations.
It should be pointed out that the effects of outgassing by
burning the discharge observed in the previous experi-
ments at lower frequencies were also present in these
experiments. For instance, boundary AB of Fig. 17 repre-
sents the threshold conditions for multipacting, but this
boundary moves to higher voltages with the occurrence of
multipacting. Since power is proportional to the square
of voltage, this boundary rose in significant steps in
terms of power, and sustaining multipacting power levels
were much higher than the threshold values.
In conclusion, the above results not only serve as a
further demonstration of the scaling laws for multipacting
but also demonstrate that the data obtained for coaxial
electrodes in SPS 87-41, Vol. IV can indeed be used for
predicting multipacting breakdown in coaxial transmis-
sion line components.
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XXII. Spacecraft Telemetry and Command
TELECOMMUNICATIONS DIVISION
A. Multiple Mission Telemetry System:
System Verification and Testing,
N. A. Burow and A. Vaisnys
1. Introduction
The system verification and testing effort will establish
a working integrated system and provide detailed per-
formance test data on the MMTS. These data will be
used to prove system concepts and to verify the results
of system analysis. This work is expected to produce the
final system parameters and specify the system perform-
ance for missions using the MMTS.
2. Preliminary Investigations
Shortly after the MMTS concept was generated, work
began on the construction of a system model to demon-
strate operation and to investigate the practical problems
of building such a system. A Scientific Data Systems
model 920 computer was available, but the RF hardware
called for in the early designs was not. It was therefore
necessary to model the system at audio frequencies; i.e.,
the 10-MHz bandpass filters were simulated by 100-kHz
filters having the same bandwidth. The resulting assembly,
called the baseband breadboard, very closely duplicated
the functions of the actual system design except that
the input signal was composed of the subcarrier(s) plus
low-passed noise, instead of a phase-modulated inter-
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mediate carrier plus band-passed noise. In a sense, the
10-MHz IF was replaced by 0 frequency. Figure 1 is a
diagram of this system. See SPS 87-46, Vol. III, pp. 215-221
for more detailed information on the BBB system.
A prototype MMTS was completed and made available
for integration and evaluation in July 1967. This system
was intended to be functionally identical to the systems
that will eventually go into the DSN. The prototype
consists of an RF (10-MHz) subcarrier demodulator and
lock detector, as well as software for the SDS 920 com-
puter to be used in conjunction with a numerically
controlled oscillator to provide bit synchronization. A
system block diagram is presented in Fig. 2.
Initial setup of the prototype system was accomplished
with only a few minor problems. The NCO timing gen-
erator was found to be susceptible to noise (generated
primarily in the computer) causing erroneous bit sync
timing. This was corrected by gating an additional timing
term with the affected signals. An upconverter to convert
baseband subearrier plus data to the required 10 MHz
for input to the demodulator was found to have insufficient
dynamic range. Because of leakage of a 10-MHz carrier
component generated by the upeonverter, it was deter-
mined that the minimum input signal should be on the
order of --10 dBm. The upper limit on this input signal
is + 12 dBna, thus allowing only a 22-dB dynamic range.
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Fig. 2. Prototype MMTS block diagram
U_
Given a subcarrier of 84.286 kHz and noise with a band-
width of 160 kHz, the lower limit on ST No, the ratio of
the signal power per bit to the noise spectral density, is
+7.5 dB. To circumvent the limitation, baseband tests
were performed with signal and noise passed through a
bandpass filter.
3. Recent Activities
To acquire detailed performance test data on the
MMTS, specific portions have been examined and evalu-
ated in detail, including:
(1) Ampex FR-1400 tape recorder to be used for backup
recording of the demodulated subcarrier.
(2) Square-law versus absolute-value subcarrier lock
detector.
(8) Use of an HP 4204A oscillator in the MMTS test
equipment for bit sync generation and/or subcarrier
simulation.
(4) Bit synchronization jitter.
(5) RF compatibility.
These investigations are discussed in detail below.
a. Tape recorder (Ampex FR-1400) evaluation. One of
the possible backup modes of the MMT involves recording
t
t
the recovered telemetry subcarrier and later playing it
back through the MMT upconverter. This mode of oper-
ation was investigated in the laboratory in order to demon-
strate feasibility and to measure the degradation caused
by the tape recorder. A simplified block diagram of the
tape recorder test setup is shown in Fig. 3. An unmodu-
lated subcarrier frequency was used for wow and flutter
compensation, and the tape recorder was operated in the
servo mode. Because of the limited dynamic range of the
prototype MMT upconverter, the subcarrier and noise
were passed through a bandpass filter before recording.
The basic results of this investigation are as follows:
(1) The MMTD would not operate in a satisfactory
manner without some form of wow and flutter
compensation.
(2) Better compensation could be obtained when the
compensation signal was recorded on the same stack
of recording heads as the subcarrier. (The FR-1400
has two stacks, one for the even-numbered tracks
and one for the odd-numbered tracks.)
(8) The recording mode (AM or wide-band FM) did not
have any appreciable effect on performance.
IkHz _[TAPE SPEED
REFERENCE
FR-1400
TRACK 3
fc
I DISCRIMINATOR
TRACK 4 DATA
I
TRACK 5 I
SIGNAL +NOISE I
I
I
I
I V
II v
k----.
[.__.
MMTD SDA
MMTD
FRONT
END
]
I
I
I
I
I
I
J
SDS 920
COMPUTER
SNR
ESTIMATE
v
BIT ERROR
RATE
Fig. 3. Tape recorder test setup
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A fairly simple wow and flutter compensation scheme
was devised using an Electro-Mechanical Research Com-
pany tunable discriminator as shown in Fig. 3. Tables 1
Table 1. Tape recorder (FR-1400) evaluation;
bit rate = 81/3 bits/s, subcarrier ----24.0 kHz
Tape
speed,
in./s
60
30
15
Input
ST/No
No noise
+10.0
+ 5.0
No noise
+10.0
-i- 5.0
No noise
+10.0
+ 5.0
Minimum
subcarrier
2BLo, Hz
0.1
0.1
0.1
0.1
0.1
0.22
1.0
1.0
10
SNORE output
(effective ST/N 0)
-I-15.3
+ 8.5
--[- 3.7
-'I-17.5
+ 8.5
-l- 3.4
-I-16.8
q- 8.1
Marginal
operation a
aNeither larger nor smaller subcarrier 2Bz,o will work.
NOTEI Wow and flutter compensation was employed for these tests.
Bit sync 2Br0= 0.3%.
Table 2. Tape recorder (FR-1400) evaluation;
bit rate = 267 bits/s, subcarrier = 34.286 kHz
Tape
speed,
in./s
60
30
15 b
7½
Input
ST/No
No noise
-_-15.0
-[-10.0
+ 5.0
No noise
+15.0
+1o.0
+ 5.0
No noise
-J-15.0
--I--10.0
+ 5.0
No noise
+15.0
+1o.o
+ 5.0
Minimum
subcarrier
2BLo, Hza
0.1
0.1
0.1
O.22
0.1
0.1
0.22
0.22
SNORE output
(effective ST/No)
21.5
13.3
8.8
3.7
22
13.2
8.8
3.9
1.0
I
24
13.8
9.0
4.0
20
13.7
8.7
3.75
aMinimum usable subcarrier loop bandwidth (compensated).
bSlightly better in high speed range than low speed range.
and 2 summarize the results of the tape recorder evalua-
tion at bi_ rates of 267 and 8_ bits/s. The tables show
minimum usable subcarrier loop bandwidth (2B_0) and
SNR degradation as a function of tape speed.
b. S,bcarrier lock detector evaluation. The lock de-
tector supplied with the prototype MMTD used square-
law devices to derive an in-lock indication (system _olock
diagram, Fig. 2). It was later proposed to substitute
absolute-value circuits for the square-law circuits. An
evaluation was made to determine the relative efficiency
of the two configurations. The approach was to sample
the output of the lock detector with an A/DC under
computer control. The computer program uses the
samples to compute the mean and standard deviation of
the lock detector output signal and to plot its amplitude
probability density. The ratio of mean to standard devia-
tion of the output (p/_r) is a measure of the efficiency of
the lock detector and forms the basis for this comparison.
Figure 4 is a plot of p/_r vs ST/No for both types of lock
detectors, and does indeed indicate that the absolute value
circuit approach is superior.
b
3.6
3.2
2.8
2.4
2,0
[]
[
O---
[
-- NO NOISEI_
[]
[ NO NOISE--_
O
O
)
1.6 [
O
1.2
0.8
[]
0
[] ABSOLUTE-VALUE LOCK
DETECTOR
O SQUARE-LAW LOCK
DETECTOR
0.4
,,([]
O
o
-6 O 6 12 18 24 30 36
ST/N o, dB
Figure 4. Comparison of square-law and absolute-
value lock detectors
JPL SPACE PROGRAMS SUMMARY 37-48, VOL. III 247
I"-.
"o
t3
"1=
0
z=
..(
t.o
Go
0
I'--
HP 5110A t'_DRIVER
HP 5100A
SYNTHESIZER
HP 4204A
OSCILLATOR
A
A
START
+
PN DATA
(266.7 blts/s)
HP 5245L
TIME
I NTERVAL
MMTD
SUBCARRIER
DEMODULATOR
I
DERIVED SUBCARRIER
B
STOP
___ DIGITAL
TAPE
R ECOR DE R
I
START
I
I
"--"I_INTEGRATED
SDS 920COMPUTER
B-J L 
I
STOP
I
Fig. 5. Test setup for evaluation of the HP 5100A synthesizer and the HP 4204A oscillator
PN DATA
._.___RMS
JITTER
&
lh
G/
;. : [
•[ ,[
c. System test oscillators. Two oscillators are required
as part of the MMTS test equipment to be supplied with
the system. One will be used to generate the subcarrier,
while the other will be used to produce bit synchroniza-
tion (generally noncoherent with the subcarrier). It was
desired to use a Hewlett-Packard model 4204A oscillator
for both, if possible.
Jitter measurements were made to evaluate the
HP 4204A for use as a bit sync oscillator. Table 3 shows
data for the HP 4204A and two other oscillators. The
results indicate that the type of oscillator is not as im-
portant in this application as the practice of using a
higher frequency and dividing down to gain stability.
Table 3. Oscillator jitter measurements
Oscillator Configuration ¢, #s rms
HP 4204A
HP 5100A/5110
HP 4204A
HP 5100A/5110
HP 241A
HP 4204A
HP 5100A/5110
HP 4204A
HP 5100A/5110
10 Hz ÷ 1
10 Hz + 1
100 Hz + 1
100 Hz + 1
100 Hz + 1
10.24 kHz ÷ 1024
10.24 kHz+ 1024
102.4 kHz ÷ 1024
102.4 kHz + 1024
13.1
21.2
1.8
2.1
2.3
0.08
0.04
0.04
0.03
4204A--Inexpensive new audio-oscillator
5100A/5110--Synthesizer and driver
241A--Pushbutton audio.oscillator
The HP 4204A was also evaluated for use as a subcarrier
simulator. An HP model 5100A synthesizer was used as a
reference. The test setup is shown in Fig. 5. Root mean
square phase jitter between the transmitted and derived
subcarriers versus subcarrier loop bandwidth 2B_o was
measured. The test was run at no noise with 50,000 data
samples recorded for each point. The results are plotted
in Fig. 6. Overall system performance (again at no noise)
for both the HP 4204A oscillator and the HP 5100A syn-
thesizer was measured using the test configuration of
Fig. 7. The results are plotted in Fig. 8. Both tests indicate
that the HP 4204A has too much phase jitter for use as a
subcarrier simulator for the MMTS.
d. Computer bit synchronization. Measurement of bit
sync jitter versus ST No and loop bandwidth (in percent
of the bit period) was made for loop algorithms identified
as "first order" and "second order." The data are presented
in Table 4. A hunting effect due to insufficient resolution
in the second-order loop's error accumulator was deter-
mined to be causing the excessive jitter seen in the second-
order loop. A solution for this problem has been found,
and the second-order system is being re-evaluated.
e. RF compatibility testing. Tests were performed on
the MMTS over an S-band RF link using a DSN receiver
and an S-band transmitter. These tests were intended to
show compatibility between the MMTS and the Mariner
(1)
t/)
tY
hi
I--"
io I
iOo
I0 -I
(
[]
]
[] HP 5100A SYNTHESIZER
0 HP 4204A OSCILLATOR
0
1"7 1
0
[-1
0
[]
0.o10 0.047 0.22 I.O 4.7
SUBCARRIER LOOP BANDWIDTH, Hz
Fig. 6. Performance comparison of the HP 5100A
synthesizer and the HP 4204A oscillator
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Table 4. RMS bit sync jitter; bit rate = 266.7 bits/s,
bandwidth = 0.1%
ST/N 0, dB
No noise
+1o.o
+ 5.0
0.0
1st-order loop
jitter
/_s Deg
4.5 0.43
11.8 1.13
27.2 2.61
68.0 6.52
2nd-order loop
jitter
/zs Deg
68.0 6.54
72.2 6.95
99.7 9.6
486.9 48.0
Mars 1969 flight telemetry system. Additional objectives
were to measure the relative performance of the FTS to
a laboratory standard signal source, to investigate the
feasibility of using a 3-Hz DSN receiver loop, and to
obtain additional data on radio loss. Tests were com-
pleted for telemetry channels A and B alone. The results
are currently being analyzed by the Mariner Mars 1969
project. Further testing using multiplexed combinations
of channels A, B, and C are planned for early 1968.
4. Future Investigation
At present, the subcarrier demodulator assembly of the
MMTS is being updated to the final DSN configuration.
An updated version of the data conditioner, which is a
part of the SDA, has already been received and is being
evaluated using baseband data and noise. Among the
areas o£ investigation are the following:
(1) Bit sync jitter and performance degradation as a
function of bit sync loop bandwidth.
(2) Performance comparison of first- and second-order
bit sync loops.
(8) Effect on performance of dc offsets in the data.
(4) Effectiveness of a de blocking scheme.
When the updated SDA is returned, overall system
performance will be evaluated, including a comparison of
actual to theoretical losses in both the subcarrier and
bit sync loops.
i
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B. Time Synchronization in an MFSK Receiver,
H. D. Chadwick
1. Introduction
An incoherent m-ary frequency shift keying communi-
cation system is under consideration for possible future
planetary probes. The advantage of such a system lies in
its incoherent operation, which permits operation at signal-
to-noise ratios below the threshold of phase lock systems.
One optimum detector for an MFSK link has been shown
to be the spectrum analyzer receiver, 1 in which the power
spectrum of the received waveform is calculated and the
peak frequency is chosen as the most probable transmitted
frequency.
An estimate of the power density spectrum of the input
signal may be obtained either by direct Fourier trans-
formation of a T-second sample, where the squared
magnitude of the Fourier transformation serves as the
estimated power spectrum, or by finding the auto-
correlation function of the T-second input sample and
taking the Fourier transform of the autocorrelation func-
tion. Ideally, both techniques are equivalent, but the
autocorrelation function technique permits truncation, or
'qaanning" in the time domain to reduce variations in the
r:
estimated power spectrum due to frequency instabilities
in the signals (Ref. 1 and SPS 87-88, Vol. III, pp. 108-
107). However, for both techniques, optimum operation
(suboptimum operation in the truncated case) requires
accurate synchronization in the starting time (epoch) of
each word.
In this article, a special case of the time synchronization
problem is analyzed, and a technique is described for
automatic time synchronizing in an MFSK receiver. The
analysis is based on the following major assumptions:
(1) Perfect frequency synchronization is assured.
(2) A known synchronization sequence can be trans-
mitted ahead of the data.
(8) The transmitter and receiver are stable enough so
that once synchronization is obtained it remains for
the entire data transmission.
2. Error Due to Incorrect Time Synchronization
The probability of error for an MFSK receiver in perfect
frequency and time synchronization has been shown
(Ref. 2) to be
f_ [ 1 2Pc=l-- xexp ---_-(x
where
m
`/2--
No _--
E=
Io()=
the number of signals in the signaling set
E
No - signal-to-noise spectral density ratio
two-sided noise spectral density
signal energy per word
modified Bessel function of the first kind, order
zero
In Section 2a below, a similar expression is derived for a
spectrum analyzer receiver in arbitrary time synchroniza-
tion (assuming correct frequency synchronization) which
reduces to Eq. (1) when the time synchronization is correct.
aCharles, F., and Shein, N., "A Preliminary Study of the Application
of Noncoherent Techniques to Low Power Telemetry," JPL Section
334 internal memorandum, Nov. 15, 1965.
+ ,/2) J Io (,/x) [1 - exp (-x2/2)] _-1 dx (1)
The spectrum analyzer receiver assumed in this report
is based on the use of the fast Fourier transform to cal-
culate the received spectrum. Although the advantage of
the autocorrelation function technique is that truncation
may be performed in the time domain to reduce the
effects of frequency instability 1 (Ref. 1 and SPS 87-88,
Vol. III, pp. 108-107) and to gain speed in calculation, the
use of the direct Fourier transform technique permits
greatly simplified analysis, and the equivalent truncation
may also be performed in the frequency domain if desired.
Perfect frequency synchronization has been assumed in
this report; consequently, truncation processing has not
been included, and the direct Fourier transform technique
is used.
a. Receiver model. The transmitted signal is assumed
to be of the form:
sj(t) = A cos jT<t<(j+I)T t (2)
i=l, 2,...m
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where the m frequencies/_ are such that/i = k/T, where
k is an integer.
At the receiver, the signal is corrupted by additive white
Gaussian noise, with noise spectral density No watts/Hz.
The received signal is represented by
x (t) = A cos ( fit + + (t) (3)
where ,/, is an unknown, uniformly distributed phase term
due to the incoherent nature of the detection. The receiver
samples the incoming waveform at a rate of N/T samples
per second.
It is assumed that the receiver bandwidth is W Hz and
that the sampling is at the Nyquist rate. Therefore,
N
- 2W (4)T
sin 27r fl i
sin 2v- f2 _- T
/f'_j/"x /'x /-x Fx f'x f'x f'_ f_ /
kJ kJ Xj' x,J xJ x.J _
i=0 /=N
RECEIVED SIGNAL WITHOUT NOISE, $i
fz fJ fz
Fig. 9. Timing diagram of the Fourier transform process
If the receiver is not time-synchronized with the trans-
mitter, the N samples will overlap two frequencies (Fig. 9). 2
When N -/o samples are taken of the first frequency/1
and i0 samples of the second frequency/2, then the overlap
coefficient p is defined:
The samples
=x(ti)=X(NT ), i=0, X...N-1x_
are statistically independent Gaussian random variables
with mean S(t_) and variance
N
2 = 2NoW = No T0"_
The spectrum analyzer receiver then calculates (prefer-
ably by the fast Fourier transform technique) the discrete
Fourier coefficients of the samples xi at each of the m
possible transmitted frequencies. The discrete Fourier
coefficients at frequency/j are given by (Re/. 3)
(s)
For p = 0, the receiver is in perfect synchronization. For
p > 0, there will be contributions to the Fourier co-
efficients at the two frequencies fl and/2. These compo-
nents are determined by
al = _] x_ cos 2_'/1 T
i=o
(9)
bl-- _ x, sin I"_-T
i=O
(10)
a_ = _ x_ cos 2r/_ -_- T (5)
4'=0
bj = _ xi sin 2rfj -_- T (6)
and the magnitude of the spectral component is
rj = (a_. q- b_) v= (7)
az = _ x_ cos 2,r/2 "_- T (11)
b2 = _ x_ sin 2 _ T (12)
4,=0
_The time reference, t = 0, or equivalently, i = 0, is taken always to
be the start of the summation for the discrete Fourier transform.
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The Fourier components al, bl, a2, b2 will be Gaussian-distributed because the discrete Fourier transform is a linear
process. The samples x_ between the indices 0 and N- 1 will be
Ac°s(_fl(i+i°) N T _- _bl/ _- nl_
Acos(2ar[2 (i + i°) T + '_2) + nl'N
O<i<N-io-1
N-io<i<N-1
(18)
In calculating the expected value of the Fourier components, the zero mean noise term may be ignored. Therefore,
[ ]( [ /,+,o/ ]( ,)E(al) =n-_°-l_ A cos 2rfl (i÷Nio) T+_bz cos 2rf_ 7T + _ Acos 2rrf2--N T+_2 cos 2rf2_T
i=0 i=N-i0
(14)
If it is assumed that (io/N)T is an integer multiple of the period of the difference frequency 1/(fl - f2), then the equa-
tion above may be simplified greatly: 3
E(a_) -- A cos 4, _ cos 2 2rf,-_-T (15)
Because the second term involves the summation over an integral number of periods of the product of two different
frequency cosine waves and because the index of the first summation may be shifted an integral number of periods with-
out changing the summation, Eq. (15) reduces to 4
(16)
Similarly, the remaining expected values can be shown to be
(17)
E(a2) = A (2) cos _2 (18)
E(b2) = -A(2 ) sin _b2
The variance of the Fourier coefficient can also be found easily. Leaving out the fixed terms
2 = vat al = E I _ ni cos 1 T nj cos 2-_'fl T
% L i=o j=o
SThis assumption may be more easily justified if the difference frequency f_-f_ is large.
4See Jolley ( Eq. 488, Ref. 4 ) for large N.
(19)
(20)
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which can be written
N-1 N-1
_=EEO"1
4,=0 j=o
the independence of the noise samples gives
N
E (n,nj) = No _ 8_j
(21)
(22)
with the result that
= _-'_No_--eos 2 2_tf_T
";=0
and, since the result is the same with all the Fourier coefficients,
By making the substitutions
AN
n,=--
2
(28)
(24)
and
1 _ io 1
_=P 2 N 2
the probability density functions of the Fourier coefficients can be written
1
_,o_[_,-,_,_ox_{-_[a_-_(x-,)_os_]_}
1
1
1
The probability densities of the variables
rl --- (a_ + b_)V2
and
r2 = (a_ + b_) w
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(25)
(26)
(27)
(28)
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tare found by forming the joint densities, converting to polar coordinates, and integrating out the uniformly distributed
phase parameters _1 and _2. The resulting densities are
p(1 ),:] (29)
P('_)= 7 exp - 2,,_L _+ + _ Zo _2
_2 (80)
In an m-ary detector (m > 2) the remaining spectral terms (at frequencies other than fl and f2) will have the Rayleigh
distributions
rk ( r_ ) 2<k<m (81)p (r_) = -_- exp 2a 2- ,
A correct decision is made by the m-ary detector if the component rl > O for all i (2 < ] < m). The probability of a
correct decision is thus given by
Pc=l-Pe=P(rx>rj;all]_l)
= P (rj < rl; all i _¢=1) (82)
Since the rj values are statistically independent, this may be written
oo
Pe = e (r2 < x, r3 < x, ..., r,_ < x [ r_ = x) e (r_ = x) dx
= e (r2 < x) e (r_ < x) ... e (r_ < x) e (r_ = x) dx (88)
From the results above,
_
P (r2 < x) = e (r2) dr_
fz r2 { 1 (_)21} IT (T -J- e) T21
FP_ +T2 +, Zo . dr_
= 7exp --_L _ _
(84)
using the substitutions
.)/2 M
E B 2
NO 0"2
for
N
- 2WT
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and
o"
Using Marcum's Q Function (Ref. 5), which is defined by
Q (_, _) = x exp _ 2
where
the expression for P(rz < x) can be written
(8_;)
(86)
For the remaining m - 2 components,
fo_', ( '_'_P (rj < x) = 7 exp drj\2._/
(37)
The complete expression for the probability of error as a function of the timing uncertainty can thus be written
Pe = 1 -- Pe =
1 11--fo{1-Q[T(l+e),x]}[X-exP\2_z]/ 7e_{-_E_+ (½-,)_]},0 ;- _x
(88)
or, by the substitution y = x/cr,
Pe =
1-- fo _ {1-Q IT (1+ e),y]} [1-exp (- -_L)] "-2 yexp {- l[yz+T2(1 _e)2]} Io[r (1 --e)y] dy
(89)
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eIt can be seen that when • = - 1/2 (no timing error),
the term
becomes
and Eq. (89) reduces to that of Arthurs and Dym (Eq. 1).
n-
O
r_
n,"
uJ
U_
0
>-
I--
.J
(13
0
n-
O_
I0 0 I I I I
I0-1
10-3
E/NO=3 dB
16
20
10 °4 I
0 0.1 0,2 0.3 0.4
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Fig. 10. Probability of error per word vs time
displacement for fixed time displacement,
m--2
I0 o
I0-1
I I I I
/
6
I0
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M=32
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10 -4 I I
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Fig. 11. Probability of error per word vs time
displacement for fixed time displacement,
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b. Results. The probability of error from Eq. (89) has
been evaluated by numerical integration on a digital com-
puter. The results are shown in Figs. 10 and 11 for m = 2
and m = 82. The figures illustrate that a small timing
uncertainty can result in considerable increase in the prob-
ability of error. Since these results are based on the
assumptions described in the introduction, they are not
completely representative of the results that would be
obtained in a more realistic system. The effect of includ-
ing such additional factors as, for example, frequency
uncertainty, would be only to degrade the performance
of the system. These results can therefore be regarded as
a lower bound to the probability of error to be encountered
in an actual system.
3. Maximum Likelihood Estimator for Timing Error
To minimize the error due to timing uncertainty, it
would be desirable to estimate the time shift between
the received waveform and the receiver time origin and
to use this estimate to correct the position of the receiver
time origin. One method of performing this estimate is to
use the maximum likelihood estimator _'of the percentage
time shift E.
Since the input samples x_ by themselves contain no
information about the quantity E, an estimate can be per-
formed only after the discrete Fourier transform process.
To simplify the computation it is assumed that a known
synchronization sequence, fl followed by f2, is transmitted
and repeated as often as necessary. Then it is required
to estimate the time of transition from fl to f2 relative to
the receiver's present time origin, or, equivalently, to
estimate the parameter e_.
The joint density function of the independent statistics
al, b_, a2, and b2 can be written by using Eqs. (25-28):
p (a_, b_, a2, b2 = p (al) p (bl) p (a2) p (b2)
_[ 1 1 2 2
+[a2-B(+ +e)cosff2] 2 +[b2+B(_--e) Sin_kz] 2 } (40)
To determine the maximum likelihood estimator for an unknown parameter, the expression for p(a_, b_, as, b2), or equiva-
lently for log p(al, b_, a2, b2),is maximized with respect to the parameter by differentiating and setting the derivative
equal to zero. In addition to the parameter e, the parameters 6_, 62, and B are also unknown and must be eliminated
from the expression for _. This is done by solving also for _'a, _2, and B and substituting these relations into the expres-
sion for _'.
This derivation of the maximum likelihood estimator is performed by standard techniques. 5 The resulting expression is
^ r_ - r_ (41)
e= 2(r_+r_)
a. The distribution of _ The probability density function of _'can be derived from the densities p(rl) and p(r2):
(1 ++1)1
X f_ ySexp[_ Y.___(_z+___)]io [T(+ --e) (+--_)y] Io IT (++e) (++_)y] dy (42)
5Complete derivations are given in Chadwick, H., "Time Synchronization in an MFSK Receiver," JPL Section 884 internal memorandum,
Nov. 1967.
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This is a formidable expression, which so far has resisted
all efforts to put it in closed form. Numerical integration
on the computer for different values of the parameters e
and a has led to some description of its behavior, how-
ever. Figure 12 shows one of these numerically integrated
functions. It can be seen from these curves that the dis-
tribution is symmetrical for e = 0 and becomes biased
for e _= 0. As would be expected, the variance of _ in-
creases with decreasing signal-to-noise ratio ,/2. The var-
iance of the estimate _" versus the signal-to-noise ratio is
plotted in Fig. 18. The degree of bias E(_) versus e is
shown in Fig. 14.
b. Experimental results. An experiment was devised
to verify the probability densities p(_) for different values
of the parameters • and _2. The experimental setup is
shown in Fig. 15. The two frequencies were obtained by
switching a frequency synthesizer back and forth at a
rate of 4 times per second. The signal was mixed with
v
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Fig. 14. Bias of time shift estimator E(_) vs •
0.6
additive white Gaussian noise, filtered by 'a 1-kHz low-
pass filter and sampled at a rate of 2048,samples per
second in an analog-to-digital converter for processing by
the digital computer. A sample size of 512 was used in the
computer, which began sampling at a time T[(1/2) + ¢]
relative to the start of the signal fl. The computer then
calculated the discrete Fourier components rl and r2 and
from them calculated _. An empirical probability distribu-
tion and the sample mean and variance of _ were calcu-
lated after a large number of repetitions of the process.
The sample variance obtained by experiment is compared
with the predicted variance in Fig. 18. The experimental
results agree closely with the predicted values.
4. Closed-Loop Synchronization
The relatively high variance of the estimate _ for a
single trial estimation leads to the conclusion that the
estimate should be averaged over several trials in order
to improve its accuracy. On the other hand, a simple aver-
aging process performed by taking some number of inde-
pendent estimates (L > 1) and averaging them together
reduces the variance by a factor of 1/L but does not cor-
rect the bias of the estimate. To eliminate the bias, a
synchronizing scheme should be aimed at rapidly making
• as close to zero as possible. To combine these objectives,
the closed loop system illustrated in Fig. 16 was devised.
In this synchronization scheme, it is assumed that the
pair of frequencies f_ followed by f2 is repeated L times
before the data are transmitted. During this synchroniza-
tion interval, the estimator forms L estimates, •0,^ e_,'" ",e_,
of the instantaneous time displacement. After each esti-
mate, a weighted average of the previous estimates is
used to correct the present value of • (the true starting
time of the summation for the discrete Fourier transforms).
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Thus the process is a discrete-time closed-loop servo sys-
tem driven toward the point E = 0 in L steps. Equations
may be written for the value of E at each step i:
A
Ex= Eo--aoEo
a /%.
E2 = E1 -- aoEz -- al E0
A
=E0--(ao+aa)_0--a0E1
a A ^
EL = EL-I -- aoEL-I -- al EL-2 " " " aL-i EO
= E0 -- (ao + al" • • aL-1) E^0
A
-- (a0 + al" • • aL-2) _" • • ao eL-1
(48)
Using this type of synchronization system as a model, it
remains to determine the optimum values of the L con-
stants a0, al, • • ", aL-_.
The most obvious criteria for the optimization o{ the
system are the following:
= o
(44)
vat En = minimum
No method for performing this optimization has been
found which includes the dependence of the distribution
p(_) on the value of E. However, by making some simpli-
fying assumptions, it is possible to find a solution (not
necessarily optimum) which does satisfy the conditions.
With this solution it is then possible to determine experi-
mentally the distribution of the final time displacement EL
and, by averaging the probability of error curves over
this distribution, to determine the average probability o{
error for a detector using this synchronization scheme.
While this method is not claimed to be absolutely opti-
mum, it is a technique that does work and leads to definite
results.
a. Determination of ao, al, "" ", aL-_. The simplifying
assumptions described above yield the following descrip-
tion of the estimation process:
/x
E_ = E_ + n_ (45)
where n_ is a random variable with the characteristics G
eUnder these assumptions, the estimate is unbiased and the variance
is constant, independent of ,. A close approximation to these con-
ditions may be made if the signal-to-noise ratio is known, by
correcting the estimate _ by the bias factor given by the curve of
E('_) vs _.
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(46)
2 8_j
The solution for the values of the constants which satisfy
the conditions
E(EL)= 0
var eL = minimum
is then
ao-- L
(L + 1) _-1
an-- L_+I l<k<L-1
(47)
This statement has not been proved analytically for
L > 3 but has been experimentally verified by the com-
puter. The variance of the final value eL for this simplified
model is reduced by a factor of 1/L times the variance
of a single estimate. While this is an optimistic figure, as
is shown by the experimental results, it is still an indica-
tion of the advantage gained by averaging the estimates
by this closed-loop procedure.
b. Experimental results. A computer program has been
written which simulates the action of the closed-loop
synchronization scheme. The program is similar to that
used to determine the density function p(_), except that L
successive estimations are performed and the weight aver-
age of the estimates is used to correct the value of the
time displacement ¢, as described in the preceding section.
Tests were run for various signal-to-noise ratios and for
different values of L, to determine the empirical proba-
bility density of the final estimate under different condi-
tions. The initial displacement c0 was picked randomly
from a uniform distribution before each trial, and 1,000
trials were run for each value of the parameters.
c. Probability of error. The curves shown in Figs. 17
and 18 are the result of numerically integrating the proba-
bility of error versus time shift curves (Figs. 10 and 11)
weighted by the empirical distributions of the time shift
described in the preceding section. The curves were cal-
culated for several values of the averaging length L and
for M, the number of words in the signal set equal to 2
and 32. The curve marked "perfect synchronization" is
that obtained by solving the probability of error expres-
sion given by Arthurs and Dym (Eq. 1).
5. Conclusions
A time synchronization system for an MFSK receiver
has been proposed and analyzed. The analysis has been
based on several simplifying assumptions, the most im-
portant of which are
(1) The received signals are sinusoidal and known
exactly in frequency and in signal length T. This
assumption also means that the truncation tech-
niques that have been proposed for the spectral
analysis have not been included.
(2) A synchronizing signal (consisting of a pair of fre-
quencies, fl followed by f2, each lasting T seconds,
and repeated several times) is transmitted before
the data. (Synchronization from the data itself has
not been attempted.) It is then assumed that the
transmitter and receiver timing sources are stable
enough that the timing estimate initially obtained
will be valid for the remainder of the transmission.
(3) In deriving the closed-loop synchronizing system,
the'variance of the estimate _ hasbeen assumed con-
stant with E, and the bias has been ignored.
The effect of these assumptions is, in general, to reduce
the error probability of the idealized system over that of
a real system. For this reason, the probability-of-error
figures reached in this report may be regarded as a lower
bound on the true probability of error, rather than as
exact figures.
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XXIII. Spacecraft Radio
TELECOMMUNICATIONS DIVISION
A. High Impact S-_Band Isolator Magnetic
Materials Study, ,¢. W. Kermode
A magnetic materials study contract (951565) was let
with Rantec, Calabasas, California, a Division of Emerson
Electric Company. The objective of the study was to eval-
uate the effects of high impact shock (10,000 g) and heat
sterilization (185°C) on magnetic materials typically used
in S-band isolators. The magnetic materials included in
the study were: YIG, permanent magnets, and magnetic
shielding materials.
A high impact stripline circulator was designed and
utilized as a test vehicle for evaluation of circulator per-
formance, using the various types of YIG materials.
YIG material study. Two types of S-band YIG materials
from each of two manufacturers were selected for evalua-
tion in the study program. A minimum of two samples
of each material were ground to the configurations re-
quired for use in determining the basic material prop-
erties. The material parameters used for characterization
of YIG are: saturation moment (4rM_), ferrimagnetic line-
width (AH), dielectric constant (e), gyromagnetic ratio
(G'_s_), and dielectric loss tangent (tan 8). The material
parameters are calculated using data obtained from micro-
wave measurements. The measurements are made at
X-band with an appropriate sample of YIG material
inserted into an appropriate resonant cavity.
Contractor and vendor capability did not exist for mea-
surement of linewidth or dielectric constant vs tempera-
ture. Consequently, these material parameters were only
measured at room temperature.
Spherical YIG samples, 0.097 in. in diameter, were used
to determine the material saturation moment and line-
width (Refs. 1 and 2). The spherical samples were high
impact tested with little difficulty. The measurement re-
sults have been summarized in Table 1. The maximum
change in saturation moment due to high impact was
1.9%. The change in linewidth was 27% for one sample,
with the remaining samples Changing less than 10%. The
results show that magnetostriction did result due to high
impact.
The ferrimagnetic ]inewidth (_XH) is defined as the
separation of the two internal static magnetic fields at
which the RF power absorbed by the ferrimagnet is equal
to one-half the maximum absorption. YIG materials used
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Table1. Comparisonof linewidthandsaturation
momentmeasurementsbeforeand
after10,000-gimpact
Material Identifi- --3 dB AH a
No. cation Before After
MCL-1116FH A - 1 61 62
MCL-I 116FH A - 2 55 70
MCL-601-5 B - 1 88 94
MCL-601-5 B - 2 80 86
Trans-Tech C- 1 59 61
G-600
Trans-Tech C - 2 ,59 65
G-600
Trans-Tech D- I 44 45
G-610
Trans-Tech D - 2 46 46
G-610
aAH _ llnewldth in oersteds
bGej'; = Lond_ spectroscopic splitting factor
o4'rrMe = saturation moment in gauss
--15 dB G. _ 4_Ms eeJ!
_H a
268 2.00 570
261 2.00 580
241 2.00 560
266 2.00 570
371 2.01 551
423 2.01 560
335 2.01 541
352 2.01 551
249 2.00 657
285 2.00 667
259 2.00 676
286 2.00 676
203 2.00 647
244 2.00 647
213 2.00 654
235 2.00 654
in isolators are magnetically biased so as to be suflffciently
removed from ferrimagnetic absorption, in order to assure
low RF loss performance in the forward direction. The
resulting magnetostriction and change in linewidth are
not critical in terms of YIG material requirements for
S-band isolators.
Cylindrical YIG rods, 0.050 in. in diameter and 0.650 in.
in length, were used to determine the material dielectric
constant (Ref. 8). Several attempts were made to high-
impact the rods, resulting in the rods being fractured each
time.
Changes in the dielectric constant of the YIG material
used in an isolator will primarily affect the isolation char-
acteristic. Postimpact performance results obtained on a
preliminary circulator indicated that further effort to high
impact YIG rods was not warranted.
Permanent magnet study. The five types of permanent
magnets included in the study were: Alnico 5, Alnico 8,
Alnico 9, barium ferrite, and platinum-cobalt. Two discs
of each type of magnet material were ground to 0.622 in.
in diameter and 0.092 in, thick. The magnets were charged
magnetically and inserted as pairs into a test fixture, which
duplicated the magnetic circuit used in the test circulator.
The test fixture had a machined slot for insertion of a
gauss meter probe between the parallel-centered magnet
stack. A separate test fixture was used to measure the
magnetic field characteristics of each type of magnet pair.
Measurements were made over the type approval tem-
perature range of -10 ° to +75°C, after each of six
separate 6-h heat soaks at 148°C, before and after high
impact tests conducted in each of two mutually per-
pendicular axes.
The Alnico 5 magnets could not be stabilized at the low
field value (560 Gauss) and were eliminated from the test
program. The results of the magnet evaluation have been
summarized in Table 2. The maximum overall change in
magnetic field due to all environments was 10.5%, ex-
hibited by the Alnico 8. However, the Alnico 8 magnets
exhibited the most stable field characteristics over the type
approval temperature range.
Information currently available indicates that a 10.5%
change in magnetic field characteristics will result in an
Table 2. Summary of permanent magnet field
measurements
Test Nonoriented Platinum-
conditions Alnico 8, G Alnico 9, G barium cobalt, G
ferrite, G
Room ambient 570 560 580 560
-t-75°C 565 540 510 550
-- I 0°C 570 580 640 600
Room ambient 580 570 585 570
Room ambient 580 570 585 570
after first 148°C
cycle for 6 h
After second 148°C 570 565 575
cycle
580 580After fifth 148°C
cycle
4 days after above
measurement
Justbefore impact
(2 days after
above measure-
ment)
After I 0,000-g
impact, 0.5 ms
duration in two
axes
620
625
628
7 days after 630
impact
560
560
555
542
542
580
58O
565
565
560
561
581 562
578 560
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isolation degradation of approximately 5 dB at room tem-
perature. The use of an appropriate magnetic stabilization
procedure during charging of the magnets will reduce
the relaxation effects exhibited by Alnico 8 to less than
3%, resulting in improved isolation stability.
S-band circulator. A circulator structure was used to
evaluate isolator performance, using the various YIG ma-
terials. A single YIG disc was used in the circulator-design
to facilitate meeting the high impact requirements. The
YIG disc was centered between a pair of magnets, which
were in turn centered in a magnetic yoke assembly. The
yoke assembly provided a closed magnetic path, internal
to the circulator.
The results of the YIG material evaluation in the test
circulator have been summarized in Table 8.
Table 4. Summary of magnetic shielding measurements
Shield type
None
0.014-in.
Moly perm
O.050-in.
Moly perm
0.014-in.
Mumetal
O.050-1n.
Mumetal
Maximum radial field at 1.5 fl, gamma
As 40-G 25-G 80-G
received deperm exposure deperm
18.7 14.2 6.9 12.1
2.5 2.9 1.8 1.4.
2.7 3.2 2.4 2.8
1.2 2.8 1.3 1.2
2.6 3.3 2.5 2.7
Maximum
variation
11.8
1.5
0.8
1.6
0.8
Magnetic shielding study. Magnetic shielding straps
were added externally to the circulator to evaluate the
effective reduction and stability of the external radial mag-
netic field. The types of shielding straps evaluated were:
0.014-in. and 0.050-in. molypermalloy, 0.014-in. and
0.050-in. mumetal. The results of the shielding evaluation
have been summarized in Table 4.
Environmental test results. The best combination of
materials, resulting from the materials study, were as-
sembled into a prototype high impact circulator structure
Table 3. Summary of circulator performance with
various YIG materials
Material
Condition
MCL 1116 FH MCL 601-5 TT-G 600 TT-G 610
Doping AI Gd-AI Gd-AI AI
Insertion loss, dBa
Room ambient 0.30 0.20
-- I O°C 0.37 0.25
-_75°C 0.40 0.32
0.27 0.30
0.27 0.30
0.30 0.35
Isolation, dB
Room amblent b 21.7 22.0 29.0 28.2
-- 10°C 19.5 21.1 23.5 22.8
-[-75°C 19.3 19.0 25.0 18.5
aMeasuremenf band = 229.5 _50 MHz
bMeasurement band = 2295 _200 MHz
Fig. 1. Prototype high impact S-band circulator
(Fig. 1). The materials used were: Trans-Tech G-600 YIG
disc, Alnico 8 permanent magnets, and 0.050-in. mumetal
shielding straps. The prototype circulator was evaluated
at JPL. The evaluation involved: sterilization tests of three
26-h cycles of ethylene oxide gas treatment, three 64-h
cycles of 135 oC heat treatment, and high-impact (10,000 g)
shock tests. Magnetic mapping and electrical performance
tests were made before and after the sterilization and
shock tests. The insertion loss and isolation performance
characteristics of the prototype circulator have been sum-
marized in Tables 5 and 6, respectively.
During the second high impact test a failure of the
mounting screws occurred, resulting in damage of two
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Table 5. Summary of prototype circulator insertion
loss data
Loss,dB
Post-ETOand Post-10,O00-gInitial bench
heat sterilization shocktest
(3 cycleseach) (single axis)
Frequency,GHz
PortsI-II
2.1 0.33 0.34 0.35
2.3 0.32 0.33 0.33
2.5 0.27 0.33 0.35
Portsli-lll
2.1
2.3
2.5
2.1
2.3
2.5
0.37
0.31
0.29
0.37
0.31
0.32
0.37
0.31
0.32
0.32
0.33
0.30
Portslli-I
m
0.43
0.33
0.33
0.47
0.37
0.35
Table 6. Summary of prototype circulator
isolation data
Frequency,GHz
Isolation, dB
Post-ETOandInitial bench
heat sterilizationtest
(3 cycleseach)
Post-lO,OOO-g
shock
(single axis)
Portsil-I
2.1
2.3
2.5
35.0 36.5 42.5
33.5 37.0 34.3
32.5 29.4 30.8
2.1 31.0
2.3 32.5
2.5 32.7
PortsIIl-II
37.0 34.0
24.2 23.8
26.6 26.3
PortsI-III
2.1 27.3 28.9 30.7
2.3 34.7 34.2 34.4
2.5 36.6 37.8 34.2
RF connectors. The circulator is being refurbished so that
the evaluation tests can be completed.
Results to date indicate that magnetic materials are
presently available that can be used in an S-band isolator
capable of surviving high impact and sterilization environ-
ments.
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B. Effect of Interference on a Binary
Communication Channel Using Known
Signals, M. A. Koerner
1. Introduction
Many communication systems are the aggregate of one
or more communication channels multiplexed to operate
over the same radio link. The receivers for these communi-
cation channels are usually designed to extract infor-
mation from a signal observed in white gaussian noise.
In such systems, interfering signals may seriously degrade
the performance of these receivers. In some cases, the
interfering signal may be generated within the com-
munication system itself. The distortion signals generated
in frequency-multiplexed, PM communication systems are
of this type. In other cases, the interfering signal may be
generated by a second communication system operating
on an adjacent frequency band. The problem common to
both cases is one of evaluating the effect of the interfering
signal on the performance of a receiver.
This report examines the effect of sinusoidal or gaussian
interfering signals on the probability of error for a
maximum-likelihood receiver for extracting binary data
from a sequence of messages in white gaussian noise when
each signal has duration T and is chosen randomly with
equal a priori probability from a dictionary of two mes-
sages. The report initially presents equations for the form
of the receiver and the probability of error for the receiver
when no interfering signal is present. The remainder of
the article evaluates the effect of sinusoidal and gaussian
interference on the probability of error for the receiver.
2. Maximum Likelihood Receiver
Figure 2 shows a block diagram of the maximum-
likelihood receiver for extracting binary data from a
sequence of signals in white gaussian noise when each
signal has duration T and is chosen randomly with equal
a priori probability from a dictionary of two signals. If
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y(f) a
SYNC
Fig. 2. Maximum-likelihood receiver functional
block diagram
s(0; t) and s(1; t) are the two signals which can be received
and • is the one-sided power spectral density of the white
gaussian noise, the filter F has impulse response.
/_- [s(0;t) -- s(1;t)],
hF(_) )
(0, _>T
0<r<T
(1)
At the end of each received signal, the output of the filter F
is sampled and a bias of (Eo -- E1)/e9 is removed.
fo T
E_ = s2(a; t) dr, a = 0, 1, (2)
is the received signal energy. A decision element deter-
mines whether the resulting statistic z is positive or nega-
tive and sets a, the maximum-likelihood receiver output
to zero or one. Ifz>0,_=0andffz<0,_= 1.
When no interfering signal is present, the bit error
probability for this receiver is
where
• 1 [1 • Err (xl/2)] (8)P_ = p(X) -_-
and
Erf(x) = -_ f :exp (-t:) dt (4)
+ - 2p(EoE y (5)
k = 4@
The parameter p in Eq. (5) is the crosscorrelation between
s(0;t) and s(1;t). In Fig. 3, log p(X) is plotted as a function
of 10 log x.
3. Receiver Error Probability as a Function of the
Interference-to-Signal Ratio
When either a sinusoidal or a gaussian interfering signal
is present in addition to the white gaussian receiver noise,
0
-5
-I
-13
-15
0 2.5 5.0 7,5 I0.0
I0 LOGh
12.5 15.0
Fig. 3. Log p (h) as a function of 10 log ,_
the receiver performance will be degraded. When a sinus-
oidal interfering signal having power P_ and angular
frequency ,o_ is present, the bit error probability for the
receiver is
PE = P_ (X; V)
_ 1. [ 1 -- Err {Xv_ [ 1 + (2_) '/_sin u] } ] du
d -_r/2 (6)
where, if Av(_o) is the amplitude response of the filter F,
the interference-to-signal ratio at the input to the decision
element is
e_ A_ (_) (7)
= (4xy
The function log ps(x; "1)is plotted as a function of 10 log h
for selected values of 10 log v in Fig. 4 and as a function
of 10 log _ for selected values of 10 log x in Fig. 5.
When a gaussian interfering signal, having two-sided
power spectral density G_(f), is present
/'_ = po (x;,)
= I__ {1 --Err [Xv: (1 + 2_/X)-v=]}
2
(8)
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where
(9)
The function log po(X; 7) is plotted as a function of 10 log x
for selected values of 10 log _ in Fig. 6 and as a function
10 log _ for selected values of 10 log x in Fig. 7.
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c4. Interference-to-Signal and Interference-to-Noise
Ratios
In evaluating the effect of an interfering signal on the
performance of this receiver, one finds that change in
receiver bit error probability is an inconvenient measure
of the receiver degradation caused by the interfering
signal. Hence, we shall introduce the parameter 8, the
factor by which X must be increased to make the receiver
bit error probability, when an interfering signal is present,
equal to what it would be were the interfering signal
absent. In most cases, 8 will be a more convenient measure
of receiver degradation than the change in receiver bit
error probability.
Using 8 as a measure of receiver degradation has the
disadvantage that the value of 8 depends not only on
the initial values of x and 7, but also on the relationship
between n and )_, as the latter parameter is increased to
compensate for the presence of the interfering signal.
To illustrate this point, let us examine the special case
where s(0; t) and s(1; t) are antipodal, binary-valued sig-
nals. In this case
s(.; t) = (- e[* (10)
Eo = E1 = PaT (11)
where P8 is the received signal power, and
)_= .Ps_._TT (12)
Then, for a sinusoidal interfering signal
e_ sin2(rrfiT) (18)
while, for a gaussian interfering signal
e, G,(f) sin2( fr) df (14)
In Fig. 8 the function 10 log
function of f_T.
sin2(_-[_T)
(_rf,T) 2 is plotted as a
Examining Eqs. (12) through (14), one notes that _ may
either remain constant or vary as x is increased, depending
on the source of the interfering signal and which param-
"C"
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-20
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Fig. 8. 10 log sin2 (_rf_T)l(_f_TF as a function off_T
eters of the communication system are changed to com-
pensate for the degradation produced by the interfering
signal. In frequency-multiplexed PM communication sys-
tems, interfering signals are generated in the process of
phase modulating an RF carrier. In this case the ratio of
P_ to P_ is fixed and _ will remain constant. When signals
are received from the transmitters for two communication
systems operating on adjacent frequency bands, a portion
of the signal from one transmitter may fall into the fre-
quency band used by the other communication system.
If one compensates for the degradation caused by this
interfering signal by changing the receiving system param-
eters of the communication system, PJP, and, therefore 7,
will remain constant. However, if one compensates for
the degradations caused by this interfering signal by
changing the transmitting system parameters of this com-
munication system, PJP_ and therefore _ will decrease
as X is increased. In the latter case the parameter remain-
ing constant is _, the interference-to-noise ratio at the input
of the decision element. In a communication system using
antipodal, binary-valued signals,
= 2 P,T sin2(_-[_T) (15)
¢ (_r_T)2
for sinusoidal interfering signals, while for gaussian inter-
fering signals
= 2 G (f) sin ( tr)
p, (4T) z df (16)
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Hence, in evaluating 8, we must consider both the case
where _ remains constant and the case where _ remains
constant.
For arbitrary signal waveforrns
p 2
_= _A.(_0 (17)
8x
for sinusoidal interfering signals, and
= e, G,(I) dl (18)
P_
for gaussian interfering signals. Examining Eqs. (7), (9),
(1"/) and (18), as well as Eqs. (18) through (16), one notes
that
= 2X,t (19)
5. Receiver Error Probability as a Function of the
Interference-to-Noise Ratio
Expressing the receiver bit error probability as a func-
tion of x and _, for sinusoidal interfering signals the bit
error probability is
(20)
-- _r [1 -- Err (A1/_+ _1/2sin u)] du
- /2
The function log ps [_; _/(2X)] is plotted as a function of
10 log _ for selected values of 10 log $, in Fig. 9 and as a
function of 10 log _ for selected values of 10 log x in Fig. 10.
For gaussian interfering signals
_ 1 {1 - Err [X1/2(1 + $)_1/2]}
9,
(21)
The function log po [X; _/(2X)] is plotted as a function
10 log X fo r selected values of 10 log _ in Fig. 11 and as a
function of 10 log _ for selected values of 10 log x in
Fig. 12.
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Fig. 9. Log Ps [A; ,_/(2X)] as a function of 10 log ;_
for selected values of 10 log
-I0 -5 0 5
I0 LOG
Fig. 10. Log Ps [,_; _/(2M] as a function of 10 log
for selected values of 10 log A
6. Receiver Degradation
a. Sinusoidal interference, constant interference.to-
signal ratio. Since the factor 8 is the amount _ must be
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Fig. 12. Log Pa [X; _/(2X)] as a function of 10 log ,_
for selected values of 10 log ,k
increased to compensate for the presence of the _nterfer-
ing signal, when _ is fixed and the interference is sinu-
soidal, 8 is the solution of the equation
ps (_h; 7) = P(h) (22)
or, using Eqs. (8) and (6),
! l =/2 1 [1--Zrf {Sv:xW[l+(2_7)V_sinu]}]du-- T
J - _/2
= 1 [1 -- Err (xl/2)] (28)
2
10 log 8 is plotted as a function of 10 log X for selected
values of 10 log _ in Fig. 13 as a function of 10 log _ for
selected values of 10 log X in Fig. 14. Since
]im ps (h; _) --
X---> oo
1
o, __<y
(24)
1
1 1 sin-1 [(2_)-v_], ,/> ___2 Ir
a finite solution of Eq. (28) for 8 will exist for all values of
when n < 1/2 and for X < X0, where
Err (h0 w) = 2 sin_ 1 [(2.)_v, ] (25)
qI"
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Fig. 13. 10 log 8 for sinusoidal interference and
constant r/as a function of 10 log X for
selected values of 10 log r/
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b. Gaussian interference, constant interference.to.signal
ratio. When v is fixed, and a gaussian interfering signal is
present, 8 is the solution of the equation.
po (0x;7) = p(x) (26)
Since
1
]ina pG (4; _]) = -_- {1 -- Err [(2q) -1/2)] } (27)
X--> oo
for X > Xo _ (27) -1, a is infinite, while
= (1 - 2.x)-:, x < 4o = (_)_1 (28)
10 log a is plotted as a function of 10 log X for selected
values of 10 log v in Fig. 16 and as a function of 10 log
for selected values of 10 log X in Fig. 17.
c. Sinusoldal interference, constant interference-to.
noise ratio. When _ is fixed, for sinusoidal interfering sig-
nals $ is the solution of the equation
(29)
-5._
-7.!
-I0.1
-3.1
Fig. 15.
-2.1 -I.I -0.1 0.9 1.9 2.9
I0 LOG ",7
l 0 log )to for sinusoidal interference and
constant _/as a function of 10 log _/
when v > 1/2. For cases where a solution of Eq. (28) does
not exist (4 > Xo), 8 is infinite. In Fig. 15, 10 log 4o is
plotted as a function of 10 log 7.
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Fig. 16. 10 log 8 for gaussian interference and
constant _/as a function of 10 log 4 for
selected values of |0 log _7
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Fig. 17. 10 log 8 for gausslan interference and
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or, using Eqs. (8) and (20),
1I_/2 "21 [1 -- Err (_v'Xw + _l/2sin u) ]) du =
I
./- _r/z
1 [i -- Err (;v,)] (80)
2
10 log 8 isplottedas a function of i0 log X for selected
values of 10 log _ in Fig. 18 and as a function of I0 log
forselectedvaluesofi0 log x inFig.19.
d. Gaussian interference, constant interference-to-noise
ratio. For gaussian interfering signals, 8 is the solution of
the equation
po (SX; -_-_) =p(X) (81)
or, using Eqs. (8) and (21),
8 = 1 + _ (82)
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Fig.18. 10 log 8 for sinusoidal interference and
constant _ as a function of 10 log X for
selected values of 10 log
Fig. 19. 10 log 8 for sinusoidal interference and
constant _ as a function of 10 log _ for
selected values of 10 log X
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Fig. 21. Comparison of the receiver error probability for
sinusoidal and gaussian interference as a function
of 10 log _ and 10 log _ for 10 log it = 0.0
In Fig. 20, 10 log 8 is plotted as a function of 10 log _. One
should note that in this case 3 is not dependent on it.
Since
where _ is fixed, _ is finite for all values of X.
7. Comparison of the Effect of Sinusoidal and
Gaussian Interference
A convenient approximation often used to evaluate the
effect of a nongaussian interfering signal on the perform-
ance of a receiver is to assume that the effect of the inter-
fering signal is the same as that of a gaussian process
which produces equal power at the receiver output. In
Figs. 21 through 27, we compare the behavior of the re-
ceiver error probability for sinusoidal and gaussian inter-
ference as a function of 10 log ,/and 10 log _ for values
10 log X in the 0.0 to 15.0-dB range. The obvious conclusion
is that for sinusoidal interference, the gaussian approxi-
mation is satisfactory for small X and _7or _ but breaks
down for large it and large _ or _.
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Fig. 22. Comparison of receiver error probability for
sinusoidal and goussion interference as a function
oflOIog_Tand lOIog_for lOIogit=2.5
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8. Conclusion
This article has presented the results of an analysis of
the effects of sinusoidal and gaussian interference on the
performance of the maximum-likelihood receiver forex-
tracting binary data from a sequence of messages in white
gaussian noise when each signal has duration T and is
chosen with equal a priori probability from a dictionary
of two messages.
The report presents equations for the receiver error
probability and the receiver degradation as a function of
the parameters k and n or _. Graphs are included which
show the behavior of the receiver error probability and
the receiver degradation as a function of 10 log x and
10 log _ or 10 log E. This report also presents equations
which relate the parameters x, 7, and _ to the basic
parameters o£ the signal, interference, and noise. Finally,
a comparison is made of the effect of a sinusoidal inter-
fering signal with that of a gaussian interfering signal.
The comparison shows that for small values of X and
or _, the degradation produced by sinusoidal interference
is close to that produced by gaussian interference. How-
ever, the approximation is not valid for large X or large
or_.
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C. Spacecraft Power Amplifier Development
Program, t. J. Derr
1. Electrostatically Focused Amplifier
This S-band (2295-MHz) power amplifier project is a
portion of JPL's advanced development program for
space-borne transmitter tubes. The work is being per-
formed by the Klystron Department of EIMAC, division
of Varian Associates, under JPL contract 951105 (SPS
37-87, Vol. IV, pp. 258-259). This article gives the current
development status and summarizes the progress made.
a. Specifications. The development effort for this de-
vice started in May 1965. An overall design was chosen
which would make this tttbe an ideal spacecraft trans-
mitter in many ways. Electrostatic focusing was selected
to avoid troublesome magnetic leakage fields for com-
patibility with spacecraft mounted magnetometers. Radia-
tion cooling was specified to minimize heat contributions
to the spacecraft's structure. High efficiency was specified
to ease prime power requirements. Power output varia-
bility was required, a natural characteristic of electro-
statically focusing klystrons, to make the tube adaptable
to a wide variety of spacecraft designs. Wide bandwidth
was provided to fit the modulation requirements of fore-
seeable future missions. RF drive requirements were kept
within the range of simple, long life, solid-state circuits.
This device, by all analytical criteria, should perform well
for 20,000 h or more.
The important design goals for this development are
repeated here for convenient reference:
Power
output .... 20 to 100 W (variable with beam voltage)
Focusing ... Electrostatic
Efficiency ... 85% at 20 W, 45% at 100 W
Gain ........ 80 dB minimum
Bandwidth .. 80 MHz (8 dB) at all power levels
Cooling ..... 60% radiation, 40% conduction
b. Completed tasks. The project has, thus far, consisted
of the following tasks:
(1) Computer analysis of the electron beam dynamics
in a periodic electric field (focusing)
(2) Beam analyzer tests to determine the optimum cir-
cuit geometry for best dc to RF conversion (effi-
ciency)
(8) Computer analysis of staggered tuning patterns
(bandwidth)
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(4) Experimental life tests of high temperature mate-
rials to be used for the radiation cooled collector
(collector design)
(5) Experimental radiating collector assemblies (radia-
tion efficiency)
(6) Helical circuit studies and analysis (new circuit
designs)
(7) Experimental tube assemblies (performance
studies)
c. Development status. Most major design parameters
have now reached the specified levels and are discussed
in some detail below:
Power output. The 5 to 1 variability specification was
easily met by this design. In practice, all four experimental
tubes were capable of operating at any RF power level
from 1 to 180 W. Only at levels below 10 W do the band-
width and efficiency fall below the specified performance.
In tubes where brazing problems caused excessive RF
circuit losses power fading was noted at 180 W output,
but tubes of normal construction have been power-stable
at all levels of operation.
Focusing. Because of lack of previous work in this area,
a large amount of theoretical analysis and empirical
testing was necessary before the first experimental model
could be designed and built. Although the beam was well
controlled in this tube, it soon became apparent that the
interaction of focusing fields, RF fields, lens aberrations,
space charge forces and beam perveance was not well
understood. A computer study was then implemented to
determine the action of the beam under these influential
factors. The study quite reliably predicted the observed
performance conditions existing in the first 75% of the
tube's length but failed to accurately describe the beam
in the output section where high RF defocusing fields are
produced. This problem was partially resolved by the
beam analyzer tests. 1
The studies did not produce a classic solution to the
focusing problems but were technically useful in subse-
quent tube designs where from 98 to 100% beam trans-
mission was observed under dc conditions. It is intended
that the final focusing lenses will be actually tied to the
cathode potential, thereby requiring no power supply of
their own. This configuration allows the focusing field to
1These two studies are treated in detail in EIMAC's Quarterly Re-
ports 1 and 2.
change as the beam voltage is changed and thus provides
the power variability feature of this design.
Et_ciency. The efficiency goal has been the most difficult
to achieve. In the first experimental tube a considerable
portion of the beam was intercepted by the output cavity
circuit. This degraded the RF beam efficiency, producing
insufficient efficiency levels of only 28% at 20 W and 83%
at 100 W. The output circuit tunnels were enlarged and
flared in tube No. 2, which did not greatly reduce inter-
ception but did indicate an improving trend. The beam
efficiencies observed were 25% at 20 W and 87% at
100 W.
Tube No. 8 was a planned experiment to resolve the
beam interception problem. First a tube, using all im-
provements known at that time, was assembled and tested.
The output cavity was then removed, and the remainder
of the amplifier was placed in the vendor's beam analyzer.
Here the beam was mapped under actual RF conditions,
and the data used to redesign the output cavity.
Tube No. 4 incorporated the new output cavity design
which resulted in a large improvement in beam efficiency.
The measured values were 84% at 20 W, and 46.5% at
100 W of output power.
Gain. The gain of electrostatically focused amplifiers is
consistently higher than classical klystron theory predicts.
Consequently, this parameter has exceeded the specifica-
tions on all experimental tubes. Typical of this is tube
No. 4 which had a gain of 85.6 dB at 20 W and 47 dB at
180 W. Its input-output characteristics, at these levels, are
shown in Fig. 28. A drive power variation of > 6 dB is
shown to be possible before a 1.0 dB variation in power
output is observed at any level of operation.
Bandwidth. Stagger tuning of the helical resonators and
the wide band characteristics of the dual output cavity
have resulted in a 80-MHz bandwidth (8 dB) at all power
levels from 10 to 180 W. Bandpass ripples of 0.5 dB can
be seen at the lower power levels, but Q adjustments in
future tubes will improve the flatness of this characteristic.
Cooling. All experimental tubes have, thus far, used water
cooling to lower development costs. The radiating col-
lector design has been tested separately, as stated in SPS
37-37, Vol. IV, pp. 258-259, and will be incorporated in
the next experimental tube design. Some modifications to
its entrance aperture will now be necessary. Test results
on tube No. 4 show that only 60% of the electron beam
reaches the inside of the collector shell when all electrode
JPL SPACE PROGRAMS SUMMARY 37-48, VOL. III 279
?; •
E
rn
D
D
o
_K
,,i
O
D.
D_
55
50
45
4O
55
I I
130-W CHARACTERISTICs.,,
3O
-20 -15
f
J j
J
--20-W CHARACTERISTIC
I I I
-I0 -5 0 5 I0
RF POWER INPUT, dBm
Fig. 28. Power input-output characteristics of tube
No. 4, 20- to 100-W electrostatically
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15
voltages are adjusted for the highest RF efficiency. The
radiating collector is 80% efficient. The overall radiation
cooling efficiency could, therefore, be only 48%, whereas
60% was specified.
d. Remaining tasks. Two more experimental tubes re-
main to be built. These units will use radiation cooling,
and the collector design will be modified to improve the
cooling efficiency. A final package design will be created
for tube No. 6 where mounting and encapsulation prob-
lems are yet to be solved.
e. Development status. Development of the basic
20-100 W electrostatically focused amplifier is nearly com-
plete, and most specified performance goals have been
reached. This development project was originally sched-
uled to be completed in 18 mo, but due to the lack of
experience with this configuration analytical and experi-
mental efforts were more than anticipated. As a result, the
project has been extended to 88 mo. The final tube is
scheduled for delivery to JPL in March 1968.
t.
t" •
its capability when used in conjunction with an existing
on-lab computer.
The pertinent operating parameters of the life test items
can be converted to dc analog voltages, and thus a dc
measuring system was adequate for this application. The
prime requirements for the system were -+-0.01% accu-
racy, good reliability, versatility, and the capability of
correlating data and time. In addition, since the system
would not contain a computer, the output data compiled
by the system were to be compatible with the input to an
existing on-lab computer, primarily the IBM 7094. This
was necessary to facilitate the conversion of the raw data
into the desired engineering units and format. Also, the
utilization of the computer permits the accumulated data
to be plotted at regular intervals.
This combination of requirements led to a relatively
straightforward data acquisition system, as illustrated in
Fig. 29. A block diagram of this data acquisition system
D. Life Test Data Acquisition System, R. S. Hughes
In view of the expanding life test program in the space-
craft radio area, the need for an automatic data acquisition
system became evident. This system was necessary to
periodically measure and record the operating parameters
of spacecraft radio components, such as RF power ampli-
fiers on life test. This article briefly describes the data
acquisition system used for this purpose, its operation, and
280
Fig. 29. Life test data acquisition system
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is shown in Fig. 80. The switching mechanism in the
scanner primarily consists of two 600-point cross-bar
switches which provide four-hundred 8-wire input chan-
nels. The primary function of the scanner is to sequen-
tially select the desired channels and supply the voltages
on these channels to the DVM. The ranges on the DVM
extend from 100 mV to 1000 V full scale, with a typical
6-too accuracy of -+-0.01%. The DVM automatically
selects the appropriate range for the applied input signal,
digitizes the signal, and supplies it to the output control.
The output control converts the parallel data from the
DVM, scanner, and clock to serial data and controls
the operation of the card punch. The digital clock is used
to correlate the data and time; for reference, clock data
are placed on each ear& Also, the clock commands the
system to record data at prescribed intervals. In addition,
the system can be commanded manually.
As a means of regularly checking the condition of the
data acquisition system and its environment, a set of
reference conditions are recorded at the beginning of each
scan. These reference conditions include a measurement
of the DVM's zero, on the most sensitive range, and sev,
eral voltages derived from a zener diode reference stand-
ard. These voltages step the DVM through all ranges
with the exception of the 1000-V scale. Also, a temperature
measurement is taken of the system's surrounding environ-
ment.
During normal operation, the clock originates a pulse
at prescribed intervals which commands the system to
measure and record on IBM cards the analog voltages of
the life test items. If deemed appropriate, comment cards
can be inserted between data cards to explain any anom-
aly, such as a power line failure. These comments will
appear in the processed data, as illustrated in Fig. 81.
These compiled, raw data which may contain from one
to one hundred fifty data sets are processed by the IBM
7094 computer in accordance with the computer program
designed for this purpose. The computer converts the raw
data into the desired engineering units and format, and it
provides a conventional computer print-out. In addition,
the computer punches cards containing the processed
data. The program is written so that these punched cards
are automatically arranged in chronological groups for
each individual life test item. Therefore, the punched
cards can be easily separated into groups, and the pro-
cessed data for each life test item stored in individual
areas. This technique facilitates the listing and plotting
of the accumulated data without reprocessing the old
data. In addition, this permits comment cards to be in-
serted in the processed data to explain any irregularities
which appear in the data. These comments will then ap-
pear when the data are listed, as shown in Fig. 81.
This procedure requires a separate computer program
for listing and plotting the accumulated, processed data.
However, the versatility gained is well worthwhile, and
in addition it conserves computer time. A computer plot
displaying typical data obtained with the data acquisition
system is shown in Fig. 82. Linear interpolation is used
between the data points.
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LIFE TEST DATA, 10 WATT TWTA_ HUGAES MODEL 216H--S/N--30 ANO EM#S NODEL 12[A _N--i&-6_6"CH_ELS--6b7 Fo---o-f_ .......
CLOCK OFF ON PS _ P§ ........ EF ..... EA_.___ EH ..... _[_H __.EC ........ I G..... PIN ....... PO_ ...... D P O TEMP _H_P_W_R__C PWR OVERALL EFF
HOURS HOURS HOURS VOLT AMPS VOLT VOLT VOLT MA VOLT MA WATTS WATTS DB F WATTS WATTS PERCENT
4489.0 127.6 22154.5 _0.2 ['38 5.02 88. 1213. 6T8 855. 39.1 6_b282_ IC).gi c0.52 93. 8.24 33.42 25.25
4495.0 127.6 22160.5 40.2 1.38 5.02 88. 1215. 7.I 853. 39.5 0.0274 10.72 -0.60 93. 8.68 33.70 24.40
4507.0 127.6 22172.5 40.2 1.38 5.04 88. 1214. 7.0 850. 39.4 0.0285 10.74 -0.59 92. 8.55 33.53 24.62
4513.0 127.6 22178.5 40.2 1.38 5.03 88. 1214. 7.0 851. 39.5 0.0284 10.76 -0.58 93. 8.55 33.59 24.64
4519.0 127.6 22184.5 40.2 1.38 5.0_3 88._ 1214. 7.0 849. 39.2 0.0784 10.78 -0.57 92. 8.48 33.27 2_.89
4525.0 127.6 22190.5 40.2 1.38 5.03 88. 1213. 7.0 848. 38.8 0.0282 10.69 -0.61 92. 8.48 32.89 24.89
4531.0 127.6 22196.5 40.2 1.38 5.05 88.!213. 7.2 851. 39.5 0.0276 10.66 -0.62 92s 8.68 33.59 24.33
4536.6 127.6 22202.1 40.2 1.38 5.04 88. 1215. Y.I 853. 39.1 0.0273 10.68 -0.62 93. 8.69 33.35 24.49
4537.0 127.6 22202.5 40.2 1.38 5.03 88. 1216. 7.2 855. 39.1 0.0275 10.67 -0.62 93, 8.71 33.42 24.42
4543.0 127.6 22208.5 40.2 1.38 5.04 88. 1213. 7.1 850. 39.6 0.0279 I0.72 -0.60 92. 8.68 33.62 24.45
4549.0 127.6 22214.5 40.2 1.38 5.04 88. 1214. T.O 849. 39.2 0.0284 I0.79 -0.57 92. 8.51 33.29 24.89
4555.0 127.6 22220.5 40.2 [.38 5.04 88. " 1-214. 6.9 850--- - 38.-6 0.0275- 10.75 -0.59 92. 8.z_3 32.77 25.i3
THIS COMMENT CARD WAS INSERTED IN THE RAW DATA FOR ILLUSTRATION ONLY.
IT APPEARS WHeN THE RAW [}A-TA[S I:IRST--PROCESSEO AND AL_-WiI-EN--THE PROCESSED ........
DATA IS LISTE[).._
4561.0 127.6 22226.5 40.2 1.38 5.04 88. 1214. T.O 850. 38.8 0.0276 10.73 -0.59 92. 8.54 33.01 -24.89 .......
4567.0 127.6 22232.5 40.2 1.38 5.04 88. 1214. 7.0 850. 39.6 0.0280 10.69 -0.61 92. 8.52 33.69 24.43
4573.0 127.6 22238.5 40.2 i.38 5.05 88.- -1213-. 771 850. 39 _ 7- 6 ?-0274 I0.65 -0.63 9[. 8.67 35.74 24.23
4579.0 127.6 22244.5 40.2 1.38 5.06 88. 1215. 6.9 850. 39.4 0.0272 10.68 -0.61 91. 8.36 33.52 24.59
4579.7 127.6 22245'2 40.2 i.38 5.05 88_ f215. 6.8 85_. 39_8 070290 io_68 L0.62 " 91_ 8.28 33.83 24.45
4580.6 127.6 22246.1 40.2 1.38 5.06 88. 1213. 7.0 849. 39.2 0.0282 10.66 -0.62 91. 8.54 33.26 29.58
4580.6 127.6 22246. I 40.2 1.58 5.06 88. 1213. 7.2 850. 39.7 0.0279 I0.61 -0.64 91. 8.71 33.74 24.10
580.8 127.6 22246.3 40.2 1.38 5.06 88. 1213. 7.1 851. 39.6 0.0290 10.61 -0.64 91. 8.58 33.71 24.20
583.0 127.6 22248.5 40.2 1.38 5.04 88_ 1214. 7.1 844_--- 38.-7-- 0.0_79 10.65 -0.63 ......91.-- 8.59 32.85 24.76
4587.0 127.6 22252.5 40.2 1.38 5.04 88. 1213. 7.2 851. 39.6 0.0280 10.61 -0.64 92. 8.74 53.67 24.13
4591.0 127.6 22256.5 40.2 1.38-- -5.C5 ......88. 121[_ 772---850_ 39.3 0.0285 _0.5b_0767---91_ 8_74-- 33.36 i4.15
4595.0 127.6 22260.5 40.2 1.38 5.05 88. 1213. 7.2 850. 39.7 0.0280 10.55 -0.67 91. 8.78 33.78 23.92
46ii.0 12776 22276.5 40.2 1.38 5.00 88. 1213. 7.1 850. 39.4 0.0289 10.69 -0.61 93. 8.62 33.51 24.48
4615.0 127.6 22280.5 40.2 1.38 5.03 88. 1214. 7.1 850. 39.60. 0277 10.58 -0.66 92. 8.59 33.67 24.14
4623.0 127.6 22288.5 40.2 i_38 5.-05 88._2_. _i-_5_0-- 39.7 0.0217 10.53--_6.67 90. 8.5§- 35_7(J ..... 24.03
4627.0 127.6 22292.5 40.2 1.38 5.06 _8. 1216. 7.0 855. 39.2 0.0278 10.64 -0.63 90. 8.47 35.49 24.44
4635.0 127.6 22360'5 40.2- f. 3B 5.d4 ..... 88-?- 121I. 7.2 850. 39.-I--0_.0277 I0.57 -0?66--WYI 877% 33.24 24.30
4639.0 127.6 22304.5 40.2 1.38 5.05 88. 1214. 6.9 857. 39.1 0.0278 10.64 -0.63 91. 8.35 33.53 24.50
4643.0 127.6 22308.5 40.2 1.38 5.05 88. 1215. 7.1 854. 39.2 0.0277 10.58 -0.66 90. 8.61 35.48 24.23
4651.0 i 127.6 22316.5 40.2 1.38 5.05 88. 1214. 7.1 851. 39.5 0.0281 10.55 -0.67 90. 8.68 33.65 24.03
4655.0 127.6 22320.5 40.2 1.38 5.O5 ......88. _213._.T85-0. 39.3 0_02-T8 f0.58 -0.66- 91-- 8_68 33744 24.22
THIS COMMENT CARD WAS INSERTED IN THE PROCESSED DATA FOR ILLUSTRATION ONLY.
IT APPEARSWHEN TIiE PRO-C-ESS-ED-OA]-A IS LISTED. - ..............................
4659.0 127.6 22324.5 40.2 1.38 5.04 88. 1213. 7.1 849. 39.6 0.0277 10.60 -0.65 91. 8.60 33.60 24.22
4663,0 127.6 22328.5 40.2 1.38 5.04 88. 1215. 7.1 850. 39.6 0.0276 10.57 -0.66 91. 8.62 33.63 24.13
4667.0 127.6 22352.5 40.2 1.38 5.05 88. 1210. 7.2 849. 39_.2 0.0277 I0.65 -0.63 91. 8.75 33.26 ...... 24.46
4700.1 127.6 22365.6 40.2 I_38 5_O7 --_.--I 213. 7.2 851. 39.4 0.0282 10.56 -0.66 90. 8.74 33.58 24.06
4703.0 127.6 22368.5 40.2 1.38 5.05 88. 1215. 6.9 855. 59.1 0.0279 I0.66 -0.62 91. _.8._38 33.40 24.59
4709.0 i27.6 22372+.5 40,2 1._38----5-. 07+= 88. _7-.-[--850. 39_5 U_0278 _..5_-JO, 65 91. 8.67 33.56 24.17
4715.0 127.6 22380.5 40.2 1.38 5.04 88. 1213. 7.2 850. 39.4 0.0278 10.53 -0.68 9I. 8.74 33.49 24.05
4721.0 127.6 2238&.5 40.2 •i.38 5.05 88. 1213. 7.2 851. 39.3 0.0280 10.53 -0.67 90. 8.75 33.42 24.10
4725.1 127.6 22390.6 40.2 1.38 5.05 88. 1215. 6.9 852. 38.8 0.0279 10.60 -0.65 91. 8.42 33.05 24.62
4728.1 127.6 223@3.6 40.2 1'38 5,,D5 88-.--12-[3-.--- 7_q---_9. 39.5 0--0278-- [(). 63 --J() .6-3 9L-- 8_59- 33.54 24.34
4733.0 127.6 22398.5 40.2 1.38 5.04 88. I214. 7.0 850. 3q.4 0.029I 10.66 -0.62 91. 8.55 33.51 24.44
4739.0 127.6 22404.5 4012 [.38 5.05 88_ i213. 7.-2-- 85[_-- 39_2 0.0279 I0.56 -0_66-- -9-I_ 8.73 - 33'37 24.19
4T44.4 127.62_07.9 40.2 1.38 5.05 88. 1213. 7.1 850. 39.7o.0276 i0.56 -0.66 90. 8.58 33.71 24.09
Fig. 31. Computer print-out of TWT life test data
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E. Low Data Rate Telemetry RF System
Development, R. B. Postal
1. Introduction
A solid state MFSK 2295-MHz transmitter is being
developed as a subassembly for a telecommunication
system capable of surviving a high impact on a planetary
surface. A previous article (SPS 87-40, Vol. IV, pp. 198-201)
contained design goals, a block diagram and a circuit
description of the transmitter. The present status and
a description of recent progress are given below.
( a ) FREQUENCY-SHIFT
KEY DATA
VOLTAGE-
CONTROLLED
CRYSTAl_
OSC LLATOR
dc: 0.75 W
31.8 MHz 31.8 MHz
l> {>
(b)
31.8 MHz 63.6 MHz 191 MHz
I mW I00 mW x2 63 mW 1.5 W x3 1.0 W
dc: 4.0 W
2. Transmitter Description
Figure 88 is a block diagram of the S-band, high impact, (c)
solid state transmitter. The transmitter circuitry is housed I.o w 191_MHz
in four separate modules to simplify electrical and envi- ) L_
ronmental testing. The MFSK modulator/oscillator cir-
cuitry (previously incorporated in module 1) has been
placed in a separate module (module 0) to isolate the
crystal oscillator from the heat producing amplifiers in (d)
module 1. ) 13 w
3. Development Status
The transmitter circuitry and packaging for modules 0,
1, and 2 are being developed at JPL. The crystal assembly
used in module 0 is being developed by Valpey Fisher
Corporation under JPL contract 951080. The ferrite iso-
lator used in module 8 is being developed by Rantec
Corporation under JPL contract 951565. The stripline por-
tion of module 8 was developed by Motorola Corporation.
Engineering models of modules 0, 1, and 2, with the
exception of the crystal and a varactor diode, have sur-
vived 10,000-g shock levels. The varactor failure occurred
at 5200 g's. Additional types of varactors are being eval-
uated for shock resistance.
Sterilization tests have been performed on modules 1
and 2. These units were subjected to three 14-h tempera-
ture cycles of 145°C. No degradation in module perform-
ance was measured at the conclusion of these tests; how-
ever, there was significant discoloration of the component
staking compound. The cause and possible long term
effects of the discoloration are being investigated.
Modules i and 2 were subjected to RF breakdown tests
over a wide range of pressures. No multipactor breakdown
was noted at pressures between 10 -3 and 10 -6 torr; how-
ever, ionic breakdown was observed at four locations in
module 2 at a pressure of 1 torr. It is evident that some
dc: 30.8 W
191 MHz 573 MHz
4W _ 20W _ 13W
(PARALLEL AMPLIFIER)
2295 MHz
3.1W
Fig. 33. Transmitter block diagram: (a) module 0;
(b) module 1; (c) module 2; (d) module 3
ID
positive form of breakdown suppression (i.e. encapsu-
lation or pressurization in a sealed canister) must be
employed in order to insure proper operation in low
pressure atmospheres.
Considerable time and effort have been spent in the
development of the MFSK modulator for module 0. The
modulator circuitry consists of a low gain 81.875 MHz
voltage-controlled crystal oscillator followed by two
amplifiers. Of prime importance is the oscillator frequency
stability necessary to support a low data rate link. The
immediate goal is a word separation of only 10 Hz at
S-band with a word time of 5 s. This implies a required
short term frequency stability (Af/f) of the order of
1 X 10-1°/s. Frequency stability data taken on the bread-
board modulator are the following:
Temperature change (0°-55°C) 2000X10-1°/°C
Power supply change (__+1%) 6X 10 -1°
The above data show the modulator performance to be
unsatisfactory. The frequency change due to power supply
variations, however, can be reduced to 0.2 X 10-a°/s by
improving the power supply regulating circuits. Tempera-
ture compensation of the oscillator is extremely difficult
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¢because the Q of the frequency control circuit external to
the crystal is very low. The simplest approach appears to
be to constrain the frequency change due to temperature
by selecting a crystal whose frequency characteristics are
_< 5 X 10-8/°C and by limiting the rate of temperature
change in the oscillator module to < 10 -3 °C/s. A prelimi-
nary thermal analysis of a passive system (only insulation
and heat capacity considered) indicates this low rate is
feasible with practical materials. Thus, it appears that the
stability goals can be achieved.
Figure 84 is a photograph of the 81.875 MHz, high
impact crystal being developed by Valpey Fisher Cor-
poration. The crystal assembly is cylindrical in shape and
consists of two plated ceramic holders, a quartz resonator,
and a quartz annular ring (not shown). The holder material
is 95% pure alumina. The resonator contact surface is
gold plated with a chrome undercoat. The solder ring is
sintered nickel with a moly-manganese undercoat, and the
crystal resonator is a fifth overtone AT-cut blank with
gold plated electrodes. The crystal resonator is supported
on its periphery by each of the resonator contacts. The
holder area within the resonator contact is relieved to a
depth of 0.002 in. to allow proper Piezo-electric action
of the crystal. Constant periphery pressure is provided by
the annular ring, its thickness being the same as that of the
resonator. During assembly operations, the resonator and
annular ring are clamped between the plated holders,
and the complete assembly is then induction solder-sealed
in an untreated air atmosphere of 10/_m.
One such crystal (a 19.125 MHz proof test model unit)
was subjected to a series of shock levels through 8600 g's.
iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii!!!!!!!!!!!! ! ! !!!!!!!!!!!!!!iiiiiiiiiiiiiiiiiiiiiiii ii!!___ iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii
iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii_ii::i::i::i::i::i::i::i::i::i::i::i::i::i::i::i::i::i::iii_:"...... .!_!ii_ i ii ii ii i
iiiiiiiiiiiii 4iii!iiiiiiiiiiiiiiiiiiiiiii iiiiiii !!!!!!!!!! !!!!!!!!!!!!!!!!!!!!!!!!iiiiiiiiiii
Fig. 34. High impact sterilizable crystal
Test data revealed that frequency shifts due to shock level
ranged between 0.05 and 1.5 ppm. The crystal resonator
fractured during the third 8600-g shock test. This failure
was caused by improper machining of the holder relief
cavity.
Valpey Fisher Corporation is presently under contract
to produce ten 81.875-MHz crystal units. Delivery of these
units is expected December 20, 1967.
The ×4 frequency multiplier (module 8) consists of two
stripline doublers laminated onto a central heatsink. The
complete unit is shown in Fig. 85. Two doublers are uti-
lized in order to optimize power handling capability and
minimize diode junction temperatures. Frequency multi-
plication at high efficiency is provided by the nonlinear
characteristics of the varactor diodes. Figure 86 shows X 4
multiplier output level variations versus temperature when
the unit is driven with a 578-MHz level of +41 dBm.
:.:.:.:.:.:.:.:.:.:.:;:.:.:.:.:;:;:;:;:.:.:;:;:;:;:_:.:;:;:_:;:;:_:;:_:_:_:;:::;:;:;:_:_:_:_:_:::::::::::::::::::::::::::::::::::::::::::::::::::_:_::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::_:::::::::::::::_:::::::::::::_:::::::::::::
iiiiiiiiiiiiiiiiiiiMiiiiiiiiMiiiiiiiiiiiiiiiii  Ii    , :: ,   ,.......  iiiiiiiiii
!ii @iiiiiiiiii i
Fig. 35. High impact, sterilizable X 4 frequency
multiplier
a3
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XXlV. Future Proiects
ADVANCED STUDIES
A. Lunar Ice, J. R. Bruman and E. C. Auld
1. Introduction
A series of tests to observe the behavior of various
mixtures of water and insoluble material as preliminary
to a serious attempt to simulate the lunar surface was
initially reported in SPS 37-47, Vol. III, pp. 279, 280.
These tests continued during this reporting period. The
principal purpose of these experiments is to ascertain
the longevity of ice deposits beneath the surface layer
of dust or sand. A secondary purpose is to seek a plausible
explanation for the many visual features of the lunar sur-
face which seem to suggest the action of liquid water.
If the lifetime of buried permafrost were found to be
long, the discovery should profoundly affect the course
of future lunar exploration. The logistic value of possible
lunar water deposits would raise prospecting to a first-
priority activity. If any such deposits were reasonably
accessible, present limitations on lunar stay time would
be removed, and, in addition, the moon would become
a base for planetary missions. The payload of a lunar
launch, using locally manufactured fuel, would be about
20 times that of a comparable earth-launched mission.
Information concerning the lifetime and behavior of lunar
ice should also greatly affect the scientific analysis of the
moon's history.
2. Description of Tests and Results
Various frozen samples were subjected to an approxi-
mation of solar heating and lunar vacuum in the JPL 6-ft
chamber. It should be emphasized that this simulation
was applicable not to the arrival of water at the lunar
surface, but to its departure; e.g., the suspected deposi-
tion of permafrost by plutonic heating implies just the
reverse of the present experiments, in which heat was
applied from above. Sample behavior was recorded by
means of time-lapse photography, embedded thermo-
couples, and a spring balance supporting the sample.
Sample I, plain ice, experienced peculiar surface ac-
tivity wherein whisker-like crystals broke off and flew
upward after growing to a height of about 2 to 3 mm
(Fig. 1). Visual and thermal data indicated direct sub-
limation with no intervening liquid phase. The rate of
loss was approximately 1 mm/h.
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Fig. 1. Form and motion of growths on surface
of ice in vacuum (sample I)
Sample II, ice covered with powdered basalt with
approximately 0.01-mm particle size to a depth of about
5 ram, also showed mechanical activity. Small eruptions
scattered material off the sample, and the surface devel-
oped nodular clumps. Ice beneath the basalt powder
became covered with small steep craters ranging from
2 to about 10 mm in diameter. No liquid phase was
observed. Rate of loss was about 1 mm/h, the same as
with sample I. Figure 2(a) shows the nodular surface
of the crushed basalt and possible small vent holes. The
shape of the ice-basalt interface after the basalt was
removed is shown in Fig. 2(b); the apparent melting at
the outer edges occurred after removal from the test
chamber.
Sample III was similar to sample II, except that the
basalt powder was 75 mm deep. Liquid water appeared
at the interface and formed a layer of mud. Figure 3(a)
shows the dark band of liquid at the basalt-ice interface,
and Fig. 3(b) shows the frost accretion on the rim of the
container and the void above the liquid water in the bot-
tom of the container. Suddenly, apparently after all the
ice had melted, the sample erupted violently from its
container, leaving about 15 mm of mud in the bottom
which immediately froze. In Fig. 3(c), most of the co n,
tents have erupted from the container. The two dark
bulbous objects in the center are columns of frozen mud
near the vertical axis of the container. Small eruptions
continued through 1- to 2-ram fumarole-like openings in
the surface. Figure 3(d) shows a brief eruption of par-
ticles from a vent in the frozen mud left at the bottom
of the flask after the main eruption.
3. Conclusions
Apparently the thickness of the dry overburden is ia
critical factor determining whether loss takes place by
continuous sublimation or by intermittent melting and
eruption. This will be investigated in future tests. The
next series of experiments will use samples of frozen mud
covered with a variable depth of dry material.
While not entirely unexpected, the demonstration that
liquid water can exist at all under lunar conditions greatly
Fig. 2. Sample Ih (a) after test, (bl after basalt was removed
288 JPL SPACE PROGRAMS SUMMARY 37-48, VOL. III
strengthens hypotheses which stress the importance of
lunar water. The additional discovery that such water
can, under certain conditions, produce intermittent erup-
tions suggests that this small-scale simulation may pos-
sibly lead to a better understanding of lunar surface
features. It would be premature to suggest that the for-
mation of features such as domes, meandering stream
channels, and shrinkage cracks can be meaningfully sim-
ulated on a small scale; but, clearly, this possibility should
be investigated in future experiments.
iiiiiiiiiiiiii i iil
Fig. 3. Sample IIh (a) early in test, (b) later, (c) 15 s after (b), (d) during brief eruption after the main eruption
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r •
A/DC
AEDC
AM
ATS
BBB
BCF
BIBD
cdf
CSAD
CW
DE
DSIF
DSN
DSS
DVM
EPD
EPS
ES&T
ETO
FM
FTS
H-P
IUR
JPL
LPS
LRC
Abbreviations
analog-to-digital converter
Arnold Engineering Development Center
(Tallahoma, Tenn.)
amplitude modulation
Applications Technology Satellite
baseband breadboard
beam connection factor
balanced incomplete block design
cumulative density function
capsule system advanced development
continuous wave
development ephemeris
Deep Space Instrumentation Facility
Deep Space Network
deep space station
digital voltmeter
engineering planning document
entry power subsystem
entry sequencer and timer
ethylene oxide
frequency modulation; feasibility model
flight telemetry system
Hewlett-Packard
irreducible unitary representation
Jet Propulsion Laboratory
lander power subsystem
Lewis Research Center (NASA, Cleveland,
Ohio)
LS&T
MFSK
MMT
MMTD
MMTS
NCO
NMR
OSE
PCM
PLOD
PM
PN
RBV
RC
RRK
SDA
SDS
SEC
S/N
SNORE
SNR
SSDPS
TIR
VCO
VSWR
YIG
lander sequencer and timer
multiple frequency-shift-keyed
multiple mission telemetry
multiple mission telemetry demodulator
multiple mission telemetry system
numerically controlled oscillator
nuclear magnetic resonance
operational support equipment
pulse-code-modulated
planetary orbit determination (program)
phase-modulated
pseudonoise
return beam vidicon
resistance-capacitance
Rice-Ramsperger-Kassel
subcarrier demodulator assembly
Scientific Data Systems
secondary electron conduction
signal-to-noise ratio
signal-to-noise ratio estimator
signal-to-noise ratio
solar system data-processing system
total indicator reading
voltage-controlled oscillator
voltage standing-wave ratio
yttrium iron garnet
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