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Abstract
Mackey-complete complex commutative continuous inverse algebras generalize complex commu-
tative Banach algebras. After constructing the Gelfand transform for these algebras, we develop the
functional calculus for holomorphic functions on neighbourhoods of the joint spectra of ﬁnitely many
elements and for holomorphic functions on neighbourhoods of the Gelfand spectrum. To this end,
we study the algebra of holomorphic germs in weak∗-compact subsets of the dual. We emphasize
the simultaneous analyticity of the functional calculus in both the function and its arguments and its
naturality. Finally, we treat systems of analytic equations in these algebras.
 2006 Elsevier GmbH. All rights reserved.
MSC 2000: 46H30; 32A38; 41A20; 46G20; 58B12
Keywords: Holomorphic functional calculus; Commutative continuous inverse algebra; Algebra of
holomorphic germs
1. Introduction
A continuous inverse algebra is a locally convexunital associative algebra inwhich the set
of invertible elements is open and inversion is continuous. Such an algebra is calledMackey-
complete if every smooth curve has a weak integral. This weak completeness property can
also be deﬁned in terms of the bounded structure, or in terms of the convergence of special
Cauchy sequences.
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Continuous inverse algebras were introduced by Waelbroeck [48]. They play a role in
non-commutative geometry, in particular in K-theory [7,10,14,37], and in the theory of
pseudo-differential operators [23]. Currently, they are attracting attention in the theory of
Lie groups and algebras of inﬁnite dimension [19]. They appear as coordinate algebras in
root-graded locally convex Lie algebras [35]. Linear Lie groups are most naturally deﬁned
as subgroups of continuous inverse algebras. These algebras have advantages over Banach
algebras (which are a special case), for instance because they lead to a rich supply of central
extensions of Lie groups and algebras [33,34]. This is due to the fact that unlike semi-simple
commutative Banach algebras, commutative continuous inverse algebras can have non-zero
derivations. A typical example is the algebra of smooth functions on a compact manifold.
In other ways, continuous inverse algebras are strikingly similar to Banach algebras. In
particular, the theory of the Gelfand spectrum and the holomorphic functional calculus,
which are probably the most important tools for the study of commutative Banach algebras,
can be worked out for complex commutative continuous inverse algebras. This is the pur-
pose of the present paper. Section 2 establishes the basic properties of spectra and treats the
Gelfand transform. Section 3 is a brief introduction to the differential calculus on locally
convex vector spaces which we use. Section 4 develops the functional calculus for holo-
morphic functions on neighbourhoods of the joint spectrum of ﬁnitely many elements in
a complex commutative continuous inverse algebra. Since it is based on Cauchy’s integral
formula, we have to assume that the algebra is Mackey-complete. Section 5 studies the
algebra of holomorphic germs in a compact subset of the weak∗-dual of a locally convex
complex vector space E. The most obvious topology on this algebra, the locally convex
direct limit topology, has to be modiﬁed in order to make the algebra multiplication contin-
uous. Section 6 shows that the second topology differs from the ﬁrst unless E has countable
dimension. These two sections prepare Section 7, which is devoted to the functional calculus
for holomorphic functions on neighbourhoods of the Gelfand spectrum in the weak∗-dual
of a complex commutative continuous inverse algebra. Section 8 treats systems of analytic
equations in complex commutative continuous inverse algebras.
In the special case of commutativeBanach algebras, themain results of Sections 2–4 and 7
are known.Here a newaspect is the analyticity of the functional calculusmap (f, a) → f [a].
Naturality of the functional calculus with respect to algebra homomorphisms is a conse-
quence which may not have received the attention it deserves. Sections 5 and 6 treat the
algebra of holomorphic germs in a weak∗-compactum K as the direct limit of the system
of Banach algebras of bounded holomorphic functions on open neighbourhoods of K. This
directed system is uncountable in general, so that we have to get by without the powerful
theory of countable direct limits, which one uses in the framework of metrizable vector
spaces (cf. [5,22]). This is the main progress in these two sections. In Section 8, the classic
result on the solution of analytic equations is simpliﬁed by the use of implicitly deﬁned
holomorphic functions on theweak∗-dual of the algebra and of the corresponding functional
calculus. This approach allows us to treat systems of analytic equations with the same ease.
These results require a development of the theorywhich also applies to continuous inverse
algebras. For this purpose, the original approach due to Šilov [43], Arens and Calderón
[3], and Waelbroeck [46] seems more suitable than the approach by Bourbaki [13]. When
Waelbroeck developed his theory in detail [47], even for complete commutative continuous
inverse algebras, the joint spectrum which he used was larger than its modern version.
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Later, he sketched a modernized version of his n-variable holomorphic functional calculus
[50,51]. He also gave a detailed account for algebras with a certain bounded structure, where
questions of continuity and analyticity do not arise [49]. Therefore, it seemed worthwhile to
give a complete account ofWaelbroeck’s theory, which forms Section 4. Section 7 continues
the short treatment of the case of commutativeBanach algebras byCraw [15] andTaylor [44].
2. The Gelfand transform in commutative continuous inverse
algebras
In our terminology, a locally convex algebra over K ∈ {R,C} is an associative alge-
bra over K with a locally convex Hausdorff vector space topology such that the algebra
multiplication is jointly continuous.
2.1 Deﬁnition. A continuous inverse algebra over K ∈ {R,C} is a locally convex algebra
A over K with unit in which the set A× of invertible elements is open and inversion is
continuous.
If a continuous inverse algebra is commutative, Turpin [45] has proved that its topology
can be described by a family of semi-norms which are sub-multiplicative. A locally convex
algebra with this property is called locally multiplicatively convex, or (locally) m-convex
for short. However, ˙Zelazko [53] has constructed a non-commutative continuous inverse
Fréchet algebra which is not locally multiplicatively convex.
2.2 Lemma. Let A be a continuous inverse algebra over C, and let U ⊆ A be an open
balanced neighbourhood of 0 such that 1+U ⊆ A×.For every element a ∈ U , the spectrum
Sp(a) = { ∈ C;  · 1 − a /∈A×} is contained in the open unit disc around 0.
Proof. Choose a ∈ U . If  ∈ C satisﬁes ||1 then −−1a ∈ U , whence  · 1 − a ∈ A×,
so that  /∈Sp(a). The assertion follows. 
2.3 Lemma. Let A be a continuous inverse algebra over C, and let J ⊆ A be a proper
closed two-sided ideal. Then the quotient algebra A/J is a continuous inverse algebra with
respect to the quotient topology.
Proof. The quotient algebra A/J is a locally convex algebra over C. Let pr:A → A/J
denote the canonical projection.The image pr(A×) is a neighbourhood of the unit element of
A/J which consists of invertible elements. The restriction and corestriction of the inversion
map of A/J to pr(A×) is continuous. According to Glöckner [19, 2.8], this implies that
A/J is a continuous inverse algebra.
2.4 Lemma (Arens [2], Waelbroeck [47]). In a continuous inverse algebra A over C,
the following statements hold:
(a) Every element has non-empty compact spectrum.
(b) If A is a skew ﬁeld then A is topologically isomorphic to C.
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Proof. The spectrum of an arbitrary element is closed by deﬁnition and bounded by Lemma
2.2. Waelbroeck [47, II.1.2] has proved that it is non-empty. Statement (b) is due to Arens
[2]. Concise modern proofs are given by Glöckner [19, 4.3 and 4.15]. As Glöckner himself
observes [19, 4.15], the standing completeness hypothesis of [19, Section 4] is not used in
the proofs of these results. 
2.5 Lemma. Let M be a maximal proper ideal in a commutative continuous inverse algebra
A over C. Then M is the kernel of some unital algebra homomorphism from A onto C.
Proof. Since M is disjoint from the open set A×, the same holds for its closure M , which
is therefore a proper ideal. Maximality of M implies that M is closed. By Lemma 2.3, the
quotient A/M is a continuous inverse algebra over C. Since A is commutative, the quotient
A/M is a ﬁeld, whence it is isomorphic to C by Lemma 2.4. Hence M is the kernel of a
complex homomorphism. 
2.6 Deﬁnition. Let A be a complex algebra with unit.
(a) Deﬁne the Gelfand spectrum of A as A := Hom(A,C) with the topology of pointwise
convergence on A. Note that 0 /∈A because we require homomorphisms to respect the
unit elements.
(b) Each element a ∈ A gives rise to a function aˆ from the linear dual of A into C by
aˆ() := (a), which is continuous with respect to the topology of pointwise conver-
gence. The restriction aˆ|A :A → C is called the Gelfand transform of a. The map
a → aˆ|A :A → C(A), which is a homomorphism of unital algebras, is called the
Gelfand homomorphism of the algebra A.
The restriction aˆ|A is often denoted by aˆ.We use the more complicated notation because
aˆ in our sense will play an important role in Section 7.
2.7 Theorem (The Gelfand transform). In a commutative continuous inverse algebra A
over C, the following statements hold:
(a) Every element a ∈ A satisﬁes
Sp(a) = {(a);  ∈ A} = aˆ(A).
(b) The Gelfand spectrum A is a compact Hausdorff space.
(c) The Gelfand homomorphism is continuous with respect to the topology of uniform
convergence on C(A). Its kernel is the Jacobson radical of A.
(d) The spectral radius a → (a)=‖aˆ|A‖∞:A → R+0 is a continuous algebra semi-norm
on A with the Jacobson radical as its zero space.
Proof.
(a) Choose  ∈ C\Sp(a) and  ∈ A. Since −a is invertible, the same holds for −(a),
whence  	= (a). This proves that aˆ(A) ⊆ Sp(a). To prove the reverse inclusion,
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choose  ∈ Sp(a). Then ( − a)A is a proper ideal of A. Therefore, we may choose a
maximal proper ideal M ⊆ A such that − a ∈ M . By Lemma 2.5, the maximal ideal
M is the kernel of some  ∈ A. Hence = (a).
(b) The Gelfand spectrum is compact because it is a closed subspace of the product∏
a∈A
Sp(a) ⊆ CA.
(c) The kernel of the Gelfand homomorphism is the intersection of all maximal ideals. This
is one possible deﬁnition of the Jacobson radical.
To prove continuity, it sufﬁces to prove that the Gelfand homomorphism is continuous
at 0. Choose > 0, and let U ⊆ A be an open balanced neighbourhood of 0 such that
1+U ⊆ A×. By Lemma 2.2 and part (a), every element a ∈ U satisﬁes ‖aˆ|A‖∞ < .
(d) This follows immediately from (a) and (c).
2.8 Proposition (The joint spectrum). Let A be a commutative continuous inverse algebra
over C. Recall that the joint spectrum of an n-tuple a ∈ An is the compact subset of Cn
deﬁned as
Sp(a) := {((a1), . . . , (an));  ∈ A}.
If U ⊆ Cn is an open subset then
AU := {a ∈ An;Sp(a) ⊆ U}
is an open subset of An.
Proof. Choose a ∈ AU , and choose > 0 such that the open polydisc V ⊆ Cn around
0 of polyradius (, . . . , ) satisﬁes Sp(a) + V ⊆ U . Let W ⊆ A be an open balanced
neighbourhood of 0 such that 1 + W ⊆ A×. Lemma 2.2 and Theorem 2.7 (a) imply that
the open neighbourhood a + (W)n of a in An is contained in AU . 
3. Differentiable functions between locally convex vector spaces
The concepts of differentiability and smoothness which we use go back to Michal and
Bastiani [4], see also Hamilton [25] and Milnor [32]. The required generality and the
connections to analyticity have been worked out by Glöckner [20].
3.1 Deﬁnition. Let E and F be locally convex real vector spaces, and let U ⊆ E be open.
A map f :U → F is called continuously differentiable, and we write f ∈ C1(U, F ), if the
directional derivative
df (x; v) := lim
t→0
f (x + tv) − f (x)
t
exists for all x ∈ U and all v ∈ E and if the map df :U × E → F which is thus deﬁned is
continuous.
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One of the basic properties of a continuously differentiable map f :U → F is the
fundamental theorem of calculus which states that whenever x, y ∈ U and U contains the
line segment from x to y then
f (y) − f (x) =
∫ 1
0
df (x + t (y − x); y − x) dt .
Integrals are always understood in the weak sense (see Rudin [41, 3.26]). The present
integral certainly exists in the completion of F, but it actually belongs to F just because
it equals the left-hand side. This formula implies that a continuously differentiable map f
is continuous, and that its derivative df is real-linear in its second argument (Glöckner
[20, 1.9]).
Let E1, E2, . . . , En and F be locally convex real vector spaces, and let U1 ⊆ E1, . . . ,
Un ⊆ En be open. Let f :U1 × · · · × Un → F be a map, and let x1 ∈ U1, . . . , xn ∈ Un.
If the partial directional derivative of f at (x1, . . . , xn) with respect to the jth argument
in direction v ∈ Ej exists, it is called the jth partial derivative j f (x1, . . . , xn; v). The
map f is continuously differentiable if and only if j f :U1 × . . . × Un × Ej → F exists
and is continuous for each j ∈ {1, . . . , n} (cf. Glöckner [20, 1.10]). In this case, its derivative
satisﬁes
df (x1, . . . , xn; v1, . . . , vn) =
n∑
j=1
j f (x1, . . . , xn; vj ) (xj ∈ Uj , vj ∈ Ej).
3.2 Deﬁnition. (a) Let E and F be locally convex real vector spaces, and let U ⊆ E be
open. Inductively, a map f :U → F is called k times continuously differentiable, and we
write f ∈ Ck(U, F ), if f ∈ C1(U, F ) and df ∈ Ck−1(U × E,F).
(b) A map f :U → F is called smooth if it belongs to
C∞(U, F ) :=
⋂
k∈N
Ck(U, F ).
3.3 Deﬁnition. Let E and F be locally convex complex vector spaces, and let U ⊆ E be
open. A smooth map f :U → F is called complex analytic if the continuous real-linear
map df (x; ·):E → F is complex-linear for all x ∈ U .
Glöckner [20, 2.5] has proved that this holds if and only if f is continuous, and
for every x ∈ U , there exists a zero-neighbourhood V in E such that x + V ⊆ U and
f (x + h) =∑∞n=0n(h) for all h ∈ V as a pointwise limit, where each n:E → F is a
continuous homogeneous polynomial over C of degree n. This is the deﬁnition of complex
analyticity given by Bochnak and Siciak [8, 5.6].
3.4 Deﬁnition. (a) A sequence (xn)n∈N in a locally convex real vector space E is called a
Mackey–Cauchy sequence if there is a net (tm,n)(m,n)∈N×N of positive real numbers which
converges to 0 such that the set{
xm − xn
tm,n
;m, n ∈ N
}
is a bounded subset of E. Every Mackey–Cauchy sequence is a Cauchy sequence.
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(b) The locally convex real vector space E is called Mackey complete if every
Mackey–Cauchy sequence in E converges. This holds if and only if every smooth curve
	: [a, b] → E (where a, b ∈ R) has a Riemann integral ∫ b
a
	(t) dt in E (see Kriegl and
Michor [30, 2.14]). Another equivalent condition is that every bounded subset of E is con-
tained in a convex balanced bounded subset B ⊆ E such that the Minkowski functional of
B in the linear span of B is a complete norm [30, 2.2].
Let E and F be locally convex complex vector spaces, and let U ⊆ E be open. Assume
that F is Mackey complete. Glöckner [19, 1.4] has proved that a continuously differentiable
map f :U → F with df complex-linear in the second argument is complex analytic.
3.5 Proposition (Parameter-dependent integrals). Let a, b ∈ R with ab, let X be a
topological space, and let F be a locally convex real vector space. Let f : [a, b] × X → F
be a continuous map such that
g(x) :=
∫ b
a
f (t, x) dt
exists in F for every x ∈ X. Then g:X → F is continuous.
Suppose, in addition, that X is an open subset of a locally convex real vector space E,
that 2f : [a, b] × X × E → F exists and is continuous, and that
g1(x, v) :=
∫ b
a
2f (t, x; v) dt
exists in F for every x ∈ X and every v ∈ E. Then g ∈ C1(X, F ) with dg = g1.
Note that integrals of continuous curves automatically exist in F if F is sequentially
complete.
Proof. Choose a point x0 ∈ X and a closed convex zero-neighbourhood U ⊆ F . Since
: [a, b] × X −→ F, (t, x) −→ f (t, x) − f (t, x0)
is continuous and maps the compact set [a, b]× {x0} to 0, there is a neighbourhood V ⊆ X
of x0 such that ([a, b] ×V ) ⊆ U . For any x ∈ V , the Hahn–Banach Theorem entails that
g(x) − g(x0) =
∫ b
a
(f (t, x) − f (t, x0)) dt =
∫ b
a
(t, x) dt ∈ (b − a)U .
This shows that g is continuous at x0.
For the second part, choose x ∈ X, v ∈ E, and h ∈ R× such that X contains the line
segment from x to x + hv. Then
g(x + hv) − g(x)
h
= 1
h
∫ b
a
(f (t, x + hv) − f (t, x)) dt
=
∫ b
a
∫ 1
0
2f (t, x + shv; v) ds dt .
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In particular, the integral on the right-hand side exists in F if h 	= 0, and by hypothesis also
if h = 0. Applying the ﬁrst part of the proposition twice, we ﬁnd that the right-hand side
depends continuously on (x, v, h). In particular, its limit for h → 0 exists and satisﬁes
dg(x; v) =
∫ b
a
2f (t, x; v) dt
and this depends continuously on (x, v) ∈ X × E. 
3.6 Corollary. Let U ⊆ R be an open interval, choose a, b ∈ U , let E and F be locally
convex real vector spaces, let V ⊆ E be open, and let f ∈ C∞(U × V, F ). If F is Mackey
complete then
g:V −→ F, x −→
∫ b
a
f (t, x) dt
is smooth.
3.7 Corollary. Let a, b ∈ R with ab, let U ⊆ C be open, and let 
: [a, b] → U be a
smooth curve. Let E and F be locally convex complex vector spaces, let V ⊆ E be open,
and let f :U × V → F be a complex analytic map. If F is Mackey complete then
g:V −→ F, x −→
∫


f (, x) d
is complex analytic.
4. Holomorphic functions on subsets of Cn
Like Waelbroeck [47], we base the n-variable functional calculus on the following result
from complex analysis in several variables. Recall that an open polynomial polyhedron
U ⊆ Cn is a subset deﬁned by a ﬁnite set of polynomials in n variables, P0 ⊆ P(Cn), as
U := { ∈ Cn; ∀p ∈ P0: |p()|< 1}.
4.1 Theorem (Oka’s Extension Theorem [36], cf. Allan [1]). Let P(Cn) denote the poly-
nomial functions on Cn, let p1, . . . , pk ∈ P(Cn), and deﬁne the “Oka map”
:Cn −→ Cn+k,  −→ (, p1(), . . . , pk()).
Let U ⊆ Cn be an open polydisc around 0, let D ⊆ C be the open unit disc, set V :=
U ×Dk , and deﬁne an open polynomial polyhedron W := −1(V ) ⊆ U . Then the algebra
homomorphism
∗:O(V ) −→ O(W), f −→ f ◦ |W
is surjective, continuous, and open, and its kernel is generated by the functions
(1, . . . , n+k) −→ n+j − pj (1, . . . , n):V −→ C (j ∈ {1, . . . , k}).
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Recall that the polynomially convex hull of a compact subset K ⊆ Cn is the compact set
{ ∈ Cn; ∀p ∈ P(Cn): |p()|‖p|K‖∞}
which contains K. A subset of Cn is called polynomially convex if it contains the polyno-
mially convex hull of each of its compact subsets. Oka’s Extension Theorem implies the
following density theorem (see Gunning and Rossi [24, I.F.9]).
4.2 Corollary. For any polynomially convex open subset U ⊆ Cn, the polynomials are
dense in O(U).
4.3 Proposition (The functional calculus for holomorphic functions on polynomially con-
vex neighbourhoods of the joint spectrum). Let A be a Mackey-complete commutative con-
tinuous inverse algebra over C, and let U ⊆ Cn be a polynomially convex open subset.
Then there is a unique map
A,U :O(U) × AU −→ A,
where AU = {a ∈ An;Sp(a) ⊆ U} is an open subset of An by Proposition 2.8, such that
for each a ∈ AU , the map
A,U (·, a):O(U) −→ A, f −→ A,U (f, a)
is a continuous unital algebra homomorphism which maps the jth coordinate function  →
j to aj . Moreover, the map A,U is complex analytic.
Proof. By Corollary 4.2, a continuous unital algebra homomorphism on O(U) is uniquely
determined by the images of the coordinate functions. Therefore, there is at most one map
A,U with the required properties.
Assume ﬁrst that U is an open polydisc with centre 0 and polyradius r ∈ (R+)n,
i.e. assume that
U = { ∈ Cn; |1|<r1, . . . , |n|<rn}.
Fix > 0 with <min{r1, . . . , rn}. Let V ⊆ Cn be the open polydisc around 0 with polyra-
dius (r1 − , . . . , rn − ). For f ∈ O(U) and a ∈ AV ⊆ An, set
A,U (f, a) := 1
(2i)n
∫
|1|=r1−/2
· · ·
∫
|n|=rn−/2
f (1, . . . , n)
· (1 − a1)−1 · · · (n − an)−1 dn · · · d1.
Since inversion in A is complex analytic [19, 3.2] and evaluation O(U) × U → C is
continuous, the integrand is a complex analytic function of (, f, a) ∈ (U\V )×O(U)×AV .
By Corollary 3.7, the n-fold integral exists and deﬁnes a complex analytic map O(U) ×
AV → A. Moreover, this map is linear in its ﬁrst argument.
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If f (1, . . . , n) = k11 · · · knn for certain kj ∈ N0 then
A,U (f, a) = 1
(2i)n
∫
|1|=r1−/2
k11 (1 − a1)−1 d1
· . . . ·
∫
|n|=rn−/2
knn (n − an)−1 dn
= ak11 · . . . · aknn .
This follows from the one-variable case,∫
|j |=rj−/2

kj
j (j − aj )−1 dj =
∫
|j |=rj−/2

kj−1
j
(
1 − 1
j
aj
)−1
dj
=
∫
|j |=rj−/2
∞∑
m=0

kj−1−m
j a
m
j dj
=
∞∑
m=0
amj
∫
|j |=rj−/2

kj−1−m
j dj
= 2i · akjj
(see [19, 4.9] for details). By linearity and continuity, the map A,U (·, a) is a continuous
unital algebra homomorphism which satisﬁes A,U (p, a) = p(a) for every polynomial
p ∈ P(Cn).
We have deﬁned the restriction of A,U to O(U) × AV . By uniqueness of A,U (·, a),
different choices of V lead to compatible deﬁnitions. Since the open sets AV with V as
above cover AU , the proposition holds if U is an open polydisc.
Now let U ⊆ Cn be a general polynomially convex open subset. Choose a ∈ AU .
Let U ′ ⊆ Cn be a (bounded) open polydisc with centre 0 such that Sp(a) ⊆ U ′. The
polynomially convex hull of Sp(a) is contained in U. Hence for each  in the compact set
L := U ′\U , there is a p ∈ P(Cn) such that |p()|> 1> ‖p|Sp(a)‖∞. Choose a ﬁnite
subset {p1, . . . , pk} ⊆ {p;  ∈ L} such that the open sets { ∈ Cn; |pj ()|> 1} cover L.
Deﬁne
:Cn −→ Cn+k,  −→ (, p1(), . . . , pk()).
Let D ⊆ C be the open unit disc, set V ′ := U ′ × Dk ⊆ Cn+k , and deﬁne an open
polynomial polyhedron V := −1(V ′) ⊆ U ′. By the choice of the polynomials pj ,
we have Sp(a) ⊆ V ⊆ U . By Oka’s Theorem 4.1, the algebra homomorphism
∗:O(V ′) −→ O(V ), f −→ f ◦ |V
is surjective, continuous, and open, and its kernel is generated by the polynomial functions
qj :V
′ −→ C, (1, . . . , n+k) −→ n+j − pj (1, . . . , n) (j ∈ {1, . . . , k}).
By the spectral mapping theorem for polynomials, we have Sp((a)) = (Sp(a)) ⊆ V ′
whenever a ∈ AV . The map A,V ′ which we have constructed in the ﬁrst part of the proof
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leads to a complex analytic map
:O(V ′) × AV −→ A, (f, a) −→ A,V ′(f, (a)).
For each a ∈ AV , we have (qj , a) = pj (a) − pj (a) = 0, so that the homomorphism
(·, a):O(V ′) → A factors through ∗. Hence there is a map:O(V )×AV → A such that
=◦ (∗ × idAV ). For each a ∈ AV , the map(·, a) is a unital algebra homomorphism,
and since the jth coordinate function on V is the ∗-image of the jth coordinate function on
V ′, its image under (·, a) is aj . According to Glöckner [20, 2.10], the map  is complex
analytic because ∗ × idAn is a linear quotient map. The restriction ofA,U to O(U)×AV
can thus be deﬁned by A,U (f, a) : =(f |V, a) for f ∈ O(U) and a ∈ AV . As in the
case of polydiscs, different choices of V lead to compatible deﬁnitions, and the open sets
AV with V ⊆ U an open polynomial polyhedron cover AU . This completes the proof. 
The construction of V in the second part of the proof will be used again, so that we
formulate it as a lemma.
4.4 Lemma. Let K ⊆ U ⊆ Cn with K compact and polynomially convex and U open.
Then there is an open polynomial polyhedron V ⊆ U such that K ⊆ V .
4.5 Lemma. Let A be a commutative continuous inverse algebra over C which is topolog-
ically generated by ﬁnitely many elements a1, . . . , an. Then Sp(a1, . . . , an) is polynomially
convex.
Proof (cf. Bonsall and Duncan [9, II.19.11]). Write A ⊆ A′ for the Gelfand spectrum
of A and :A → R+0 for the spectral radius, which is a continuous algebra seminorm by
Theorem 2.7. Set a := (a1, . . . , an). If p ∈ P(Cn) then
‖p|Sp(a)‖∞ = sup{|p((a1), . . . , (an))|;  ∈ A}
= sup{|(p(a))|;  ∈ A} = (p(a)).
Choose  ∈ Cn\Sp(a). Then there are elements b1, . . . , bn ∈ A such that 1= (1 −a1)b1 +
· · · + (n − an)bn. Since we can approximate the elements bj by polynomials in a, we ﬁnd
p1, . . . , pn ∈ P(Cn) such that

⎛⎝1 − n∑
j=1
(j − aj )pj (a)
⎞⎠< 1.
Deﬁne p ∈ P(Cn) by p() = 1 − ∑nj=1(j − j )pj (). Then p() = 1> (p(a)) =‖p|Sp(a)‖∞, which shows that  does not belong to the polynomially convex hull
of Sp(a). 
4.6 Lemma (cf. Arens and Calderón [3, 2.3]). Let A be a commutative continuous inverse
algebra over C, let a = (a1, . . . , an) ∈ An, and let U ⊆ Cn be an open neighbourhood of
SpA(a). Then there exists a topologically ﬁnitely generated closed unital subalgebra B of
A containing a1, . . . , an such that SpB(a) ⊆ U .
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Proof. The proof given by Bonsall and Duncan [9, II.20.3] for Banach algebras applies to
continuous inverse algebras if the norm is replaced by the spectral radius. 
4.7 Corollary. Let A be a commutative continuous inverse algebra over C, let U ⊆ Cn be
open, and choose a ∈ AU . Then there is a natural number k ∈ N, a k-tuple b ∈ Ak , and an
open polynomial polyhedron V ⊆ Cn+k such that
Sp(a, b) := Sp(a1, . . . , an, b1, . . . , bk) ⊆ V ⊆ pr−1n,n+k(U),
where prn,n+k:Cn+k → Cn denotes the projection onto the ﬁrst n coordinates.
Proof. The Arens–Calderón trick (Lemma 4.6) yields a closed unital subalgebra B of
A which is topologically generated by a1, . . . , an and ﬁnitely many additional elements
b1, . . . , bk ∈ A and satisﬁes SpB(a) ⊆ U . Since SpB(a) = prn,n+k(SpB(a, b)), we have
SpA(a, b) ⊆ SpB(a, b) ⊆ pr−1n,n+k(U).
Lemmas 4.4 and 4.5 yield an open polynomial polyhedron V ⊆ pr−1n,n+k(U) such that
SpA(a, b) ⊆ SpB(a, b) ⊆ V . 
4.8 Theorem (The n-variable holomorphic functional calculus). Let A be a Mackey-
complete commutative continuous inverse algebra over C. Then there is a unique family
of maps
A,U :O(U) × AU −→ A,
where U varies over the open subsets of all spaces Cn(n ∈ N) and AU ={a ∈ An;Sp(a) ⊆
U}, such that the following two conditions hold.
(i) For each a ∈ AU ⊆ An, the map
A,U (·, a):O(U) −→ A, f −→ A,U (f, a)
is a continuous unital algebra homomorphism which maps the jth coordinate function
 → j to aj .
(ii) Let mn, let prm,n:Cn → Cm be the projection onto the ﬁrst m coordinates, and let
V ⊆ Cn andU ⊆ Cm be open sets with prm,n(V ) ⊆ U . If f ∈ O(U) and a ∈ AV ⊆ An
then
A,V (f ◦ prm,n|V , (a1, . . . , an)) =A,U (f, (a1, . . . , am)).
Moreover, the unique family (A,U )U satisfying (i) and (ii) consists of complex analytic
maps.
Note that condition (ii) is a special case of compatibility of the holomorphic functional
calculus with composition of holomorphic maps (see Theorem 4.11 below). Also note that
if V,U ⊆ Cn are open subsets with V ⊆ U then condition (ii) says that A,V (f |V , a) =
A,U (f, a) for all f ∈ O(U) and all a ∈ AV ⊆ AU ⊆ An. For ﬁxed a ∈ An, we thus obtain
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a continuous algebra homomorphism from the locally convex direct limit O(Sp(a)) :=
lim→ O(U), where U varies over the open neighbourhoods of Sp(a) in C
n
, into A.
When no ambiguities arise, one writes A,U (f, a) =: f [a].
Proof. Let us ﬁrst prove uniqueness of the family (A,U )U . Choose n ∈ N, an open subset
U ∈ Cn, and an n-tuple a ∈ AU . Corollary 4.7 yields a natural number k ∈ N, a k-tuple
b ∈ Ak , and an open polynomial polyhedron V ⊆ Cn+k such that prn,n+k(V ) ⊆ U and
Sp(a, b) ⊆ V . Then A,V must be the map deﬁned in Proposition 4.3, by the uniqueness
assertion of that proposition. Condition (ii) of the present theorem shows that
A,U (f, a) =A,V (f ◦ prn,n+k|V , (a, b))
for all f ∈ O(U), where we write (a, b) for (a1, . . . , an, b1, . . . , bk) ∈ An+k .
We would like to use this equation in order to deﬁne A,U . Before proving that this
deﬁnition is independent of the choices we made, note that it will yield complex analytic
maps. Indeed, if we ﬁx b and V then the same deﬁnition can be used for all f ∈ O(U) and
all a ∈ {x ∈ An;SpA(x, b) ⊆ V }. The latter is an open subset of AU , and the subsets of
this form cover AU if k, b, and V are allowed to vary.
Return to the situation of the ﬁrst paragraph. Choose a number l ∈ N, an l-tuple b′ ∈ Al ,
and an open polynomial polyhedron V ′ ⊆ Cn+l such that prn,n+l (V ′) ⊆ U and Sp(a, b′) ⊆
V ′. We have to show that
A,V ′(f ◦ prn,n+l |V ′ , (a, b′)) =A,V (f ◦ prn,n+k|V , (a, b))
holds for all f ∈ O(U). Deﬁne pr := prn+k,n+k+l :Cn+k+l → Cn+k and
pr′:Cn+k+l −→ Cn+l ,  −→ (1, 2, . . . , n, n+k+1, n+k+2, . . . , n+k+l ).
Then Sp(a, b, b′) is contained inW := pr−1(V )∩pr′−1(V ′), and this is an open polynomial
polyhedron in Cn+k+l .
The map g → A,W (g ◦ pr|W, (a, b, b′)):O(V ) → A is a continuous unital algebra
homomorphism which maps the jth coordinate function to aj if j ∈ {1, . . . , n}, and to
bj−n if j ∈ {n+ 1, . . . , n+ k}. Since the polynomials are dense in O(V ) by Corollary 4.2,
we infer that
A,W (g ◦ pr|W, (a, b, b′)) =A,V (g, (a, b)) (g ∈ O(V )).
Similarly, we ﬁnd that
A,W (h ◦ pr′|W, (a, b, b′)) =A,V ′(h, (a, b′)) (h ∈ O(V ′)).
Putting this together, we conclude that all f ∈ O(U) satisfy
A,V ′(f ◦ prn,n+l |V ′ , (a, b′)) =A,W (f ◦ prn,n+l ◦ pr′|W, (a, b, b′))
=A,W (f ◦ prn,n+k+l |W, (a, b, b′))
=A,W (f ◦ prn,n+k ◦ pr|W, (a, b, b′))
=A,V (f ◦ prn,n+k|V , (a, b))
as required. 
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4.9 Theorem (Naturality of A,U in A). Let :A → B be a unital homomorphism of
Mackey-complete commutative continuous inverse algebras over C, and let U ⊆ Cn be
open. If f ∈ O(U) and a ∈ AU ⊆ An then
(A,U (f, a)) =B,U (f, ((a1), . . . ,(an)))
or, writing ×n(a) := ((a1), . . . ,(an)), just (f [a]) = f [×n(a)].
Proof. Assume ﬁrst that U is polynomially convex. Choose a ∈ AU , and note that
SpB(×n(a)) ⊆ SpA(a), so that ×n(a) ∈ BU . We have two continuous unital algebra
homomorphisms from O(U) into B
f −→ (A,U (f, a)) and f −→ B,U (f,×n(a)).
Since both map the jth coordinate function to (aj ), these homomorphisms are equal by
Corollary 4.2, which proves the theorem for polynomially convex open sets U.
For a general open subsetU ⊆ Cn, let a ∈ AU , and choose k ∈ N, b ∈ Ak andV ⊆ Cn+k
as in Corollary 4.7. Then
(A,U (f, a)) = (A,V (f ◦ prn,n+k|V , (a, b)))
=B,V (f ◦ prn,n+k|V ,×(n+k)(a, b))
=B,U (f,×n(a)).
This completes the proof. 
4.10 Corollary (Spectral Mapping Theorem). Let A be a Mackey-complete commutative
continuous inverse algebra over C. Let U ⊆ Cn be open, and let f :U → Cm be complex
analytic. If a ∈ AU ⊆ An then
Sp(f1[a], . . . , fm[a]) = f (Sp(a)).
Proof. If f ∈ O(U) and  ∈ U , note that C,U (f, ) = f (). Let A denote the Gelfand
spectrum of A. Each a ∈ AU satisﬁes
Sp(f1[a], . . . , fm[a])
= {((A,U (f1, a)), . . . , (A,U (fm, a)));  ∈ A}
= {(C,U (f1, ×n(a)), . . . ,C,U (fm, ×n(a)));  ∈ A}
= {(f1(×n(a)), . . . , fm(×n(a)));  ∈ A}
= f (Sp(a))
as we claimed. 
4.11 Theorem (Compatibility of A,U with composition). Let A be a Mackey-complete
commutative continuous inverse algebra over C. Let V ⊆ Cn and U ⊆ Cm be open
subsets, and let f :V → U be complex analytic. If g ∈ O(U) and a ∈ AV ⊆ An then
A,V (g ◦ f, a) =A,U (g, (A,V (f1, a), . . . ,A,V (fm, a)))
or, in short, (g ◦ f )[a] = g[f [a]].
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Proof. Assume ﬁrst that U is polynomially convex. For each a ∈ AV , we write
A,V (f, a) := (A,V (f1, a), . . . ,A,V (fm, a)) ∈ Am,
and we obtain two continuous unital algebra homomorphisms from O(U) into A,
g −→ A,V (g ◦ f, a) and g −→ A,U (g,A,V (f, a)).
Since both homomorphisms map the jth coordinate function toA,V (fj , a), they are equal
by Corollary 4.2, which proves the theorem for the case that U is polynomially convex.
In the general case, let a ∈ AV , and set b := A,V (f, a) ∈ Am, so that Sp(b) =
f (Sp(a)) ⊆ U . Corollary 4.7 yields a number k ∈ N, a k-tuple c ∈ Ak , and an open
polynomial polyhedron W ⊆ Cm+k such that Sp(b, c) ⊆ W ⊆ pr−1m,m+k(U). Set h :=
f × idCk :V × Ck → U × Ck . Then A,V×Ck (h, (a, c)) = (b, c) and
h(Sp(a, c)) = Sp(
A,V×Ck (h, (a, c))) = Sp(b, c) ⊆ W ,
whence Sp(a, c) ⊆ h−1(W) =: V ′ ⊆ V × Ck . The case which we already have proved
yields
A,U (g, b) =A,W (g ◦ prm,m+k|W, (b, c))
=A,W (g ◦ prm,m+k|W,A,V×Ck (h, (a, c)))
=A,W (g ◦ prm,m+k|W,A,V ′(h|V ′ , (a, c)))
=A,V ′(g ◦ prm,m+k ◦ h|V ′ , (a, c))
=A,V ′(g ◦ f ◦ prm,m+k|V ′ , (a, c))
=A,V (g ◦ f, a),
which was to be proved. 
4.12 Proposition (Compatibility of A,U with differentiation). Let A be a Mackey-
complete commutative continuous inverse algebra over C, and let U ⊆ Cn be open. Let
j ∈ {1, . . . , n} and b ∈ A. Then the (j + 1)th partial derivative of the functional calculus
map A,U at (f, a) ∈ O(U) × AU ⊆ O(U) × An satisﬁes
j+1A,U (f, a1, . . . , an; b) =A,U (j f, a1, . . . , an) · b.
Proof. Let (b) be the spectral radius of b. Choose > 0 such that the euclidean (2+(b))-
neighbourhood of Sp(a) in Cn is contained in U. Let V ⊆ Cn be the open -neighbourhood
of Sp(a), and let W ⊆ C be the open disc of radius 1 + (b) around 0. For every  ∈ C
with 0< ||< , deﬁne g ∈ O(V × W) by
g(, ) =
f (1, . . . , j + , . . . , n) − f (1, . . . , n)

.
Deﬁne g0 ∈ O(V × W) by g0(, ) = j f () · . In view of Theorem 4.11, we have to
prove that
lim
→0, 	=0
A,V×W(g, (a, b)) =A,V×W(g0, (a, b)).
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Since A,V×W is continuous, it sufﬁces to prove that lim→0g = g0 holds in O(V × W).
This equation follows from uniform continuity of j f on compact sets by means of the
integral representation
g(, ) =
∫ 1
0
j f (1, . . . , j + t, . . . , n) ·  dt
which holds for all (, ) ∈ V × W and all  ∈ C with ||< . 
5. Holomorphic germs in weak∗-duals
In Section 7, we will develop the functional calculus for holomorphic functions which are
deﬁned on open neighbourhoods of the Gelfand spectrum of a Mackey-complete commu-
tative continuous inverse algebra over C. In the present section and in Section 6, we prepare
this by studying the algebra of germs of holomorphic functions in a general compact subset
of a weak∗-dual vector space.
Let E be a locally convex complex vector space, and consider the topological dual E′
with the weak∗-topology. For x ∈ En, deﬁne xˆ:E′ → Cn, → ((x1), . . . ,(xn)). Note
that every continuous linear map from E′ into Cn has this form (see Rudin [41, 3.10]). The
Hahn–Banach Separation Theorem entails that the map xˆ is surjective if and only if the
n-tuple x is linearly independent. If this is the case, we ﬁx a linear section sx :Cn → E′
for xˆ.
For an open subset U ⊆ E′, let O(U) be the algebra of holomorphic (i.e. analytic
complex-valued) functions on U, and let O∞(U) ⊆ O(U) be the subalgebra of bounded
holomorphic functions on U.
Suppose that U = xˆ−1(V ) for a linearly independent n-tuple x ∈ En and an open subset
V ⊆ Cn. (Note that the subsets U of this kind form a basis of the weak∗-topology on E′.)
Then we have an injective algebra homomorphism f → f ◦ xˆ|U :O∞(V ) → O∞(U). This
homomorphism is in fact bijective, with inverse given by g → g ◦ sx |V . To prove this, it
sufﬁces to show that every function g ∈ O∞(U) is constant on the ﬁbres of xˆ|U . Now if
, ∈ U satisfy xˆ() = xˆ() then  → g( + ( − )):C → C is a bounded entire
function, so that Liouville’s Theorem yields g() = g().
In particular, this observation implies that each uniform limit of bounded holomorphic
functions on an arbitrary open subset U ⊆ E′ is holomorphic. In other words, the algebra
O∞(U) with the supremum norm is a Banach algebra.
For a compact subset K ⊆ E′, let O(K) be the algebra of germs at K of holomorphic
functions deﬁned in open neighbourhoods of K in E′. By compactness, every element of
O(K) is the germ of a bounded holomorphic function on some open neighbourhood of K.
We topologize O(K) as the direct limit of the system of Banach algebras (O∞(U))U∈U◦(K)
in the category of locally multiplicatively convex complex algebras, whereU◦(K) denotes
the set of open neighbourhoods of K in E′. This topology was introduced by Warner [52].
It can be described in several ways.
(a) It is the ﬁnest locally multiplicatively convex algebra topology such that the germ maps

U :O
∞(U) → O(K) are continuous for all U ∈ U◦(K). Thus it has a basis consisting
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of all ﬁnite intersections W1 ∩ · · · ∩ Wm, where each Wj is open with respect to some
locally multiplicatively convex algebra topology on O(K) which makes all the maps

U continuous.
(b) The topology of O(K) is described by all sub-multiplicative semi-norms  on O(K)
for which the compositions  ◦ 
U are continuous for all U ∈ U◦(K). In other words,
a basis of zero-neighbourhoods in O(K) is given by the family of convex balanced
absorbing subsets W ⊆ O(K) with W · W ⊆ W for which 
−1U (W) ⊆ O∞(U) is a
neighbourhood of 0 for all U ∈ U◦(K).
(c) A basis of zero-neighbourhoods inO(K) is also given by allW ⊆ O(K) of the following
form. Choose a zero-neighbourhood WU ⊆ O∞(U) for each U ∈ U◦(K). Set W1 :=⋃

U(WU) andW2 :=
⋃∞
n=1Wn1 , whereWn1 is inductively deﬁned byWn1 =Wn−11 ·W1.
Thus W2 · W2 ⊆ W2. Let W be the convex balanced hull of W2. Then W is a zero-
neighbourhood by (b). Conversely, every zero-neighbourhood W ′ ∈ O(K) contains a
zero-neighbourhood of the form described in this paragraph.
(d) Finally, the topology is the unique locally multiplicatively convex algebra topology
which satisﬁes the universal property that an algebra homomorphism :O(K) → A
from O(K) into a locally multiplicatively convex algebra A over C is continuous if and
only if the compositions  ◦ 
U are continuous for all U ∈ U◦(K). We will usually
apply this property to commutative continuous inverse algebras A, which are locally
multiplicatively convex by Turpin’s result [45].
Note that if K ⊆ U ⊆ E′ with K compact and U open then there exist n ∈ N, an n-tuple
x ∈ En, and an open subset V ⊆ Cn such that K ⊆ xˆ−1(V ) ⊆ U , and we may assume that
x is linearly independent. Therefore, the corresponding algebrasO∞(xˆ−1(V ))O∞(V ) are
coﬁnal in the directed system which deﬁnes O(K).
5.1 Proposition (O(K) is a continuous inverse algebra). Let E be a locally convex complex
vector space, let K ⊆ E′ be a compact subset of the weak∗-dual of E, and topologize
the algebra O(K) of germs of holomorphic functions in K as the locally multiplicatively
convex direct limit of the Banach algebras of bounded holomorphic functions on open
neighbourhoods of K in E′. Then O(K) is a Hausdorff space and a continuous inverse
algebra.
Proof. In order to prove the Hausdorff property, choose a linearly independent n-tuple
x ∈ En, an open neighbourhood V ⊆ Cn of xˆ(K), and a function f ∈ O∞(xˆ−1(V ))
such that the germ of f in K does not vanish. We will separate f from 0 by an algebra
homomorphism  from O(K) into the algebra C[[z]] of formal power series such that  is
continuous with respect to the sequence of sub-multiplicative semi-norms
∞∑
j=0
aj z
j −→
m∑
j=0
|aj |:C[[z]] −→ R+0 (m ∈ N0).
Note that these semi-norms describe the product topology on CN0 if we identify a formal
power series with its sequence of coefﬁcients. Choose  ∈ K such that the germ of f in
 does not vanish. Considering the Taylor expansion of f ◦ sx at xˆ() ∈ Cn, we ﬁnd
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a vector  ∈ Cn such that the holomorphic function  → f (sx(xˆ() + )), which is
deﬁned in a neighbourhood of 0 in C, has non-vanishing germ in 0 ∈ C. Deﬁne s:C →
E′,  → + sx(). Note that all  ∈ C satisfy xˆ(s()) = xˆ() + , so that the equation
f (s())= f (sx(xˆ()+ )) holds for all  ∈ C for which f (s()) is deﬁned. In particular,
the germ of f ◦ s in 0 ∈ C does not vanish. For each U ∈ U◦(K), deﬁne an algebra
homomorphism U :O∞(U) → C[[z]] by assigning to g ∈ O∞(U) the Taylor expansion
of g ◦ s at 0 ∈ C. The Cauchy integral formula implies that each U is continuous. As
C[[z]] is a locallymultiplicatively convex algebra, the family (U)U∈U◦(K) induces a unique
continuous algebra homomorphism :O(K) → C[[z]] such that  ◦ 
U = U holds for
each U ∈ U◦(K). Since C[[z]] is a Hausdorff space and (f ) 	= 0, we conclude that 0 and
f have disjoint neighbourhoods in O(K).
Let W ⊆ O(K) be the union of the images of the open unit balls in O∞(U) under the
germ maps 
U , where U ranges over U◦(K). Then W is convex, balanced, and absorbing,
and W · W ⊆ W . Hence W is a neighbourhood of 0 in O(K). Since 1 + W is contained in
the unit group O(K)×, we conclude that O(K)× is a neighbourhood of 1 and hence open
in O(K). As inversion is continuous with respect to every sub-multiplicative semi-norm
(Michael [31, 2.8]), this proves that O(K) is a continuous inverse algebra. 
The question whetherO(K) is complete (or at least Mackey complete) is left open except
in the case that the dimension of E is countable, in which a positive answer will be given in
Remark 5.6. I do not know any positive result about the completeness of the direct limit of
an uncountable directed system of vector spaces. Countable direct limits of Banach spaces
are complete if the connecting maps are embeddings (Bourbaki [12, II, Section 4, prop. 9])
or compact (Floret [17, Section 7.4]). Bourbaki [11, III, Section 1, exerc. 2] gives an example
of an uncountable direct limit which is not complete although the directed system consists
of embeddings between Banach spaces. Raı˘kov [39, Section 6] observed that every direct
limit of Banach spaces can be written as the direct limit of a system in which the connecting
maps are compact (see Floret [17, Section 6.7]).
One could try to circumvent this problem by considering the completion of O(K).
Unfortunately, it seems to be unknown whether the completion of a continuous inverse
algebra is always a continuous inverse algebra.
As a substitute for completeness, the holomorphic functional calculus works for the
algebra O(K). Indeed, let f ∈ O(K)n. Then f (K) ⊆ SpO(K)(f ) because the Gelfand
spectrum O(K) contains the evaluations in points of K. Hence for all g ∈ O(SpO(K)(f )),
one can form g ◦ f ∈ O(K).
If f ∈ O(K) is a single element then f ∈ O(K)× if and only if 0 /∈ f (K), so that
SpO(K)(f ) = f (K). The analogue of the last statement for the joint spectrum of an
n-tuple in O(K) already fails if E = C2 and K is a Hartogs ﬁgure (see Range [38, II.2]).
However, this analogue is contained in Proposition 5.5 below under the hypothesis that K is
equicontinuous and rationally convex. The latter condition means that for every  ∈ E′\K ,
there is a polynomial function p:E′ → C such that p() /∈p(K).
5.2 Lemma (Approximation by rational polyhedra). Let E be a locally convex complex
vector space, let K ⊆ E′ be a rationally convex equicontinuous closed subset, and let
U ⊆ E′ be an open neighbourhood of K. Then there exist a ﬁnite subset F ⊆ E and a ﬁnite
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set P of complex-valued polynomial functions on E′ such that
K ⊆ { ∈ E′; ∀x ∈ F : |(x)|< 1 and ∀p ∈ P : |p()|> 1} and
{ ∈ E′; ∀x ∈ F : |(x)|1 and ∀p ∈ P : |p()|1} ⊆ U .
In particular, the ﬁnite set P ′ := P ∪ {xˆ; x ∈ F } of polynomial functions on E′ satisﬁes⋂
p∈P ′p−1(p(K)) ⊆ U .
Note that an equicontinuous closed subset of E′ is compact by the Alaoglu–Bourbaki
Theorem (Schaefer [42, III.4.3]). Conversely, if E is a Fréchet space then every
weak∗-compact subset of E′ is equicontinuous by the Banach–Steinhaus Theorem
(Rudin [41, 2.6]).
Proof. Since K is equicontinuous, the polar
K◦ = {y ∈ E; ∀ ∈ K: |(y)|1}
of K is a neighbourhood of 0 in E. Hence the bipolarK◦◦ is an equicontinuous closed subset
of E′ and therefore compact. Note that K◦◦ is the closed convex balanced hull of K by the
Bipolar Theorem (see, for instance, Jarchow [28, 8.2.2].)
Choose a number n ∈ N, an n-tuple y ∈ En, and an open subset V ⊆ Cn such that
K ⊆ yˆ−1(V ) ⊆ U . Set K1 := K◦◦\yˆ−1(V ). For each  ∈ K1, there is a polynomial
function p:E′ → C such that p() /∈p(K), and we may assume that p() = 0 and
p(K) ⊆ { ∈ C; ||2}. Thus { ∈ E′; |p()|< 1} is an open neighbourhood of . By
compactness of K1, there is a ﬁnite subset F1 ∈ K1 such that
K1 ⊆
⋃
∈F1
{ ∈ E′; |p()|< 1}.
Set P := {p; ∈ F1}. Then K ⊆ { ∈ E′; ∀p ∈ P : |p()|> 1}.
Enlarging n and extending y if necessary, we may assume that for every  ∈ F1, there is
a polynomial q:Cn → C such that p = q ◦ yˆ. Set
C := { ∈ Cn; ∀ ∈ F1: |q()|1}.
If  ∈ K◦◦ satisﬁes yˆ() ∈ C then  /∈K1 and hence  ∈ yˆ−1(V ). Thus C ∩ yˆ(K◦◦) ⊆ V .
Since the compact convex balanced set yˆ(K◦◦) and the closed set C\V are disjoint, we
may choose a compact convex neighbourhood K2 ⊆ Cn of yˆ(K◦◦) which does not meet
C\V . For each boundary point  ∈ K2, there is a linear functional  ∈ (Cn)′ such that
|()|> 1 and (yˆ(K◦◦)) ⊆ { ∈ C; ||< 1}. By compactness of K2, there is a ﬁnite
subset F2 ⊆ K2 such that
K2 ⊆
⋃
∈F2
{ ∈ Cn; |()|> 1}.
Thus the set { ∈ Cn; ∀ ∈ F2: |()|1} is a convex neighbourhood of yˆ(K◦◦) which
does not meet K2 and hence is contained in the interior of K2. For each  ∈ F2, there is
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a unique x ∈ E such that xˆ =  ◦ yˆ. Set F := {x;  ∈ F2}. Then K ⊆ { ∈ E′; ∀x ∈
F : |(x)|< 1}.
It remains to prove that
{ ∈ E′; ∀x ∈ F : |(x)|1 and ∀p ∈ P : |p()|1} ⊆ U .
Let  be an element of the set on the left-hand side. All  ∈ F2 satisfy 1 |(x)| =
|(yˆ())|, so that yˆ() ∈ K2. All  ∈ F1 satisfy 1 |p()| = |q(yˆ())|, so that
yˆ() ∈ C. Hence yˆ() ∈ C ∩ K2 ⊆ V , and we conclude that  ∈ yˆ−1(V ) ⊆ U .
5.3 Remark. Let E be a locally convex complex vector space, let K ⊆ E′ be an polyno-
mially convex equicontinuous closed subset, and let U ⊆ E′ be an open neighbourhood of
K. Then there is a ﬁnite set F of complex-valued polynomial functions on E′ such that
K ⊆ { ∈ E′; ∀p ∈ P : |p()|< 1} and
{ ∈ E′; ∀p ∈ P : |p()|1} ⊆ U .
The proof of this fact is a small modiﬁcation of the preceding proof of Lemma 5.2. This
result, applied to the Gelfand spectrum of a continuous inverse algebra over C, entails
Corollary 4.7. This illustrates the Arens–Calderón trick.
5.4 Lemma (Approximation by rational functions). Let E be a locally convex complex
vector space, and let K ⊆ E′ be a rationally convex equicontinuous closed subset. Let
f ∈ O(K) and > 0. Then there are polynomial functions s and t on E′ with 0 /∈ t (K) such
that ‖(f − s/t)|K‖∞ < .
The proof of this lemma was inspired by Rossi’s work [40] on meromorphic convexity.
Proof. Choose a linearly independent n-tuple y ∈ En, an open neighbourhood V ⊆ Cn of
yˆ(K), and a holomorphic function g ∈ O(V ) such that f is the germ of g ◦ yˆ in K. Set U :=
yˆ−1(V ), and choose a ﬁnite subset F ={x1, . . . , xl} ⊆ E and a ﬁnite set P ={p1, . . . , pm}
of complex-valued polynomial functions onE′ as in Lemma 5.2. Enlarging n and extending
y if necessary, we may assume that every p ∈ P has the form qp ◦ yˆ for some polynomial
qp on C
n and that F is contained in the linear span of {y1, . . . , yn}. We may still assume
that the n-tuple y is linearly independent, so that yˆ:E → Cn is surjective. Under these
hypotheses, we have a well-deﬁned complex analytic map
h:Cn −→ Cl+m+n
yˆ() −→ (xˆ1(), . . . , xˆl(), p1(), . . . , pm(), yˆ1(), . . . , yˆn()),
where  ∈ E′. Note that h is a closed embedding. The complex analytic manifold
Y := { ∈ Cl+m+n; |1|< 1, . . . , |l |< 1, |l+1|> 1, . . . , |l+m|> 1}
is a product of open subsets of C and hence a Stein manifold (see, for instance, Range
[38, II.3.8]).We claim thatW := h−1(Y ) ⊆ V . Indeed, if  ∈ W then =yˆ() for some ∈
E′, and we have |(x)|< 1 for all x ∈ F and |p()|> 1 for all p ∈ P . Hence  ∈ yˆ−1(V )
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by the choice of F and P, and we conclude that  ∈ V . Similarly, we ﬁnd that yˆ(K) ⊆ W .
The image h(W) = Y ∩ im(h) is a closed submanifold of Y. Since Y is a Stein manifold,
every holomorphic function on h(W) has a holomorphic extension toY (Gunning and Rossi
[24,VIII.A.18]). Hence there exists k ∈ O(Y ) such that k◦h|W =g|W . By Laurent extension
(see Range [38, II.1.4]), there is a Laurent polynomial
r ∈ C[1, . . . , l , l+1, −1l+1, . . . , l+m, −1l+m, l+m+1, . . . , l+m+n]
such that |k() − r()|<  holds for every  ∈ h(yˆ(K)). In other words, every  ∈ K
satisﬁes |f () − (r ◦ h ◦ yˆ)()|< . Since none of the polynomial functions p ∈ P has a
zero in K, the rational function r ◦h◦ yˆ onE′ can be written as a quotient of two polynomials
such that the denominator has no zero in K. 
5.5 Proposition (Gelfand spectrum of O(K)). Let E be a locally convex complex vector
space, and let K ⊆ E′ be a rationally convex equicontinuous closed subset of the weak∗-
dual of E. Then the map
:K −→ O(K),  −→ (f → f ()),
which maps  ∈ K to the evaluation in , is a homeomorphism. Its inverse is given by
−1()(x) = (xˆ) for  ∈ O(K) and x ∈ E. In particular, every n-tuple f ∈ O(K)n
satisﬁes SpO(K)(f ) = f (K).
Note that the hypotheses of the proposition are satisﬁed if E is a continuous inverse
algebra over C and K ⊆ E′ is its Gelfand spectrum.
Proof. The map  is continuous because  → f ():K → C is continuous for every
f ∈ O(K). It is injective because the elements of O(K), and indeed those of the form xˆ for
x ∈ E, separate the points of K.
Choose  ∈ O(K), and deﬁne a linear functional :E → C, x → (xˆ). In order to see
that  is continuous, let U ⊆ C be a zero-neighbourhood. By equicontinuity of K, there is
a zero-neighbourhood V ⊆ E such that (V ) ⊆ U holds for every  ∈ K . Hence every
x ∈ V satisﬁes
(x) = (xˆ) ∈ SpO(K)(xˆ) = xˆ(K) ⊆ U .
Thus  is continuous. Every polynomial function from E′ into C has the form p ◦ xˆ for
some x ∈ En and some polynomial p:Cn → C. The calculation
(p ◦ xˆ)() = p((xˆ1), . . . , (xˆn)) = (p ◦ xˆ) ∈ SpO(K)(p ◦ xˆ) = (p ◦ xˆ)(K)
shows that  ∈ K . Therefore, we may deﬁne a map
:O(K) −→ K,  −→ (x → (xˆ)).
This map is continuous because  → (xˆ):O(K) → C is continuous for every x ∈ E.
If  ∈ K and x ∈ E then
(())(x) = ()(xˆ) = xˆ() = (x)
whence (()) = .
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It remains to prove that◦ is the identity map onO(K). Let  ∈ O(K) and f ∈ O(K).
We have to prove that (())(f ) = (f ). Choose > 0. Lemma 5.4 yields polynomial
functions s and t on E′ with 0 /∈ t (K) such that ‖(f − s/t)|K‖∞ < . The calculation
(f ) − ( s
t
) = (f − s
t
) ∈ SpO(K)(f − st ) = (f − st )(K)
shows that |(f ) − (s/t)|< , and similarly |(())(f ) − (())(s/t)|< . There
exist an n-tuple x ∈ En and polynomials p and q on Cn such that s = p ◦ xˆ and t = q ◦ xˆ.
We calculate
(())
( s
t
)
= s
t
(()) =
(
p
q
◦ xˆ
)
(()) = p
q
((xˆ1), . . . , (xˆn))
= p((xˆ1), . . . , (xˆn))
q((xˆ1), . . . , (xˆn))
= (p ◦ xˆ)
(q ◦ xˆ) = 
(
p ◦ xˆ
q ◦ xˆ
)
= 
( s
t
)
.
Thus |(())(f ) − (f )|< 2. Since this holds for arbitrary > 0, we conclude that
(())(f ) = (f ). 
5.6 Remark. One could also topologize O(K) as the direct limit of the algebras O∞(U) in
the category of locally convex vector spaces. This topology is ﬁner than the one considered
before. The construction of a basis of zero-neighbourhoods which is analogous to (c) in the
description of the locally multiplicatively convex direct limit topology above (see Bourbaki
[12, II, Section 4.4]) is simpler, and the universal property applies to all linear maps into
locally convex complex vector spaces rather than to algebra homomorphisms only. If E′ is
metrizable, which holds if and only if the dimension of E is at most countable, thenO(K) in
its locally convex direct limit topology is a complete continuous inverse algebra over C and
hence locally multiplicatively convex, see [5] or Glöckner [22]. Therefore, the two direct
limit topologies coincide for metrizable E′. However, if E has uncountable dimension, we
will prove in Section 6 that multiplication in O(K) is not jointly continuous with respect to
the locally convex direct limit topology.According toTurpin [45], this implies that inversion
inO(K) is not continuous either. For this reason, we will always considerO(K) in its locally
multiplicatively convex direct limit topology.
6. Discontinuity of multiplication in O(K)
When we introduced the algebra O(K) for a compact subset K of the weak∗-dual of
a locally convex vector space E in Section 5, we announced that its multiplication is no
longer continuous if its topology is replaced by the direct limit topology in the category
of locally convex complex vector spaces, provided that the dimension of E is uncountable.
This section is devoted to the proof of this fact.
6.1 Theorem. Let E be a locally convex complex vector space of uncountable dimension,
let K ⊆ E′ be a compact subset of the weak∗-dual of E, and topologize the algebra O(K)
of germs of holomorphic functions in K as the locally convex direct limit of the Banach
algebras of bounded holomorphic functions on open neighbourhoods of K in E′. Then
multiplication in O(K) is not jointly continuous.
H. Biller / Expo. Math. 25 (2007) 131–163 153
This situation arises inmany relevant examples. For instance, theBaireCategoryTheorem
implies that every inﬁnite-dimensional Fréchet space has uncountable dimension. Note,
however, that a real vector space of countable dimension is complete with respect to its
ﬁnest locally convex topology (cf. Bourbaki [12, II, Section 4.6]), i.e. if it is topologized as
the locally convex direct limit of its ﬁnite-dimensional subspaces.
Note that the weak∗-topology is slightly more general than it might seem. Indeed, let
E × F → C be a non-degenerate bilinear pairing of complex vector spaces. Then F,
equipped with the E-topology, is the weak∗-dual of E, equipped with the F-topology
(cf. Rudin [41, 3.10]).
Proof of Theorem 6.1. By translation invariance, we may assume that 0 ∈ K . Choose
a basis B ⊆ E of the vector space E. This gives rise to a linear topological embedding
E′ ↪→ CB, → (x → (x)). LetF be the set of ﬁnite subsets of B. If F ∈ F then the
linear map
Fˆ :E′ −→ CF ,  −→ (x → xˆ() = (x)),
which is the composition of the above embedding E′ ↪→ CB with the restriction projection
CB → CF , is surjective by the Hahn–Banach Separation Theorem. Like in Section 5,
we ﬁx a linear section sF :CF → E′ for Fˆ .
Equip CF with the maximum metric. For each F ∈F and each n ∈ N, set
VF,n := { ∈ CF ; d(, Fˆ (K))< 1n }
and UF,n := Fˆ−1(VF,n). Note that VF,n contains the open polycylinder with centre 0 and
polyradius ( 1
n
, . . . , 1
n
) because 0 ∈ K . All F,F ′ ∈ F and n ∈ N satisfy UF∪F ′,n ⊆
UF,n ∩ UF ′,n. The sets UF,n form a neighbourhood basis of K in E′. As we saw at the
beginning of Section 5, the map
f −→ f ◦ Fˆ |UF,n :O∞(VF,n) −→ O∞(UF,n)
is an isomorphism with inverse g → g ◦ sF |VF,n . Let AF,n ⊆ A := O(K) be the subalgebra
of germs of functions in O∞(UF,n), and let BF,n ⊆ AF,n be the open unit ball with respect
to the supremum norm on O∞(UF,n).
The locally convex direct limit topology on A can be described as follows (see Bourbaki
[12, II, Section 4.4]). Since the UF,n form a neighbourhood basis of K in E′, the algebras
AF,n are coﬁnal in the directed systemwhich deﬁnesA. For every functionh:F×N → R+,
set
Wh := conv
⋃
{h(F, n)BF,n;F ∈F, n ∈ N}.
The sets Wh form a basis of zero-neighbourhoods in A.
Since B is an uncountable set, a lemma due to Bisgaard [6] (cf. Kakutani and Klee [29])
yields a function g:B × B → R+ with the property that for every function f :B → R+,
there is some (x, y) ∈ B2 such that g(x, y)<f (x) · f (y). Bisgaard’s proof shows that one
may assume x 	= y. (Instead of analysing the proof, one could apply Bisgaard’s Lemma to
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the function x → min{f (x),√g(x, x)} in the place of f.) Deﬁne
h:F× N −→ R+, (F, n) −→ 1
n2
min{g(x, y); (x, y) ∈ F 2},
and let Wh be the zero-neighbourhood in A deﬁned in terms of h as above. Let k:F×N →
R+ be arbitrary. We will show that Wk · WkWh, which implies that multiplication in A is
not continuous. Deﬁne
f :B −→ R+, x −→ k({x}, 1)
2 sup{||;  ∈ V{x},1} ,
so that every x ∈ B satisﬁes
f (x) · xˆ ∈ k({x}, 1)B{x},1 ⊆ Wk .
Bisgaard’s Lemma yields x, y ∈ B with x 	= y such that g(x, y)<f (x) · f (y). We claim
that the germ
u := f (x) · xˆ · f (y) · yˆ ∈ Wk · Wk
does not belong toWh. Suppose, to the contrary, thatu canbewritten as a convex combination
u =∑lj=1j uj with j 0 and∑lj=1j = 1, where
uj ∈ h(Fj , nj )BFj ,nj for some Fj ∈F and some nj ∈ N.
Set F := {x, y} ∪⋃lj=1Fj . Observe that
Fˆ (UFj ,nj ) = s−1F (UFj ,nj ) = { ∈ CF ; (z)z∈Fj ∈ VFj ,nj }
holds for all j ∈ {1, . . . , l}. Extending the germs u and uj to holomorphic functions in a
natural way, we may deﬁne holomorphic functions on neighbourhoods of 0 in CF by
u˜ := 1
g(x, y)
u ◦ sF ∈ O∞(s−1F (U{x,y},1)),
u˜j := 1
g(x, y)
uj ◦ sF ∈ O∞(s−1F (UFj ,nj )).
Note that u˜() = c xy with c : =f (x) · f (y)/g(x, y)> 1. Moreover, if {x, y} ⊆ Fj then
‖u˜j‖∞ < h(Fj , nj )
g(x, y)
 1
n2j
.
If x /∈Fj then {x;  ∈ s−1F (UFj ,nj )} = C, whence u˜j does not depend on x by Liouville’s
Theorem. Similarly, if y /∈Fj then u˜j does not depend on y . Hence all j ∈ {1, . . . , l}
satisfy
‖u˜j‖∞ < 1
n2j
or
2u˜j
xy
(0) = 0.
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As the germs of u˜ and of
∑l
j=1j u˜j at 0 ∈ CF coincide, we have reached a contradiction
to the following lemma. 
6.2 Lemma. Let l, m ∈ N with m2, and let n1, . . . , nl ∈ N. For each j ∈ {1, . . . , l}, let
fj ∈ O∞( 1nj Dm), where D := { ∈ C; ||< 1} denotes the open unit disc, and assume that
‖fj‖∞ < 1
n2j
or
2fj
12
(0) = 0.
Let 1, . . . , l0 with
∑l
j=1j = 1, let c ∈ C, and assume that
c 12 =
l∑
j=1
j fj ()
holds for all sufﬁciently small  ∈ Cm. Then |c|< 1.
Proof. The equation in the lemma holds, in particular, for all sufﬁciently small  ∈ Cm
with 3 = 4 = · · · = m = 0. Therefore, it sufﬁces to treat the case that m = 2, which we
will now assume.
Fix j ∈ {1, . . . , l}. The function fj has a Taylor series expansion
fj () =
∑
k∈N20
ak
k1
1 
k2
2
(
 ∈ 1
nj
D2
)
,
and the coefﬁcients ak ∈ C satisfy the Cauchy estimates |ak|‖fj‖∞ · nk1+k2j (see, for
instance,Range [38,Chapter 1]). In particular, the hypotheses onfj imply that the coefﬁcient
a(1,1) = 
2fj
12
(0) satisﬁes |a(1,1)|< 1. Deﬁne holomorphic functions by
gj :
1
nj
D −→ C,  −→
∞∑
k=1
a(k,0)
k−1
,
hj :
1
nj
D −→ C,  −→
∞∑
k=1
a(0,k)
k−1
,
kj :
1
nj
D2 −→ C,  −→
∑
k∈N2
ak
k1−1
1 
k2−1
2 ,
so that
fj () = fj (0) + 1gj (1) + 2hj (2) + 12kj ()
and |kj (0)| = |a(1,1)|< 1.
We obtain the equation
c12 =
l∑
j=1
j fj (0) + 1
l∑
j=1
j gj (1) + 2
l∑
j=1
j hj (2) + 12
l∑
j=1
j kj ()
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for all sufﬁciently small  ∈ C2. Setting the variables equal to 0 in turn, we ﬁnd that the ﬁrst
three sums on the right-hand side vanish. Thus c =∑lj=1j kj (). For = 0, we conclude
that
|c| =
∣∣∣∣∣∣
l∑
j=1
j kj (0)
∣∣∣∣∣∣ 
l∑
j=1
j |kj (0)|< 1,
which was to be proved. 
7. Holomorphic functions on neighbourhoods of the Gelfand
spectrum
7.1 Theorem (The functional calculus for holomorphic functions on neighbourhoods of the
Gelfand spectrum). Let A be a Mackey-complete commutative continuous inverse algebra
over C. Then there is a unique continuous unital algebra homomorphism A:O(A) → A
with A((aˆ)˜ ) = a for every a ∈ A.
Here (aˆ)˜ denotes the germ of aˆ in A.
Proof. Assume that A:O(A) → A is a homomorphism with the required properties.
For each n ∈ N and each open subset U ⊆ Cn, deﬁne
U :O(U) × AU −→ A, (f, a) −→ A((f ◦ aˆ)˜ ).
Choose a ∈ AU . Let V ⊆ Cn be a relatively compact open neighbourhood of Sp(a)
such that V ⊆ U . If f ∈ O(U) then f ◦ aˆ|aˆ−1(V ) ∈ O∞(aˆ−1(V )). This shows that f →
(f ◦ aˆ)˜ :O(U) → O(A) is continuous. Hence U(·, a):O(U) → A is a continuous unital
algebra homomorphism, and it maps the jth coordinate function to aj .
Let mn, and let V ⊆ Cn and U ⊆ Cm be open sets with prm,n(V ) ⊆ U . If f ∈ O(U)
and a ∈ AV ⊆ An then
V (f ◦ prm,n|V , (a1, . . . , an)) = A((f ◦ prm,n ◦ (aˆ1, . . . , aˆn))˜ )
=A((f ◦ (aˆ1, . . . , aˆm))˜ )
= U(f, (a1, . . . , am)).
The uniqueness of the n-variable holomorphic functional calculus (Theorem 4.8) yields
U =A,U for each open subset U of some Cn. Since every element of O(A) is the germ
of f ◦ aˆ for suitable U ⊆ Cn and (f, aˆ) ∈ O(U) × AU , the equation
A((f ◦ aˆ)˜ ) =A,U (f, a) (1)
proves uniqueness of A.
We will use this equation in order to deﬁne A. Let U ⊆ A′ be an open neighbourhood
of A. Choose m ∈ N, a linearly independent m-tuple a ∈ Am, and a bounded open subset
H. Biller / Expo. Math. 25 (2007) 131–163 157
V ⊆ Cm such that A ⊆ aˆ−1(V ) ⊆ U . Let sa :Cm → A′ be a linear section for aˆ. Deﬁne
a continuous unital algebra homomorphism
U :O
∞(U) −→ A, f −→ A,V (f ◦ sa|V , a).
We claim that U does not depend on the choice of m, a, V, and sa . Different choices of
sa lead to the same composition f ◦ sa|V because every function f ∈ O∞(U) is constant
on the ﬁbres aˆ−1() for  ∈ V . The choice of V does not matter since if V ′ ⊆ Cm is a
bounded open subset with A ⊆ aˆ−1(V ′) ⊆ U then f ◦ sa|V and f ◦ sa|V ′ coincide on the
neighbourhood V ∩ V ′ of Sp(a). Choose n ∈ N, a linearly independent n-tuple b ∈ An,
and a bounded open subset W ⊆ Cn such that A ⊆ bˆ−1(W) ⊆ U , and let sb:Cn → A′
be a linear section for bˆ. In order to prove that A,V (f ◦ sa|V , a) = A,W (f ◦ sb|W, b),
we may assume that bˆ−1(W) ⊆ aˆ−1(V ). The set bˆ−1(W) contains a translate of ker(bˆ),
and the image of this afﬁne subspace under aˆ is contained in V and hence bounded. This
shows that ker(bˆ) ⊆ ker(aˆ). Hence there is a linear map :Cn → Cm such that aˆ =  ◦ bˆ.
The Hahn–Banach Theorem shows that the matrix (ljk)jk of  with respect to the standard
bases satisﬁes aj = ∑
k
ljkbk whenever 1jm. This implies that A,Cn(j , b) = aj .
Let  ∈ bˆ−1(W). Then f () = (f ◦ sb ◦ bˆ)() and f () = (f ◦ sa ◦ aˆ)() = (f ◦
sa ◦  ◦ bˆ)(). Hence f ◦ sb|W = f ◦ sa ◦ |W . Compatibility of the n-variable holomor-
phic functional calculus with composition of analytic maps (Theorem 4.11) allows us to
conclude that
A,W (f ◦ sb|W, b) =A,W (f ◦ sa ◦ |W, b)
=A,V (f ◦ sa|V , (A,W (j |W, b))j=1,...,m)
=A,V (f ◦ sa|V , a).
Hence the deﬁnition of U is indeed independent of all our choices. Moreover, if U ′ ⊆ A′
is an open neighbourhood of A with U ′ ⊆ U then the same argument shows that every
f ∈ O∞(U) satisﬁes U ′(f |U ′) = U(f ). Hence the system (U)U induces a continuous
unital algebra homomorphismA from the direct limitO(A) intoA. Finally, let a ∈ A\{0},
so that aˆ:A′ → C is surjective, and let V ⊆ C be a bounded neighbourhood of Sp(a). Then
A((aˆ)˜ ) =A,V (idV , a) = a. 
7.2 Theorem (Naturality of A). Let :A → B be a unital homomorphism of Mackey-
complete commutative continuous inverse algebras over C, and let ∗:B ′ → A′ be the
adjoint map. If f ∈ O(A) then
(A(f )) = B(f ◦ ∗).
Note that the germ f ◦ ∗ is deﬁned because ∗(B) ⊆ A.
Proof. Choose n ∈ N, an n-tuple a ∈ An, an open neighbourhood U ⊆ Cn of SpA(a),
and a function g ∈ O(U) such that f = (g ◦ aˆ)˜ . Then (1) in the proof of Theorem 7.1
and naturality of the n-variable holomorphic functional calculus with respect to algebra
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homomorphisms (Theorem 4.9) yield
B(f ◦ ∗) = B((g ◦ aˆ ◦ ∗)˜ ) = B((g ◦ ×n(a)̂ )˜ )
=B,U (g,×n(a)) = (A,U (g, a)) = (A((g ◦ aˆ)˜ )) = (A(f ))
as required. 
7.3 Corollary (Compatibility of A with characters). Let A be a Mackey-complete
commutative continuous inverse algebra overC. Iff ∈ O(A) and  ∈ A then (A(f ))=
f (). In particular, Sp(A(f )) = f (A).
Proof. In order to understand C, we identify C with its own dual, using multiplication
as the pairing. Then C = {1} and ∗() =  · . The germ at 1 of a holomorphic function
g deﬁned on an open neighbourhood of 1 in C can be identiﬁed with the power series
expansion of g at 1. We have C(1) = 1 and C(i˜dC) = C((1ˆ)˜ ) = 1. Continuity of C
implies that
C
⎛⎝( → ∞∑
n=0
an(− 1)n
)˜⎞⎠= a0
or, in other words, that C(g˜) = g(1). We conclude from Theorem 7.2 that
(A(f )) = C((f ◦ ∗)˜ ) = f (∗(1)) = f (). 
7.4 Proposition (Compatibility of A with composition). Let A be a Mackey-complete
commutative continuous inverse algebra over C. Let f ∈ (O(A))n, let U ⊆ Cn be an
open neighbourhood of f (A), and let g ∈ O(U). Then
A(g ◦ f ) =A,U (g, (A(f1), . . . ,A(fn))).
Proof. Choose a number m ∈ N, an m-tuple a ∈ Am, an open neighbourhood V ⊆ Cm of
Sp(a), and a complex analytic map h:V → U such that f = (h ◦ aˆ)˜ . Then Eq. (1) in the
proof of Theorem 7.1 and compatibility of the n-variable holomorphic functional calculus
with composition of analytic maps (Theorem 4.11) show that
A(g ◦ f ) = A((g ◦ h ◦ aˆ)˜ ) =A,V (g ◦ h, a)
=A,U (g, (A,V (hj , a))j=1,...,n) =A,U (g, (A(fj ))j=1,...,n)
which is what we had to prove. 
8. The implicit function theorem
Let A be a Mackey-complete continuous inverse algebra over C. Let U ⊆ Cm × Cn
be open, let F :U → Cn be complex analytic, and let a ∈ Am. We would like to ﬁnd
an n-tuple b ∈ An such that Sp(a, b) ⊆ U and F [a, b] = 0. A necessary condition for
the existence of a solution b ∈ An is the existence of a continuous function g:A →
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Cn such that F(aˆ(), g()) is deﬁned and vanishes for all  ∈ A. Indeed, the Gelfand
transform of a solution is such a function. We prove that this condition is also sufﬁcient if
2F(aˆ(), g(); ·) ∈ End(Cn) is invertible for all  ∈ A. Under this hypothesis, there is
exactly one solution b ∈ An which satisﬁes bˆ|A = g.
When n = 1 and A is a Banach algebra, this is due to Arens and Calderón [3] (for poly-
nomial equations) and to Gamelin [18]. We combine the inﬁnite-dimensional holomorphic
functional calculus with recent results on implicitly deﬁned functions from locally convex
vector spaces into Banach spaces due to Hiltunen [26,27] and Glöckner [21] in order to
obtain a proof of the n-variable result. Even in the one-variable situation, this proof seems
particularly short and transparent.
8.1 Proposition (Analytic extension of implicit functions). Let X be a locally convex
vector space over C, and let Y be a complex Banach space. Let U ⊆ X × Y be open,
and let F :U → Y be complex analytic. Let K ⊆ X be compact. Let g:K → Y be a
continuous map such that for all x ∈ K , the relations (x, g(x)) ∈ U and F(x, g(x)) = 0
hold, and the continuous linear endomorphism 2F(x, g(x); ·) ofY is invertible. Then there
is an open neighbourhood U ′ ⊆ U of the graph of g and a complex analytic function
h: pr1(U ′) → Y such that the graph of h is U ′ ∩ F−1(0).
In other words, for every x ∈ pr1(U ′), the equation F(x, y) = 0 has a unique solution
(x, y) ∈ U ′, and this solution depends complex analytically on x. (Here pr1:X × Y → X
is the canonical projection.)
Proof. For each x ∈ K , the Implicit Function Theorem as given by Glöckner [21, 2.3]
yields open neighbourhoods Vx ⊆ X of x and Wx ⊆ Y of g(x) and a complex analytic
function hx :Vx → Wx such that Vx ×Wx ⊆ U , and the graph of hx is (Vx ×Wx)∩F−1(0).
We may assume that g(Vx ∩K) ⊆ Wx , so that the functions g and hx agree on Vx ∩K , and
that Vx is convex.
By Lebesgue’s Lemma, we may choose an open convex balanced neighbourhood V of 0
in X such that for every x ∈ K , there is a y ∈ K such that x + 3V ⊆ Vy . For each x ∈ K ,
the set V ′x := Vx ∩ (x + V ) is an open convex neighbourhood of x. Choose x, y ∈ K , and
assume that V ′x ∩V ′y 	= ∅. Then y+V ⊆ x+3V , and we ﬁnd z ∈ K such that V ′x ∪V ′y ⊆ Vz.
The set {x′ ∈ V ′x;hx(x′)=hz(x′)} is both open and closed in V ′x , and it is not empty because
it contains x. Hence the functions hx and hz agree on V ′x . Similarly, the functions hy and hz
agree on V ′y . Therefore, the functions hx and hy agree on the intersection V ′x ∩ V ′y .
Set V ′ := ⋃x∈KV ′x . The preceding paragraph shows that we may deﬁne an analytic
function h:V ′ → Y by h(x′)=hx(x′) if x′ ∈ V ′x . This function and the open neighbourhood
U ′ :=⋃x∈KV ′x × Wx of the graph of g have the required properties.
8.2 Theorem (Analytic equations in continuous inverse algebras). Let A be a Mackey-
complete commutative continuous inverse algebra over C. Let U ⊆ Cm ×Cn be open, and
letF :U → Cn be complex analytic. Let a ∈ Am, and let g:A → Cn be continuous. For all
 ∈ A, suppose that (aˆ(), g()) ∈ U andF(aˆ(), g())= 0and that2F(aˆ(), g(); ·) ∈
End(Cn) is invertible. Then there is a unique n-tuple b ∈ An such that bˆ|A = g and
A,U (F, (a, b)) = 0.
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Proof. Set U ′ := (aˆ × idCn)−1(U) ⊆ A′ × Cn, and deﬁne
F ′:U ′ −→ Cn, (, ) −→ F(aˆ(), ).
Proposition 8.1 yields an open neighbourhood V ⊆ A′ of A and a complex analytic
function h:V → Cn such that h|A = g, and every  ∈ V satisﬁes (, h()) ∈ U ′ and
0 = F ′(, h()) = F(aˆ(), h()). Set
b := A(h˜) = (A(h˜1), . . . ,A(h˜n)) ∈ An.
If  ∈ A then bˆ() = ×n(b) = h() = g() by Corollary 7.3. Moreover, Proposition 7.4
shows that
A,U (F, (a, b))
=A,U (F, (A((aˆ1)˜ ), . . . ,A((aˆm)˜ ),A(h˜1), . . . ,A(h˜n)))
= A((F ◦ (aˆ, h))˜ ) = A(0) = 0.
This proves the existence of a solution b ∈ An.
Let c ∈ An be an n-tuple with cˆ|A = g and A,U (F, (a, c)) = 0. Set r := c − b, and
let W ⊆ Cm × Cn × Cn be the set of all (, , ) such that U contains the line segment
[(, ), (, + )]. Then W is an open neighbourhood of Sp(a, b, r) = Sp(a, b) × {0}. For
j, k, l ∈ {1, . . . , n}, let ek, el ∈ Cn be the standard basis vectors, and deﬁne complex
analytic maps
Gjk:U −→ C, (, ) −→ 2Fj (, ; ek) and
Hjkl :W −→ C, (, , ) −→
∫ 1
0
(1 − t) 22Fj (, + t; ek, el) dt .
Here 22Fj is the derivative of the map  → 2Fj (, ; ). By the Taylor Formula,
all (, , ) ∈ W satisfy
Fj (, + ) − Fj (, ) =
n∑
k=1
Gjk(, )k +
n∑
k,l=1
Hjkl(, , ) kl .
Applying A,W to both sides of this equation at (a, b, r), we ﬁnd that 0 =∑nk=1 mjkrk ,
where
mjk = Gjk[a, b] +
n∑
l=1
rlHjkl[a, b, r].
Let M ∈ Mn(A) be the n × n matrix with entries mjk . For all  ∈ A,
(detM) = det((mjk))j,k∈{1,...,n} = det((Gjk[a, b]))j,k∈{1,...,n}
= det(Gjk(aˆ(), bˆ()))j,k∈{1,...,n} = det 2F(aˆ(), g(); ·) 	= 0.
Hence detM ∈ A×, which implies that M is an invertible element of Mn(A). We conclude
that r = 0. 
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8.3 Corollary (The Šilov Idempotent [16] Theorem [43]). Let A be a Mackey-complete
commutative continuous inverse algebra over C. Let K ⊆ A be compact and open. Then
there is a unique idempotent e ∈ A such that eˆ|A is the characteristic function of K.
Proof. Apply Theorem 8.2 with m = 0, n = 1, U = C, and F() = 2 − . 
One can easily prove Šilov’s Theorem directly fromTheorem 7.1. Indeed, choose disjoint
open neighbourhoods U,V ⊆ A′ of K and of A\K . Deﬁne f ∈ O(U ∪ V ) by f |U ≡ 1
and f |V ≡ 0. Then e =A(f˜ ) is an idempotent, and Corollary 7.3 shows that (e)= f ()
holds for every  ∈ A.
If e′ ∈ A is another idempotent with the required property then e′ − e = (e′)2 − e2 =
(e′−e)(e′+e), whence (e′−e)(e′+e−1)=0. Since the element e′+e−1 has non-vanishing
Gelfand transform, it is invertible, and we conclude that e′ = e.
This is the result for which Šilov originally developed his early version of the n-variable
functional calculus. Like Šilov’s Theorem, many of the numerous and important conse-
quences of the holomorphic functional calculus for commutativeBanach algebras carry over
to Mackey-complete commutative continuous inverse algebras with only minor changes in
the proofs.
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