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ABSTRACT
Real-Time Monitoring and Prediction of the Pilot Vehicle System
(PVS) Closed-Loop Stability
Tanmay Kumar Mandal

Understanding human control behavior is an important step for improving the safety
of future aircraft. Considerable resources are invested during the design phase of an aircraft to ensure that the aircraft has desirable handling qualities. However, human pilots
exhibit a wide range of control behaviors that are a function of external stimuli, aircraft
dynamics, and human psychological properties (such as workload, stress, confidence, and
sense of urgency). This variability is difficult to address comprehensively during the design phase and may lead to undesirable pilot–aircraft interaction, such as pilot-induced
oscillations (PIO). This creates the need to keep track of human pilot performance in
real-time to monitor the pilot vehicle system (PVS) stability.
This work focused on studying human control behavior using human-in-the-loop
(HuIL) experiments to obtain information about the human controlled system (HCS)
stability. The main focus of the dissertation is human control model parameter estimation
To replicate different flight conditions, this study included time delay and actuator rate
limiting phenomena, typical of actuator dynamics, during the experiments. To study
human control behavior, this study employed the McRuer model for single-input singleoutput manual compensatory tasks. The McRuer model is a lead-lag controller with
time delay which has been shown to adequately model manual compensatory tasks.
This dissertation presents a novel technique to estimate McRuer model parameters
in real-time and associated validation using HuIL experiments to correctly predict HCS

stability. The McRuer model parameters were estimated in real-time using an unscented
Kalman filter (UKF) approach. The estimated parameters were then used to analyze
the stability of the closed-loop HCS and verify them against the experimental data.
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Chapter 1

Introduction
1.1

Motivation and Literature Review

B

efore the Wright brothers, aerospace engineers already knew that an airfoil shaped
cross-section of a wing would provide sufficient lift to fly heavier-than-air ma-

chines. However, the Wright brothers’ breakthrough invention of three-axis aircraft control made it possible for a human pilot to fly and steer an aircraft safely [1]. Even today,
pilot–vehicle interaction receives much attention during the design phase of an aircraft.
However, it is difficult to foresee all the possible ways a human pilot can interact with an
aircraft due to a human pilot’s high degree of variability, non-linearity, and adaptability.
The complex nature of a human operator demands a collective approach of analysis from
the standpoint of control theory, psychology, neurology, and biology of human sensors,
such as the eye and vestibular system [2, 3, 4]. If not properly designed to mitigate
various handling issues regarding pilot–vehicle interaction, loss of control (LOC) events
such as pilot induced oscillations (PIOs) [5] could happen in which the pilot loses control
of the aircraft. There have been several high profile PIO incidents [6, 7] in aviation
history, which emphasizes the need to better understand human pilot control characteristics as a part of the overall pilot vehicle system (PVS) to reduce the occurrence of
such incidents. The Military Standard for Flying Qualities of Piloted Aircraft (MIL-STD
1797A) [8] defines PIO as “sustained or uncontrollable oscillations resulting from efforts

1
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of the pilot to control the aircraft.” It has been observed that recent advances in digital
fly-by-wire technology with augmented controls have led to an increase in PIO events [9,
10, 11, 12, 13]. The increasing complexity of digital fly-by-wire technology has made it
increasingly difficult to fully understand the stability properties of the PVS under various
circumstances.
A mathematical model that can capture the control characteristics of a human pilot
can provide important information regarding the stability margin of the PVS and help
predict the onset of instabilities. The first systematic attempt to study the manual
control of dynamic systems started in the 1940s. This earlier work began by studying
humans as a controller of single-variable, single-display linear time-invariant systems.
However, this was insufficient to generalize for most complex dynamic systems, such
as aircraft or cars [14, 15]. For a particular flying condition consisting of a simple
task, a human pilot can be satisfactorily represented as a quasi-linear system with a
linear component consisting of a corresponding gain, lead, lag, time delay, and nonlinear
remnant [16]. This quasi-linear model may not necessarily replicate the human control
output exactly, but is capable of giving basic information about the behavioral properties
of the human controller for control tasks in systems such as aircraft or cars [17]. Such
behavioral properties include the system order, bounds on natural frequency, and margins
[18, 3, 4, 19]. The most widely used quasi-linear models for human operators resulted
from the work of Russell, et al. [17], based on extensive experimental studies on different
type of systems. The quasi-linear pilot model consists of parameters that represent the
inherent limitations of human control, such as control bandwidth and delay in the human
neuromuscular system. For most single-input single-output problems, this quasi-linear
pilot model, which is essentially a lead-lag compensator with delay, has been successfully
used for human control analysis [20, 21, 22]. Another way of modeling human control
is to represent it by optimal controller [23, 24], this requires that the human controller
is highly skilled and operating conditions are invariant. However, during flight, many
factors change, such as wind gust, aircraft dynamics (for example change in fuel weight or
control modes), and the state of human operator. All these factors may lead to difficulties
in finding an optimal control strategy. This makes McRuer model better suited for the
study of general human control behavior[17].

Chapter 1. Introduction

1.2

3

Objective
The objective of this research was to study, quantify, and predict the stability char-

acteristics in real-time of single-input single-output manual compensatory tasks. Such
real-time estimation and analysis techniques could in the future be used to notify a pilot
of the onset of certain LOC events. However, factors such as high variability in the
control behavior among human operators, as well as their non-linearity and adaptability,
can make it challenging to develop any type of real-time human controller performance
monitoring or prediction framework. For this research, the human controller was modeled with a McRuer [2, 3, 4] model, with simulated pitch error as the input and joystick
deflection as the output. Only reactive compensatory control was considered in this
research—that is, the human controller aimed to reduce pitch angle error. If the task involves only pitch error reduction and the only feedback available to the human controller
is the pitch error information, then the human controller behavior is predominantly reactive and compensatory[2]. The other major type of control is predictive [2], which was
not studied during this effort. In predictive control human controller formulates a model
of the evolving input to generate control commands instead of relying solely on the error
feedback.
Real-time stability assessment of the closed-loop HCS requires real-time estimation
of the McRuer model parameters. Current McRuer model estimation techniques place
great emphasis on batch estimation techniques (such as least squares and maximum
likelihood) [22][25][26], in which researchers examine the flight data from a particular
flight phase and calculate the McRuer model parameters in an average sense post-flight;
i.e., estimation is carried out after the flight data is obtained and not in real-time. The
pilot model obtained using batch estimation is then used to quantify the stability margins
of the closed-loop HCS [22]. Although this method provides valuable insights to human
pilot characteristics, it neglects the variable nature of human behavior during the task
which can be represented by the change in McRuer model parameters. This dissertation
presents an estimation technique based on an unscented Kalman filtering (UKF) method
that estimates the McRuer model parameters in real-time. UKF is an extension of
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Kalman filter (KF) technique to non-linear state estimation and can be implemented in
real-time using predictor-corrector hierarchy [27]. The advantages of this technique are
immediately apparent in terms of being able to capture the variable nature of human
control. It also provides a real-time tool to monitor and predict the stability of the
closed-loop HCS. Other real-time techniques include the windowed maximum likelihood
estimator [28] and wavelet technique [29], which are susceptible to the length of window of
observation (i.e., the segment of data used for analysis and can induce delay in estimation)
and measurement noise used for feedback to improve the estimation. In contrast, the
UKF is easy to implement, is iterative, does not require a highly accurate representation
of initial conditions and is relatively resistant to measurement noises[27]. This property
makes UKF an ideal tool for real-time estimation of McRuer model parameters.
Previously extended Kalman filter (EKF) [30] had been used for real-time estimation
of McRuer model parameters but it failed to achieve satisfactory results due to nonlinearity of the estimation problem and lack of validation of the estimated parameters.
Johnson et. al. concluded that the pilot model parameters can be estimated with
small variance (high confidence) in real-time if the magnitude of the process noise is
sufficiently small. However, if the low process noise assumption fails and the assumed
initial conditions are drastically different to the real values (which are unknown), the
EKF diverged rapidly. In addition, EKF uses first order linearization for non-linear
estimation where as UKF uses a statistical linearization approach based on unscented
transformation and is of second order. This makes UKF more accurate and easier to
implement as compared to EKF. This dissertation presents a robust real-time estimator
formulation based on UKF.
In summary, the major contributions of this dissertation are:

1. Estimation of human control model parameters using UKF in real-time
2. Prediction of instability in a closed-loop human-machine system for pitch control
using HuIL experiments.

Chapter 1. Introduction

1.3

5

Organization
The rest of this dissertation is organized as follows. Chapter 2 provides details of

the UKF formulation for the real-time McRuer model parameter estimation and corresponding simulation results. Chapter 3 presents the HuIL experiments undertaken to
validate the estimator with actual human control data. Finally, Chapter 4 provides the
conclusion for this dissertation.

Chapter 2

Online McRuer Model Parameter
Estimation Using UKF

2.1

Introduction

I

n this chapter, a UKF based [31] real-time McRuer model parameter identification
algorithm is presented for a single-input single-output manual control tasks. The

UKF estimates the parameters of the McRuer model using human control inputs and
simulated pitch error data. The UKF algorithm was tested in simulations and was shown
to estimate the parameters with sufficient accuracy.
The rest of the chapter is organized as follows. Section 2.2 presents the formulation
of equations which were used in UKF for McRuer model parameter estimation. Section 2.3 presents simulation result and finally, Section 2.4 contains discussion about the
observations obtained and presents the conclusion.

6
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7

Problem Formulation
This section provides a detailed description of the formulation used for estimation

purposes. The McRuer model [32] is given by:

P (s) = Kpilot

TLead s + 1 −τ s
e E(s)
TLag s + 1

(2.1)

Where P(s) is the frequency domain human control command, E(s) is the frequency
domain error being minimized by the human controller, Kpilot is the McRuer model
gain, TLead is the lead factor, TLag is the lag factor, and τ is the delay intrinsic to human
controller. The parameters that need to be estimated are Kpilot , TLead , TLag , and τ .
Eqn. 2.1 can be written in time domain as
1

Xpilot (t) + e(t − τ )
TLag
Kpilot (TLag − TLead )
Kpilot TLead
p(t) =
Xpilot (t) +
e(t − τ )
2
TLag
TLag

Ẋpilot (t) =

(2.2)

In Eqn. 2.2 p(t) is time domain human control output, which can be measured and
e(t − τ ) is the time domain error delayed by τ seconds. Xpilot (t) is a 1 × 1 human control
state, which cannot be measured directly and needs to be solved to use the differential
equation in Eqn. 2.2 to calculate the control output p(t). The time delay is approximated
by a first order Pade approximation (Eqn. 2.3) to make the McRuer model amenable to
linear system analysis methods (such as bode analysis and state space expression). The
new transfer function is given by Eqn. 2.4:
2 − τs
2 + τs

(2.3)

−τ TLead Kpilot s2 + (2TLead − τ )Kpilot s + 2Kpilot
τ TLag s2 + (2TLag + τ )s + 2

(2.4)

e−τ s =

P (s) =

Chapter 4. Online McRuer Model Parameter Estimation Using UKF
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Converting Eqn. 2.4 to a controllable canonical state space form gives Eqn. 2.5
Ẋpilot (t) = Apilot Xpilot (t) + Bpilot e(t)
p(t) = Cpilot Xpilot (t) + Dpilot e(t)


 
−(2TLag + τ )
−2

 1 
τ TLag
τ TLag 
Apilot = 
 , Bpilot =  
0
1
0


Cpilot = β1 β2 , Dpilot = b0

(2.5)

Where Xpilot (t) is the 2 × 1 human control state vector (it changed dimension due
to Pade approximation), Apilot is the 2 × 2 system matrix, Bpilot is the 2 × 1 control
matrix, Cpilot is the 1 × 2 output matrix, and Dpilot is the 1 × 1 feed-forward matrix.
The parameters b0 , b1 , b2 , β1 , β2 , a1 , and a2 are defined in the following equation.
b0 =

(2TLead − τ )Kpilot
2Kpilot
−TLead Kpilot
, b1 =
, b2 =
TLag
τ TLag
τ TLag

β1 = b1 − Dpilot a1 , β2 = b2 − Dpilot ∗ a2
a1 =

(2.6)

(2TLag + τ )
2
, a2 =
τ TLag
τ TLag

Discretizing Eqn. 2.5 gives the following:
Xpilotk = Apilotd Xpilotk−1 + Bpilotd ek−1
Apilotd = eApilot Ts , Bpilotd = A−1
pilot (Apilotd − I)Bpilot , Ts = Sampling time

(2.7)

pk = Cpilot Xpilotk + Dpilot ek−1

In Eqn. 2.7 Apilotd is the 2 × 2 discretized system matrix and Bpilotd is the 2 × 1
discretized control matrix. For simulation a Ts value of 0.01s was used and k was the
time step at time, kTs . Similarly k − 1 was the time step at (k − 1)Ts . It is evident
from Eqn. 2.5 that the equation was non-linear in the parameters to be estimated due
to presence of terms like τ T . For simulation studies, the following pitch system given by
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Eqn. 2.8 was used:
Xpitchk = Apitchd Xpitchk−1 + Bpitchd pk−1
θk = Cpitch Xpitchk−1
Apitchd = eApitch Ts , Bpitchd = A−1
pitch (Apitchd − I)Bpitch


 
 −3.59 −22.250

 1 


 
 , Bpitch =  0 
Apitch = 
1
0
0


 


 
0
1
0
0


Cpitch = 0 −15.44 −59.93 , D = 0

(2.8)

In Eqn. 2.8 Xpitchk is the state of the pitch plant at time step k, Apitchd is the 3 × 3
discretized pitch plant matrix, Bpitchd is the 3 × 1 discretized plant control matrix, Cpitch
is the 3 × 1 output matrix, Dpitch is the feed-forward gain, θk is the pitch output at time
step k.
The equations presented in this section were used in the unscented transform central
to UKF presented in next section.

2.2.1

Unscented Transformation and UKF

The unscented transformation is used to handle non-linearity in Y = f (X), where
X and Y are L × 1 vectors (here, L is the length of the state vector), and f is a L × 1
vector-valued function. Here, X is a random variable with mean, X̄, and covariance, Px .
Unscented transformation is central to UKF because it provides a statistical alternative
to analytical linearization used in EKF.
A great deal of work has been done on UKF for nonlinear estimation problems,
and details can be found in the existing literature [33, 27, 34]. For the McRuer model
estimation problem, it is assumed that the process and measurement noise terms were
additive, as in:
Xk = f (Xk−1 , ek−1 , pk−1 ) + wk−1
Yk = h(Xk , ek , pk ) + vk

(2.9)
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Where X is the state to be estimated, which is defined as
T


X=

(2.10)

a1 , a2 , b0 , b1 , b2 , Xpilot

In addition, Yk is the estimated human control command at time step, f is the non-linear
state propagation function, h is the non-linear measurement function. Terms a1 , a2 , b0 ,
b1 , b2 are defined in Eqn. 2.6. The process (w) and measurement (v) noise are considered
uncorrelated, white, and Gaussian with zero mean and known covariance matrices, Q
and R, respectively, as in Eqn. 2.11:
wk ∼ N (0, Qk )
(2.11)

vk ∼ N (0, Rk )
E[wk vkT ] = 0

In the above equation N represents a normal distribution and E is the expected
operator.
The UKF process and measurement equation are then given by the following:


















a1k
a2k
b0k
b1k
b2k
Xpilotk



 
 
 
 
 
 
 
=
 
 
 
 
 
 
 


a1k−1
a2k−1
b0k−1
b1k−1
b2k−1
Apilotd Xpilotk−1 + Bpilotd ek−1


Yk =








 + wk−1








(2.12)


Cpilot Xpilotk + Dpilot ek

+ vk

At each time step k, a set of sigma-points are generated from the state estimate and
covariance at time step k − 1 [27]. At each time step, the state predicted using Eqn. 2.9
is corrected (or “updated”) using the actual human control command measured at that
time step. The extent of correction is dependent on the Kalman gain (Kk ) calculated
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from the UKF algorithm [27]. The update equation for X is given by:

X̂k = X̂k|k−1 + Kk (Yk − Ŷk|k−1 )

(2.13)

Where Yk = pilotk is the actual human control command measured at time step k.
In Eqn. 2.13, X̂k is the updated state at time step k, X̂k|k−1 is the predicted state at
time step k from Eqn. 2.9, and Ŷk|k−1 is the predicted output at time step k from Eqn.
2.9. The parameters Kpilot , TLead , TLead , and τ can then be obtained from the state X
using Eqn. 2.5. The accuracy of the estimated parameters were then determined using
simulations, details of which are presented in the following section.

2.3

Simulations
To validate the estimation algorithm, a simulation was setup in Simulink R to gen-

erate data. This section provides a description of the simulation setup and results. The
simulation model consisted of a pitch transfer function and McRuer model implemented
in state space form (provided in Eqn. 2.7) to close the loop. For all simulations, the
values of Kpilot , TLead , and TLag were varied gradually; however, the value of τ was
kept constant. It was assumed that since the human controller was focused on the task
performed the intrinsic delay would not vary significantly [32]. The simulations were
performed for various values of τ and varying degree of changes in Kpilot , TLead , and
TLag parameters. Figure 2.1 shows the simulation scheme developed to generate the
simulation data.
The input (i.e., the reference signal to the system) was a sum of sines that covered
the frequency range of human control (0.1–20 rad /s) [28]. Figure 2.2 and Figure 2.3
shows one example of the time-varying parameters and measurement values used in a
typical simulation.

Figure 2.4 shows the estimation result obtained for the simulation

data shown in Figure 2.3.
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Figure 2.1: Simulation setup.

Figure 2.2: Time varying parameters values.

The results showed that the developed UKF formulation had good performance
regarding tracking changes in the McRuer model parameters under this particular simulation setup. The mean and standard deviation of the residual for each parameter are
provided in Table 2.1. However, it was necessary to quantify the performance of the estimator under modeling error because human controllers exhibit highly variable behavior
and may not always behave as the McRuer lead-lag model. To study the effect of modeling errors, further simulations were performed with a human control model different to
the McRuer model, while using the UKF to estimate parameters for a McRuer model.
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Figure 2.3: Human control command and pitch error value.

Figure 2.4: Pilot model parameter estimation results.

The “true model” used to generate the simulation data is given by:

P (s) =

Kpilot −τ s
e
TLag s + 1

(2.14)

In Eqn. 2.14, the parameters Kpilot ,TLag , and τ were varied according to Figure 2.2;
however, parameter TLead was not used. To quantify the performance of the UKF estimator, the gain margin and phase margin of the HCS obtained using the estimated
McRuer model were compared with that of the HCS obtained using the“ true model”.
Figure 2.5 shows the Bode plot for the true HCS and estimated HCS at 25, 60, and 80
s.
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Table 2.1: Mean and standard deviation of residual for each estimated parameters.
Kp , TLead , TLag are in arb. units.

Parameters

Mean

Std.

Kp

0.0170

0.0083

TLead

0.0470

0.0110

TLag

0.0330

0.0097

τ

0.0810 s

0.0166 s

Figure 2.5: Bode plot of true and estimated HCS at different time.
Table 2.2: Stability margin comparison between true HCS and estimated HCS.

True HCS

Est. HCS

Gain Margin

22.1 dB at 2.46 rad/s

19.8 dB at 2.66 rad/s

Phase Margin

82.9◦ at 0.188 rad/s

80.3◦ at 0.275 rad/s

Gain Margin

9.25 dB at 2.79 rad/s

9.48 dB at 2.85 rad/s

Phase Margin

67.6◦ at 0.769 rad/s

65.5◦ at 0.814 rad/s

6.97 dB at 2.94 rad/s

6.58 dB at 2.87 rad/s

At 20 s

At 60 s

At 80 s
Gain Margin
Phase Margin

63.9◦

at 0.984 rad/s

55.6◦ at 1.15 rad/s

It can be seen from Figure 2.5 that the Bode plot for the true HCS and estimated
HCS at time steps before the change in parameters, during the change in parameters,
and after the change in parameters matched very closely. Table 2.2 presents the gain
and phase margin for true and estimated HCS.
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It is clear from Table 2.2 that the true HCS and estimated HCS had very similar
stability characteristics . That is, they have similar phase and gain margins. Similar results were also obtained for simulations performed with

0.2Kpilot −τ s
e
s

and

2Kpilot
e−τ s
TLag s2 +s+1

as true human control models.
The ability to predict the stability characteristics of the true HCS is important to
predicting unfavorable human–machine interactions. The simulation results showed that
the UKF-based McRuer model parameter estimator provided good estimation of HCS
stability characteristics, even under substantial modeling errors.

2.4

Conclusions
A UKF-based technique for estimating McRuer model parameters in real-time was

presented. The estimator formulated in this chapter was shown to estimate human
control parameters with good accuracy in simulation studies. It was also shown that
under modeling errors, the estimator was still able to estimate parameters for the McRuer
model such that the stability characteristics of the estimated HCS were similar to a true
HCS model used during simulation.
The estimator developed in this chapter still needs to be validated with actual human data under a controlled environment. This can be achieved by undertaking HuIL
experiments for various scenarios and comparing the prediction results with experimental data. The following chapter provides detail of the HuIL experiments used for this
research.

Chapter 3

Human In-The Loop Simulation
Studies

3.1

Introduction

C

ontrolled experiments were needed to ensure that the estimator developed in Section
2.2 was performing as expected. HuIL experiment is one technique that allows the

researcher to properly control the various factors affecting the human control behavior.
HuIL experiment gives researchers better control over the type of system used, control
tasks, and feedback to the human controller, while still enabling access to actual human
control commands in a controlled manner. Therefore, HuIL experiment studies were used
to assess the capabilities and effectiveness of the online parameter estimation technique
developed in the previous chapter for a wide range of scenarios.
The objective of this chapter is to use the UKF-based algorithm developed in the
previous chapter for estimating human control model parameters during under different
conditions, such as time delay injection and actuator rate limiting, in order to establish
its validity in characterizing the stability of a single-input single-output manual compensatory task. This chapter is divided into five major sections. Section 3.2 provides a
description of the HuIL setup, experimental procedures, and data analysis techniques.
Section 3.3 provides the estimation results obtained using experimental data from various
16
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Figure 3.1: HuIL experiment setup.

subjects for nominal cases. Section 3.4 provides the estimation and stability prediction
results for experiments performed with injected time delay, while Section 3.5 provides the
estimation prediction results for the experiments performed with rate limiting Section
3.5. Section 3.7 presents the statistical analysis, while Section 3.8 provides a summary
of the chapter.

3.2

Description of HuIL Experiment
This section provides a detailed description of the experimental setup and procedures

used for the HuIL experiments. The only equipment needed for HuIL experiments are a
computer that operates MATLAB and a joystick. For this study, an off-the-shelf gaming
joystick (Logitech Extreme 3D pro) was used. The subjects who participated in the
experiments used the joystick to perform a task displayed on the screen, and the joystick
deflection measurement was considered as the human control output, which was used as
input to the simulation. Further details are provided in the following sections.

3.2.1

Experimental Setup

Figure 3.1 shows the general flow diagram of the HuIL experiment setup. Due to
the limited number of instruments needed, HuIL experiments are easy to set up and
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adapt to various scenarios. In HuIL experiments, the subject’s control command was
collected by the computer via USB connection. The joystick deflection command was
then read by MATLAB and used to simulate the output using a pitch transfer function.
The pitch error was calculated by subtracting the pitch output obtained from the desired
pitch angle. The error was then displayed on a 21-inch monitor with the subject sitting
approximately 0.5 m directly in front of the screen. Simulating a known transfer function ensures that the plant modeling errors do not affect the McRuer model parameter
estimation or the closed-loop HCS stability prediction process and hence provides an
accurate evaluation of the UKF algorithm.
To emulate a plant in the HuIL experiments, a typical third-order pitch transfer
function representing the short period mode of a business jet was used[35], which is
given by:
2(s + 0.3)
θ(s)
=
2
δj (s)
s(s + 0.65s + 2.15)

(3.1)

In Eqn. 3.1, θ(s) is the pitch output and δj (s) is the joystick deflection. The pitch
to elevator deflection transfer function given by Eqn. 3.1 is inherently stable, with a gain
margin and phase margin of infinity and 29.5 deg, respectively. Figure 3.2 shows the
Bode plot of the pitch to elevator deflection transfer function given by Eqn. 3.1.

Figure 3.2: Bode plot of the pitch to joystick deflection transfer function (Eqn. 3.1)
used for HuIL experiments.
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A latency analysis was performed to completely characterize the hardware and software used in the experiment. The latency between the joystick deflection and MATLAB interface to read the data was approximately 0.1 s, determined using the joystick
datasheet and MATLAB specifications on interfacing with external USB devices. The
joystick deflection was scaled to +15 to -15 deg, and the format of the display used
to show the subject the error is shown in Figure 3.3. In Figure 3.3, the error is dis-

Figure 3.3: Error display as seen by subjects.

played as the vertical displacement from the red circle centered at (0, 0). The subject
was tasked with keeping the blue marker inside the red circle. In this study, only singleinput single-output tasks were investigated; thus, subjects were asked to control only the
vertical displacement of the blue marker using the joystick. To investigate the human
compensatory control behavior, the goal of the task was to minimize the pitch error.
The forcing function (i.e., desired pitch angle) used to calculate the pitch error was
a sum of sines, with both low and high frequency components given by the following
equation:
t
ft (t) = ΣN
k=1 At (k)sin[ωt (k)t + φt (k)]

(3.2)

In Eqn. 3.2, Nt = 7 (sufficient to prevent the subject from memorizing the pattern
of the desired input[28, 29]) was the number of sine waves, and ωt , At , and φt were the
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frequency, amplitude, and phase shift of the k th sine wave, respectively. The measurement time used to construct the input was set to Tm = 101.63s, as this duration was
found to be sufficiently long to enable estimator convergence, negate the initial condition
effects, and generate sufficient data points for each subjects. The values of ωt (k) were
2π
= 0.062 rad/s
all integer multiples of the measurement time base frequency, ωm =
Tm
and were within the frequency range of the human control (0.1–20 rad/s[2]). Table 3.1
provides the properties of the input signal used, whereby all the phase shift values were
randomly selected. In this study, frequency components were concentrated around a
lower frequency range because it was found that, for the system described in Eqn. 3.1,
at higher frequencies of input signal, the subjects were unable to perform the error reduction task with sufficient accuracy (small error). This also ensured that a major portion
of human control output was linearly correlated with pitch error. The amplitude of the
signal was selected to provide the subjects with sufficiently high perceptible error values.

Table 3.1: Properties of desired pitch angle (sum of sines).

k

nt

ωt , rad/s

At , deg

φt , rad

1

11

0.68

1.8

-0.5

2

7

0.43

1.8

1.06

3

12

0.74

1.8

2.06

4

15

0.93

1.8

-0.57

5

9

0.56

1.8

-4.51

6

10

0.62

0.18

0.13

7

32

1.98

0.18

-1.22

Figure 3.4 shows the sum of sines input corresponding to the values in Table 3.1 used
for the HuIL experiments. The advantages of using sum of sines as a forcing function
are summarized as follows:
1. Helps excite different frequency components in human control output.
2. Ensures that the estimator does not have observability issues.
3. Makes it difficult for the subject to predict or memorize the pattern; thus, the
control output is predominantly compensatory.
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Figure 3.4: Typical sum of sines signal used as desired pitch angle.

4. Encourages the subject to have a low response threshold for the error ( i.e., a
small dead band). Dead band is defined as the value of pitch error below which
the subject does not generate any control commands (example data are shown in
Figure 3.5 and Figure 3.6). This minimizes non-linear effects

Figure 3.5 shows an example of human control input and corresponding error for
the input shown in Figure 3.4. The mean error and standard deviation of the pitch error

Figure 3.5: Pitch error and joystick input for subject 1.

for Figure 3.5 were -0.018 deg and 0.74 deg, respectively. It can be seen from Figure
3.5 that the dead band was nearly nonexistent in the human control command. Figure
3.6 shows another example of the human control output and corresponding error for the
input shown in Figure 3.4.
The control command of subject 2 (Figure 3.5) to reduce pitch error was different
to that of subject 1 (Figure 3.6), and subject 2 had some dead band. However, it can be
seen that the error dead band was small and only occurred for a small percentage of the
total experiment time (∼2% of the total time). The mean error and standard deviation
of the pitch error for Figure 3.6 were 0.03 deg and 0.97 deg, respectively. These figures
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Figure 3.6: Pitch error and joystick input for subject 2.

provided further motivation to design an estimator capable of monitoring human control
behavior in real-time as parameters of an assumed human control model change from
one human controller to another.

3.2.2

Study Procedure

It was important that the HuIL experiments were performed properly to ensure the
quality of the data used to validate the estimator. The following protocol was submitted
to the WVU Institutional Review Board (IRB) for review. The IRB approval for this
experimental procedure is on file and is provided in A.
For this study, 11 volunteer subjects (10 males and one female) were recruited,
aged between 20 to 35 years old. A post-hoc statistical analysis was carried out to
determine the statistical power of the results and is presented in Section 3.7. All subjects
had previous experience using a joystick to play video games. At the beginning of the
experiment, each subject was given a detailed explanation of the HuIL experiments and
the task (i.e., reducing the pitch error) to be performed by them. They were asked to
sit in front of the screen that displayed the pitch error, as shown in Figure 3.3, and
were given instructions on how to use the joystick to perform the task. For training,
each subject was given five trials to become accustomed to the experiment. Following
training, each subject was given four additional trials to attain a baseline performance.
The baseline was then used to compare the estimator results from three trials each for
delay injection in the control loop and rate limiting of the joystick command. There
was no required minimum time gap between each group of experiments as long as the
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subject felt comfortable performing the experiments. The entire experiment typically
lasted between 30 and 45 minutes. Post-trial, the value of the mean error and standard
deviation of the pitch error were checked to ensure task completion integrity. The IRB
approval for this experiment is provided in Appendix A.
The data from the training trials provided insights into the change of control behavior of the subjects as they improved in performing the task. As each subject underwent
training, it was observed that the standard deviation of the pitch error decreased with
successive trials; however, the rate of decrease was not the same between different subjects. In addition, the minimum standard deviation of pitch error achieved by different
subjects was found to differ. This again emphasizes the variable nature of human control behavior. Figure 3.7 shows the change in standard deviation of the pitch error with
respect to successive trials for five different subjects.

Figure 3.7: Change in the standard deviation of the pitch error with successive trials.

Post training, subjects carried out the same task with the injection of time delay
and rate limiting in the control loop. Time delay values of 100 ms, 200 ms, and 300 ms
were used. During the delay experiments, joystick commands were obtained using the
following equation:
P (k) = P (k −

τi
)
δt

(3.3)

Where τi is the time delay injected in seconds, δt is the sampling time in seconds,
and P (k) is the joystick command at time step k at time k × δt. In all HuIL experiments
with delay injection, τi was an integer multiple of δt. In addition, the time instant at
which the delay was injected in the system was randomly selected and not known to the
subject. Therefore, the subject performing the task had no knowledge of the amount
of delay injected or the time of delay injection in the system, and subsequently could
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Figure 3.8: Delayed (200 ms delay) joystick command HuIL experiment.

Figure 3.9: Rate limited (20 deg/sec) joystick command.

not attempt any preemptive action. To increase the sense of urgency in a few randomly
selected experiments, a step disturbance (with amplitude of 3 deg) was added to the
pitch output at the time of introducing the time delay in the system. Figure 3.8 shows
an example dataset of the delayed joystick command and actual joystick command.
For rate-limiting trials, the joystick commands were rate limited using the following
equation:

P (k) =




P (k − 1) + sgn(P (k) − P (k − 1)) × RL × δt,

|P (k)−P (k−1)|
δt

> RL



P (k),

|P (k)−P (k−1)|
δt

< RL

(3.4)

Where RL is the maximum permitted rate of joystick deflection. For HuIL experiments, rate-limiting values of 30 deg/s, 20 deg/s, and 10 deg/s were used. Similar to
the delay experiments, the subjects had no knowledge of the magnitude of the rate limit
or the time at which the rate limit was first activated during the experiments. Similarly, in a few randomly selected experiments, a step disturbance was added at the time
of activating the rate limiting in the system. Figure 3.9 shows an example dataset of
rate-limited joystick command and actual joystick command.
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The joystick and pitch error data collected for different trials were used with the
UKF algorithm to estimate the McRuer model parameters as described in the following
sections.

3.3

McRuer Model Parameter Estimation
The parameter estimation effort used the procedure described in the previous chapter

(Section 2.2). The estimated parameters were then used to make real-time stability
predictions about the closed-loop system, which were then compared with the actual
experimental data. The noise matrices (i.e., process noise, Q, and measurement noise,
R) for the UKF algorithm were tuned using the Monte Carlo technique to ensure optimal
estimator performance. In addition, the initial condition used for all UKF estimation
was given by the following:

x0 = [10.50 20 − 0.43 2.11 6 10.80 0 0]T

(3.5)

The above initial state was obtained using Monte Carlo simulations and other similar
studies of the McRuer model[2, 17]. The values in Eqn. 3.5 correspond to Kpilot =
0.54, TLead = 0.32, TLag = 0.4, and τ = 0.25s. As described in the previous chapter
(Section 2.9), the input to the estimator was the pitch error displayed on the screen to
the subject, and the subject’s joystick commands. The outputs of the estimator were
the McRuer model parameters and the filtered subject’s state. Figure 3.10 displays a
set of typical pitch error and joystick command values obtained from a normal HuIL
experiment (i.e., no delay or no rate limiting) used in the estimation process.
Figure 3.10 also shows the plot of pitch rate with time, as pitch rate provides more
intuitive information regarding the presence of oscillation or divergence in closed-loop
HCS (in this case, closed-loop pitch control task in HuIL experiments). The pitch angle
can have a non-zero mean and small value at the initiation phase of an unfavorable
human–machine interaction, making it difficult to detect motion and oscillation, which
is not the case with the pitch rate. It can be seen from Figure 3.10 that the HCS does
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Figure 3.10: Typical set of data used for estimation under nominal condition (no
delay injection or rate limiting of joystick commands).

Figure 3.11: Typical set of data used for estimation under nominal condition (no
delay injection of rate limiting of joystick commands).

not show any unfavorable oscillating tendency or instabilities for this particular HuIL
experiment.
The pitch error data and subject’s joystick command shown in Figure 3.10 were
used in the UKF algorithm to estimate the McRuer model parameters for the subject.
The estimated parameters are shown in Figure 3.11.
It can be observed from Figure 3.10 that the subject was most active between 15
to 45 s (standard deviation of joystick command: 3.03 deg) and 78 to 92 s (standard
deviation of joystick command: 1.96 deg), compared to the time interval from 45 to
78 s (standard deviation of joystick command: 0.82 deg), which was expected due to
the design of forcing function. In Figure 3.11, it can be seen that the McRuer model
gain and lag parameters show significant changes in the time interval 15-45 s, which
correlated with the subject trying to reduce large variations in pitch error during these
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Figure 3.12: Bode plot of the HCS at 35s after the start of the experiment.

Figure 3.13: Bode plot of the HCS at 65s after the start of the experiment.

time intervals, as seen in Figure 3.10. Conventional batch estimation of McRuer model
parameters would not be able to capture such variations, which may contain important
information about the performance of the closed-loop HCS. Figures 3.12, 3.13, and 3.14
show the Bode plot of the open-loop HCS system at 35, 65, and 90 s, within the interval
15 to 45 s, 45 to 78 s, and 78 to 92 s.
From the Bode plots in Figures 3.12, 3.13, 3.14 it can be seen that the open-loop
HCS had a positive gain margin for the McRuer model parameters estimated at 35, 65,
and 90 s. It is interesting to note that the margins at 35 s and 90 s were lower than the
margins at 65 s, which corresponds to the earlier observations regarding joystick activity
during these time intervals. For this particular subject, the smaller values of margins
at 35 s may be attributed to the subject becoming familiar with the control task at the
beginning of the experiment. In addition, the value of the gain crossover frequency at
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Figure 3.14: Bode plot of the HCS at 90s after the start of the experiment.

Figure 3.15: Change in gain margin and phase cross over frequency with time.

Figure 3.16: Change in phase margin and gain cross over frequency with time.

35, 70, and 90 s were 1.78, 1.68, and 1.73 rad/s, respectively, which were close in value.
Similar values of the gain crossover frequency suggest that the subject was adapting
to obtain similar task bandwidth. Similar margin calculations were performed over the
entire duration of the experiment. Figures 3.15 and 3.16 show the change in margins
with simulation time and corresponding crossover frequencies.
The change in the margins with time correlated with the observations made from
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Figure 3.11. At the beginning (15-45 s), the subject was becoming familiar with the task
and working to reduce large errors; thus, the subject can be thought to have a slightly
higher bandwidth (i.e., to have higher gain range) to accomplish the task, and hence lower
gain and phase margin. For the interval of 45 to 78 s, the error values were small and
the subject did not require a large bandwidth to perform the task. Hence, as can be seen
from Figures 3.15 and 3.16, the HCS had a smaller bandwidth, yet larger gain and phase
margin. Similarly, in the time interval of 78 to 92 s, the error values were again large and
the subject increased the bandwidth to perform the task with sufficient accuracy and,
in the process, reduced the gain and phase margin. In addition, to attain information
regarding the asymptotic stability of the HCS obtained for each set of estimated McRuer
model parameters, the locations of the closed-loop poles of the HCS were determined.
However, to monitor the stability of the HCS in real-time, the HCS obtained at each
time instant using the estimated parameters was assigned a stability metric valued based
on the following equation:

Sk =




1 −

0.5(20−P Mk )
20



0,

−

0.5(3−GMk )
,
3

All the closed loop HCS poles are in LHP
At least one of the closed loop HCS poles is in RHP
(3.6)

Table 3.2: Definition of stability metric prediction regions.

Region Color

Stability Metric Range

Stability Prediction

Red-HMO

[−∞ 0.25]

High Probability of Instability

Orange-HMO Prone

[0.25 0.75]

Median Probability of Instability

Green-No HMO

[0.75 ∞]

Low Probability of Instability

In the above equation, Sk is the stability metric value at time step k, GMk is the
gain margin of the HCS at time step k, and P Mk is the phase margin of the HCS at
time step k. It was observed from all HuIL experiments that the subjects did not show
any difficulty in performing the pitch error reduction task with sufficient accuracy if the
gain margin was at least 3 dB and the phase margin was at least 20 deg. Therefore, Eqn.
3.6 used 3 dB and 20 deg as a boundary condition, along with the information regarding
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Figure 3.17: Stability metric value of the closed-loop HCS with time.

the locations of the closed-loop poles of the HCS to assign a stability metric value to the
HCS at time step k. From Eqn. 3.6, it is immediately apparent that a HCS with higher
value of Sk is more stable (higher values of margins) and hence less likely to produce
human machine oscillation (HMO) or become unstable compared to a HCS with smaller
value of Sk (lower values of margins). Figure 3.17 shows the stability metric value of the
closed-loop HCS with time for the experiment presented in Figure 3.10.
In Figure 3.17, different HCS regions are shown, which are defined in Table 3.2.
The ranges in Table 3.2 were obtained by analyzing the experimental data and subjects’
description of the task difficulty. It is clear from Figure 3.17 that the HCS stability value
predominantly lies in the green (i.e., no HMO) region which was supported by the lack
of undesirable oscillations the pitch rate plot in Figure 3.17.
A similar analysis was undertaken for all the subjects involved in the experiments.
Figure 3.18 shows the estimation results for five different subjects under the same input
forcing function under nominal condition (i.e., no time delay injection and no joystick
command rate limiting). As shown in Figure 3.18, different subjects’ control behavior
varied, yet still showed similar trends due to the control task and input forcing function
being the same for all the HuIL experiments. As with earlier cases, Figures 3.19 and
3.20 show the variation in margins and crossover frequencies with time for the same five
subjects shown in Figure 3.18.
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Figure 3.18: Comparison of estimated parameters for 5 different subjects for a single
trial under nominal condition.

Figure 3.19: Variation in gain margin and phase crossover frequency for same 5
different subjects.

Figure 3.20: Variation in gain margin and phase crossover frequency for same 5
different subjects.
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Similar to the estimated McRuer model parameters, the variations in margins and
crossover frequencies followed a similar trend for different subjects under nominal conditions, as explained in the earlier parts of this section. Further, it was found that the
closed-loop HCS stability metric value was predominantly in the green region (i.e., no
HMO) for all the subjects for the nominal case, which was validated by the lack of undesirable oscillations in the pitch rate data for these HuIL experiments. The analysis
performed for various subjects under nominal conditions was used to compare the subject performance when the HuIL experiments were undertaken with injected time delay
or rate limiting described in the following two sections.

3.4

Estimation Results for HuIL Experiments with Time
Delay
The purpose of the HuIL experiment was to evaluate the ability of the McRuer

model constructed with the estimated model parameters to predict the stability of the
closed-loop HCS under both nominal and off-nominal conditions in real-time. For HuIL
experiments with an injected time delay, the UKF estimation was undertaken with pitch
error and actual joystick command (i.e., the joystick command before it was delayed artificially). The parameters obtained were then used to obtain the stability characteristics
of the closed-loop HCS, and the stability predictions were then compared with the actual
data.
Figure 3.21 shows a set of pitch angle, joystick command, and pitch rate values for a
HuIL experiment with a 200 ms time delay used in the estimation process. The standard
deviation of the pitch error before delay injection for the data shown in Figure 3.21 was
found to be 0.87 deg, and after injection of time delay, the standard deviation of the
pitch error was found to be 2.01 deg. Similarly, the standard deviation of the joystick
command before insertion of time delay was found to be 2.27 deg and post-time delay
injection, the standard deviation of the joystick command was found to be 3.49 deg.
Therefore, it became more difficult for the subject to perform the task after the injection
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Figure 3.21: Pitch error, joystick command and pitch rate for the HuIL experiment
with 200 ms time delay injected.

Figure 3.22: Estimation results for data shown in Figure 3.21.

of delay. In addition, it can be clearly seen that the HCS had oscillating tendencies
post-injection of the time delay from the pitch rate plot in Figure 3.21.
To predict the stability of HCS, frequency analysis techniques such as the Bode plot
can be used to calculate the value of stability metric using Eqn. 3.6. As before, the
McRuer model was obtained using the parameters estimated in real-time from the UKF
algorithm. Figure 3.22 shows the McRuer model parameters obtained for the data shown
in Figure 3.21.
In Figure 3.22, after the injection of the time delay, it can be seen that the estimated
delay (τ ) gradually increased. This can be attributed to the subject waiting longer to
understand how the pitch error was evolving with respect to the joystick command before
moving the joystick.
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Figure 3.23: Change in gain margin and phase crossover frequency with time for
experiment represented in Figure 3.21.

Figure 3.24: Change in phase margin and gain crossover frequency with time for
experiment represented in Figure 3.21.

It is evident from the joystick command plot in Figure 3.21 that, post-delay injection,
some portion of the joystick commands was stationary at values close to zero. It can
also be seen from the parameter plot that the subject was unable to generate sufficient
lead compared to the HuIL experiments without any delay injection. Similar to the
earlier HuIL experiments under nominal conditions, the McRuer model obtained using
the parameters in Figure 3.22 was used to calculate the change in margins and crossover
frequency with time for the HuIL experiment represented in Figure 3.21.
It is apparent from the margins plot and phase crossover frequency plot in Figures
3.23 and 3.24 that there was a jump when the delay was first injected in the HuIL
experiment. This jump can be attributed to the change in the system dynamics due
to the addition of the time delay. However, the absence of a similar jump in the gain
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Figure 3.25: Stability metric value of closed-loop HCS with time for HuIL experiment
with 300 ms time delay injection (Figure 3.21).

crossover frequency suggests that the subject maintained a similar task bandwidth overall. However, there was a slight increase in the bandwidth post-injection of the time
delay. Figure 3.25 shows the stability metric value of the closed-loop HCS with time for
the HuIL experiment with time delay.
In Figure 3.25, the McRuer model (obtained using parameters estimated in real-time
by the UKF algorithm) predicted instability (i.e., at least one closed-loop HCS pole was
in the right-hand plane) post injection of time delay. In the same region, the pitch rate
showed an increased amount of undesired oscillations. Therefore, it can be said that
the McRuer model obtained using estimated parameters was able to determine the HCS
stability characteristics, which agreed with the observations made using the pitch rate
data.
The real-time prediction of stability (RPStab) method described above for evaluating the closed-loop HCS stability, needed to be validated, which required detection of
oscillations in the experimental data. The RPStab prediction results were also compared
with two separate real-time oscillation identification/detection algorithms/techniques:
(i) real-time oscillation verifier (ROVER) [36] and (ii) windowed discrete Fourier transform (wDFT) [37]. The ROVER detection of oscillations uses the following four types
of input:

1. Magnitude of the pitch rate (q) - obtained by subtracting the recent local minima
from the recent local maxima of the pitch rate data.

Chapter 5. Human In-The Loop Simulation Studies

36

Figure 3.26: Recent minima and maxima selection for ROVER. Cyan vertical line
represents time when delay was injected and black vertical line represents the current
time till which ROVER analysis has been carried out.

2. Magnitude of the commanded elevator deflection (Joystick deflection in this case)
(Jd ) - obtained by subtracting the recent local minima from the recent local maxima
of joystick data.
3. Phase angle difference between the pitch rate and the joystick command (∆Φ)
- obtained from the time difference between the recent local maxima of joystick
command and recent local maxima of pitch rate.
4. Frequency of the pitch rate oscillations (fq ) - obtained by using the time difference
between the recent local maxima and recent local minima of the pitch rate.

Figure 3.26 defines how the recent minima and recent maxima were selected for
the ROVER technique. For each of the four conditions, ROVER can assign a value
of one or zero, based on whether certain thresholds corresponding to each of the four
conditions are met. Then the ROVER integer value (RIV) is calculated by adding the
values assigned by ROVER to each of the conditions. Therefore, the maximum value that
RIV can have is four, which corresponds to severe HMO or instability. For proper use
of the ROVER technique, it is important to properly select the threshold, which varies
from aircraft to aircraft. This is one of the shortcomings of the ROVER technique, that
the threshold values are dependent on task, aircraft, and configuration [38, 39]. The
threshold values for the HuIL experiments were selected after considering all the pitch
and joystick command data. Table 3.3 provides the threshold values used for the ROVER
technique for the HuIL experiments, which were obtained after analyzing the data for
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Table 3.3: ROVER thresholds.

Conditions

Thresholds

Magnitude of the pitch rate

8 deg/s

Magnitude of the joystick deflection

10 deg

Phase difference

65 deg

Frequency of pitch rate

1-8 rad/s

Figure 3.27: RIV for the HMS with time for HuIL experiment with 200ms time delay
injection (Figure 3.21).

maximizing HMO detectability. Figure 3.27 presents the RIV values calculated using
ROVER for the data shown in Figure 3.21.
It is evident from Figure 3.27 that, for the time interval in which Figure 3.25 predicts
instability (i.e., stability metric values lie in the red region), the RIV value was predominantly four; hence, the ROVER technique detected strong oscillations. In addition, there
was a clear delay in the ROVER technique in detecting the start of the oscillations. In
summary, the significant overlap between the time interval in which the RIV value was
four and the time interval in which Figure 3.25 predicted HMO provides validity to the
RPStab results.
Another technique to detect real-time oscillations is wDFT, which is represented by
the following equation [37]:

∆X(ω)t=T = X(ω)t=T − X(ω)t=T −k

(3.7)

In Eqn. 3.7, X(ω)t=T is the discrete Fourier transform of the signal at time t = T ,
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Figure 3.28: COF for HMS with time for HuIL experiment with 200ms time delay
injection (Figure 3.21).

and X(ω)t=T −k is the discrete Fourier transform of the signal at time, t = T − k. The
value of ∆X(ω)t=T provides a measure of the frequency content in the signal in the
time window between T and T − k. For oscillation detection, the norm of ∆X(ω)t=T
was compared against a user-defined threshold to set an oscillation flag to indicate the
presence of undesirable oscillations. Since the forcing function for the HuIL experiment
was a sum of sines, the wDFT technique ensured that the forcing function frequencies
were removed by means of subtraction, thereby preventing false oscillation flags due to
the input forcing function. For this research, the wDFT technique was used to detect the
presence of undesirable oscillations in both the pitch rate data and joystick command
data because, in the HMO scenario, both the pitch rate data and joystick command
would exhibit undesirable oscillatory tendencies. Similar to the ROVER technique, the
wDFT technique assigns a value of one if it detects oscillations, and otherwise assigns a
value of zero. Therefore, summing up the oscillations flag value from the pitch rate data
and joystick command data, the maximum possible value for the combined oscillation
flag (COF) is two. For this research, a time window of 3 s and threshold of 22.4 deg were
used after analysis of the experimental data and evaluating feedback from the subjects
regarding the presence of oscillations. Figure 3.28 shows the detection results of the
wDFT technique when applied to the data shown in Figure 3.21.
Similar to the ROVER detection results, there was a significant overlap between the
regions in which RPStab predicted instability and the regions where the wDFT technique
detected strong undesirable oscillation (i.e., COF value of two). It is interesting to note
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that, after the injection of the time delay, it took the wDFT technique some time to
detect the presence of undesirable oscillations. This effect was due to a combination of
the window length and the threshold used for the wDFT technique. A smaller window
size would be able to capture more rapid changes in the system output, but would also
increase the number of false flags. In summary, wDFT method results also support the
predictions of RPStab method.
To evaluate the RPStab prediction results, the percentage value for each of the
following conditions from the experimental data was calculated:
1. True positive (TP): system is predicted to show HMO, but the subject does not
detect any HMO
2. False negative (FN): system is predicted to not show HMO, but the subject detects
HMO
3. False positive (FP): system is predicted to not show HMO, but the subject detects
HMO
4. True negative (TN): system is predicted to show HMO and the subject detects
HMO.
Table 3.4 provides the percentage value of the total time steps (8,000 sample points) for
which the above four conditions occurred in the prediction results of the RPStab method
for the HuIL experiment described in this section. Only HMO events (classified as
such individually by three person familiar with the research) were considered true HMO
events. Similar calculations were also performed for the ROVER and wDFT detection
techniques. While calculating the values for RPStab, only the HCS with stability metric
values in the red region were considered to show HMO. From the values in Table 3.4,
the following values could then be calculated:
1. Total accuracy percentage (i.e., how often predictions/detections were correct):
TP+TN.
2. TN percentage or HMO prediction accuracy ( i.e., how often predictions/detection
of HMO were correct): TN/(TN+FP).
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Table 3.4: Comparison of the RPStab results with ROVER and DFT detection
results for the HuIL experiment data with time delay presented in this section.

Method

True
Positive(%)

False
Negative(%)

False
Positive(%)

True
Negative(%)

RPStab

27.17

10.33

5.83

56.67

ROVER

27.19

9.56

8.14

55.11

wDFT

26.41

10.67

7.85

55.07

Table 3.5 provides the total accuracy, as well as the average accuracy and average TN
percentage calculated for all the subjects for the HuIL experiments with time delay.
Table 3.5: Comparison of total accuracy and HMO prediction/detection accuracy.

Total accuracy
(%)
HMO prediction/detection
accuracy (%)

Method

From Table 3.4

Average for all
subjects

RPStab

83.84

81.67

ROVER

82.30

80.16

wDFT

81.48

80.24

RPStab

90.40

89.27

ROVER

87.13

87.08

wDFT

87.52

87.37

The HMO prediction accuracy for the RPStab method was found to be similar
to the HMO detection accuracy for the ROVER and wDFT techniques. However, the
strength of the RPStab method lies in its ability to calculate margins and predict the
stability characteristics of the HCS, instead of just detecting a HMO. Unlike the ROVER
and wDFT techniques, for which thresholds need to be tuned for each subject and each
configuration individually, once UKF was tuned initially, no further modifications were
required for different subjects or experiments. This makes RPStab based on the UKF
method more general and robust to variations, compared to detection techniques such
as ROVER and wDFT.
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Estimation Results for HuIL Experiments with Rate
Limiting
Similar to the time delay case, the UKF estimator was used to estimate the McRuer

model parameters for the HuIL experiments undertaken with rate limiting on the joystick
commands. For estimation, the pitch angle error and actual joystick output (i.e., joystick
command before rate limiting) were used because the actual joystick output shows the
true characteristics of human control behavior. This is expected as due to rate limiting
the subject will change the joystick output to adapt to the changed system dynamics.
Since rate limiting is a nonlinear phenomenon, linear control theory analysis tools cannot
be used to predict instability. Instead, describing function analysis was performed to
identify limit cycles and compare them with the actual experimental data. Figure 3.29
shows a set of pitch angle and joystick command values for the HuIL experiment with
rate limiting used in the estimation process to show the subject control behavior.

Figure 3.29: Pitch, joystick command, and pitch rate data for HuIL experiment with
10 deg/s rate limiting.

It was observed that the subject had difficulty performing the task immediately after
the rate limiting was activated (due to the subject moving the joystick faster than the
maximum rate permitted). The standard deviation of the pitch error before activation
of the rate limiting for the data shown in Figure 3.29 was found to be 0.83 deg, and the
standard deviation of the pitch error post-activation of the rate limiting was found to
be 4.09 deg. The standard deviation of the joystick commands for the two section were
found to be 1.38, and 4.79 deg, respectively which further provides information about
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Figure 3.30: Estimation results for data shown in Figure 3.29.

the increase in task difficulty along with strong oscillatory tendencies seen in Figure 3.29
post rate limiting.
Rate limiting is nonlinear in nature and frequency analysis techniques cannot be used
after the activation of the rate limiting to analyze the stability of the HCS. However,
frequency analysis for the time interval before the rate limit activation was performed
to attain the initial system stability characteristics. As before, the McRuer model was
obtained using the parameters calculated by the UKF algorithm in real-time. Figure
3.30 shows the McRuer model parameters obtained for the data shown in Figure 3.29.
It can be observed that the delay (τ ) increased and the lag (TLag ) decreased after
the activation of the rate limiting. The decrease in the lag can be thought of as the
subject countering the increase in lag due to rate limiting. Figures 3.31 and 3.32 show
the variation in margins and crossover frequencies with time until the activation of rate
limiting to obtain information regarding the stability characteristics of the HCS, which
is expressed as the stability metric value plot in Figure 3.33. From Figure 3.33, the HCS
was predicted to be stable and not show any oscillation tendencies before the activation
of the rate limiting, and the HCS was found to have sufficient gain and phase margins.
Describing function technique was used to analyze the stability of the HCS and the
existence of the limit cycles after the activation of rate limiting. A detailed description of
the describing function techniques can be found in [40, 41, 42]. The describing function
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Figure 3.31: Change in gain margin and phase crossover frequency with time for the
experiment represented in Figure 3.29 before the activation of rate limiting.

Figure 3.32: Change in phase margin and gain crossover frequency with time for
experiment represented in Figure 3.29 before activation of rate limiting.

Figure 3.33: Stability value of the closed-loop HCS with time for HuIL experiment
before the activation of rate limiting.
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Figure 3.34: Rate limit describing function characteristics.

Figure 3.35: Closed loop HCS with rate limiting.

equations for rate limiting are given by the following:
RL
π
−
4Af
2
2RL
8
π
Gain attenuation due to rate limiting:|N (ω)| = 2
= 2 sin(φ + )
π Af
π
2
Phase lag due to rate limiting:∠(ω) = φ = sin−1

(3.8)

Where RL is the maximum rate permitted, A is the amplitude of the input, and f is the
frequency of the input. As the rate limit value (RL ) decreased, the gain approached zero
and the phase lag approached 90 degrees. Since both gain and phase of the describing
RL
function are dependent on the ratio
, it is easier to plot the describing function phase
Af
Af
lag and gain attenuation in dB as
varies, as shown in Figure 3.34.
RL
Figure 3.35 shows the closed loop system with rate limiting used for the limit cycle
analysis along with the describing function. The closed loop system shown in Figure 3.35
is described by;
Gp (jω)N (jω)G(jω)
1 + Gp (jω)N (jω)G(jω)

(3.9)

In the above equation Gp (jω) is the estimated human control model and G(jω) is the
plant transform function. For sustained oscillations, the following equation should be
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Figure 3.36: Nichols plot of the open loop system and inverse describing function at
different time intervals.

satisfied:
1 + Gp (jω)N (jω)G(jω) = 0
Gp (jω)G(jω) =

−1
N (jω)

(3.10)

Thus, the solution for Eqn. 3.10 is the intersection points between the Nichols plot
of Gp (jω)G(jω) and the Nichols plot of the negative reciprocal of the describing function. The intersection points provide the frequency of the limit cycles, corresponding
gain attenuation, and phase lag values. For the experiment represented in Figure 3.29,
−1
at 48 s for the first time, which is ∼20 s after the
Gp (jω)G(jω) intersects the
N (jω)
−1
activation of the rate limiting. Figure 3.36 shows the Gp (jω)G(jω) and
Nichols
N (jω)
plot at discrete points in the interval 28-90 s. Figure 3.36 also shows the intersection
−1
points if there are any. The open loop system Gp (jω)G(jω) intersects with
in the
N (jω)
time interval 48-83 s and, looking at Figure 3.29, the HCS does show strong oscillatory
tendencies during this time interval. It needs to be verified that the limit cycle frequency
predicted by the describing function analysis matches the actual frequency of the oscillations. It is also interesting to note that the describing function analysis predicts two
possible limit cycles for each time that the two curves intersect. Table 3.6 presents the
limit cycle frequencies predicted in different intervals, where ωLC1 and ωLC2 are the two
limit cycle frequencies predicted.
There was no significant difference between ωLC1 and ωLC2 . In addition, both the
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Table 3.6: Limit cycle frequency at different time from Figure 3.36.

Time (Sec)

ωLC1 (rad/s)

Af
RL

ωLC2 (rad/s)

Af
RL

45

N/A

N/A

N/A

N/A

48

1.72

0.23

1.45

0.32

63

1.68

0.22

1.48

0.30

68

1.70

0.22

1.44

0.32

73

1.67

0.21

1.48

0.30

78

1.71

0.23

1.45

0.32

83

1.76

0.25

1.41

0.35

88

N/A

N/A

N/A

N/A

Average

1.71

0.23

1.45

0.32

Figure 3.37: Amplitude spectrum of pitch rate and forcing function for time interval
25-40 s for the data in Figure 3.29

limit cycle frequencies were in the vicinity of the typical crossover frequency of the HCS
observed during the HuIL experiments under nominal conditions. The calculated limit
cycle frequencies were compared with the actual frequency of the oscillations in the data
to validate the prediction. Figure 3.37 shows the amplitude spectrum of the pitch rate
and input forcing function for the time interval of 48 to 83 s. the amplitude spectrum
of the pitch rate for the time interval of 48-83 s had a peak at 1.75 rad/s (0.28 Hz),
which was close to the average ωLC1 value of 1.71 rad/s (0.27 Hz) obtained from Table
3.6, as predicted by using the describing function analysis. In addition, the amplitude
spectrum of the forcing function is shown in Figure 3.37 to indicate that the oscillations
in pitch rate are not an artifact of the sum of sines input. For the average ωLC2 value
of 1.49 rad/s (0.24 Hz), the value of A that would lead to oscillations was calculated to
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Figure 3.38: Stability value of closed-loop HCS with time (after the activation of rate
limiting) for HuIL experiment with 10 deg/s rate limiting.

be approximately 11.85 deg. Due to the way forcing function has been designed, it can
never reach the value of 11.25 deg, which shows HCS oscillates at a frequency closer to
ωLC1 .
For describing function evaluation the HuIL experiments with rate limiting HCS
were also assigned a stability metric value for each time step, based on the following
equation:

∆K



, if limit cycle not predicted
Sk = Kpilot


0,
if limit cycle predicted and is feasible

(3.11)

In Eqn. 3.11, Sk is the stability metric value of the HCS at time step k, and ∆K is the
increment in the gain needed to intersect Nichols plot of Gp (jω)G(jω) with the Nichols
plot of the negative reciprocal of the describing function. ∆K provides information about
how close the system is from having a limit cycle. A higher value of ∆K means that the
gain must be increased by large amounts to result in limit cycles; thus, a HCS with high
∆K is less likely to oscillate, and vice-versa. Figure 3.38 shows the change in stability
values of the closed loop HCS with time, after the activation of rate limiting.
Like earlier HuIL experiments, instability regions were obtained by analyzing the
experimental data for the stability metric values obtained using Eqn. 3.11. It can be seen
that (Figure 3.38), after the activation of rate limiting, the stability value moved into the
red region and the pitch rate data showed the start of oscillations. For the time interval
(48 - 83 s) in which the HCS was predicted to have limit cycles, the HCS showed strong
oscillatory behavior. Around 88 s, the oscillation died out and the stability value moved
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Figure 3.39: RIV for HCS with time for HuIL experiment after activation of 10 deg/s
rate limit (Figure 3.29).

Figure 3.40: COF for HCS with time for HuIL experiment after activation of 10 deg/s
rate limit (Figure 3.29).

into the orange region. The stability value after 88 s kept increasing and the pitch rate
data also showed no oscillations after 88 s. Therefore, it can be said that the describing
function technique was able to capture the stability characteristics of the HCS.
Similar to the HuIL experiments with time delay, the ROVER and wDFT techniques
were used to detect HMO in the pitch rate data and were compared with the realtime prediction of limit cycle (RPLC) from the estimated McRuer model parameters.
Figure 3.39 shows the ROVER analysis after the activation of the rate limiting for the
data shown in Figure 3.29. It can be seen that there was strong agreement between
the ROVER detection and RPLC results. To further support the prediction result of
the RPLC method, oscillation detection was performed using the wDFT technique Figure 3.40. The wDFT technique also supported the predictions made by the RPLC
method and detection by the ROVER technique. Since both the ROVER and wDFT
technique detection results supported the prediction made by the RPLC method using
the estimated McRuer model, it can be stated that the parameters estimated by UKF
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Table 3.7: Comparison of the RPLC method results with ROVER and DFT
detection results for HuIL experiment with rate limiting presented in this section.

Method

TP (%)

FN (%)

FP (%)

TN (%)

RPLC

17.33

10.32

2.11

70.24

ROVER

19.74

7.30

3.25

69.71

wDFT

20.13

7.67

3.28

68.92

Table 3.8: Comparison of total accuracy and HMO prediction/detection accuracy
for HuIL experiments with rate limiting

Total accuracy
(%)
HMO prediction/detection
accuracy (%)

Method

For data in Table 3.7

Average for all
subjects

RPLC

87.57

86.79

ROVER

89.45

87.61

wDFT

89.05

87.03

RPLC

97.08

95.11

ROVER

95.56

94.51

wDFT

95.46

94.91

predicted the stability characteristics of the HCS with sufficient accuracy, and predicted
the frequency of the oscillation of the limit cycles.
To assess the prediction performance for the rate limiting case, Table 3.7 provides
the percentage value of the total sample points for which each conditions (TP, FN, FP,
and TN) occurred post-activation of rate limiting for the data shown in Figure 3.29.
Table 3.8 provides the total accuracy and TN percentage for the data provided in Table
3.7, and provides the average accuracy and average TN percentage calculated for 11
subjects for HuIL experiments with rate limiting.
The RPLC accuracy is similar to the other two methods. An argument similar
to that described in Section 3.6 also holds here. The added benefit of using the RPLC
method was its prediction of possible limit cycle frequencies (i.e., the frequency of HMO),
even without considering the full window of oscillations. In addition, the ROVER and
wDFT techniques did not incorporate any information about the rate limiting nonlinearity present in the system as compared to the RPLC method.
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Prediction vs. Detection
The goal of this short section is to properly distinguish between HMO prediction and

detection techniques to emphasize the contribution of RPStab and RPLC methods. The
detection values obtained using the ROVER and wDFT techniques were based on the
analysis of past data. In contrast, RPStab and RPLC methods incorporate information
about the underlying model obtained from UKF algorithm. This underlying model
enables prediction of future events given an input. In addition, the stability metric value
provided by RPStab and RPLC are continuous, which can provide information regarding
future HMO events (e.g., the onset of HMO events) by its location and movement trend
in the criteria plane - see Table 3.2. However, the current work did not implement this
prediction technique, rather it is shown that the UKF algorithm was able to determine
HCS stability characteristics.

3.7

Statistical Anaysis
Post-hoc power analysis was undertaken on HMO Prediction Accuracy Percentage

(PA%) to obtain the statistical power of the results from previous sections with 11
subjects. The results from 15 trials were averaged for each individual subject, and then
a one-sample t-test was performed.
This kind of analysis comes at the cost of loss of information due to averaging of data.
However, it provides a straightforward way of conducting a t-test, as the overall mean of
HMO PA% for the population (i.e., all human controllers) from which the subjects were
sampled was of primary importance as opposed to the variation in HMO PA% with trials
for a single individual. The aggregate mean of HMO PA% was found to be 86.28±7.57%.
Typical ROVER accuracy was reported to be between 75-85% in existing literature,
and it is desired that the UKF algorithm accuracy is similar in predicting HMO. Evidence
from the right tail one-sample t-test for a null mean of 75% for HMO PA% showed a lack
of statistical power (*p>0.05). Therefore, the results carry only observational subjective
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weight, and the statistical power can be improved in future studies with a larger number
of participants.

3.8

Summary
This chapter provided a description of the HuIL experiments’ setup to validate the

prediction capability of the UKF estimator designed in Chapter 2. The HuIL experiments
enabled the researchers to have better control over the experimental parameters and
properly constrain the problem to accurately determine the effectiveness of the UKF
estimator. The HuIL experiments were performed for three different cases:

1. Experiments with only nominal plant and subjects.
2. Experiments with delay injection between subjects and the plant.
3. Experiments with rate limiting of subjects’ joystick command to the plant.

The plant used was a short period longitudinal mode of an aircraft, typical of a small
business jet. No HMOs were seen for the experiments without delay or rate limiting,
and the McRuer model obtained using UKF-estimated parameters was able to correctly
predict the system stability for all these cases.
For the HuIL experiments with injection of time delay, the RPStab HMO prediction
results were similar to the HMO detection results from the ROVER and wDFT techniques. However, the added benefit of RPStab is its potential ability to predict stability
and calculate the gain and phase margins to attain better knowledge of the stability of
HCS.
For the HuIL experiments with rate limiting, describing function technique was used
to express the rate-limiting non-linearity to be able to use frequency domain techniques,
such as the Nichols plot, to undertake limit cycle analysis. The results indicated that
the HCS oscillated at a value close to that predicted by the RPLC method using the
estimated McRuer model parameters from the UKF algorithm. In addition, the limit
cycle analysis method provided prediction results similar to the detection results from
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the ROVER and wDFT techniques. Therefore, this chapter helped establish the validity
of the UKF estimator’s capabilities and usefulness in predicting HCS stability for a
single-input single-output manual compensatory task.

Chapter 4

Conclusions

T

his dissertation presented a novel technique to estimate McRuer model parameters
in real-time. The primary motivation for the work presented in this dissertation

was that the estimated pilot model can be used to determine closed-loop HCS stability
in real-time. With further development this technique could be useful in predicting the
onset of LOC events and could notify the pilot to take preemptive actions to prevent
such events. This study focused on a simplified problem, that is SISO manual control.
For a SISO reactive compensatory task (i.e. with a goal of error reduction), the human
controller is approximated with a McRuer model comprising of a gain, a lead parameter,
a lag parameter, and a time delay. Therefore, the estimation framework becomes a
problem of identifying these parameters in real-time. Previous efforts to use the McRuer
model to study human controllers have focused primarily on off-line batch estimation of
the model parameters from the experimental data. This essentially assumes the human
controller to be time-invariant during the course of the experiment; however, this is not
always the case and batch estimation methods fails to incorporate the adaptive nature
of humans. Instead, this dissertation presented an algorithm using UKF to estimate the
McRuer model parameters in real-time. To evaluate the estimator capabilities, simulation
studies were performed which showed that the estimator was able to estimate actual
parameters with sufficient accuracy. It was also found that the estimator preserves the
closed-loop HCS stability characteristics under linear modeling errors, such as when the
53
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human controller does not behave exactly as stated in the McRuer model. The estimator
was further validated using actual human control data from HuIL experiments.
In HuIL experiments, 11 human subjects were given the task of error (displayed
on a screen) reduction using a joystick. This ensured that the researcher had proper
control of the experiments and could negate plant modeling errors. The experiments
were performed for the time delay injection in the HCS and rate limiting of the joystick command. The experimental data were fed into the UKF estimator to obtain the
McRuer model parameters to make predictions about the closed-loop HCS stability in
real-time. It was observed that this technique provided sufficiently accurate (∼85% PA)
assessment regarding the presence and onset of instabilities in the HCS. This technique
was further compared with the ROVER and wDFT techniques for detecting oscillations.
The comparison showed that the RPStab result agreed with the results from ROVER
and wDFT.
To summarize, the major contributions of this dissertation were as follows:

1. Estimation of human control model parameters using UKF in real-time
2. Prediction of instability in a closed-loop human-machine system for pitch control
using HuIL experiments.

4.1

Limitations and Future Work
This work has demonstrated the possibility of predicting the stability of closed-

loop HCS in real-time. However, this research direction requires further study, as the
work in this dissertation was limited to single-input single-output reactive compensatory
tracking problems. It is necessary to employ multiple-input single-output estimators to
satisfactorily model human pilots in real flight. It is also challenging to design a flight
test experiment while keeping control of all the conditions such as environment, plant
modeling errors etc. Higher fidelity HuIL experiments can be used as pre-flight tool
to better design the flight experiments. In addition, the work in this dissertation has
indicated that the UKF estimator provides accurate stability information under linear
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modeling errors, and that further analysis needs to be undertaken for nonlinear modeling
errors, such as dead band in human control behavior for a more complete prediction
method. In future work, to detect onset of LOC events the prediction method discussed
in Section 3.6 should be implemented. In addition, more human subjects need to be
recruited for the HuIL experiments to improve the statistical power of the result. All
this will ensure that when the estimator is applied to real world problems it will provide
accurate results and help in improving the safety of systems such as cars, airplanes etc.

Appendix A

IRB Procedure and Approval

T

he following procedure was submitted to IRB to obtain approval for HuIL experiments.

1. Recruiting: potential participants will be contacted verbally in the engineering
building and asked if they are interested in participating (see attached recruitment
script). If they are interested, they will be asked to come to the lab.
2. Consent: the experiment procedure will be described in detail and if the potential
participants are still interested we will ask them to sign a consent form. A date
and time for participation will then be arranged.
3. Collecting data: the experiment apparatus consists of a joystick and a normal
desktop computer. During the experiment human participants (one at a time) will
sit in front of a computer screen which will display the position of a ball along
with the position of a circle. Human participants will be asked to use a video game
joystick to control the position of the ball and try to maintain the ball’s position
within the circle. The procedure is like playing a video game and this is a minimal
risk experiment. Only the joystick movement will be saved on the computer. Each
experiment run will be 2 min long. Between 10 to 15 runs will be performed in
each session, which will take a total about 32-45 minutes. It is not possible to
trace participant’s personal information from the results. There are no surveys or
56
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questionnaires and no videos will be recorded, participants will be only asked to
move the joystick.
4. How findings will be shared: the findings of the aggregate result regarding the
effectiveness of the method developed in this research will be published in conference and journal publications. However, no personal information about the human
participants will be shared at any time.

Approval Letter Expedited
Action Date

10/13/2016

To

Yu Gu

From

WVU Office of Research Integrity and Compliance

Approval Date

10/13/2016

Expiration Date

10/12/2017

Subject

Protocol Approval Letter

Protocol Number

1609282859

Title

Data Collection Using a Joystick and a Computer

The above-referenced research study was reviewed by the West Virginia University Institutional Review Board
IRB and was approved in accordance with 46 CFR 46.101b.
It has been determined that this study is of minimal risk and meets the criteria as defined by the expedited
categories listed below:

Documents reviewed and/or approved as part of this submission:
ConsetForm_wo_HIPAA_TanmayV1_Submit.pdf: 2016-10-07-04:00
Computer Display to be Used during the Experiment_Submit.pdf: 2016-10-07-04:00
RecruitmentScrip_Tanmay_V3_Submit.pdf: 2016-10-07-04:00
Documents for use in this study are available in the WVUkc system in the Notes and Attachments section of
your protocol.
The Office of Research Integrity and Compliance is here to provide assistance to you from the initial submission
of an IRB protocol and all subsequent activity. Please feel free to contact us by phone at 304.293.7073 with any
question you may have. Thank you.

WVU Office of Research Integrity and Compliance
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Date:10/13/2016
Signed:

Once you begin your human subject research, the following regulations apply:
1. Unanticipated or serious adverse events/side effects encountered in this research study must be reported to the
IRB within five (5) days via the Notify IRB action.
2. Any modifications to the study protocol or informed consent form must be reviewed and approved by the IRB
prior to implementation via submission of an amendment.
3. You may not use a modified informed consent form until it has been approved and validated by the IRB.
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