We describe the use of Non-Negative Matrix Factorization (NMF) and Latent Dirichlet Allocation (LDA) algorithms to perform topic mining and labelling applied to retail customer communications in attempt to characterize the subject of customers inquiries. In this paper we compare both algorithms in the topic mining performance and propose methods to assign topic subject labels in an automated way.
Introduction
The topic modeling domain of Natural Language Processing (NLP) has been quite popular in identifying the subject matter of a collection of documents, as well as the classification of documents ( [3] , [9] , [16] , [10] ). The area of application for topic modeling has been rapidly expanding beyond NLP to computer vision ( [15] , [7] ), bioinformatics ( [6] , [13] , [12] ), recommender systems ( [1] , [8] ), astronomy ( [2] , [18] , [14] ) and, many other areas.
The documents often need to be classified using tagging or labelling methods. However, the manual effort to perform these operations is too extensive, hence automating the tasks for topic mining and topic labelling is important. Traditionally, topic modeling and labeling techniques have been developed for long documents. Customer communications, on the other hand, are usually short conversations, most often noisy and imprecise, which makes the problem of topic identification challenging.
Topic models refer to the documents as a mixture of topics, and each topic consists of groups of related words, ranked by their relevance. Labelling in this context refers to finding one or a few single words or phrases that sufficiently describe the topic in question.
Automated topic labelling becomes an important matter in order to support users or customers in efficiently understanding and exploring document collections, as well as facilitating a reduction of manual efforts for the labelling process.
A large number of topic models and algorithms have been proposed to extract interesting topics in the form of multinomial distributions from the corpus in an unsupervised way.
The most popular ones are LDA (Latent Dirichlet Allocation), based on probabilistic modeling and Non-Negative Matrix Factorization (NMF), based on Linear Algebra.
Common features of these models are:
• The number of topics (k) needs to be provided as a parameter. Most of the algorithms cannot infer the number of topics in the document collection automatically. LDA ([4] , [5] ) uses Dirichlet priors for the word-topic and document-topic distributions. Each document may be viewed as a mixture of various topics where each document is considered to have a set of topics that are assigned to it via LDA. Topic distribution in LDA is assumed to have a sparse Dirichlet prior. LDA is a generative model that allows observations about data to be explained by unobserved latent variables that describe why some parts of the data are similar, or potentially belong to groups of similar topics. A topic in LDA is a multinomial distribution over the terms in the vocabulary of the corpus.
A different approach, such as NMF ( [11] ), has also been effective in discovering the underlying topics in text corpora ( [9] ). NMF is a group of algorithms in multivariate analysis and linear algebra, and in that way, it is essentially different from probabilistic methods used in LDA type of models. NMF is an unsupervised approach for reducing the dimensionality of non-negative matrices, which decompose the data into factors that are constrained so as to keep only non-negative values.
By modeling each object as the additive combination of a set of non-negative basis vectors, an interpretable clustering of the data can be, in principle, produced without requiring further post-processing. When applied to the textual data, these clusters can be interpreted as topics, where each document is viewed as the additive combination of several overlapping topics.
Problem specification
The reasoning of this paper is to learn how effective these two very popular, albeit quite different topic modeling approaches could be applied to quite specific linguistic domain of relatively short-length customer communications with a specific vocabulary and terminology, as opposed to plain text corpora frequently tested in most topic modeling applications.
The overall approach used in this paper could be descried by a number of processes: process of data ingestion, data handling, processing, topic modeling, topic label generation, and analysis. The flow of these processes is presented in 
Data preparation
The data studied consists of a corpus with 50,000 variable length (but mostly of few sentences long) text inquiries, originated from communications of commercial/retail company customers with the company's customer service personnel (also often known as log files). The subjects of the inquiries may vary greatly (thus, topic mining is needed), but, in our particular case of study, it refers mostly to television products.
The list of inquiries was ingested and extracted from the original customer service log files, and pre-processed to cleanse the text. Standard text cleansing techniques like tokenization, case conversion, and stop words filtering have been applied to the original text. The pre-processing step has also been included the removal of extremely short sentences, as well as, filtering of certain type of words, such as: named entities, personal names, overly frequent phrases and keywords specific to the nature of communications between customers and customer service department, by dropping the words like: 'customer', 'service', 'caller', days of the week, identical sentences, such as pre-prepared formal replies from the customer service.
Additionally, duplicate words in the selected corpus, as artifacts of the process of splitting of textual input to sentences and further tokenization down to words, have been dropped as well. Typically, in the text processing domain, a lemmatization and/or stemming of words are quite popular to remove tenses and plurals. The original text of inquiries (the log files) also contains a fair amount of misspelled words and typographic mistakes. No systematic attempts were used to correct those typos, as it might hinder the idea of automatization of the process of label generation. During text-processing, we have tested two options, with word lemmatization, and without it, as well.
For the two topic modeling approaches studied in this paper, the same text pre-processing of the raw data was conducted and then the resulting text was fed as input to a model in order to perform the topic modeling.
Pre-processed data resulted in 40,000 observations (we call them snippets, for the rest of the paper) for each model for testing. Topic modeling with 40 topics, the number pre-defined a-priori, has been used as a parameter for both models compared. No attempt was made to use topic coherence study or similar methods to optimize the number of topics automatically from the bulk of data. This will be studied in our next paper on this matter.
Topic Modeling
In the bag-of-words model, each document is represented by a vector in a m-dimensional coordinate space, where m is number of unique terms across all documents. This set of terms builds the corpus vocabulary. Since each document can be represented as a term vector, we can accumulate these vectors to create a full document-term matrix. We can create this matrix from a list of document (an inquiry, in our case) strings. From our data, we have created (39697 × 434) TF-IDF-normalized document-term matrix, let's call it, matrix V . The usefulness of the document-term matrix is justified by giving more weight to the more "important" terms. The most common normalization is widely known as Term Frequency-Inverse Document Frequency (TF-IDF). With scikit-learn library [scikit] by using the TfidfVectorizer method, we can generate a TF-IDF weighted document-term matrix.
In the mathematical discipline of linear algebra, a matrix decomposition or matrix factorization is a factorization of a matrix into a product of matrices. By applying matrix decomposition to document-term matrix V , NMF produces two factor matrices as its output: W and H. In a formal way, V matrix decomposition could be presented as
The W matrix contains the document membership weights relative to each of the k topics. Each row (of total F ) ) corresponds to a single document, and each column correspond to a topic. The H matrix contains the term weights relative to each of the k topics. In this case, each row corresponds to a topic, and each column corresponds to a unique term in the corpus vocabulary.
The top ranked terms (or descriptors) from the H matrix for each topic can give an insight into the content of the topic.
On the other hand, the LDA model can only use raw term counts/frequencies because LDA is a probabilistic model, and uses probabilities of words across the corpus. Thus, as oppose to NMF and TfidfVectorizer, scikit-learn CountVectorizer method has been used to count LDA originated terms. Total number of 445 terms were found in 39,697 input documents if lemmatization was applied. With no lemmatization the statistics were 518 terms in 39,474 documents, respectively. Final decision was taken to proceed with lemmatization, as, it reduces the number of terms originated from closely related words.
In order to compare two models, we have constructed similarly to NMF, W and H matrices, but based on LDA model output.
An important step in topic modeling is to produce a set of terms (also known as descriptors) which characterize topics discovered in the modeling. The list of terms for each of the topic (limited to 10 topics), as found by a respective model, NMF, Table 1 and LDA, Table 2 , are presented below.
The list of terms, provided by NMF model, are ranked for each topic with the term weight, obtained from the matrix H of NMF model. So, the first term, in the top row of each topic column in Table 1 , could be considered as an initial candidate for a corresponding topic label. One can notice also, that for NMF, the highest weighted term typically has a rather close semantic relationship with the rest of the terms of the same topic.
In the LDA case, as can be observed in Table 2 , due to its probabilistic approach, the model tends to over-represent the most probable term across many topics (e.g. consider the term "tv" which is omnipresent across the list of terms shown).
The graphical side-by-side examples of distributions of topical terms/descriptors obtained with NMF and LDA and selected as most closely matching are presented below, in 2 for 5 potentially matching topics.
For the sake of a graphical comparison between two models, the term weights for NMF were normalized to the highest term weight for each topical term distribution, while the normalization in the LDA case was done to scale the terms "Screen" topic terms in NMF "Screen" topic terms in LDA "Picture" topic terms in NMF "Picture" topic terms in LDA "Remote" topic terms in NMF "Remote" topic terms in LDA 'Line' topic terms in NMF 'Line' topic terms in LDA 'Connect' topic terms in NMF 'Connect' topic terms in LDA Figure 2 : Comparision of terms distributions in NMF(green) and LDA(yellow) for 5 selected topics distributions to one. This graphical representation helps to visualize the striking difference in topical terms resulting from two models studied. The term distribution in NMF, as a consequence of using TF-IDF method, tends to be mostly dominated by a term with the highest weight. For LDA, the term distributions are much wider presumably due to the fact that a simple counting of words is less efficient in picking up most representative term/word for each topic. Thus, in our opinion, the counting of words is prone to picking up the terms semantically but not always close to the rest of the terms in each topic category. As an example, term representations in the LDA case often look like a boiler plate, showing, for this particular television related data, all kinds of TV related terms, but lacks the terms which would identify the label more or less unambiguously. It is lesser of a feature for NMF terms distributions.
Topic Labelling
Now we are in the position to generate a label for each document (inquiry) using the set of terms, or descriptors, obtained from the previous step.
The idea behind finding the top document for label generation is that within the most "representative" document there is a text fragment that could contain a coherent label. This is a label that is grammatically correct as possible (not always easy to do, taking account that we decided to use lemmatization as a part of text preprocessing) and would be easily comprehended by humans. It is a challenging task to create labels as close as possible to human assigned labels, while being as representative and simple as possible.
For this attempt to come to a reasonable label that could be understood by humans and help them grab a decent idea on the nature of a consumer inquiry, we select topics with highest ranked terms with the following steps:
1. Further lemmatization to construct and/or select only nouns from the obtained set of descriptors/terms.
2.
The cosine similarity between the terms for each topic and all snippets (original inquiries) returns a list of snippets with a highest score.
3. Sentences/snippets have been ranked with LexRank algorithm.
4. Using sentence similarity, the results for three top ranked sentences were kept as most relevant.
5.
Only one candidate for a topic label, as the most similar to the majority of snippets selected above, was chosen as an ultimate label.
The same algorithms have been applied to both sets of topical terms or descriptors derived from each model considered.
In the following two tables, for each model, respectively, we present the 12 most representative cases (out of predefined number of topic of 40 for each model). The order of topics for NMF model, Table 3 is generally follows the ranking of terms by their assigned weights in the model. The 12 examples for LDA, Table 4 below were chosen by their similarity to NMF examples.
The results of the label generation show quite satisfactory matching pattern between original inquiries and generated labels. It should be noted that the application of lemmatization resulted in partial distortion of the final label grammar that make them a bit robotic. However, in presented examples, for NMF case, almost 90% of the topical terms are covered by generated labels quite well: out of 12 topics shown, the label for Topic09 (Table 3) is probably a little bit vague.
For LDA generated labels (shown in Table 4 ), the mismatch between top snippets, descriptors and resulting generated labels seems to be more visible. Obtained labels for Topics 2 and 3 seems drawn from overlapping top snippets, For Topic 5, the list of terms leaves little choice to label between 'line on screen' and 'screen cracked'. Similarly, for Topic 10, it is a difficult choice between 'melted screen' and 'spot on tv screen'. It appears that the labels generated and based on LDA terms choice are slightly less accurate than in the NMF case.
The last column in Tables 3 and 4 shows a count of how many times a generated label was able to find a pattern in 1000 snippets used to validate the method. The cosine similarity tool has been used to compare the labels and the snippets/inquiries.
The comparison of hits (counts) show that the labels generated with the NMF model are more frequently able to find a match between snippets. A possible reason for the better performance of NMF is that TF-IDF method, that exploited in NMF is more adequate for the topical term selection than the term selection by word frequencies/proportions used in the LDA model. Taking into account the multitude of attributes with no particularly strong predictors in the bulk of the textual data (short communication logs) used in this study, the weighting of terms by importance in NMF shown to work better in representing patterns and topics. Non-Negative Matrix Factorization (NMF) and Latent Dirichlet Allocation (LDA) algorithms are used in this study for topic mining and topic labelling, applied to customer textual communications to characterize the subject of customers inquiries. A method to assign generated topic labels has been proposed in attempt to make it as less human assisted as possible. The comparison of both algorithms seems to indicate the preference of using Non-Negative Matrix Factorization for the particular short text data. In the future, we plan to extend the work to research evolution of the topics over time.
