We assessed whether the visual system's ability to discriminate subtle perturbations from smoothness in curved shapes was based on 1st-order properties or 2nd-order properties. We investigated which of the two would determine performance in a task where the observer had to detect spatial jitter on aligned, unaligned or unoriented Gabor patches forming either an open or enclosed path. Surprisingly, performance was no better in the conditions employing aligned micropatterns, implicating the use of 2nd-order properties. Varying the peak spatial frequency or the size, (standard deviation of the Gaussian envelope), produced little change in the jitter threshold. By contrast, increasing the spacing between the Gabor patches had a large detrimental effect. Randomizing the orientation of the Gabors also hampered performance. These results indicate that orientation linking may only aid psychophysical performance in detection tasks. If variance was imposed on the size of the blobs (a 2nd-order property), performance was degraded. Variance on the carrier spatial frequency (a 1st-order property) resulted in a smaller worsening of performance. Overall, our results imply that shape discrimination is performed by mechanisms sensitive to 2nd-order micropattern properties, although some dependence on 1st-order properties exists.
Introduction
Our understanding of the nature of the spatial code underlying human vision is in a state of flux. One of the fundamental tasks of spatial vision is the encoding of the relative positions and alignments of objects. We know that well-separated stimuli whose positions cannot be indirectly judged from local contrast cues (i.e. abutting vernier tasks) are located by the computation of a measure of the centroid of the luminance or the contrast envelope (Westheimer & McKee, 1977; Watt & Morgan 1985; Toet & Koenderink, 1988; Hess & Holliday, 1992; Whitaker, McGraw, Pacey & Barrett, 1996) . Location tags are thought to be assigned within a non-linear processing stage in which a key factor determining accuracy is the stimulus' overall size. This is as true for alignment tasks as it is for bisection tasks (Levi & Klein, 1992; Hess & Badcock, 1995) . We refer to this as a 2nd-order mechanism, because contrast, and hence the location of the centroid of the contrast envelope is a 2nd-order property. The concept of 2nd-order properties, i.e. those properties which are not capturable by 1st-order luminance filters, has recently been of much interest in visual psychophysics, particularly in the area of motion perception (e.g. Cavanagh & Mather, 1989) . The 2nd-order properties can also be defined as those which describe spatial changes in some property calculated from the luminance, but which are not given directly by linear filters acting on the stimulus.
Another fundamental property of spatial vision is the segregation and linking together of elements that represent single objects. This process has been shown to be dependent upon local orientation (Field, Hayes & Hess, 1993) and to be not solely accomplished by a 2nd-order mechanism (Field, Hayes & Hess, 1997) of the kind invoked to explain how location tags are assigned. An explanation has been advanced in terms of the rules of association between 1st-order orientationally-tuned filters. We refer to this as being a primarily 1st-order mechanism.
A further key property of spatial vision is shape perception and in particular our ability to discriminate subtle changes in shape. Although little is known about how this is accomplished, despite the intense interest in object recognition (Ullman, 1996) , it could in principle be solved by several quite different computations. It could be done by assessing the fidelity with which local position tags are assigned to local regions of the object using a 2nd-order mechanism. For example, imagine that the visual system has to discriminate a perfect circle composed of a number of oriented Gabor micropatterns from one in which the positions of the individual micropatterns have been perturbed. The position of each element could be located by virtue of the centroid of the contrast envelope (Hess & Holliday, 1996; Whitaker et al., 1996) and then the geometric relationship between these location tags could be assessed, perhaps by means of the differential response of higher-stage filters, which would take either the positional tags or some function of the contrast envelopes as input. Overall performance would then be limited by the accuracy of the contrast extraction stage as well as by the accuracy of the later computation. Such a mechanism would not be sensitive to the orientation of local elements because, as mentioned above, the extraction of local tags is thought to be generally independent of local orientation (Kooi, De Valois & Switkes, 1991; Hess & Holliday, 1992) .
However, the problem of shape discrimination could be solved just as effectively using the concept of associations between oriented linear filters which has come from the contour detection literature (Field et al., 1993) . In this case the strength of association of regions encompassing the contour would determine the accuracy with which subtle shape distortions could be detected. In other words, collinear arrangements might produce greater activation than orthogonal ones. Performance would be best when the orientation of the local elements is aligned along the contour whose shape is to be discriminated, whereas performance should be much worse for contours composed of elements whose local orientation is orthogonal to the contour. If this result held it would suggest that the linking code and the shape discrimination code are one and the same. This is an example of a 1st-order rule, but other codes involving the responses of 1st-order filters without linking are of course possible (e.g. Hess & Dakin, 1997) . There are examples in the computational literature of estimates of tangent and curvature being used to aid recovery of the sampled trace of a curve (e.g. Parent & Zucker, 1989 ). An additional functional reason to expect greater sensitivity for perturbations from collinear contours is the predominance of locally collinear contours in the natural visual environment. That is, the orientation of sub-components of a contour tend to match the orientation of the rest of the contour.
To investigate the importance of 1st and 2nd-order information in shape discrimination by testing which of these two predictions held we investigated the accuracy with which the human visual system can detect perturbations to smooth curved shapes. We used shapes defined by oriented Gabor elements so that the role of linear oriented filters could be ascertained. Furthermore, we used circular closed shapes as well as curved paths because there is evidence that closure represents a special case for contour integration (Elder & Zucker, 1993; Kovács & Julesz, 1993; Pettet, McKee & Grzywacz, 1998) . Broadly speaking, our results imply that 2nd-order information is used by the visual system for shape discrimination. There is also some evidence for 1st-order input into the shape discrimination mechanism by virtue of impoverished performance for stimuli with variance in the 1st-order properties.
Methods

Procedure
Examples of the stimuli used in these experiments are shown in Figs. 1-3. We used a 2-interval forced choice, (2IFC), paradigm in which one interval contained micropatterns positioned on a perfect circle or a path generated in a similar fashion to those used by Field et al. (1993) and the other interval contained the same (or similar) pattern but with the position of each micropattern displaced using isotropic Gaussian jitter of a given standard deviation (S.D.). The observer had to report with a keypress in which interval the pattern did not have added jitter. Negative feedback was given in the form of a tone. We measured percent correct performance at different S.D.s for each condition and found the S.D. at which criterion performance occurred. We took this as the threshold for each condition. In other words, shape discrimination is assessed by how easy it is to detect random perturbations of the shape from the pure form. This notion could be mathematically formalized in a number of ways: minimum integrated curvature of a cubic spline fit, for example.
Experiment 1: influence of alignment and micropattern parameters
We begin by describing the circle stimuli, which can be seen in Fig. 1 . The standard number of patches used to construct each pattern was ten, although to test the effects of micropattern number, (N), spacing around the circle, (l) and density (i.e. patches per unit contour length), (z), we also conducted some conditions with five and 20 patches. The centers of the patches were placed on the circle, (of radius 66 arc min of visual angle), at equal intervals, (in the unjittered interval), with the orientations of the oriented patches being either tangential to the circle or normal to it. We call these the tangential and radial conditions respectively. In addition, a condition employing circularly symmetric Gabor micropatterns was conducted. We call this the bullseye condition. In Experiment 1 the angular phase of the patches with respect to the center of the circle (i.e. at what position along the circle one begins to generate patches) was randomized between the two intervals of the 2IFC procedure. In Experiment 2 the angular phase was the same in the two presentations, as the properties of the micropatterns varied around the circle in a way that would have rendered a random phase stimulus extremely distracting. A variety of spatial frequencies, contrasts and standard deviations were used for the micropatterns. These will be described in the section concerning micropattern construction.
It is more complicated to describe the construction of the path stimuli (Fig. 2) . The stimuli we employ are almost identical to those used by Field and coworkers (Field et al., 1993; Hess & Field, 1995) and readers may find the diagrams detailing stimulus construction therein useful. In essence, a framework for the path is constructed by adding line segments together end-toend at a mean angle of 9 36°(the same as the difference in orientation between successive micropatterns in the standard circle condition). The sign of the angular difference is random, and an additional orientational jitter of 9 5°(i.e. constant probability density function (pdf) between − 5°and + 5°) is added to disrupt the formation of geometrical structures. The length of each line-element on this framework is equal to the notional element separation, (l). To construct the path, a micropattern is placed in the middle of each line segment on the framework and, if appropriate, spatial jitter is added. As in the case of the circle, the Gabor patch can either be oriented in the same direction as the framework (the continuous condition, analogous to the tangential condition), be oriented perpendicular to the framework (the orthogonal condition, analogous to the radial condition), or be a bullseye.
Our algorithm starts at the center of the path and grows the framework in two directions. The center of the path is placed near the center of the display but with a constant pdf jitter in the vertical and horizontal directions of total extent equal to the notional patch spacing, l.
2.3. Experiment 2: 6ariability in 1st and 2nd order properties.
Experiment 1 deals with the effects on shape discrimination of a number of 1st-order properties (orientational content and spatial frequency), properties dependent on the orientation tagged output of 1st-order filters (alignment) and a 2nd-order property (envelope size or standard deviation, | patch ). Assuming that performance is partially determined by a post-1st-order stage which combines the output of 1st-order and/or 2nd-order processes then introducing variability into either the 1st-order or the 2nd-order properties of the micropatterns should be informative concerning the nature of the inputs to the higher stage. In Experiment 2 we use tangential circle stimuli, with variability in either the carrier spatial frequency (1st-order property) or envelope size, | patch, (2nd-order property). Stimulus examples are shown in Fig. 3a and b.
There are four possible outcomes, each with a plausible interpretation. (1) No effect of 1st-order variability and no effect of 2nd-order variability. This would imply that the positional tags thought to be extracted in spatial localization are used to do the task. (2) An effect of 1st-order variability but no effect of 2nd-order variability. This would imply that purely 1st-order properties are being used. (3) No effect of 1st-order variability but an effect of 2nd-order variability. Such an outcome would be most easily interpreted as the result of a 3rd-stage mechanism using a contrast map as its input. (4) Effects due to both 1st-order and 2nd-order variability. Again this would suggest a contrast map as input for a 3rd-stage shape detection mechanism, but where shape detection took place within limited ranges of spatial frequency content.
For the variable size experiment we used | patch values of 4, 6, 8, 10, 12 arc min. The large variability condition had patches with alternating | patch of 4 and 12 arc min. The small variability condition used 6 and 10 arc min.
These two conditions were presented in the same block, together with constant | patch conditions of 4, 8 and 12 arc min (essentially a repetition of the variable patch size condition of Experiment 1 to act as a control condition and to establish baseline performance). In a similar fashion, the variable spatial frequency experiment used patches with peak spatial frequencies of: 2.25, 3.18. 4.5, 6.37, 9.0 cpd (i.e. equal log intervals). Small and large variability conditions were used, and constant frequency control conditions were included. In both experiments the assignment of the variable property was the same between the jittered and unjittered presentation.
In Experiment 1, it became clear that changing the micropattern characteristics did not change performance much. We therefore tried a final condition in order to attempt to falsify the hypothesis that micropattern orientation is unimportant. This was done using circle stimuli constructed with the use of standard parameter Gabor patches, but where the orientations of the individual Gabor patches were completely randomized both within and between presentations. Fig. 3c is an example.
Stimuli specifics
Three Macintosh computers were used for different parts of the experiment: a IIfx, a Quadra 650 and a Quadra 840. The stimuli were always displayed on the a 13¦ Macintosh color monitor. In general, only the green gun was used, but for subject DK in Experiment 2 (excepting the variable orientation condition) all three guns were used. We do not believe that this change materially affected our results. At the viewing distance used, (126.2 cm), each pixel subtended 1 arc min of visual angle. This means that the notionally continuous pdfs that we use to jitter the stimuli are actually histograms with bucket widths of 1 arc min. The framerate of the monitor was 66.7 Hz and the display duration for each image was 105 ms. We linearized the lookuptable for the monitor. The visual size of the screen was 10°28% × 7°53%. A small black dot in the center of the screen was present whenever the stimulus was absent, as an aid to fixation.
We now turn to the way in which the micropatterns we used are defined. Gabor patches of various kinds were employed to construct the complex patterns. A Gabor patch is a sinusoidal grating windowed by a Gaussian blob (Graham, 1989) . We always used these in cosine phase. The bullseye micropatterns are circularly symmetric, with a radial function which is a Gaussian multiplied by a sinusoid (of necessity in cosine phase). We use these kinds of micropatterns both for consistency with the work of Field et al. (1993) and because they are spatial frequency narrow-band, and would thus be expected to stimulate a limited range of spatial frequency selective units. We define the contrast as being the ratio of the envelope peak increment to the background. We adopted a set of values as standard for the patches, and then investigated how varying the values affected performance. We took 4.5 cpd as the standard peak spatial frequency and 8 arc min as the standard | patch of the Gaussian envelope. Two different values of contrast were used, but generally had little effect on performance. In Experiment 1 contrasts of 0.45 and 0.95 were used whilst in Experiment 2 contrasts of 0.95 were used for the variable spatial frequency and variable size experiments and 0.45 was used for the variable orientation condition.
Psychometric functions
Percent correct discrimination performance for different jitter S.D.s were collected and fitted with a Weibull psychometric function. Threshold was taken as the 81.6% point of the function. Each psychometric function comprised at least 200 observations. In Experiment 1, the tangential, radial and bullseye conditions were shown in the same blocks, as were the continuous, orthogonal and bullseye conditions. Each block included just one set of micropattern and spacing parameters. In Experiment 2, the different variabilities of | patch and patch spatial frequency were each presented in the same blocks, whereas the variable orientation condition was blocked with continuous, radial and bullseye conditions. The two authors served as observers for all the experiments. They were highly experienced psychophysical observers and wore appropriately corrected spectacles.
Results and analysis
Experiment 1-the influence of the properties and arrangements of micropatterns
In this experiment, we examine the effect of the properties of the micropatterns and their arrangements on shape discrimination to determine if our accuracy at discriminating departures from smoothness conform to the predictions based on local positional accuracy (a 2nd-order mechanism) or contour integration (a 1st-order mechanism). The property we are most interested in is the orientation, (or lack of orientation), of the patches. In addition, we investigate the effect of peak spatial frequency (i.e. spatial frequency of the underlying sinusoid), Gaussian envelope standard deviation, (| patch ), number of patches in each stimulus, (N), distance between patches (l), and length of the pattern (l). For most of these conditions we took thresholds at two contrasts: 0.45 and 0.95. In each block the three different micropattern orientation types were used. These can be categorized as tangential/continuous, radial/orthogonal and bullseye.
Graphs of the results for circle stimuli are shown in Fig. 4 , and for path stimuli are shown in Fig. 5 . We commence with the circle data. The key points are that (a) there is no general advantage for performance using oriented micropatterns compared to that using the unoriented bullseyes; and (b) there is no advantage for aligned compared with non-aligned stimuli. If anything, there seems to be on average a very small reduction in threshold for the bullseye conditions. The results here mean that the orientational property of the patches is not critical to the task. Similarly, the size of the patches, | patch , does not seem to have much effect on performance. There does seem to be a small effect of spatial frequency, in that performance declines somewhat with higher frequencies. This effect is much smaller in the 0.95 contrast condition, indicating that it can be attributed to changes in visibility and salience of the micropatterns with spatial frequency. In marked distinction, changing the gap, l, between the elements has a large effect on threshold. The closer together the patches are the lower the threshold. This kind of effect is not surprising (see the review by Morgan, 1991) . In the case of the circle stimulus, however, l covaries with the number of micropatterns in the circle, so we must be cautious about attributing the effect to spacing. The variation of jitter threshold with l is approximately linear, and this is reflected in power-law fit exponents (i.e. the gradient on log/log axes) of about unity.
We now turn to the path results. In general, they are similar to those for the circle stimuli: there is little effect of micropattern orientation, and the peak spatial frequency and | patch of the micropatterns do not critically affect performance. Again, there is a marginal improvement for the bullseyes, and a small, contrast-dependent, increase in threshold for higher frequencies. It is possible to investigate the effect of the spacing, l, between patches more definitively than for the circle stimuli, because one can partially decouple the effects of l, number, (N), and path length, (l). Three different ways of varying the stimulus parameters were used to do this: (a) constant l (l and N covary); (b) constant N (l and l covary); (c) constant l (N and l covary). In the two conditions where l varies, the threshold changes greatly with a Weber's law type relationship and power law fit exponents close to unity. However, when l is constant, but N and l covary thresholds do not change significantly. Thus, we can affirm that it is indeed the gap between the patches which is the important parameter-presumably the same holds for the circle stimulus.
It is evident from Figs. 4 and 5 that the results for the path and circle stimuli are qualitatively identical, with an unsurprising overall increase in threshold for the path conditions. There seems to be no qualitative effect of closure per se here. Hence, we only employed the circle stimuli for the other experiment.
These results are particularly interesting because they do not conform to the prediction from the contour integration literature concerning the importance of local orientation. The lack of effect of micropattern type, orientation or spatial frequency implies that 2nd-order properties are being used to do the task.
3.2. Experiment 2-Is the process sensiti6e to 6ariability in the 1st-order or 2nd-order properties?
The results of Experiment 1 show that performance in shape discrimination is largely independent of local orientation, alignment and spatial frequency content. These are properties to which 1st-order filters are differentially sensitive, suggesting that shape discrimination takes place at a stage beyond the putative contrast extraction stage. By introducing within-presentation variability into the micropattern parameters we can assess the inputs to this later shape discrimination stage. In Fig. 6a and b the effects of variability in micropattern size and in spatial frequency are shown. It is clear that performance declines with increasing variability. The effect is somewhat stronger for size than for spatial frequency. The fact that making the patch size variable degrades performance is consistent with a shape mechanism (e.g. higher-stage receptive field) that uses a contrast representation as its input. The effect of spatial frequency variability implies that such a mecha-nism works within a narrow range of frequencies. We note in passing that an explanation for the size variation result in terms of a mechanism which lines up putative edges of patches (Fredericksen, Bex & Verstraten, 1997 ) is highly unlikely, because when we actually aligned the edges of patches in a control experiment (not presented here), performance remained poor.
As a further test of the importance of orientation (a 1st-order property), we measured the accuracy for our perturbation task using elements whose orientations were random with respect to the shape they were defining. Fig. 6c shows these thresholds. For both subjects performance was worse for the stimuli composed of randomly oriented Gabors than for the radial, tangential or bullseye conditions. The key point is that while performance is not improved by using oriented elements in any particular configuration there are at least some manipulations of the orientation (i.e. random) which can disrupt performance. We have found similar effects in 3-Gabor alignment tasks (Keeble & Hess, 1998) . In (e -j) | patch is 4 arc min. The numbers in (e -j) are the exponents of fitted power functions. In (e) and (f) the length of the path was held constant, whereas in (g) and (h) the number of micropatterns in the path was held constant.
Discussion
We begin by summarizing the main findings of this paper: 1. There is little effect of alignment properties or micropattern properties on shape discrimination performance, implicating the use of 2nd-order properties by the shape mechanism. 2. Introducing variability to either the size of the patches, a 2nd-order parameter, or to the spatial frequency content, a 1st-order parameter, results in a performance deficit. 3. Randomizing the patch orientations degrades performance. It is necessary to consider the implications of the major negative result that we find: that alignment of the carrier bars of Gabor patches does not improve shape discrimination. This result is, at first glance, counter-intuitive, given the work of Field et al. (1993) where orientation linking improved performance. On the other hand, it should be realized that the task we describe here can not be solved by orientation alone and the path detection of Field et al. (1993) can not be solved by position alone. The fact that the rules of association do not help in our task does however mean that the processing of shape by the human visual system can work along quite independent lines. Another example of such independence is found in the work of Hess, Dakin and Field (1998) who found that orientation linking had no effect on the perceived contrast of chains of Gabor patches, implying that the code for suprathreshold contrast appearance and the code for linking are distinct. Our results further imply that the code for linking and the code for fine shape judgments need not be the same.
When one also considers the results of Sagi (1993, 1994) , and Polat, Mizobe, Pettet, Kasamatsu and Norcia (1998) where contrast detection sensitivity and neural firing rates for a Gabor patch increased when flanking collinear patches were present, it is clear that the effects upon visual perception of collinearity are variegated. As a simplifying hypothesis, we propose that collinearity or curvature completion only differentially aids performance in detection tasks (e.g. Field et al., 1993; Kovács & Julesz, 1993; Polat & Sagi 1993 , 1994 , and not in other tasks such as alignment and bisection (Hess & Holliday 1992; Hess & Badcock 1995) , suprathreshold contrast appearance or fine shape discrimination (this work). Recently, Levi, Sharma and Klein (1997) have shown a similar general lack of dependence of performance on 1st-order properties in a task involving the discrimination of grossly differing shapes (E-shapes at different orientations composed of micropatterns). However no systematic comparison of aligned versus non-aligned conditions was made.
In spite of the results of Experiment 1, in Experiment 2 we see evidence that the orientational properties of the micropatterns can affect performance in certain circumstances; that is, if they are random. We must therefore reconcile this fact with the fundamental result that thresholds are the same in the aligned and orthogonal conditions. One possibility is that randomizing the orientation produces spurious paths which mask performance. An alternative is that the task is being performed by higher-order orientation-selective units which respond well to collinear and orthogonal stimuli alike, but less well to path-oblique stimuli. Such an explanation has been advanced for the similar effect of orientation randomization on alignment (although not on bisection) thresholds (Keeble & Nishida, submitted) .
Results from neuroscience provide correlates to the significance of orientation similarity (and difference) (Sirosh, Miikkulainen & Choe, 1996) , in terms of the interconnections between neurones with similar orientational tuning properties (Gilbert & Wiesel, 1989) , the relationship between orientational tuning and putative binding oscillations (Gray, Kö nig, Engel & Singer, 1989) and orientation-specific effects outside the classical receptive field on neuronal firing rates (Knierim & Van Essen, 1992; Levitt & Lund, 1997) . The correct functional interpretation(s) of these pieces of evidence is however very much an open question. On the whole, performance in this task was more similar to that in 3-Gabor alignment and bisection tasks (e.g. Toet & Koenderink, 1988; Hess & Holliday, 1992; Keeble & Hess, 1998) than to the orientation linking effects described above. In this connection we would mention the lack of effect of micropattern collinearity and spatial frequency. However, these results on the discrimination of perturbations from smooth curves do not simply follow as a consequence of what we know about the rules that govern three-element alignment. In particular, the decrease in performance caused by introducing variability to the envelope size (| patch ) and spatial frequency content, is not paralleled in the case of alignment (Kooi et al., 1991; Keeble & Hess, 1998) . Manipulations of the shape of the jitter pdf (results not presented here) show that genuine integration of information is taking place, rather than just pop-out of outliers.
It is particularly suitable to couch our results in terms of the 1st-order and 2nd-order properties of the constituent micropatterns. In general, performance was remarkably insensitive to the particular 1st-order properties involved-except where variability within a presentation was introduced (Experiment 2). This implies that the rate-limiting step in the mechanism which performs fine shape discrimination operates at a level more central than the quasi-linear filters which are known to exist in the early stages of primate cortical processing; i.e. at a level akin to a contrast map. However, the effect of variability means that these higher-stage processes are selective for 1st-order properties.
What might be the nature of these 3rd-order mechanisms? For the circular stimuli it would be easy to posit toroidal receptive fields which used the contrast map as an input, the differential responses of which would signal deviations from circularity. Such models already exist in the literature. Wilson (1999) has proposed a model for V4 neurones akin to this, although he only considers concentric arrangements of 1st-stage units. Gallant, Braun and Van Essen (1993) have reported V4 neurones which appear to be specifically selective for radial, concentric and spiral shaped patterns. In the motion domain, Morrone, Burr and Vaina (1995) have presented psychophysical evidence for the existence of detectors specialized for radial and circular motion. In concluding, we remark that although we have discussed explanations of our shape discrimination results in terms of relatively hard-wired receptive field-like mechanisms, it is conceivable that in fact the relevant domain is what Nakayama and coworkers (e.g. Nakayama & Shimojo, 1992) call the surface interpretation level. In this case, the deleterious effects of variability seen in Experiment 2 could be interpreted as failures of the visual system to perceive the stimuli as coherent objects. This does not necessarily contradict a low-level explanation, but might instead be complementary.
