The purpose of this paper is to improve the Velocity Update Relaxation Particle Swarm Optimization algorithm (VURPSO). The improved algorithm is called Adaptive VURPSO (AVURPSO) algorithm. Then, an optimal design of a Proportional-Integral-Derivative (PID) controller is obtained using the AVURPSO algorithm. An adaptive momentum factor is used to regulate a trade-off between the global and the local exploration abilities in the proposed algorithm. This operation helps the system to reach the optimal solution quickly and saves the computation time. Comparisons on the optimal PID controller design confirm the superiority of AVURPSO algorithm to the optimization algorithms mentioned in this paper namely the VURPSO algorithm, the Ant Colony algorithm, and the conventional approach. Comparisons on the speed of convergence confirm that the proposed algorithm has a faster convergence in a less computation time to yield a global optimum value. The proposed AVURPSO can be used in the diverse areas of optimization problems such as industrial planning, resource allocation, scheduling, decision making, pattern recognition and machine learning. The proposed AVURPSO algorithm is efficiently used to design an optimal PID controller.
Introduction
So far, proportional-integral-derivative controller (PID) is the most commonly used controller in industry for its simplicity, robustness, and ease of implementation [1] . Many practical control applications are based on PID control [ 4] . In process control, a PID controller attempts to correct the error between a measured process variable and a desired set point by calculating and then outputting a corrective action that can adjust the process accordingly. Performance of the control system is based on selecting three parameters namely proportional, integral, and derivative gains. Many process plants controlled by PID controllers have similar dynamics. It is possible to set satisfactory controller parameters from less plant information than a complete mathematical model [2] . In practice, systems usually have some complex features, such as nonlinearity and time delay, which make tuning of a PID controller difficult. Traditionally, the problem has been handled by the trial and error approach. In the past decade more systematic methods have been introduced. Ziegler-Nichols (ZN) tuning formula is an experimental one that is widely used [2] . One of the disadvantages of this method is the necessity of prior knowledge regarding plant model. Once tuning the controller by ZN method, a good but not optimum system response will be reached. Other methods for tuning the PID controller have been proposed by many researches in the area of control engineering [5] [6] [7] . The evolutionary computation technique has become gradually popular to obtain global optimal solution in many areas [8] . In order to find optimum parameters of the PID controller, evolutionary methods such as Genetic Algorithm (GA) [9] , Particle Swarm Optimization (PSO) [10] and Ant Colony (AC) [11] have been proposed. Among them, the PSO algorithm proposed by Kennedy and Eberhart as a stochastic optimization strategy is a most promising method [12] . It is due to the good features such as combination of simplicity (in terms of its implementation), low computational cost and good performance [12] . PSO algorithm as a new attractive optimizer has been applied in variety of research fields [13] . The PSO algorithm is an excellent optimization methodology and a promising approach for finding the optimal PID controller parameters [14] . Performance of a control system is improved because of optimizing control design parameters using the PSO algorithm [15] . Despite the mentioned advantages, it has some shortages. For example, it is easy to be trapped in the local optimal and searching ability reduces significantly in the later stages of optimization [16] that sometimes leads to slow convergence rates. To obtain a better optimal solution and enhance performance of the PSO, incorporation of velocity update relaxation strategy in PSO namely VURPSO helps to have enhanced computational efficiency. In the traditional PSO algorithm, the velocity is updated at every iteration cycle. In the VURPSO, velocity should be updated only when a particle cannot further improve the fitness with its previous velocity rather than in every iteration. This philosophy of velocity updating enhances computational efficiency compared to the traditional PSO. Moreover, a momentum factor has been incorporated in position update equation which can limit the particles in defined search space without checking the boundary at every iteration [1] . Tuning parameters of a dual input power system stabilizer connected with a single-machine to infinite bus has been done with a help of the VURPSO algorithm and GA algorithm [1] . In [17] some well-known function has been minimized using the VURPSO algorithm. Simulation results have confirmed that the VURPSO algorithm is superior to the PSO algorithm. The value of momentum factor is very significant in order to ensure an optimal tradeoff between exploration and exploitation mechanisms of the swarm population. A larger value of momentum factor enhances the exploration whereas a smaller value improves the local exploitation. Motivated by the aforementioned researches, as a novelty, this paper develops an adaptive mechanism for regulating the momentum factor in VURPSO, which provides a balance between global exploration and local exploitation to achieve a faster convergence speed and better solution accuracy with minimum incremental computational burden. We call the proposed method Adaptive VURPSO (AVURPSO). We use AVURPSO to optimize the PID coefficients by minimizing a new performance criteria used as a fitness function. Comparisons in terms of the speed of convergence and precision between VURPSO and AVURPSO are presented through simulations on a time delay system. This paper is organized as follows: Section 2 describes the particle swarm optimization. Section 3 presents the Velocity Update Relaxation Particle Swarm Optimization. Section 4 develops the Adaptive VURPSO. Section 5 designs the PID controller. Section 6 presents the simulations and finally, Section 7 concludes the paper.
PSO Algorithm
The PSO algorithm is performed as follows: the unknown parameters are called the particles that form the population size denoted by . Starting with a random initialization, the particles will move in a searching space to minimize an objective function. The parameters are estimated through minimizing the objective function. The fitness of each particle is evaluated according to the objective function for updating the best position of particle and the best position among all particles as two goals in each step of computing. Each article is directed to its previous best position and the previous best position among particles. Consequently, the particles tend to fly towards the better searching areas over the searching space. The velocity of i th particle v will be calculated as follows [12, 13] : A new position of the ith particle is then calculated as
The PSO algorithm performs repeatedly until the goal is achieved. Number of iterations denoted by kmax can be set to a specific value as a goal of optimization.
Velocity Update Relaxation Particle Swarm Optimization
In the traditional PSO, velocities of the particles are limited in the range of [v min , vmax] . Usually values of v min and vmax are set to x min and xmax, respectively. Because position of each particle is limited in the range of [x min , xmax] and velocity is updated at every iteration cycle, evaluating the obtained results according to the limits for confining or rejecting the results takes extra computational burden. In contrast, the VURPSO postulates the particles in a defined search space without checking the boundary at every iteration [1, 17] . Velocity of each particle is kept unchanged if its fitness at current iteration is better than one at the preceding iteration; otherwise velocity is updated. As a result, the computational efficiency is enhanced. The new position of particle is then calculated as [1] :
where mf is called momentum factor given in the range of 0 < mf < 1. The new position vector is a point on the line between the former position vector and the new velocity vector.
Adaptive Velocity Update Relaxation Particle Swarm Optimization
At the beginning of run, the particles are far away from the optimum point. Hence, a big velocity is needed to globally search the solution space and hence momentum factor must be a large value. At the end, only small movements are needed and thus momentum factor must set to a small value. This operation helps the system to reach the optimum of the fitness function quickly. In stochastic search, regulating a good balance between global exploration and local exploitation is very important [6] . Therefore, adaptive updating of the momentum factor can provide a good balance between global and local explorations. This is why adaptive VURPSO is superior to VURPSO that uses a constant mf . This paper proposes a novel momentum factor in the form of a nonlinear function with respect to iteration as follows:
where α is a nonlinear modulation index. Equation (4) implies that 0.3 ≤ mf < 0.53. Equations (3) and (4) confirm that velocity and position are rapidly changed at the beginning of run while this change is relatively less at the end of run. Thus, AVURPSO tends to have strong ability for global search at the beginning of run and for local search near the end of run.
A reasonable set of choice for nonlinear modulation index α is found in the range of [1, 2] . The momentum factor is decreasing as the iteration goes ahead as shown in Figure 1 . By selecting a larger index factor, we have a larger change when starting and a smaller change at the end of run.
Optimal PID Controller Design
The continuous form of a PID controller, is given by
where e(t) is input of controller, u(t) is output, Kp is the proportional gain, T i is the integral time constant, and T d is the derivative time constant. We can also rewrite equation (5) in the Laplace form of
where K i and K d stand for the integral gain and derivative gain, respectively [2] . A PID controller design process using the optimization algorithm is shown in Figure 2 , where y d is the desired output, y is the actual output, and u is the control input generated by the PID controller as defined in equation (5) . For a given plant, the problem of designing a PID controller is to adjust the parameters Kp, K i , K d such that the actual output follows the desired output. Performance of control system is evaluated based on a performance criterion which includes expected values of some factors such as the overshoot, rise time, settling time, steady state error, and integral of absolute errors. Two kinds of Performance criteria in output tracking, usually considered in the controller designing, are the integral squared error (ISE) and integral absolute error (IAE) of the desired output [18] . A disadvantage of the ISE and IAE criteria is that they may result in a response with a relatively small overshoot but a long settling time because they weigh all errors uniformly over time.
We are interested in minimizing the integral of absolute error (IAE) and control effort, overshoot, settling time and control effort. To achieve this purpose, based on the concept of multi-objective optimization, a new performance criterion (fitness) in the time domain is proposed for evaluating the PID controller as follows:
, β is a weight factor given 0 ≤ β ≤ 1 ,e(t) = yr − y, ts is settling time, OS is overshoot, ⃒ ⃒ e(t) ⃒ ⃒ is absolute error and u(t) is output of controller (control effort). The integral of absolute error (IAE) and integral of absolute-input must be computed numerically up to T which is chosen sufficiently large so that e(t) is negligible for t > T. Selection of β depends on the expected specifications for the control system and the characteristics of the plant under control. The performance criterion contains two terms. With the use of β > 0.5, importance of the first term will be more than the second term in the optimization algorithm. The AVURPSO algorithm is summarized as follows:
Initialize positions and velocities of particles with
x i (1) and v i (1). 2. Evaluate the fitness of each particle by computing F(x i (k)) in (7). 3. Compare the fitness of each particle to the fitness of its best position to update the best position. This states that if
Compare the fitness of each particle to the fitness of the global best particle to update the global best position. This means that if F(x i (k)) < F(gbest) then gbest = x i (k). 5. If the fitness of the ith particle at k − 1 iteration is better than at k iteration, then update the velocity according to the Equation (1). 6. Calculate the momentum factor using Equation (4). 7. Update the position of each particle according to Equation (3). 8. Go to step 2 and repeat until the stopping criteria is met.
Simulation Results
The proposed AVURPSO algorithm is compared with the VURPSO algorithm and a conventional method through the following simulations. The mentioned algorithms are applied to optimize a PID controller. The task is a threedimensional optimization problem of determining the optimal coefficients [K p K i K d ] to minimize the cost function (7). In both VURPSO and AVURPSO, the population size and maximum number of iteration are given to n = 100 and kmax = 100, respectively. Moreover, In VURPSO, the design parameters are adopted as c 1 = c 2 = 2 and constant mf = 0.3 [1] . In order to have a comparison, in the proposed AVURPSO, we select mf as expressed by Equation (4) and we set α = 1.2. The controller is applied on the two following plants as examples. The control objective is a set point application where the desired output given by y d = 1. Each algorithm runs 20 times. Among the results, the best one is selected for each algorithm.
Example 1:
The plant is a resonant time delay system as follows [19] :
The search space of PID gains is defined by:
A comparison between algorithms on performance of the PID controller on different values of β is given in Table 1 . The best results of all algorithms are achieved with β = 0.54 as presented in Table 1 . The AVURPSO is superior to others as confirmed by comparisons. Statistical analysis in terms of the worst value, mean value, best value and standard deviation of fitness function are given by Table 2 . The worst value of AVURPSO is better than the best value of the VURPSO and Conventional approach [20] . The low standard deviation value of the proposed algorithm ensures the degree of consistency in producing the global optimal value. Figure 3 shows the speed of convergence versus iteration in these algorithms. The AVURPSO converges in less iteration and more quickly than another one. The results are compared in execution time in Table 3 . The AVURPSO has a much more convergence speed than VURPSO. As a result, it can save the time required to find the global optimum. The AVURPSO reaches to a desired value after 21 iterations while VURPSO finds it after 33 iterations. So, the proposed method has a superior performance in terms of convergence speed and accuracy. This fact is verified by Equations (3) and (4) and shown by Figure 3 . The velocity and position are rapidly changed at the beginning of run while this change is relatively less at the end of run. On the other words, the AVURPSO tends to have strong ability for global search at the beginning of run and for local search near the end of run. Both the accuracy and the speed of convergence have become higher with the use of adapting parameter. It can be concluded that the adaptive nature makes the proposed algorithm more efficient to apply for many problems than two other algorithms. This superiority is confirmed in step response of the obtained PID controller using different algorithms with β = 0.54 as shown in Figure 4 .
Example 2:
Consider a third-order system whose transfer function is given by [11] :
G(s) = 4.228 s 3 + 2.14s 2 + 9.27s + 4.228 (9) The search space of PID gains is defined by:
AVURPSO , VURPSO and Ant Colony [11] algorithms are compared through simulation for β = 0.54. The results are presented in Table 4 and the worst value, mean value, best value and standard deviation (Std.) are represented in Table 5 . By comparing the algorithms we can conclude that the AVURPSO algorithm is not only better than others but also provides more reliable solutions because of having a lower standard deviation value. In addition, to compare execution time of these algorithms each algorithm runs 20 times. Average of the elapsed time is considered as a criterion for execution time. Among the three algorithms considered in this paper, the proposed algorithm spends less computation time to reach answer compared with other algorithms as confirmed by Table 6 . Figure 5 shows the speed of convergence in these algorithms versus iteration. AVURPSO converges quickly with less iteration as compared with other algorithm. Again, simulation results confirm the superiority of AVURPSO algorithm in terms of accuracy and speed of convergence without the premature convergence problem. The same implication is given for the set point application as shown in Figure 6 . 
Conclusion
In this paper, an adaptive version of the velocity update relaxation particle swarm optimization has been presented. The proposed algorithm employs an adaptive momentum factor to restrict the particles inside the defined search space without checking the boundary at every iteration step. Due to the fact that the momentum factor is adaptively decreased from a relatively large value to a small value, AVURPSO shows strong global search ability at the beginning of the run and strong local search ability near the end of the run. The proposed algorithm has been efficiently used in the optimal design of the PID controller.
To show the validity of the proposed algorithm, comparisons between the proposed algorithm and others mentioned in this paper have been presented through numerical simulations. The case study is an optimal PID controller design used to control a resonant time delay system in Example 1 and a third order linear system in Example 2.
A new performance criterion has been introduced as a cost function for optimizing the performance of the PID controller in the set point application. Performance of the control system has been evaluated in terms of over shoot, settling time and integral of absolute error and control effort. Statistical analysis of the fitness function and executing time has been computed for each algorithm. Comparisons between algorithms confirm superiority of the AVURPSO algorithm to the VURPSO algorithm, Ant Colony algorithm and the conventional approach in terms of computation time and speed of convergence.
