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Abstract
We study particle creation in a single pulse of an electric field in scalar quantum electrodynamics.
We first identify parameter regions of the theory where the dynamical pair creation and Schwinger
mechanism respectively dominate each other. Then, analytical expressions for the total character-
istics of particle creation are determined for the case where the Schwinger mechanism dominates.
We also compare our results with those produced in a constant electric field with a finite-time in-
terval. These results coincide at a strong field regime, however they differ in general field strength.
We identify the reason of this difference with a nonperturbative effect of high-frequency photons
in external electric fields.
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I. INTRODUCTION
Particle creation from a vacuum by an external electric field is a common phenomenon
in quantum field theory. This phenomenon was first studied by Schwinger in a spatially
homogeneous constant electric field [1], which is now known as the Schwinger mechanism,
and then the study was extended to electric fields with various time-dependences. For
example, particle creation in a spatially homogeneous single pulse of an electric field has
been studied [2, 3], and the methods of treating particle creation in an arbitrary time-
dependent electric field have been developed [4–6]. Since the single pulse of an electric field
is an idealized form of an electric field realized by two colliding laser beams, particle creation
in an alternating electric field has been studied for a more realistic situation [7, 8]. However,
it was found that the creation rate of the Schwinger mechanism is exponentially suppressed
by the mass of the produced particle and an extremely strong electric field is necessary for
the actual observation of this phenomenon. Thus, this phenomenon has never been observed
experimentally. Therefore, it is still unclear to what extent theoretical prediction actually
captures the physics of particle creation.
However, the study of particle creation in electric fields has now attracted renewed atten-
tion because of the recent development of the strong laser technique, in which the electric field
strength nears the critical value of the Schwinger mechanism. Recently, it was found that
the critical threshold of electric fields could be lowered by the superposition of two pulsed
electric fields with different frequencies. This is called the dynamically assisted Schwinger
mechanism with which particle creation can be observed in the electric field below the crit-
ical strength [9–11]. Furthermore, it is indicated that the Schwinger mechanism is testable
indirectly in the condensed matter system of a graphene single monolayer [12–14], in which
the electrons inside are described approximately by the massless pseudo-relativistic Dirac
equation.
In this paper, we study a formal aspect of particle creation in a spatially homogeneous
time-dependent electric field. Generally in a time-dependent electric field, a difference in the
constant value of the vector potential develops between in and out asymptotic regions, even
though the electric field asymptotically vanishes. This constant term affects the dispersion
relation of the asymptotic mode functions. In other words, the canonical momentum of the
asymptotic mode functions does not coincide with the kinetic momentum due to the existence
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of the constant term of the vector potential. This fact complicates the interpretation of the
obtained results. In fact, in a preceding study, the canonical momentum is confused with
the momentum a particle possesses because of its motion [14]. Moreover in our view, the
discrepancy of the two momenta leads not only to inappropriate interpretation, but also to
the incorrect result that the momentum spectra produced by a pulsed electric field and a
constant electric field coincide when we take a limit of an infinite-time interval [3, 15].
In this paper we first define asymptotic particles in which the canonical momentum is
identical to the kinetic ones. Then we investigate parameter regions of the theory where
the dynamical pair creation and Schwinger mechanism respectively dominate each other.
We revisit the total characteristics such as the total number of produced particles and
the vacuum-to-vacuum transition amplitude for the case where the Schwinger mechanism
dominates. Furthermore, we compare our results with those in a T-constant electric field (a
constant field with a finite-time interval [16]). As a result, it is found that in a strong field
regime a T-constant field and pulsed electric field produce quantitatively the same particle
spectrum even at a finite-time interval, however in general field strength these results differ.
For a realistic situation related to actual experimental observations, one has to consider
a fermionic field. However, it is sufficient to consider a scalar field for our purpose of seeing
how our particle definition works and comparing results with T-constant fields. Therefore, in
this paper, we consider scalar quantum electrodynamics in a single pulse of an electric field
to circumvent technical complexities. We use the Bogoliubov transformation between the in
and out asymptotic particles to treat particle creation by an external field. The quantum
effect of electromagnetic interaction is ignored in a similar way as in most preceding studies.
This paper is organized as follows. In Sec. II, we review the mode expansions of the quan-
tum field and derive the Bogoliubov transformation for asymptotic particles. In Sec. III, we
consider the specific cases in which the Schwinger mechanism and the dynamical pair cre-
ation, respectively, dominate each other. The parameter regions of the theory are identified
in each case. In Sec. IV, analytic expressions for the total number of produced particles and
the vacuum-to-vacuum transition amplitude are derived for the case in which the Schwinger
mechanism dominates. Furthermore, we compare our results with those produced in a T-
constant electric field. Sec. V is devoted to conclusions. In this paper, we use the unit
system of ~ = c = 1 and the signature of the metric (+−−−). The charge of the particles
is −e, a negative quantity.
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II. BOGOLIUBOV TRANSFORMATION BETWEEN ASYMPTOTIC PARTI-
CLES
In this paper, we consider a complex scalar field theory with the Lagrangian given by
S[φ] =
∫
d4x[ηµν∇µφ∗∇νφ−m2φ∗φ], (1)
where ∇µ is the covariant derivative, ∇µφ = (∂µ− ieAµ)φ, and Aµ is an external gauge field.
The equation of motion for the scalar field is given by
[∂2 − ie∂µAµ − 2ieAµ∂µ − e2(Aµ)2 +m2]φ(x) = 0. (2)
Now, we consider the behavior of the scalar field in a spatially homogeneous single pulse of
an external electric field, given by E3(t) = E cosh
−2Ωt. This electric field is realized by the
following vector potential,
A1 = A2 = 0, (3)
A3 =
E
Ω
(1 + tanhΩt), (4)
where we have taken the gauge condition as A0 = 0 and set limt→−∞A3(t) = 0 without loss
of generality. In this gauge potential, the equation of motion reads as
[∂2t − ∂2i + 2ieA3∂3 + e2(A3)2 +m2]φ(x) = 0. (5)
Using the Fourier transformation in the spatial direction φ(x) =
∫
d3p
(2pi)3
φ(p)eip·x, one can
transform the equation of motion to[
∂2t + p
2 − 2p3 eE
Ω
(1 + tanhΩt) +
(eE)2
Ω2
(1 + tanhΩt)2 +m2
]
φ(p) = 0. (6)
This equation can be solved as a hypergeometric differential equation [2]. In fact, the change
of the time variable u = 1
2
(1 + tanhΩt) transforms the equation as{
u2(1− u)2 d
2
du2
+ u(1− u)(1− 2u) d
du
+
1
4
p2 +m2
Ω2
− 2
4
p3
Ω
2eE
Ω2
u+
1
4
(2eE
Ω2
)2
u2
}
φ(p) = 0.
(7)
Furthermore, if we set
φ(p) = ua(1− u)bf(u), (8)
4
where
a = − i
2
ω
Ω
, (9)
b =
i
2
ω+
Ω
, (10)
ω = [m2 + p2]
1
2 , (11)
ω± =
[
m2 + p2⊥ + (p3 ∓
2eE
Ω
)2
] 1
2
, (12)
and p⊥ is a momentum perpendicular to the applied electric field, p2⊥ = p
2
1+p
2
2, the function
f(u) satisfies the following differential equation,{
u(1− u) d
2
du2
+ [1 + 2a− u(2 + 2a + 2b)] d
du
− (a+ b+ 2ab) + 1
4
[2(p2 +m2)
Ω2
− 2p3
Ω
2eE
Ω2
]}
f(u) = 0.
(13)
This is precisely the form of the hypergeometric differential equation[
z(1 − z) d
2
dz2
+ [γ − (α + β + 1)z] d
dz
− αβ
]
f(z) = 0, (14)
with
α =
1
2
+ a+ b+
i
2
c, (15)
β =
1
2
+ a+ b− i
2
c, (16)
γ = 1 + 2a, (17)
c =
[(2eE
Ω2
)2 − 1] 12 . (18)
Thus, the scalar field can be expanded in terms of independent solutions of the hypergeo-
metric differential equation.
Here, we define the asymptotic particles using the asymptotic form for the mode expan-
sions at t → ±∞. First, in the case of the asymptotic in region t → −∞, we use the two
independent solutions that are regular at u = 0. Then, the scalar field is expanded as
φ(x) =
∫
d3p
(2pi)3
1√
2ω
{
ap
[
ua(1− u)b2F1(α, β, γ; u)
]
(p)
+ b†−p
[
u−a(1− u)b2F1(1 + α− γ, 1 + β − γ, 2− γ; u)
]
(p)
}
eip·x,
(19)
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where [· · · ](p) denotes that a and b in [· · · ] are evaluated about the momentum p. The mode
expansion has the following asymptotic form at t→ −∞,
φ(x) ∼
∫
d3p
(2pi)3
1√
2ω
[
ape
−iωt+ip·x + b†pe
iωt−ip·x], (20)
which coincides with that of the free field. Therefore, when we quantize the scalar field
imposing the canonical commutation relation [φ(x), pi(x′)] = iδ3(x− x′), where pi(x) is the
canonical momentum variable conjugate to φ(x), the coefficients ap and b
†
p are interpreted
as the creation and annihilation operators for the particles and antiparticles that satisfy
[ap, a
†
p′] = [bp, b
†
p′] = (2pi)
3δ3(p− p′). We can define the vacuum state at t → −∞ by the
condition ap|0〉in = bp|0〉in = 0.
Next, in the case of the asymptotic out region t → ∞, we expand the field in terms of
two independent solutions that are regular at u = 1,
φ(x) =
∫
d3p
(2pi)3
1√
2ω+
{
c˜p
[
ua(1− u)b2F1(α, β, 1 + α+ β − γ; 1− u)
]
(p)
+ d˜†−p
[
ua(1− u)−b2F1(γ − α, γ − β, 1 + γ − α− β; 1− u)
]
(p)
}
eip·x.
(21)
The mode expansion has the following asymptotic form at t→∞,
φ(x) ∼
∫
d3p
(2pi)3
1√
2ω+
[
c˜pe
−iω+t + d˜†−pe
iω+t
]
eip·x. (22)
Then, it is tempting to interpret the coefficients c˜p and d˜
†
−p as the creation and annihilation
operators at the out region in a similar way. However, this interpretation causes a difficulty.
In fact, the asymptotic mode functions have a dispersion relation different to that of the
free field ω+ = [m2 + p2⊥ + (p3 − 2eEΩ )2]
1
2 . In a preceding study, this fact is represented as
the discrepancy between the canonical momentum, which is the momentum of the Fourier
expansion of the field eip·x and the kinetic momentum that a particle possesses because of
its motion. This discrepancy derives from the constant term in the vector potential. In fact,
if we consider a theory with a constant vector potential A3 = a3, the equation of motion
reads as [
∂2t − ∂2i + 2iea3∂3 + e2(a3)2 +m2
]
φ(x),
=
[
∂2t − ∂2⊥ − (∂3 − iea3)2 +m2
]
φ(x) = 0,
(23)
where we set ∂2⊥ = ∂
2
1 +∂
2
2 . In this way, the constant term in the vector potential affects the
dispersion relation of the mode functions.
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In general, when we consider a time-dependent electric field, a difference in the constant
term of the vector potential necessarily develops between the in and out asymptotic regions,
even though the electric field asymptotically vanishes. Therefore, one cannot set A3 = 0 at
both the in and out asymptotic regions simultaneously using the gauge degree of freedom
of A3. In our case, for example, the gauge degree of freedom of A3 is already used to set
A3 = 0 at t→ −∞; thus, we cannot set A3 = 0 at t → ∞. However, one can think of this
term as the degree that does not contribute to the physics, since the constant term of the
vector potential is intrinsically the gauge degree of freedom.
Therefore, in this paper, we propose the particle definition in which the constant term is
isolated as a gauge phase. In fact, one can transform Eq. (23) to that of the free field by
isolating the gauge constant as a phase factor φ(x) = eiea3x3ϕ(x),
eiea3x3
[
∂2t − ∂2i +m2
]
ϕ(x) = 0. (24)
By the same prescription to Eq. (21), the mode expansion at t→∞ is given as follows:
φ(x) =
∫
d3p
(2pi)3
1√
2ω
{
cp
[
ua(1− u)b2F1(α, β, 1 + α + β − γ; 1− u)
]
(p+ 2eE
Ω
)
+ d†−p
[
ua(1− u)−b2F1(γ − α, γ − β, 1 + γ − α− β; 1− u)
]
(p+ 2eE
Ω
)
}
eip·xei
2eE
Ω
x3.
(25)
This has the same asymptotic form at t→∞ as that of the free field, Eq. (20). Thus, we can
interpret the coefficients of the mode expansion of the field ϕ(x), cp and d
†
p, as the creation
and annihilation operators of the particle and antiparticle at the asymptotically out region.
That is, when one imposes the canonical commutation relation [φ(x), pi(x′)] = iδ3(x− x′),
the ladder operators satisfy [cp, c
†
p′] = [dp, d
†
p′] = (2pi)
3δ3(p− p′). We define the vacuum
state at the asymptotically out region as cp|0〉out = dp|0〉out = 0.
These ladder operators at the asymptotic in and out regions are related to each other by
the Bogoliubov transformation. In fact, the identities of the hypergeometric function
2F1(α, β, γ; z) =
Γ(γ)Γ(γ − α− β)
Γ(γ − α)Γ(γ − β)2F1(α, β, α+ β + 1− γ; 1− z)
+
Γ(γ)Γ(α + β − γ)
Γ(α)Γ(β)
(1− z)γ−α−β2F1(γ − α, γ − β, 1 + γ − α− β; 1− z),
(26)
2F1(α, β, γ; z) = (1− z)γ−α−β2F1(γ − α, γ − β, γ; z), (27)
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enable us to transform the mode expansion at the in region in the following way:
φ(x) =
∫
d3p
(2pi)3
1√
2ω
{[
ap
Γ(γ)Γ(γ − α− β)
Γ(γ − α)Γ(γ − β) + b
†
−p
Γ(2− γ)Γ(γ − α− β)
Γ(1− α)Γ(1− β)
]
(p)
[
ua(1− u)b2F1(α, β, α+ β + 1− γ; 1− u)
]
(p)
+
[
ap
Γ(γ)Γ(α + β − γ)
Γ(α)Γ(β)
+ b†−p
Γ(2− γ)Γ(α + β − γ)
Γ(1 + α− γ)Γ(1 + β − γ)
]
(p)
[
ua(1− u)−b2F1(γ − α, γ − β, 1 + γ − α− β; 1− u)
]
(p)
}
eip·x.
(28)
Shifting the momentum variable as p3 → p3+ 2eEΩ and comparing the expression to the mode
expansion at the out region Eq. (25), one can read the Bogoliubov transformation as follows:
cp =
√
ω
ω−
[
a
p+
2eE
Ω
Γ(γ)Γ(γ − α− β)
Γ(γ − α)Γ(γ − β) + b
†
−(p+2eE
Ω
)
Γ(2− γ)Γ(γ − α− β)
Γ(1− α)Γ(1− β)
]
(p+ 2eE
Ω
),
d†−p =
√
ω
ω−
[
a
p+
2eE
Ω
Γ(γ)Γ(α + β − γ)
Γ(α)Γ(β)
+ b†
−(p+2eE
Ω
)
Γ(2− γ)Γ(α + β − γ)
Γ(1 + α− γ)Γ(1 + β − γ)
]
(p+ 2eE
Ω
),
(29)
where the shift of the momentum in the operator indices ap+2eE/Ω is understood to be taken
only in the direction of the applied electric field. If we express the Bogoliubov coefficients
by αp and βp as
cp = αpap+ea3 + β
∗
pb
†
−(p+ea3),
d†−p = βpap+ea3 + α
∗
pb
†
−(p+ea3),
(30)
the coefficients αp and βp are given by
αp =
√
ω
ω−
Γ(1− iω−
Ω
)Γ(−iω
Ω
)
Γ(1
2
− i
2
(ω
−+ω
Ω
+ c))Γ(1
2
− i
2
(ω
−+ω
Ω
− c)) , (31)
βp =
√
ω
ω−
Γ(1− iω−
Ω
)Γ(iω
Ω
)
Γ(1
2
− i
2
(ω
−−ω
Ω
+ c))Γ(1
2
− i
2
(ω
−−ω
Ω
− c)) . (32)
These coefficients satisfy |αp|2 − |βp|2 = 1. In general, the coefficient βp does not become
zero and the creation and annihilation operators at the in and out regions are mixed by the
Bogoliubov transformation. Thus, one finds that the in vacuum does not coincide with the
out vacuum and particle creation occurs due to the external electric field.
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III. MOMENTUM SPECTRUM OF THE PRODUCED PARTICLES
Having introduced the new definition of asymptotic particles, we investigate particle
creation in detail based on this particle picture. We consider the situation in which the
state is the in vacuum |0〉in at the in region t → −∞. Then, the expected number of
produced particles with the momentum p at the out region t→∞, is given by the vacuum
expectation value of the operator c†pcp about the state |0〉in,
in〈0|c†pcp|0〉in =|βp|2(2pi)3δ3(p = 0),
Np =
(2pi)3
δ3(p = 0)
in〈0|c†pcp|0〉in,
=|βp|2,
(33)
where V = δ3(p = 0)/(2pi)3 is the total volume of space and Np represents the number of the
produced particles per unit volume. In our case, the specific expression for the distribution
of the produced particles is given by
|βp|2 =
sin pi(1
2
+ i
2
(ω
−−ω
Ω
+ c)) sin pi(1
2
+ i
2
(ω
−−ω
Ω
− c))
sinh pi ω
−
Ω
sinh pi ω
Ω
,
=
sinh2 pi
2
c+ cosh2 pi
2
(ω
−−ω
Ω
)
sinh pi ω
−
Ω
sinh pi ω
Ω
.
(34)
From the expression for αp,
|αp|2 =
sin pi(1
2
+ i
2
(ω
−+ω
Ω
+ c)) sin pi(1
2
+ i
2
(ω
−+ω
Ω
− c))
sinh pi ω
−
Ω
sinh pi ω
Ω
,
=
sinh2 pi
2
c+ cosh2 pi
2
(ω
−+ω
Ω
)
sinh pi ω
−
Ω
sinh pi ω
Ω
,
(35)
we see that the coefficients satisfy the property of the Bogoliubov transformation |αp|2 −
|βp|2 = 1. This distribution coincides with that of preceding studies re-expressed by the
kinetic momentum [3, 14, 16]. Furthermore, the same expression is found in Ref. [17], in
which the gauge condition is set to A3 = 0 at t → ∞. This distribution is asymmetric
about the momentum in the direction of the applied electric field. We now investigate the
characteristic features of this distribution in detail.
In a time-dependent electric field, it is known that there are two mechanisms for particle
creation. One is where the virtual charged particles are accelerated by the electric field to
the energy to become real particles, which is known as the Schwinger mechanism. This
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process can be understood as some kind of tunneling process and it is a non-perturbative
phenomenon. Therefore, one cannot derive this phenomenon via the perturbative expansion
of the classical external field Aµ(x). The other mechanism is particle creation caused by
the oscillation energy of the electric field, which is called dynamical pair creation. This
process is a multi-photon process in which the virtual charged particles gain energy via the
scattering of external photons and a perturbative phenomenon. In other words, particle
creation occurs because of the effects of switching the electric field on and off. Therefore,
in this paper, we consider those situations in which these two mechanisms dominate each
other, and investigate the parameter regions of the theory and characteristic features of the
produced particles in each case.
First, we consider the case in which dynamical pair creation dominates. In this case,
because we consider the Ω as being large, the term
1
Ω
(ω− − ω) = 1
Ω
{
ω
[
1 +
4p3
ω
eE
ωΩ
+
(2eE
ωΩ
)2] 1
2 − ω
}
(36)
can be expanded in the following way, imposing the condition eE
ωΩ
≪ 1,
1
Ω
(ω− − ω) ≃
(
2p3
ω
+
2eE
ωΩ
)
eE
Ω2
. (37)
Thus, if eE
Ω2
≪ 1, we can treat 1
Ω
(ω− − ω) as a small quantity that is sufficiently smaller
than unity. This condition is satisfied in conjunction with the condition eE
ωΩ
≪ 1, when we
impose ω
Ω
≤ O(1). Using this expansion, one can approximate the distribution Np as
Np ≃
[
pi( eE
Ω2
)2
]2 − [pi
2
(ω−−ω)
Ω
]2
sinh2 pi ω
Ω
,
≃
[
pi( eE
Ω2
)2
]2 − [pi(p3
ω
+ eE
ωΩ
) eE
Ω2
]2
sinh2 pi ω
Ω
.
(38)
In deriving the above approximate expression, we have imposed the following conditions:
eE
ωΩ
≪ 1, ω
Ω
≤ O(1). (39)
These conditions can be understood physically. First, eE
Ω
expresses the energy that a particle
can obtain theoretically due to the acceleration by an electric field during the time-interval
of the application of the electric field. Then, the former condition expresses that the energy
obtained from the electric field is larger than the threshold energy for becoming a real
10
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FIG. 1. Momentum spectrum of particles produced by dynamical pair creation with eE
m2
⊥
= 140 ,
and all in the units of m⊥. The number of produced particles becomes smaller as the frequency
becomes smaller. Thus, it establishes that particle creation is caused by the oscillation energy of
the applied electric field.
particle, and indicates that it is difficult for the Schwinger mechanism to occur. On the
other hand, the latter condition expresses that the oscillating energy of the electric field
is not lower than the energy of the produced particle, and indicates that dynamical pair
creation occurs easily. Thus, these conditions (Eq. (39)) are those in which dynamical
pair creation dominates the Schwinger mechanism. In fact, the approximate expression for
the distribution is given as a series of the small quantities eE
ωΩ
≪ 1, which indicates that
the particles are produced by the perturbative mechanism of dynamical pair creation. The
schematic picture of the distribution is shown in Fig. 1. The distribution is almost symmetric
about the direction of the applied electric field. This fact can be established from Eq. (34),
where the origin is located at p3 = −eEΩ , which is very small under the condition eEΩ2 ≪ 1.
Next, we consider the case where the Schwinger mechanism dominates. In this case,
because we concentrate our attention on small Ω, the hyperbolic function in Eq. (34) will
be approximated as the exponential function because of the large argument. In fact, the
denominator in Eq. (34) can be approximated to the exponential function, if we impose the
condition
m⊥
Ω
≫ 1, (40)
where m2⊥ = m
2 + p2⊥. For the numerator in Eq. (34), we consider each case depending on
the value of p3. Now that the distribution is symmetric about p3 = −eEΩ , in the following
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we consider only the case p3 ≥ −eEΩ . This corresponds to ω− > ω.
First, we consider the case where p3 is in the region −eEΩ ≤ p3 < −m⊥. Then, if we
impose the condition
eE
m⊥Ω
≫ 1, (41)
the expression
1
Ω
(ω− − ω) = 1
Ω
{(
p3 +
2eE
Ω
)[
1 +
m2⊥
(p3 +
2eE
Ω
)2
] 1
2 − |p3|
(
1 +
m2⊥
p23
) 1
2
}
(42)
can be expanded as
1
Ω
(ω− − ω) = 2eE
Ω2
− 2|p3|
Ω
− m
2
⊥
Ω
1
|p3|(2eEΩ − |p3|)
(
eE
Ω
− |p3|
)
. (43)
Since the contribution from the last two terms is always smaller than −1, we see that the
dominant contribution in the numerator of the distribution Eq. (34) comes from sinh2 pi
2
c.
Next, in the case where p3 is in the region−m⊥ ≤ p3 ≤ |O(m⊥)|, the expression 1Ω(ω−−ω)
can be expanded in the following way, under the same condition eE
m⊥Ω
≫ 1:
ω− − ω
Ω
≃2eE
Ω2
+
p3
Ω
+
m2⊥
4eE
− ω
Ω
,
≃2eE
Ω2
+
p3
Ω
− ω
Ω
,
=
2eE
Ω2
−
∣∣∣O(m⊥
Ω
)
∣∣∣ ,
(44)
where in the second line, we utilized the fact that m⊥
Ω
≫ m2⊥
eE
, which comes from the condition
eE
m⊥Ω
≫ 1. In a similar way, the last term is smaller than −1 and we find that the term
sinh2 pi
2
c is dominant in the numerator in Eq. (34) in this region of p3.
We have imposed two conditions: m⊥
Ω
≫ 1 and eE
m⊥Ω
≫ 1. From this condition,
eE
Ω2
=
eE
m⊥Ω
m⊥
Ω
≫ 1 (45)
is satisfied automatically. Therefore, the term sinh2 pi
2
c can be approximated as the expo-
nential function. Thus, in each region of p3, the distribution can be expressed approximately
as:
Np = e
−pi(ω−+ω−c). (46)
In the case where p3 is in the region p3 > |O(m⊥)|, we find that the distribution Np is much
smaller than that in the region −eE
Ω
≤ p3 ≤ O(m⊥). Thus, we simply omit the case.
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The distribution Eq. (46) can be expanded further in each region of p3. First, in the
region −eE
Ω
≤ p3 < −m⊥, 1Ω(ω− + ω)− c is expanded as follows:
ω− + ω
Ω
− c ≃m
2
⊥
2Ω
1
|p3|(2eEΩ − |p3|)
2eE
Ω
,
≃m
2
⊥
eE
1
(1 + δp3Ω
eE
)(1− δp3Ω
eE
)
,
(47)
where we have used p3 = −eEΩ + δp3. Furthermore, if δp3ΩeE is smaller than unity,
ω− + ω
Ω
− c ≃m
2
⊥
eE
[
1 +
(δp3Ω
eE
)2]
. (48)
That is, the distribution is expressed as the Gaussian distribution function about δp3.
Next, we consider the case where p3 is in the region −m⊥ ≤ p3 ≤ |O(m⊥)|. In this case,
1
Ω
(ω− + ω)− c is expanded as
ω− + ω
Ω
− c =m
2
⊥
4eE
+
p3
Ω
+
ω
Ω
,
=
m2⊥
4eE
+
O(m⊥)
Ω
.
(49)
Since the condition
m2
⊥
eE
≪ m⊥
Ω
holds, we find that the distribution is always suppressed
exponentially relative to the peak value and is sufficiently small.
To summarize the above analysis, the distribution is given approximately by
Np =e
−pim
2
⊥
eE
1
(1+
δp3Ω
eE
)(1−
δp3Ω
eE
) ,
≃e−
pim2
⊥
eE
[1+(
δp3Ω
eE
)2].
(50)
It must be noted that as p2⊥ becomes larger, the condition
eE
m⊥Ω
≫ 1 is not satisfied. However,
in such a case, Np is already damped sufficiently and in what follows, we assume that the
approximate expression Eq. (50) is valid over all momenta.
Now, the approximate expression Eq. (50) can be used to identify the width of the
distribution. Both expressions of Eq. (50) indicate that the width will reach the order
O( eE
Ω
) for the first time when the magnitude of the electric field approaches the critical
value eE
m2
⊥
∼ 1. From the above consideration, we find the characteristic features of the
distribution that Np is distributed between −2eEΩ < p3 < 0 with the peak amplitude given
by Np = e
−pim
2
⊥
eE , and that the width is determined by the strength of the external field eE
m2
⊥
.
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FIG. 2. Momentum spectrum of particles produced by the Schwinger mechanism with eE
Ω2
= 100
and all in the units of
√
eE. As the strength of the field becomes stronger, the width of the
distribution becomes broader, but damps exponentially as p3 reaches both ends p3 = −2eEΩ , 0.
Thus, the produced particles are always distributed between p3 = −2eEΩ and p3 = 0.
The distribution becomes constant about p3 with the width given by
2eE
Ω
when the electric
field is extremely strong eE
m2
⊥
≫ 1. These observations are verified numerically in Fig. 2.
The parameter region where the Schwinger mechanism dominates has been given by
eE
m⊥Ω
≫ 1, m⊥
Ω
≫ 1. (51)
These conditions are consistent with an intuitive picture in a similar way to dynamical pair
creation. That is, the former shows that the Schwinger mechanism occurs easily and the
latter shows that dynamical pair creation is difficult to occur. Note especially that the
condition for the Schwinger mechanism to occur is not given by eE
ωΩ
but given by eE
m⊥Ω
, which
does not depend on p3. This may reflect the characteristic features of the particles produced
by the Schwinger mechanism. That is, in the Schwinger mechanism, particles are first always
produced with zero momentum in the direction of the applied electric field p3 = 0. Then,
these particles are accelerated in one direction, because of the applied electric field, to form
the distribution between −2eE
Ω
≤ p3 ≤ 0. In the strong electric field eEm2 ≫ 1, the spectrum
becomes a nearly uniform distribution over −2eE
Ω
≤ p3 ≤ 0, which is qualitatively the same
result as the T-constant field [16].
14
IV. COMPARISON WITH A T-CONSTANT ELECTRIC FIELD
The case with small Ω in our analysis, in which the Schwinger mechanism dominates,
corresponds to particle creation in a constant electric field that is turned on and off adiabat-
ically. So it is interesting to compare results with those produced in a T-constant electric
field [16]. In the preceding study, it was argued that a pulsed electric field produces the same
particle spectrum as that in a constant field only after we take the limit of infinite-time inter-
val [3, 15]. However in our analysis, we find that particle spectrum by a pulsed electric field
does not generally coincide with that by a constant field even when we take the infinite-time
interval limit Ω → 0. We claim that the disagreement comes from the misconception of
canonical and kinetic momentums in the preceding study as follows. First, if one uses the
canonical momentum to express the distribution, as in the case of the preceding study, one
obtains a symmetric distribution about the origin p3 = 0. When one takes the large-time in-
terval here, the width of the distribution becomes increasingly broad and reaches a constant
distribution at the infinite-time interval limit T = 1
Ω
→ ∞. Thus, one is subject to judge
that the distribution Np becomes constant about p3. However, in our particle picture, in
which the canonical momentum is identical to the kinetic ones, the origin of the distribution
is shifted to p3 = −eEΩ . In this case, when we take the limit of a large-time interval, the
width becomes increasingly broad, but it is generally much narrower than O( eE
Ω
), and at the
same time the origin of the distribution is displaced further from p3 = 0. Thus, even if we
take the limit T → ∞, the distribution never becomes constant over all p3. Therefore, we
argue that the result of the preceding study is an incorrect result, which is a consequence
of the inappropriate manipulation of the limit 1
Ω
→ ∞ with a canonical momentum fixed
finite.
A T-constant field produces a constant momentum spectrum Np = e
−pim
2
⊥
eE over some
finite momentum regions [16]. Since a pulsed electric field also produces almost constant
spectrum for strong field regime eE
m2
≫ 1, these results will coincide. In fact, in the strong
field eE
m2
≫ 1, the distribution can be approximated as constant about p3, Np = e−
pim2
⊥
eE
over the interval −2eE
Ω
≤ p3 ≤ 0. Then, first the total number of produced particles N is
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calculated as:
N =
∫
d3pNp,
=
∫
d2p⊥
∫ 0
− 2eE
Ω
dp3Np,
=
2(eE)2
Ω
e−
pim2
eE .
(52)
In a similar way, the vacuum-to-vacuum transition amplitude is calculated as:
Pv = |out〈0|0〉in|2 =e−
V
(2pi)3
∫
d3p ln(1+Np),
=e
− V
(2pi)3
∑
∞
n=1
(−1)n+1
n
∫
d3pNnp ,
≡e−
∫
d4xw,
(53)
∫
d4xw =
V
(2pi)3
2(eE)2
Ω
∞∑
n=1
(−1)n+1
n2
e−
npim2
eE . (54)
These results coincide with the bosonic version of the Schwinger’s results, if we interpret the
time interval of the applied electric field T as T = 2
Ω
[1].
However, for a general strength of electric field, the Schwinger’s results are no longer
reproduced. To see this, we first consider the case of the weak field eE
m2
≪ 1, where the
Gaussian distribution approximation Np = e
−pim
2
⊥
eE
[1+(
δp3Ω
eE
)2] is valid. When δp3 does not
satisfy the condition δp3Ω
eE
≪ 1, this approximation is not valid. However, under the condition
of the weak field eE
m2
≪ 1, the distribution is damped exponentially before δp3 reaches the
inapplicable regions. Therefore, in the weak field case, the Gaussian approximation is a
good approximation over all momentum p3. In this case, the integral
∫
d3pNnp is calculated
as: ∫
d3pNnp =
∫
d2p⊥dp3e
−npi(m
2+p2
⊥
)
eE
[1+(
δp3Ω
eE
)2],
=
(eE)2
nΩ
e−
npim2
eE
∫ ∞
−∞
d(δp˜3)(δp˜
2
3 + 1)
−1e−
npim2
eE
δp˜23 ,
(55)
where we have defined the dimensionless variable δp˜3 =
δp3Ω
eE
. This expression is transformed
to the complementary error function erfc(z), by (3.466, 1) in Ref. [18]:∫
d3pNnp =
(eE)2
nΩ
pierfc(
√
npim2
eE
). (56)
Using the asymptotic expansion for the complementary error function erfc(x) = e
−x2
x
√
pi
[1 −
1
2x2
+. . . ], one can express the total number of produced particles and the vacuum-to-vacuum
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transition amplitude as follows:
N =
(eE)2
Ω
pierfc(
√
pim2
eE
),
≃(eE)
2
Ω
(
eE
m2
) 1
2
e−
pim2
eE ,
(57)
Pv = e
− ∫ d4xw, (58)∫
d4xw =
V
(2pi)3
∞∑
n=1
(−1)n+1
n2
(eE)2
Ω
pierfc(
√
npim2
eE
),
≃ V
(2pi)3
(eE)2
Ω
(
eE
m2
) 1
2
∞∑
n=1
(−1)n+1
n
5
2
e−
npim2
eE .
(59)
Thus, we find that the Schwinger’s results are no longer reproduced in the weak field case
eE
m2
≪ 1. If we approximate the summation of Eq. (59) by the n = 1 term due to the
exponential suppression for eE
m2
≪ 1, both the total number of produced particles and the
vacuum-to-vacuum transition amplitude are ( eE
m2
)
1
2 times smaller than the Schwinger’s re-
sults.
If it is not the case eE
m2
≪ 1, then the Gaussian distribution approximation is no longer
valid. A more general expression is given by Np = e
−pim
2
⊥
eE
[(1+
δp3Ω
eE
)(1− δp3Ω
eE
)]−1 . This expression
is damped exponentially as the momentum p3 reaches each end p3 = −2eEΩ , 0. Therefore,
we assume that the use of the above expression, delimited by the interval of −2eE
Ω
≤ p3 ≤ 0,
is a good approximation. Then, the integral
∫
d3pNnp is calculated as:∫
d3pNnp =
∫ 0
− 2eE
Ω
dp3
∫
d2p⊥e
−npim
2
⊥
eE
[(1+
δp3Ω
eE
)(1− δp3Ω
eE
)]−1 ,
=
(eE)2
nΩ
2
∫ 1
0
d(δp˜3)[(1 + δp˜3)(1− δp˜3)]e−
npim2
eE
1
(1−δp˜3)(1+δp˜3) .
(60)
The change of the variable 1
(1+δp˜3)(1−δp˜3) = t enables us to transform the expression further
to ∫
d3pNp =
(eE)2
nΩ
∫ ∞
1
dtt−
5
2 (t− 1)− 12 e−npim
2
eE
t. (61)
This integral can be converted to a Whittaker function Wλ, µ(z) by the formula (3.383, 4)
in Ref. [18], ∫
d3Nnp =
pi(eE)2
nΩ
(
nm2
eE
) 1
2
e−
npim2
2eE W−1,1(npim
2
eE
). (62)
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Thus, the total number of produced particles and the vacuum-to-vacuum transition ampli-
tude are given, respectively, by:
N =
pi(eE)2
Ω
(
m2
eE
) 1
2
e−
pim2
2eE W−1,1(pim
2
eE
), (63)
Pv = e
− ∫ d4xw, (64)∫
d4xw =
V
(2pi)3
pi(eE)2
Ω
(
m2
eE
) 1
2
∞∑
n=1
(−1)n+1
n
3
2
W−1,1(npim
2
eE
)e−
npim2
2eE . (65)
Now, let us check the validity of these expressions. First, in the weak field case eE
m2
≪ 1,
using the asymptotic expansion for a Whittaker function with small eE
m2
,Wλ, µ(z) ∼ e− z2 zλ(1+
µ2−(λ− 1
2
)2
z
+ . . . ), we find ∫
d3pNnp ≃
(eE)2
n
3
2Ω
(
eE
m2
) 1
2
e−
npim2
eE . (66)
Thus, the expressions for N and
∫
d4xw coincide exactly with those of the Gaussian ap-
proximation. Next, in the strong field case eE
m2
≫ 1, the asymptotic form Wλ, µ(z) ∼
Γ(2µ)
Γ( 1
2
+µ−λ)z
−µ+ 1
2 e−
z
2 , [µ > 0 ] can be used to calculate the total number of produced par-
ticles as:
N =
4
3
(eE)2
Ω
e−
pim2
eE . (67)
This expression agrees with the Schwinger’s result by the interpretation of the time interval
T = 1
Ω
O(1). Thus, the expression Np = e−
pim2
⊥
eE
[1−δp˜23]−1 is a good approximation over all
values of eE
m2
.
An analysis using the Gaussian distribution approximation has already been made [16].
There, it was concluded that in the strong field regime results by a pulsed electric field
do not coincide with those by a T-constant electric field. However, we argue that this
conclusion is an incorrect consequence of the fact that they used the Gaussian approximation
beyond the limit of its applicability eE
m2
≪ 1. In fact, we use the more general expression
Np = e
−pim
2
⊥
eE
[1−δp˜23]−1, and demonstrate that the pulsed field reproduces the result of a T-
constant field in the strong field regime eE
m2
≫ 1 even at a finite-time interval.
Our analysis shows that pulsed and T-constant fields produce qualitatively the same
results in strong field but they differ in general field strength. The reason of the difference
can be understood as a sensitivity of momentum spectra against electric field strength.
Generally, an electric field with strength E produces a momentum spectrum Np = e
−pim
2
⊥
eE
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by the Schwinger mechanism. Now, let us consider a weak field case E/n with n > 1.
This electric field produces a distribution Np =
(
e−
pim2
⊥
eE
)n
. In the strong field regime, the
value in the parenthesis nears 1, therefore power of n does not change the value so greatly.
However in the weak field regime, the value in the parenthesis is already very smaller than
1, and power of n further make the value very small. Thus, the difference in results between
pulsed fields and T-constant fields is understood as the sensitivity of the spectrum against
the field strength. We tend to interpret the applied time interval T as 1/Ω given a pulsed
electric field. However in general field strength, the spectrum is so sensitive against the
variation of the field strength during the time interval 1/Ω that we cannot interpret the
applied time interval as 1/Ω. In fact in the preceding study, the time interval of the pulsed
field is interpreted as T = 1
Ω
( eE
m2
)
1
2 in the weak field regime eE
m2
≪ 1, to conform with the
Schwinger’s formula [16].
We can understand the difference in results between pulsed electric fields and T-constant
fields physically as whether nonperturbative effects of high-frequency photons of external
fields exist or not. In fact, the Fourier transform of the pulsed and T-constant fields, E(t) =∫
dω
2pi
E˜(ω)eiωt, are respectively given by
E˜p(ω) =
Epiω
Ω2 sinh piω/2Ω
, E˜c(ω) =
2E
ω
sinωT/2. (68)
That is, the T-constant field consists of photons with all the momentum scale, on the other
hand, the pulsed field consists of photons with definite momentum scale ranging from 0 to Ω.
Thus, we could argue that the constant distribution over some momentum range produced
by T-constant fields is formed by an influence of nonperturbative effects of high-frequency
photons in external fields. However, the effects become invisible in the strong field regime.
V. CONCLUSIONS
In this paper, we elaborated on particle creation from a vacuum by a single pulse of an
electric field in scalar quantum electrodynamics. We first define the asymptotic particles
in which the canonical momentum is identical to the kinetic ones. Based on this particle
picture, we identified the parameter regions of the theory in which dynamical pair creation
and the Schwinger mechanism dominate, respectively.
Furthermore, we derive analytical expressions for the various characteristics of particle
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creation, such as the vacuum-to-vacuum transition amplitude where the Schwinger mecha-
nism dominates. Then, we compare our results with those produced by a T-constant electric
field. In the preceding study, it was argued that a pulsed electric field produces the same
particle spectrum as those in a constant field only after we take the limit of the infinite-
time interval [3, 15]. However, our detailed analysis reveals that the results of pulsed fields
and T-constant fields coincide in the strong field regime even at a finite-time interval 1/Ω.
In general field strength the results differ due to the sensitivity of the Schwinger mecha-
nism against external field strength. We interpreted the difference as a nonperturbative
effect of high-frequency photons in external fields, though the effect becomes invisible in the
strong field regime. Thus in the actual experiments by strong laser techniques, it will be
important to take into account the duration that the maximum field strength is applied and
high-frequency photon effects, in addition to field strength itself in observing the produced
particles.
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