The Nonlocal Means (NLM) filter has become a popular approach for denoising medical images due to its excellent performance. However, its heavy computational load has been an important shortcoming preventing its use. NLM works by averaging pixels in nonlocal vicinities, weighting them depending on their similarity with the pixel of interest. This similarity is assessed based on the squared difference between corresponding pixels inside local patches centered at the locations compared. Our proposal is to reduce the computational load of this comparison by checking only a subset of salient features associated to the pixels, which suffice to estimate the actual difference as computed in the original NLM approach. The speedup achieved with respect to the original implementation is over one order of magnitude, and, when compared to more recent NLM improvements for MRI denoising, our method is nearly twice as fast. At the same time, we evidence from both synthetic and in vivo experiments that computing of appropriate salient features make the estimation of NLM weights more robust to noise. Consequently, we are able to improve 
hereafter. In the standard formulation, u(x i ) (or u i ) is the gray level of the pixel at position x i , and the filtered output is computed as [4] :
where Ω i is a large search window centered at pixel x i (in the original description of the algorithm, Ω i is indeed the entire image) and w(x i , x j ) is the weight assigned to pixel x j with respect to pixel x i , according to the similarity between two patches N i and N j centered at x i and x j , respectively:
w(x i , x j ) = 1
where Z i is a normalizing constant so that x j w(x i , x j ) = 1, and u(N i )
48
denotes an N × 1 vector with all the values u(x j ) at the pixels x j ∈ N i . The
49
parameter h has a clear statistical meaning: it has to be proportional to the 50 expected value of the distance between patches, E{d(x i , x j )}, and hence it is 51 related to the noise power of the image, σ 2 . Typically, it is set to h 2 = β 2 σ 2 , for it is overestimated, NLM produces over-smoothing of the structures of interest.
54
If it is underestimated, NLM is not able to properly remove the noise in the 55 image.
56
From eqs. (1) and (2), it is easy to understand the enormous computational 57 load of NLM: assume that Ω i (resp. N i ) is an n-dimensional square window 58 of radius M (resp. B). The WA includes all pixels in the search window Ω i ,
59
and hence (2M + 1) n weights have to be computed. The calculation of each 60 of them requires the evaluation of eq. (2), so that the norm of a vector of 61 length (2B + 1) n has to be reckoned. Consequently, to process each pixel
62
(2M + 1) n (2B + 1) n squared differences have to be computed. Our aim is to 63 heavily reduce this load by efficiently estimating d(x i , x j ). all pixels x j ∈ Ω i , always obtaining a net (and predictable) speedup.
125
(3) The statistics of the distance in the features space are easily related to 126 those of d(x i , x j ), so that the statistical characterization of patches is also 127 conserved allowing to fix the noise parameter h 2 straightforward.
128
Additionally, our proposal is also compatible with voxel preselection and block-129 wise implementations (though the latter are not discussed in the paper). Each 130 of these issues is respectively addressed in the next subsections. 
where (s j , t j ) is the offset of pixel x j ∈ N i with respect to x i . In eq. (4) c 0 is related to the local mean value of u(x i , y i ); c s and c t to the local variance; In case the series in eq. (4) is truncated to degree 2, the problem statement is: 
. . .
where N is the number of pixels inside the patch, arranged in the vector
T . The LS matrix X contains only the relative positions (offsets) of the pixels in the neighborhood, and hence it is the same for all patches. The vector c = [c 0 , . . . , c st ] T can be computed in closed form:
Eq. (6) can be explicitly evaluated for orders 0, 1, and 2 for the standard case of square, symmetric patches, yielding, for order 0:
where u is the sample mean of u: u = N i=1 u(s i , t i )/N . For order 1:
Finally, for order 2:
133 134
Note that all terms in the previous equations can be precomputed except for 135 s p t q u, with p, q = 0, 1, 2. These terms are computed in an efficient way as 136 separable convolutions, so the overload due to their calculation is negligible.
137
For truncation order 1 (resp. 2), it is only necessary to compute 3 (resp. 6) 138 separable convolutions. For 3-D, this number grows to 4 (resp. 10).
139

Approximation of patch distances
140
Our aim is to estimate patch distances d(x i , x j ) as distances in the features
To that end, we compute the differences between the LSfitted surfaces, instead of the original pixels themselves. The interpolated patch surrounding x i , u i , can be written in terms of the coefficients c i obtained from eq. (6) for u(N i ):
and the MSD between the interpolated surfaces reads:
For order 1, X T X reduces to a very simple diagonal matrix (note that s = t = st = 0), and hence:
so the computation of the norm of a (2b + 1) 2 × 1 vector in eq. (2) 
where d = c i − c j and tr(A) is the trace of A. From eq. (6), it follows:
where w = u i −u j and we have assumed that all pixels are uncorrelated. From eq. (5), it is easy to check that K = tr X(X T X) −1 X T exactly matches the number η of coefficients c describing the surface in eq. (4). Hence, the meaning of eq. (14) is that the effective value of h 2 has to be reduced to:
As a final remark, it has been observed in [7] that the computation of d(x i , x i )
148
will always yield 0, overweighting the central pixel x i ∈ N i . Instead, we fix:
} to avoid such bias. 
Weighted distance functions
It is a common practice to compute weighted patch distances d(x i , x j ), as already suggested in [4] . The quadratic differences between each pair of corresponding pixels are pondered depending on its physical distance to the center of the patch N i :
where R is a diagonal matrix whose entries correspond to the n-dimensional kernel used to ponder the distances. Interestingly, this strategy nicely fits in our formalism: it is trivial to show that the expressions given in eqs. (7), (8), and (9) for the coefficients c remain exactly the same. The only difference relies on the way local averages are computed, taking into account the weighting kernel; for example: to the case ρ j = 1/N, ∀j yields the unweighted patch distance.
155
Obviously, this calculation affects the statistical characterization of distances.
A similar development to that in eq. (14) proves:
Therefore, the effective value of h has to be:
puted, and our model does not suffer any substantial modification. µ the distance d(x i , x j ) has to lay within for x j to be considered in the WA.
162
We proceed as follows: 
in case the voxel is not discarded in the final level of the hierarchy, the 172 estimated distance to calculate the weight has been computed "for free". The calculation of exponentials is a time consuming task even with modern hardware. We have found that a rational approximation to the negative exponential in eq. (2) can achieve a non-negligible speedup (a constant factor nearly 1.3) with virtually identical results. In practice, we use:
0, otherwise.
(20)
Summary
175
Our methodology can be outlined as follows:
176
(1) The local features c in eqs. (7), (8) 
179
(2) For each x j ∈ Ω i , the differences in the features space are sequentially 180 compared with the preselection threshold for each truncation order.
181
(3) In case the pixel passes all preselection tests, the distance in the features 182 space is normalized using the effective h 2 value of eq. (19).
183
(4) Accordingly, the WA coefficient is computed using eq. (20) 
where η c,s (x i ) are uncorrelated Gaussian processes with variance σ 2 . To remove the bias induced by Rician noise, we use the approach suggested in [11, 12] .
The squared value of u(x i ) is estimated using eq. (1), so that NLM becomes:
This methodology is well accepted and has been tested in a number of recent 188 works [8] [9] [10] . Like in [7] , we compute weighted patch distances by introducing 189 a kernel R corresponding to a separable Gaussian with isotropic variance 1.
190
Finally, we keep the truncation order of eq. (4) equal to 1, since using order 191 0 produces an excessive over-blurring (see Fig. 1 ). On the other hand, order 2 192 approximations do not carry on a systematic improvement of the results, and 193 they unfruitfully increase computation times.
[ Fig. 1 parison in the first set of experiments, and will be referred to as NLM.
202
(2) The method proposed in this paper without hierarchical preselection. It 203 will be named PFNLM after "Polynomial-Fit" NLM.
204
(3) The method proposed in this paper with preselection threshold µ = 1
205
(this value has been empirically fixed), namely PFNLM-1.0. 
Quality measures 207
The outcome produced by the filter in each case is compared to the noise-free 208 ground-truth using three different similarity measures:
209
(1) The Root Mean Squared Error (RMSE) between the images.
210
(2) The Structural Similarity Index (SSIM) described in [25] . As opposed to 211 the RMSE, this index accounts for the similarity between image struc-212 tures and not between grey levels. It is bounded between 0 (worst quality) and 1 (identical to ground-truth). drive to an important deterioration of the output of our filter.
247
[ Fig. 3 about here.]
248
The remaining parameters to set are the radius M of Ω i and the radius B 
268
On the other hand, the hierarchical preselection slightly worsens the results
269
with respect to PFNLM, although it seems to palliate to some extent the 270 blurring for very high SNR. Fixing our attention in Fig. 2 
294
For all these methods, illustrative examples are shown in Fig. 4 .
295
[ Fig. 4 the rightmost part of the zoomed region).
314
To conclude this analysis, Table 1 shows the corresponding quality indices 315 for the algorithms compared in Fig. 4 is only noticeable for M = 4, 5, but these are the useful scenarios.
356
The speedup achieved for M = 5 is over 10 even in the worst case. We es-
357
timate the norm of a (2B + 1) 3 = 27 components vector as the norm of a 358 4 components vector, so the predicted speedup would be only 27/4 = 6.75.
359
This additional acceleration can also be explained: as mentioned above, im-360 age features describing patches are always stored in contiguous locations, so 361 accessing the memory is more efficient. With NLM, the pixels in the com-
362
parison window will not be contiguous in memory, producing cache failures.
363
This is an intrinsic problem of NLM and does not rely on our implementation.
364
With less powerful computers (with smaller caches) this problem will be even 365 accentuated, so that PFNLM should be especially advantageous. with respect to PFNLM, it is yet preferable to NLM for low SNR, see Fig. 3 ).
443
In case the filter is run in a multiple CPU machine, the acceleration can reach (at the expense of worsening its accuracy), an acceleration rate over two orders of magnitude could be attained.
450
With respect to the improvement in the filtering outcomes, our approach com- our approach is mainly oriented to MRI, which are inherently non-textured.
465
The ability of PFNLM to deal with very noisy data is specially interesting Table 1 Performance indices obtained for the experiments shown in Fig. 4 . Regarding the values in italics for [18] , the comparison cannot be considered fair for the reasons discussed in the text.
