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ABSTRACT
A numerical scheme is developed to integrate the kernel density equations for the particle
phase of disperse flows. The kernel density equations arise from least squares minimization
of the approximation of the position-velocity phase-space particle distribution by a sum of
kernel density functions. For concreteness in this work, Gaussian kernel density functions
are used in approximating the particle distribution. The resulting kernel density equations
form a non-conservative, hyperbolic system of PDE’s. The basic numerical scheme is a
Roe method that has been generalized to non-conservative systems. The kernel density
equations can become weakly hyperbolic; in this case an asymptotic expansion is introduced
and singular terms are handled analytically. High-order spatial accuracy is achieved using a
novel hybrid essentially non-oscillatory scheme with a Legendre basis. A standard WENO
scheme is used by default, and a nonlinear mapping is introduced when needed to enforce
physically relevant bounds in the solution, especially in areas of particle depletion. The
strong stability preserving RK3 scheme is used to obtain high temporal accuracy. The
new scheme has been applied to direct numerical simulation of particles in homogeneous
turbulence.
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“This is a faithful saying, and worthy of all acceptation, that Christ Jesus came into the
world to save sinners; of whom I am chief. Howbeit for this cause I obtained mercy, that in
me first Jesus Christ might shew forth all longsuffering, for a pattern to them which should
hereafter believe on him to life everlasting. Now unto the King eternal, immortal, invisible,
the only wise God, be honour and glory for ever and ever. Amen.”
– 1 Timothy 1:15-17
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Particle-laden flows occur in aerosols, sprays, combustion, atmospheric systems, river sedi-
mentation, bubbly flows, and many other natural and artificial systems. They are typically
divided into a carrier phase fluid containing a dispersed phase consisting of particles, droplets,
or bubbles, and are discussed further in Chapter 2.
The kernel density equations (KDE) are a non-conservative, hyperbolic system of PDEs
which model the dispersed phase of particle-laden flows. Chapter 3 outlines existing ap-
proaches to computational solutions of the dispersed phase and gives the mathematical
formulation of the KDEs.
The main objective of this work has been to develop a robust, high-order numerical
method to solve the KDEs. Novel features of this method include a numerical treatment for
the case when the equations become weakly hyperbolic. This treatment consists of asymp-
totically expanding a portion of the numerical scheme, and analytically eliminating singular
terms. Another unique feature of this method is the development of a high-order scheme
that can preserve physically relevant bounds of non-conservative PDEs. The new scheme
uses a nonlinear mapping that guarantees the high-order reconstruction of the solution will
satisfy all physical bounds. Importantly for the KDEs, the novel scheme can enforce bounds
that are given as a combination of parameters. Further details on the numerical method are
given in Chapter 4.
Various aspects of the method’s effectiveness are evaluated in Chapter 6. The method is
then coupled with a turbulent flow solver [1] in order to evaluate the method’s performance
in solving particle-laden turbulent flows. Results from a direct numerical simulation of ho-
mogeneous isotropic turbulence in a periodic box are given in Chapter 7. Finally, Chapter 8




Dispersed flows (also known as multiphase flows or particle-laden flows) consist of a carrier
phase containing a dispersed phase consisting of particles, droplets, or bubbles (generically
referred to as particles in this work) [2, 3, 4]. Examples of these flows include aerosol sprays,
convection currents within clouds, dust devils, fuel sprays in engines, and many other natural
and artificial flows. The commonality of dispersed flows makes them a significant research
topic. In particular, turbulent dispersed flows are an important topic due to the combination
of the challenges posed by turbulence and by the addition of a dispersed phase. One specific
challenge that arises from the inclusion of the dispersed phase is the wide range of scales that
must be modeled, from the large-scale motion to the flow around each individual particle to
the Kolmogorov length scale.
2.1 Description
Elghobashi [2] separated turbulent multiphase flows according to the interaction between
the carrier and dispersed phases. When the dispersed phase is very dilute, the particles
have negligible impact on the carrier phase, and the flow is one-way coupled. For larger
values of particle volume fraction, the turbulence structure will be affected by the particles,
and the flow is two-way coupled. Four-way coupling occurs when the suspension becomes
dense enough that particle-particle collisions cannot be ignored. A dispersed flow containing
a very dense dispersed phase such that there is little or no fluid between the individual
particles is termed a granular flow. This work focuses primarily on one-way coupled flows.
The method presented here can be extended to cover two-way coupled flows by adding an
appropriate source term to the carrier phase solver to account for the momentum transfer
from the dispersed phase [5].
The Stokes number (St) is an important parameter for dispersed flows. It represents
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where τp is the particle response time, and τf is the carrier fluid time scale. A common
choice for τf is the Kolmogorov time scale, although at times the inertial time scale is useful.
In flows with low St, the particles will tend to follow the flow very closely, while as St
increases, the particle trajectories can diverge, and phenomena such as particle trajectory
crossing (where two particles pass through the same location with different trajectories)
become more likely.
2.2 Governing equations
The spray equation governing the particle phase behavior is given by Williams [5] as
∂f
∂t
+∇x(vf) +∇v(af) = 0, (2.2)






where u is the carrier flow velocity and v is the particle phase velocity.
For two-way coupled flows, a momentum transfer term is added to the Navier-Stokes




+ ρfu · ∇xu = −∇x · (pI + T )−mp
∫
af dv (2.4)
where ρf is the carrier fluid mass per total volume andmp is the particle mass. The continuity
equation for the carrier phase is given by
∂ρf
∂t
+∇x · (ρfu) = 0 (2.5)
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2.3 Phenomena
Turbulence in the carrier phase introduces several interesting phenomena, including prefer-
ential accumulation of the dispersed phase, turbophoresis, effects on interface coupling, and
modulation of the turbulence structure by the dispersed phase [4, 6, 7, 8, 9, 10].
2.3.1 Preferential accumulation
Traditional theories for explaining particle dispersion in a turbulent flow had treated the
turbulence of the carrier phase as applying random forces to the particles, so the expectation
was that particles would tend to become distributed in a statistically uniform manner over
time. With advances in experimental and computational techniques, it is now known that
turbulent structures in the carrier flow can lead to preferential concentration of particles
in certain regions of the flow. The specific tendencies of the particle accumulations are
largely affected by the Stokes number. Preferential concentration is most pronounced when
St ≈ 1. Balachandar and Eaton [4] examined two types of flows: gas flows, where preferential
concentration can occur in convergence zones between vortex structures, and bubbly flows,
where preferential concentration will tend to be inside vortex cores. In contrast to most
flows, preferential concentration is observed in bubbly flows for St ≪ 1.
2.3.2 Turbophoresis
Turbophoresis is the tendency for particles to move from regions of high turbulence intensity
to regions of low turbulence intensity in the absence of other significant forces [6]. Wall-
bounded flows are an important class of flows where this phenomenon can be observed.
2.3.3 Turbulence effects on interphase coupling
Balachandar and Eaton [4] describe the effects of the momentum coupling between the two
phases of the flow. This coupling occurs via the drag and lift forces on the particles. For
4
small particles (i.e. d ≪ η, where d is the particle diameter and η is the Kolmogorov length
scale), no corrections to the models are needed due to the large disparity between the particle
and turbulence length scales. However, when d ' η, a stochastic-like force on the particle
must be considered due to the fine-scale eddies.
2.3.4 Turbulence modulation
Turbulence modulation can occur in dilute suspensions with high enough values of particle
volume fraction or when d ≥ η [4]. In these cases, the effect of the particulate phase on
the turbulence can be large enough to materially affect the behavior of the flow. Three
mechanisms of turbulence reduction have been postulated: (1) increased inertia due to
the addition of particles, (2) enhanced dissipation due to drag on the particles, and (3)
increased effective viscosity due to the presences of particles in the flow. In addition, two
mechanisms have been identified for the enhancement of turbulence: (1) increased velocity
fluctuation from wake dynamics and self-induced vortex shedding and (2) instabilities created
by the buoyancy arising from density variations due to preferential particle accumulation.
Unfortunately, turbulence modulation is still not well-understood for various reasons, which
include: (1) the difficulty of performing DNS across the wide range of scales required, (2)
the difficulty of acquiring accurate experimental observations of carrier phase flow, and (3)
the variety of mechanisms responsible for turbulence modulation, several of which could be




Several numerical methods have been introduced to simulate dispersed flows [2, 3, 4, 11].
Computational techniques for modeling the behavior of turbulent dispersed flows can be
classified as Lagrangian or Eulerian, depending on their perspective for describing the particle
phase.
3.1 Lagrangian approaches
All currently practicable methods make use of the point-particle assumption, which states
that each particle can be modeled as a point [4]. Several computational particles are then
created and tracked through the flow by integrating the governing equations of particle
motion subjected to outside forces [2]. These schemes are relatively simple to implement,
but can produce noisy dispersed phase statistics, especially in regions of particle depletion.
The point-particle assumption is only valid for the case where the particle diameter is smaller
than the smallest scale of the carrier flow. An alternative is to perform a fully resolved direct
numerical simulation (DNS) that resolves all scales including the particle diameter. This
technique is currently prohibitively computationally expensive [4]. Some common approaches
for modeling the carrier phase in conjunction with Lagrangian particle tracking are discussed
briefly below.
3.1.1 Stochastic models
Stochastic methods work by generating a synthetic turbulence in the carrier phase, then
tracking a large number of particles through the flow. The synthetic turbulence is generated
such that it satisfies some known statistical properties (often those obtained from any single-
point closure scheme). Since the turbulence is synthetic, the particle data is only useful
after being statistically analyzed. Two main types of stochastic models are commonly used:
those that implicitly incorporate the carrier phase velocity autocorrelation, and those that
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explicitly include it. The explicit models hold a promise of better performance due to the
explicit nature of their autocorrelation models, but the implicit models are often simpler to
implement and have lower computational cost. In addition, the autocorrelation for a given
flow may not have a well defined explicit model [3].
3.1.2 Large eddy simulation
Large eddy simulation (LES) resolves the large scales of the turbulent flow but models the
small scales using a subgrid-scale model. This allows flows with higher Reynolds number to
be simulated. The subgrid scales are those where particle-turbulence interaction takes place,
so in two-way coupling regimes, the accuracy of LES depends on the accuracy of the subgrid
scale models used to describe the fine scales of turbulence and their interactions with the
particles [2].
3.1.3 Direct numerical simulation
Direct numerical simulation (DNS) refers to simulations that have a fine enough grid to
resolve all scales of the turbulent carrier flow without resorting to turbulence models. DNS
is especially useful for gaining insight into the structure of turbulence, as it is much easier to
extract information from a numerical simulation than an experiment. More DNS experiments
are needed in order to validate other methods that depend on models to achieve speed and
simplicity [3, 2].
3.2 Eulerian Approaches
Eulerian modeling approaches can be divided between one-fluid approaches, where the car-
rier phase is assumed to completely dictate the motion of the particles [4], and two-fluid
approaches, where the dispersed phase is treated independently from the carrier phase, and
equations resembling those used for the carrier phase are used to model the dispersed phase
[3]. There are two main approaches to the one-fluid description of the particle phase: the
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dusty gas method and the equilibrium Eulerian method. Clearly, these methods are only
valid for one-way coupled flows. There are also two main approaches to the two-fluid de-
scription of the particle phase: the Reynolds averaged Navier-Stokes (RANS) method and
the probability density function (pdf) or kinetic equation method [3]. Elghobashi [2] labels
them the deterministic and statistical methods, respectively.
3.2.1 Dusty gas
This method assumes the particles completely follow the local carrier phase. The dispersed
flow then may be treated as a single flow, with the density modified to account for the mass
of the suspended particles. It is only applicable for very small St [4].
3.2.2 Equilibrium Eulerian
The equilibrium Eulerian method is similar to the dusty gas method, but allows the particles
to have a different velocity than the local carrier flow, as long as they are small enough that
their motion is determined solely by the carrier phase. Fairly accurate results have been
obtained with this method for St / 0.2 [4].
3.2.3 Reynolds averaged Navier-Stokes
The governing equations for RANS models are obtained by applying a suitable averaging
scheme to the governing equations for the Eulerian description of the carrier and dispersed
phases. The main difficulty in applying the RANS approach is in determining appropriate
closure terms for the equations [3]. Mashayek [3] details three closure approximations: (1)
eddy-viscosity models, (2) second-order moment models, and (3) algebraic models.
3.2.4 Probability density function
In the statistical or pdf approach, the transport equation of the pdf for the dispersed phase
is used to derive governing equations for the statistics of the velocity and volume fraction
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of the particle phase [2]. Elghobashi [2] gives the following list of advantages for the pdf
approach as compared to the RANS approach:
• Closure in phase space is at a more basic level of the dynamics so probably has a greater
chance of success than closure applied directly to the momentum and Reynolds stress
transport equations;
• Simple Boussinesq approximations at the phase space level do not necessarily imply
simple Boussinesq approximations for the Reynolds stresses;
• Closure approximation is required for only one term namely the net acceleration due to
particle interactions with the turbulent motions as opposed to two closure approxima-
tions in the momentum equation namely for the Reynolds stresses and the inter-phase
momentum coupling term;
• It establishes a natural length scale (mean free path) which when compared with the
dimensions of the flow sets a criterion for the validity of simple gradient diffusion;
• It is the only way to formulate the correct boundary conditions since these involve
information about the velocity distribution at the walls.
A challenge for the statistical approach is the large phase-space (3 position components
and 3 velocity components for 3D flows), even without considering changes in particle size
due to factors such as evaporation. Various approaches to dealing with this problem are
summarized below.
3.2.4.1 Kinetic equation method
The kinetic equation method discretizes the entire phase-space, hoping to work with a simpler
PDE in exchange for the large phase-space (e.g. [12, 13]). Although a solid mathematical
basis for the method has been demonstrated, along with positive results for some special
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cases, to the best of our knowledge, a robust numerical scheme that can handle the general
case has not yet been published.
3.2.4.2 Method of moments
Moment methods seek to obtain a simpler phase-space by projecting from x-v-t space to
x-t space. Velocity moments of the pdf as a function of position and time are taken, then
the governing PDE is solved and the group of moments inverted to recover an approxi-
mation of the pdf. McGraw [14] introduced the quadrature method of moments (QMOM)
scheme, which closes the moment equations by expressing higher-order moments as quadra-
tures consisting of sums of lower-order moments. Several variants on this theme have been
proposed, including direct quadrature method of moments (DQMOM) [15, 16], which ap-
proximates the pdf as a sum of Dirac delta functions, and extended quadrature method of
moments (EQMOM) [17], which approximates the pdf as a sum of weighted non-negative
functions. These schemes have the advantage that the governing equation is conservative
and can be solved using standard numerical methods. However, without some care in the
solution method, non-realizable moment sets can be produced (i.e. moment sets from which
a pdf approximation cannot be recovered).
3.2.4.3 Kernel density method
The kernel density method represents another projection from x-v-t space to x-t space.
The pdf is approximated by a sum of kernel density functions (KDFs), as in the EQMOM,
which is partly derived from kernel density methods. However, the projection to x-t space is
instead performed by least-squares minimization. This leads to a non-conservative hyperbolic
system of PDEs known as the kernel density equations (KDEs) [18, 19]. While the PDEs
are more numerically challenging, this approach has the advantage of directly solving for the
parameters of the KDFs, thus avoiding issues of moment closure, inversion, and realizability.
This approach has been selected for use in this work.
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3.3 Kernel density equations
This section gives an overview of the kernel density equations which are the target of the
numerical schemes developed in this work. A brief outline of the derivation is given, followed
by a discussion of the Gaussian kernel density functions used throughout the remainder of
the work.
3.3.1 Derivation
To derive the kernel density equations, the particle density function (pdf) f(x, v, t) is first
approximated by a sum of N kernel density functions:
f(x, v, t) ≈ P (v;p(x, t)) =
N∑
k=1
P k(v;pk(x, t)), (3.1)
where the global parameter vector p = {pk, ∀k}. This expression is substituted into the
governing equation for f , then the velocity-space squared residual is minimized to obtain






































See [19] for a detailed derivation of these equations. When the KDFs are unique and/or




+ C̃ ·∇p+ D̃ = 0, (3.6)
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where
C̃ = A−1C, and D̃ = A−1D. (3.7)
3.3.2 Multiple KDFs and velocity modes
The number of KDFs required to represent the pdf depends in part on the number of modes
present in the velocity distribution at a given point. Consider the 1D carrier flow
u = −0.5 cos(x) (3.8)
on the domain x ∈ [0, 2π] with periodic boundary conditions. Particles are introduced with
the Gaussian pdf













α(x) = 1− 0.99 cos(x), (3.10)
µ(x) = − cos(x), (3.11)
σ(x) = 1− 0.95 cos(x). (3.12)
Results from Lagrangian particle tracking simulations with 107 particles up to t = 2τp
are shown in Figure 3.1. It can be seen that for low τp, the velocity distribution remains
unimodal; however, at higher τp, the more inertial particles develop a bimodal distribution
in velocity space for some regions of the domain.
3.3.3 Gaussian KDFs
For concreteness, Gaussian KDFs have been used in the initial evaluation of the method.
When each KDF P k is a single Gaussian, the tensor C̃ has block diagonal structure over
the first two indices, and the KDFs can be solved independently. This formulation is most
appropriate for flows with a constant number of modes in velocity phase space. When the
number of modes in velocity space varies, it would be desirable to implement a strategy for
12
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Figure 3.1: x-v phase space at t = 2τp for particles in the flow given by Eq. (3.8).
automatically splitting or combining modes in the KDF approximation to the pdf. In this
case, the individual KDF modes would be coupled, leading to off-diagonal terms in C̃. The
case of coupled modes is not considered by this proposal, but remains an important topic
for future research.
A single 2D Gaussian KDF is given by





















p = (α, µ1, µ2, σ1, σ2, ρ12). (3.15)
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This chapter will outline the numerical scheme developed for solving the kernel density
equations (KDE). Section 4.1 discusses the first-order scheme, and presents a novel treatment
for the system when it becomes weakly hyperbolic. In Section 4.2, the high-order extension
is described. Section 4.3 introduces a novel nonlinear mapping that enforces preservation of
physical bounds in the solution. Some numerical results are given throughout to illustrate
the method’s performance, but application to the KDEs is deferred to Chapters 6 and 7.
4.1 First-order scheme and weakly hyperbolic treatment1
We consider the one-dimensional hyperbolic system of equations of the form
Ut + A(U)Ux = 0, (4.1)
where U is a vector function of dimension N of the independent coordinates t and x. We
are concerned with weakly hyperbolic systems where the Jacobian matrix A(U) (dimension
N ×N) has repeated eigenvalues and an incomplete set of eigenvectors at a finite or infinite
set of points in space, i.e., A is not uniformly diagonalizable. Furthermore, it is not presumed





and we will consider examples where F (U) does and does not exist. Problems of this nature
appear in (pressureless) dusty gases [20], shallow-water equations [21, 22], disperse flow [18],
sensitivity and uncertainty quantification [23], etc. They typically contain a hydrodynamic
problem or a subset thereof complemented by additional physical elements that interact
with the flow, e.g., particles. The importance of the problem considered here stems from its
1This section was published in Journal of Computational Physics, Volume 316, Timothy A. Smith,
David J. Petty, Carlos Pantano, A Roe-like numerical method for weakly hyperbolic systems of equations in
conservation and non-conservation form, Pages 117-138, Copyright Elsevier 2016.
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occurrence in the specialized applications just mentioned, which can be weakly hyperbolic
everywhere or at a discrete set of points.
It is well known that generalized solutions of the Cauchy problem exist if the weak
statement of Eq. (4.1) holds for all compactly supported test functions. It is also well known
that there are nonclassical situations where the Cauchy problem does not possess a weak
solution in general. These solutions may involve derivatives of the Heaviside function of
higher order, the first of such being a δ-shock; see [24, 25, 26, 27, 28, 29, 30, 31, 32, 33].
Note that an incomplete eigensystem of A is not a necessary and sufficient requirement for the
existence of δ-shocks. They can exist even in solutions of conservation systems with distinct
eigenvalues and diagonalizable Jacobians [27]. The appearance of generalized solutions of
higher order is connected with the direction of convergence of the characteristics to the left
and right of a discontinuity, and, in the conservative case, with a non-convex flux function.
Riemann problems between constant states are often the building blocks of nonlinear
numerical methods for general solutions of Eq. (4.1) [34, 35]. Two important difficulties
must be faced when attempting to employ a standard numerical method for hyperbolic
equations to solve Eq. (4.1): (a) a flux function F (U) satisfying Eq. (4.2) may not exist, in
which case one needs to introduce a special interpretation for the products of distributions
to be able to define unique speeds of propagation of discontinuities, see [36], and (b) for
the weakly hyperbolic case, numerical methods tend to fail catastrophically at sonic points
(locations where one or more eigenvalues of A(U) are zero) where the solution is initially
smooth [24, 37, 20]. Capdeville [38] has shown that it is possible to construct HLLE and
Roe numerical schemes that are compatible with an underlying weakly-hyperbolic system if
it can be written in conservation form. The strategy is to introduce a small perturbation
of order ǫ ≪ 1 in the Jacobian, i.e., replace A(U) → Aǫ(U), to make the system strongly
hyperbolic. Then, obtain the general solution of the desired approximate problem at a grid
cell interface Uǫ(0, t) and take the limit as ǫ → 0. Although Uǫ→0(0, t) may be singular,
the flux Fǫ→0(0, t) = F (Uǫ→0(0, t)) is not for the problems where F exists. Unfortunately,
this last step cannot be taken in the existing numerical methods for equations in non-
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conservation form that use generalizations of the Roe scheme. Such methods will generally
require Uǫ→0(0, t), but since the limit as ǫ → 0 may not exist, it cannot be used as such
in the numerical approximation. This is the motivation of the present work, where we
show a consistent approach to the construction of a numerical method for weakly hyperbolic
systems in non-conservation form that overcomes the singularity problem of the intercell
state. Furthermore, the new approach clarifies how to correct for sonic point difficulties
(violations of the entropy condition) by extending the commonly employed entropy correction
to weakly hyperbolic systems in non-conservation form.
4.1.1 Numerical discretization
The numerical discretization of Eq. (4.1) used for this work follows the method described
in [21, 39, 40], detailed below in one-dimension for brevity, but it is straightforwardly gen-
eralizable to any number of dimensions. It consists of a linearized Roe-like method for the




















For simplicity we also assume a uniform grid with ∆x = xi+1 − xi being constant, although
that can be generalized in the usual way, and a time step ∆t with tn+1 = tn +∆t for n ∈ N.
Let us first assume that a flux function F (U) exists; although the assumption of the
existence of F (U) will be dropped shortly. Then, the basis of the method is derived from

















where [U ]i+1/2 = Ui+1 − Ui. Eq. (4.4) can stand alone as a first-order in time method or
provide the basic element of a higher-order time integration method [42]. The second term
in Eq. (4.5) involves the factorization of the matrix Â = R̂Λ̂R̂−1, where the diagonal matrix
Λ̂ contains the eigenvalues of Â while the columns of R̂ contain the right eigenvectors of Â.
Â is chosen to correspond to the Roe matrix of the system, having the property
[F ] = Â[U ], (4.6)
where |Â| = R̂|Λ̂|R̂−1 and |Λ̂| = diag(|λ̂i|). Introducing these expressions in Eq. (4.5), then
expanding and combining terms using the eigendecomposition and Eq. (4.6) results in
∆Wi = (R̂Λ̂−R̂−1[U ])i+1/2 + (R̂Λ̂+R̂−1[U ])i−1/2, (4.7)
where we use the notation ∆W instead of ∆F because this expression can be used with










(Uni − Uni−1) + Â−i+ 1
2
(Uni+1 − Uni )
]
, (4.8)





Note that Eq. (4.8) is no longer dependent on the existence of a flux function F , and it
can be applied directly to conservation and non-conservation form equations as an upstream
differencing method.
We need one more ingredient when the equations are not in conservation form. To give
a unique interpretation to A(U)Ux in Eq. (4.1) in the presence of discontinuities, we rely on
the theory developed by [36]. There, it is shown that it is possible to interpret the product
A(U)Ux in terms of families of paths of integration across the discontinuity between the
constant states UL (left) and UR (right). The connection between states requires a Lipschitz
continuous function Φ : [0, 1]× RN × RN with the following properties: Φ(0;UL, UR) = UL,



























all s ∈ [0, 1]. For a given Φ, it is possible to give a sense to the non-conservative product
denoted by [A(U)Ux]Φ as a Borel measure [21, 39]. The choice of Φ determines the speed
of propagation of the discontinuities from the generalized Rankine-Hugoniot relationship for
non-conservative equations, given by
∫ 1
0
[−sI + A(Φ)] dΦ
ds
ds = 0, (4.11)
where s denotes the speed of propagation of the discontinuity. The dependence of s on Φ
does not arise for a system of equations in conservation form, since for such a system the
speed of discontinuities is independent of the path of integration, and depends only on the
flux function (there may be an additional entropy condition to be satisfied to select the
physically correct wave). For a specific choice of Φ, one can calculate the averaged advection
matrix, ÂΦ, from






that can be used in a numerical method to integrate Eq. (4.1). Furthermore, consistency also
requires that ÂΦ → A(U) as UL, UR → U . The literature on systems in non-conservation
form provides three examples of paths of integration [40], e.g.: (a) evaluate Eq. (4.12)
with one-point quadrature at the state Ū = (UL + UR)/2 giving ÂΦ = A(Ū) [43], (b)
Φ(s) = UL + s(UR − UL) [44], or (c) a more general Roe-like mapped average [45]. Further
discussion about the choice of path of integration will be addressed later in each of the
examples. The choice of path is only important for non-conservation form systems as long
as Eq. (4.6) is ensured for conservation systems. Furthermore, for simplicity of notation we
will drop the subscript Φ below.
The problem discussed in this paper is the impossibility of calculating R̂−1 when the
system of equations is weakly hyperbolic since R̂ may be singular (because of the lack of
a complete set of eigenvectors). To explain our reasoning, we will start by discussing an
example of a generic strongly hyperbolic problem and then consider the limit towards a
related weakly hyperbolic problem which will be used to describe the new methodology.
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4.1.2 The generic 2×2 system
We will consider here a generic 2×2 system to clarify the origin of the difficulty when
dealing with weakly hyperbolic systems. First, we address the treatment of the generic
strongly hyperbolic case. Then, we resolve the difficulties with the weakly hyperbolic case by
resorting to an asymptotic perturbation that makes the system strongly hyperbolic. Finally,
a limit in the small parameter is taken to extract the desired numerical method valid for the
weakly hyperbolic case.
4.1.2.1 The strongly hyperbolic case





c′(u)v + g′(u) c(u)

 , (4.13)
is a model problem that is strongly hyperbolic when c 6= a (a generalization of the problem
considered by [38]). The eigenvalues of the matrix A are
λ1(u) = a(u), λ2(u) = c(u), (4.14)
and the flux function corresponding to Eq. (4.13) is
F = {f(u), c(u)v + g(u)} , (4.15)








satisfying Eq. (4.6), with coefficients given by













where ĉ is undefined because we only have two equations to find three parameters: â, b̂ and
ĉ. In addition, we need Â(U, U) = A(U), which implies â(U, U) = a(U), ĉ(U, U) = c(U) and




since otherwise b̂ defined by Eq. (4.18) will be incompatible with the requirement that
b̂(U, U) = c′(u)v + g′(u).
The eigenvalues and eigenvectors of Â are given by
λ̂1 = â, r̂1 = (ĉ− â,−b̂), (4.20)
λ̂2 = ĉ, r̂2 = (0, 1), (4.21)
with the right eigenvector matrix







Then, the original (possibly nonlinear) problem is replaced in the Roe method with the
constant coefficient problem
Ut + ÂUx = 0, → Wt + Λ̂Wx = 0, (4.23)
where W = (w1, w2) = R̂−1U . The solutions of Eq. (4.23) are independent waves that can
be obtained by projecting the initial conditions in U into W , giving
w1 = w1L + [w
1]H(x− λ̂1t), w2 = w2L + [w2]H(x− λ̂2t), (4.24)
where H denotes the Heaviside function. From R̂[W ] = [U ] we obtain
(ĉ− â)[w1] = [u], [w1] = [u]
(ĉ− â) , (4.25)
and
−b̂ [u]
(ĉ− â) + [w
2] = [v], [w2] = [v] + b̂
[u]
(ĉ− â) . (4.26)
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If we project back Eq. (4.24) to the primitive variables we get the general solution
U =
{








Finally, we expand Eq. (4.7), assuming ĉ 6= â and ensuring that the contributions from both





â+i−1/2(ui − ui−1) + â−i+1/2(ui+1 − ui),
â+i−1/2 − ĉ+i−1/2
âi−1/2 − ĉi−1/2









where â± = (â ± |â|)/2 and ĉ± are defined similarly. Note that when ĉ = â, and Eq. (4.27)
and Eq. (4.28) are computed using the matrix formulation of Eq. (4.7), a singularity will
occur during the calculation of R̂−1 and further algebraic results will be meaningless. Only
if one manually carries out the algebraic manipulations and eliminates canceling terms by
hand will one arrive at a well defined flux. When â and ĉ have the same sign at i± 1/2, the






âi+1/2(ui+1 − ui), b̂i+1/2(ui+1 − ui) + ĉi+1/2(vi+1 − vi)
}
, âi+1/2, âi−1/2 < 0
{
âi−1/2(ui − ui−1), b̂i−1/2(ui − ui−1) + ĉi−1/2(vi − vi−1)
}
, âi+1/2, âi−1/2 > 0
the sum of the two previous cases




Note that when â and ĉ are close to 0, a sonic point may be present, and if so, a correction
to Eq. (4.29) would be needed to satisfy the entropy condition. This case will be discussed
in detail in Section 4.1.3.3. In a simple system such as the one just analyzed, algebraic
manipulations can be done by hand and implemented as shown in Eq. (4.28). For practical
systems, such as those described in the introduction, these hand manipulations are typi-
cally too cumbersome and prone to implementation mistakes because the systems can be
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complicated. Therefore, it is preferable to use Eq. (4.7) directly by numerically evaluating
the matrix-vector products [40]. Note also that when the problem is not in conservation
form, we must determine ÂΦ by evaluating the integral in Eq. (4.12). In general this integral
does not have an exact solution, and may require a numerical quadratures, which makes
any analytical manipulation virtually impossible. But, it is precisely when implementing
Eq. (4.7) numerically that we cannot eliminate the singularities because there is no way
to perform the matrix multiplications in Eq. (4.7) in a well-posed manner. Worse still, we
have experienced many situations where there is sufficient round-off error in the numerical
calculations (normally R̂−1[U ] is obtained by solving a linear system of equations, not by
inversion) for the values resulting from Eq. (4.7) to appear sensible. Closer inspection reveals
that these values are meaningless, because R̂ is nearly singular in finite precision arithmetic;
truly singular in exact arithmetic. An example of this is shown in Section 4.1.4.1.
4.1.2.2 The weakly hyperbolic case





a′(u)v + g′(u) a(u) + ǫ

 , (4.30)
which is uniformly weakly hyperbolic to leading order (ǫ → 0); we will consider later a case
that is locally weakly hyperbolic. The flux function associated with Eq. (4.30) is
Fǫ = {f(u), (a(u) + ǫ)v + g(u)} , (4.31)
where f ′(u) = a(u). This is a model problem that exhibits the difficulties of dealing with
weakly hyperbolic problems (which have non-diagonalizable eigenproblems). We assume
that 0 < ǫ ≪ 1 and all quantities are appropriately nondimensionalized. The eigenvalues of
the matrix Aǫ are
λ1(u) = a(u), λ2(u) = a(u) + ǫ. (4.32)
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b̂ â + ǫ

 , (4.33)
and a right eigenvector matrix












[a(u)v]− â[v] + [g]
[u]
. (4.35)
Here we are only interested in the case that is problematic (ǫ is small), and restrict
ourselves to â < 0 (â > 0 being similar) and ǫ ≪ |â|. We now compute all the quantities
required by the Roe method step by step (dropping the subscript ǫ for notational simplicity).





































, Λ̂+[w] = {0, 0}, (4.38)
followed by the calculation of R̂Λ̂[W ], giving
R̂Λ̂−[W ] =
{
[f ], (â+ ǫ)[v] + b̂[u]
}
, R̂Λ̂+[W ] = {0, 0}, (4.39)
Similarly, the case â > 0 gives
R̂Λ̂−[W ] = {0, 0}, R̂Λ̂+[W ] =
{




Taking the limit ǫ → 0 and again ensuring that the contributions from both faces are included





{f(ui+1)− f(ui), a(ui+1)vi+1 − a(ui)vi + g(ui+1)− g(ui)} , âi+1/2, âi−1/2 < 0
{f(ui)− f(ui−1), a(ui)vi − a(ui−1)vi−1 + g(ui)− g(ui−1)} , âi+1/2, âi−1/2 > 0
the sum of the two previous cases




Observe that now there is no problem with this weakly hyperbolic case because all the
operations dealing with ǫ were carried out analytically and there were cancelations of singular
terms that produce a finite ∆W. Note also that Eq. (4.41) is identical to Eq. (4.29), after
replacement of the corresponding quantities; an observation that is consistent with replacing
c(u) = a(u) + ǫ in the previous section. Here, the presentation in terms of an asymptotic
problem was done to clarify what will be described in the following section, which does not
require knowledge of the general results in Section 4.1.2.1.
As can be seen, if one carries out the algebraic manipulations by hand and resolves the
cancellations of ratios of asymptotically small terms, there is no difficulty in arriving at a
well behaved numerical method, even for the uniformly weakly hyperbolic case.
4.1.3 New scheme for weakly hyperbolic systems
The numerical implementation of the previous scheme for weakly hyperbolic systems, where
we do not have a full set of eigenvectors to form a square R̂, requires that we bypass the
intermediate singular calculations to arrive directly at the final non-singular form of the
numerical method. This can be accomplished by observing that it is always possible to














The numerical method is only concerned with the terms of order zero in the expansion of
R̂ǫΛ̂ǫR̂
−1
ǫ in Eq. (4.8), i.e., the terms for which k+ l+m = 0. All terms with k+ l+m < 0 are
individually singular but collectively sum to zero and all terms with k+ l+m > 0 disappear
when we take the limit ǫ → 0. This observation is the main result of the paper.
Now, we demonstrate that it is possible to perturb an arbitrary matrix A of dimension
n × n with repeated real eigenvalues that cannot be diagonalized, i.e., it does not have
a complete set of eigenvectors; the weakly hyperbolic case. Here, we are only concerned
with A as the sub-block of a potentially larger system, Â of size N × N , whose remaining
sub-blocks have complete eigenvectors. As such, the parameter n represents the algebraic
multiplicity of a repeated eigenvalue with lower geometric multiplicity. The difficulty of the
problem discussed here is ensuring that the perturbed eigenvalues are all real. A constructive
explicit demonstration of this perturbation is explained now for the cases n = 2 and 3, that
correspond to most practical situations. The procedure described below is also applicable
for n > 3, although it can be algebraically difficult.
The matrix A can be uniquely factorized into the following form:
A = PJλP−1, (4.43)
where Jλ is the Jordan canonical form for the eigenvalue λ, which is repeated in the diagonal
and has 1 on the first upper diagonal immediately above the diagonal, i.e.,
Jλ = λI + J0 =


λ 1 0 ... .
0 λ 1 ... .
. . . ... 1




where I denotes the identity matrix, J0 is the strictly upper diagonal matrix with 1’s in the
corresponding first upper diagonal, and P = {pij} is non-singular (the matrix of generalized
eigenvectors) which we distinguish from R̂ because we are only concerned with the non-
diagonalizable sub-matrix A of Â. Let us now consider a perturbation of this matrix of the
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form
Aǫ = A+ V (j)ǫ , (4.45)
where the subscript ǫ is a shorthand notation to denote a set of small parameters ǫ =
{ǫ1, ǫ2, ..., ǫn−1}. In general, the number of matrices V (j)ǫ is given by the total number of









(n− 1)!(n2 − 2n+ 1)! , (4.46)
where n2−n indicates the number of off-diagonal entries where a perturbation coefficient can
be placed and there are n− 1 such free coefficients to use (the number of 1’s in the Jordan
canonical form); note that it does not matter in which order the coefficients are selected.




V (j)ǫ = Π
(j)TVǫΠ
(j), (4.47)
where Π(j) is a unitary permutation matrix such that Π(j)T = (Π(j))T = (Π(j))−1, where
“T” denotes transposition, and Vǫ is a reference configuration chosen for convenience; more
below.
Now, the eigenvalues of Aǫ satisfy
|Aǫ − (λ+ µ)I| = 0, (4.48)
where µ is the deviation of the eigenvalues of Aǫ from λ (the repeated eigenvalue appearing
in the diagonal of Jλ). The objective here is to demonstrate that it is always possible to
obtain distinct real µ as a function of some ǫ. This directly implies that the eigenvalues of
Aǫ have been split away from each other, and that independent eigenvectors exist, proving
existence of the hyperbolic perturbation. Observing that P is non-singular, Eq. (4.48) can
be rewritten as
|Π(j)PJ−µ + VǫΠ(j)P | = 0, (4.49)
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where we use Eq. (4.44) now evaluated at −µ. It is clear that we can replace P (j) = Π(j)P →
P in Eq. (4.49) and focus directly on the simpler problem
|PJ−µ + VǫP | = 0, (4.50)
for a convenient choice of Vǫ. All other perturbations are obtained once Eq. (4.50) is solved
by replacing P with P (j) in the final formulas.
For the case n = 2, there is only one ǫ and we should choose
Vǫ = ǫJ0, (4.51)





















 = −µI + J0, (4.53)
in Eq. (4.50), gives
| − µP + PJ0 + ǫJ0P | = 0. (4.54)
We introduce the following notation: given a matrix B, the k-th row or column of B
















we can write Eq. (4.50) as






















= µ2|P |+ ǫ p221, (4.56)
since from Eq. (4.55) we have | − µ[P ]·,1 [PJ0]·,2| = 0 and |[J0P ]T1,· [P ]T2,·| = 0. The final
solution, after replacing all the permutations Π(j)P , are given by
µ = ±p21
√−ǫ
|P | , or µ = ±p11
√
ǫ





ǫ , respectively. The sign of ǫ must be carefully chosen such that the square root
of the ratio ∓ǫ/|P | is real for the respective cases. Eq. (4.57) ensures that the eigenvalues
have been split
√
ǫ away from λ, that they are distinct, and that the generalized eigenvectors
of the Jordan canonical form of A are now the proper eigenvectors of Aǫ. For situations
where either p21 = 0 or p11 = 0, the perturbation which avoids µ = 0 must be chosen. It
is not possible that both these coefficients are simultaneously zero as this would imply P is
singular, a direct contradiction of the existence of the Jordan canonical form.
The case n = 3 is more complicated since there are more perturbations, 15 in total


























Now, Eq. (4.50) results in a polynomial of third-degree in µ with three roots that depend on
ǫ1 and ǫ2. We proceed as before, and require a proof for one Vǫ which we take it to be V
(1)
ǫ in
Eq. (4.58); all other cases can be obtained by permutations. The technical part of the proof
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is to ensure that the roots are all distinct and real. This can be accomplished by enforcing
that µ = 0 is always a root, which requires setting to zero the independent coefficient in the
characteristic polynomial, or equivalently
|PJ0 + VǫP | = 0. (4.59)
This gives an equation for ǫ1 as a function of ǫ2, or vice versa, which can be used to eliminate
one of the small parameters. To develop the polynomial completely we need the equivalent


























The remaining two roots are then determined by


















































= c+ d µ, (4.62)
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where
a = p221p32 − p21p22p31, b = p21p23p31 − p222p31 + p21p22p32 − p221p33, (4.63)
c = p21p31p32 − p22p231, d = p23p231 − p22p31p32 + p21p232 − p21p31p33, (4.64)
where, in combination with Eq. (4.59) that can be written as
aǫ1 + cǫ2 = 0, (4.65)
reduces the characteristic polynomial to
−µ
[
µ2|P | − (bǫ1 + dǫ2)
]
= 0, (4.66)










As in the case n = 2, the sign of ǫ1 has to be chosen correctly to ensure a real set of
roots. The general case for V
(j)
ǫ requires simply a permutation of the indices in Eq. (4.67).
Note that the coefficient p22p31 − p21p32 is a minor of P , and therefore at least one of the
permutations will generate an admissible solution for µ since all the minors of P cannot be
zero simultaneously.
For even n, e.g., n = 4, the problem can be formulated by requiring that the character-
istic polynomial produces two conjugate roots ±µ1 and ±µ2. Similarly, for n = 5, we will
have root arrangements as for n = 4 in addition to µ = 0, and so on.
It is important to note that this perturbation approach is not unique; other perturba-
tions of the eigenstructure are conceivable. For example the generalized eigenvectors of Aǫ
may also explicitly include ǫ, i.e., we have Pǫ instead of P as we have imposed in the proof.
The most appropriate ǫ regularization can arise naturally in certain applications where the
governing equations are strongly hyperbolic almost everywhere and only become weakly hy-
perbolic at a finite number of points. Then, ǫ would normally be a natural variable of the
problem. An example of this will be shown in Section 4.1.3.2. In other problems, ǫ may
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be an artificial parameter that is brought in simply to regularize the problem. The princi-
pal interest in this section is to show that the hyperbolic perturbation exists, although in
our examples below we may choose simpler perturbations that produce more advantageous
expressions, which drastically reduces the overall algorithm complexity.
4.1.3.1 The 2×2 weakly hyperbolic case
For example, using the system given in Eq. (4.30) we have expansion matrices R̂ = (R̂0, R̂1),
R̂−1 = (Q̂−1, Q̂0) and Λ̂ = (Λ̂0, Λ̂1), where the notation M = (...,M−1,M0,M1, ...) indicates
that M has a formal expansion in powers of ǫ with coefficients Ml, see [47]. Then, by




























Note that the term R̂0Λ̂
−
0 Q̂−1 is identically zero. The final result here is fully consistent with
the asymptotic analysis. The implementation of the method requires the calculation of the









































Some care is needed in the definition of the Λ̂±m to preserve the meaning of Eq. (4.9) and to




, and Λ̂±1 = H(±â)Λ̂1, (4.72)
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where H is the Heaviside function.





{f(ui+1)− f(ui), a(ui+1)vi+1 − a(ui)vi + g(ui+1)− g(ui)} , âi+1/2, âi−1/2 < 0
{f(ui)− f(ui−1), a(ui)vi − a(ui−1)vi−1 + g(ui)− g(ui−1)} , âi+1/2, âi−1/2 > 0
the sum of the two previous cases




which is of course identical to Eq. (4.41).
We remark that trying to bypass the singular structure of the problem by defining R̂
in an alternative (ad hoc) way, say by finding a r̂1 orthogonal to r̂2, does not produce the














f(ui+1)− f(ui), âi+1/2(vi+1 − vi)
}
, âi+1/2, âi−1/2 < 0
{
f(ui)− f(ui−1), âi−1/2(vi − vi−1)
}
, âi+1/2, âi−1/2 > 0
the sum of the two previous cases âi+1/2 < 0 and âi−1/2 > 0
0 otherwise
(4.75)
which does not agree with Eq. (4.73); in particular, the dependence of ∆Wi on g(u) is gone.
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4.1.3.2 A 3×3 locally weakly hyperbolic non-conservative system
This system, derived in [18], combines the difficulties of equations that are not in conservation










with vector of state U = (α, µ, σ). One can verify that this system cannot be put in




















The construction of Â is now partially dependent (because of B) on the choice of path of
integration. Enforcing Eq. (4.12) requires that







where Â has possibly as many as nine parameters that must be chosen to satisfy Eq. (4.79)
for all possible UL and UR states. Not all these parameters are strictly needed since the
property that Â → A(U) when UL, UR → U can be used to simplify the structure of Â. As
it turns out, this is not the most difficult part of the construction of Â, which is to ensure
that the eigenvalues of Â are always real. In the seminal paper, Roe [48] showed that there
is a state Û for the Euler equations such that Â = A(Û). This special Û ensures that the
eigenvalues of Â are real because this is a property of A(U). To accomplish the same in the
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present problem, we observe that if we choose



































σ̂2 > 0. (4.83)
Furthermore, we also need that b̂ → σ2/α when σL, σR → σ and αL, αR → α.
The choice of path of integration in Eq. (4.82) (which is part of the specification of
the problem) will define b̂ and then one must ensure that Eq. (4.83) is satisfied. We have
considered several such paths (among the infinite number of possibilities) because of their
importance, given by
1. Linear path α(s) = αL + s∆α and σ(s) = σL + s∆σ, giving
b̂lin =




































4. One-point quadrature or average formula (existence of admissible path that produces





All path-average b̂ satisfy Eq. (4.83) and produce hyperbolic system matrices Â and are
therefore admissible in a numerical implementation; verifying b̂lin > 0 is simply a consequence
of the integrands of Eq. (4.82) being positive. Note that paths 2 and 3 are always admissible
because σL, σR ≥ 0; see [18].
The system defined from Eq. (4.80) becomes weakly hyperbolic when σ̂ → 0, where a
complete set of eigenvectors do not exist. We will assume that α̂ > 0 to prevent Â from
being infinite (this is the physically meaningful situation, see [18] for more details). The










where the form of the first eigenvector with the coefficient b̂α̂/σ̂ is chosen for convenience.
To determine the asymptotic structure of this matrix for small σ̂ we denote
σL = σ(1− β), σR = σ(1 + β), (4.89)


















1/2 + f .
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The non-singular weakly hyperbolic implementation of the Roe scheme discussed in
Section 4.1.3 involves the expansion of the Λ̂σ, R̂σ and R̂
−1

























































A difference with the previous 2×2 system example is that this problem is not weakly
hyperbolic everywhere, but only at the plane σ̂ = 0. Using the proposed formalism, the
transition of the equations from strongly to weakly hyperbolic can be performed seamlessly,
by employing Eq. (4.8) when |σ̂| > σmin and Eq. (4.68) otherwise. Our numerical exper-
iments show that values of σmin on the order of 10
−6 work well, although the results are
fairly insensitive to the choice of σmin because the asymptotic expansion is quite accurate
in practice. In the locally weakly hyperbolic case there is one important distinction, with
respect to the uniform case: we cannot neglect the possibility that µ̂ can be comparable
to σ̂. This affects the implementation of Eq. (4.72) because we must treat the possibility
that only some of the eigenvalues are positive while others are negative. Therefore, the Λ̂
expansion is as described in Eq. (4.72) when either minl λ̂l > 0 or maxl λ̂l < 0, otherwise
there must be some positive and some negative eigenvalues, and we resort to




0 ξ − g 0
0 0 ξ + g







where ξ = µ̂/(σ̂ + ǫ0), and ǫ0 is simply a regularization constant to prevent division by zero
since σ̂ is known to be close to zero; typically we use ǫ0 = 10
−8.
4.1.3.3 Sonic-point treatment: entropy enforcement
At smooth regions of the solution where there could be sonic points, we know that the
previous numerical method does not work well because the linearization of the Riemann
problem introduced by the Roe scheme implies that all waves are treated as discontinuous
jumps. At locations where a rarefaction exists, the scheme will treat it as an unphysical
shock (as opposed to a physically correct rarefaction). This is a consequence of the violation






(uL, vL) x < 0,
(uR, vR) x > 0,
(4.96)
where uL > uR requires that
a(uL) ≥ σ ≥ a(uR), (4.97)
with σ denoting the speed of the discontinuity, determined according to Eq. (4.11).
One solution to this numerical problem is to add a small amount of numerical dissipation
around sonic points to preclude a discontinuous jump in the solution there. Note that the
numerical problem occurs when the rarefaction shock is stationary, otherwise the fact that
a rarefaction is modeled as an unphysical jump in the approximate Riemann problem does
not manifest itself as a problem in the numerical method because this wave moves away
from the location where fluxes are evaluated, i.e., x = xi+1/2. This is true whether or not
the equations are expressed in conservation form.
The technique by which one adds numerical dissipation at sonic locations is usually
colloquially termed the entropy fix since it makes the solution entropy-consistent. To imple-











|Λ̂|∗ = |Λ̂|+ 2E(λ̂), (4.99)
with E(λ̂) being a diagonal matrix with non-zero entries {ej} only at the locations where
|λ̂j| < η. At these locations we impose
|λ̂j|+ 2ej = η, (4.100)







(η − |λ̂j|) |λ̂j| < η
0 otherwise
(4.101)







where the eigenvalues λl(Ui) are determined from A(Ui) evaluated at the nodal values of the
vector of state. One way to understand why this procedure adds numerical dissipation is to
compute the flux difference, given by







(R̂|Λ̂|∗R̂−1[U ])i+1/2 − (R̂|Λ̂|∗R̂−1[U ])i−1/2
)
. (4.103)
This last term represents to leading order (in ∆x) the second-order numerical approximation





where the entropy fix prevents Dfix from ever being zero. This diffusion term is therefore
active at the sonic points and prevents the formation of a discontinuity at a sonic point by
numerically smearing it. As is well known, Dfix is also active at regular shocks but these do
not get smeared by the numerical dissipation because the convergence of the characteristics
at the shock keeps the wave sharp.
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The final algorithm incorporating the entropy fix can be obtained by expansion of
Eq. (4.103) using Eq. (4.9):
∆Wi =
(









The implementation of the entropy fix in the weakly hyperbolic case follows identically
from Eq. (4.68), except that one has to be careful that the entropy fix may be active in
both the positive and negative split of Λ̂ because if one λ̂ is sufficiently small at one point to

































Note that there is no modification of Λ̂±1 because the entropy correction is a large term with
respect to the asymptotically small ǫ. We have here extended the well-known correction for
entropy violating solutions obtained using the linearized Roe scheme to weakly hyperbolic
systems in non-conservation form. As will be shown in the numerical examples, this correc-
tion is essential to obtain convergence of solutions to certain problems that exhibit a sonic
rarefaction structure.
4.1.4 Numerical examples
The following examples have been constructed to evaluate the solutions obtained from the
proposed numerical treatment of weakly hyperbolic systems: A 2×2 system studied by [38],
the pressureless Euler equations, δ′-shock system, and the 3×3 problem described in [18].
For each example, we discuss the properties of the solutions, focusing on a different aspect of
the method in each case. For some examples, the availability of the exact solution facilitates
the evaluation of the numerical results.
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4.1.4.1 A 2×2 system
Here, we consider the 2×2 system given by Eq. (4.30), which corresponds to the augmented









This problem is uniformly weakly hyperbolic. We chose two sets of initial conditions for this
system from [38] to highlight the features of the proposed method.





(−2, 1) x ≤ 1,
(4,−2) x > 1,
(4.108)





(−2, 1) x− 1 < −2t,
((x− 1)/t, 0) −2t ≤ x− 1 ≤ 4t,
(4,−2) x− 1 > 4t,
(4.109)
and is obtained by the weak asymptotic method; see [32]. Simulations were carried out
using resolutions of 80, 320 and 1280 grid points in the domain [0, 2] up to t = 0.125, as
in [38]. The CFL number based on the largest eigenvalue of Â in the domain was set at
0.5. Figure 4.1 shows the results that we obtain with a numerical method that includes the
entropy correction but ignores the singular structure of the eigenproblem of Â. We used the
LAPACK dgeev numerical routine to compute the eigensystem of Â and did not check the
condition number of R̂ when solving for R̂−1[U ] in Eq. (4.8). Figure 4.1(b) shows one of the
worst possible outcomes of a simulation, as a standard method gives a solution that appears
to converge nicely but is completely wrong. The error is in v, as we would expect since the u
problem alone is strongly hyperbolic (uncoupled to v). Remarkably the numerical solution




























Figure 4.1: Solution with the initial condition given by Eq. (4.108) at t = 0.125 ignoring
singular nature of eigensystem.
by internal round-off error from the numerical linear solver which does not recognize R̂ as
truly singular. As a consequence, a seemingly sensible ∆W is calculated and used in the
integration. Furthermore, and more surprising, the numerical solution seems to converge
under grid refinement, but obviously not to the correct solution.
We compare the previous result with those using Eq. (4.68). Now, the computation
approximates the correct solution well, as is shown in Figure 4.2. Figures 4.2(a) and 4.2(b)
show the results obtained without including an entropy correction. In this problem there is
a sonic point within the rarefaction in u, which if left untreated results in the well-known
splitting of the solution at the sonic point (a rarefaction shock). Figures 4.2(c) and 4.2(d)
show results obtained using our new method with the addition of the consistent entropy
correction described in Eq. (4.105). We now observe convergence of the solution to the exact
profile, as desired.





+ sin(πx), π cos(πx)
}
, (4.110)






















































Figure 4.2: Solution with the initial condition given by Eq. (4.108) at t = 0.125 using the
asymptotically correct eigensystem. No entropy correction was employed when generating
plots 4.2(a) and 4.2(b) while entropy correction was used for 4.2(c) and 4.2(d).
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Figure 4.3: Augmented inviscid Burger’s equation with a smooth initial condition leading
to the formation of a shock. Solution shown at t = 3/(2π).
condition evolves and develops a shock at a finite time. The purpose of this test is to show
that in the presence of a δ-shock (in v), the new method gives the correct solution, or at
least, a reasonable representation of a singular Dirac measure in a finite grid. The results
are shown at t = 3/(2π) in Figure 4.3 using the same computational parameters as before
for grid resolution and CFL number. It can be seen that the numerical method captures
both the shock in u and the accompanying δ-shock in the first derivative ux = v. In these
simulations, there is no need for an entropy correction because there is no sonic point in the
domain. Some dissipation of the shock magnitude is evident, which is consistent with the
use of a first-order method in space.
4.1.4.2 The one-dimensional pressureless Euler equations
Another interesting weakly hyperbolic system is the pressureless Euler equations, with flux
F (U) = {ρu, ρu2}, (4.111)
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û− ǫ û+ ǫ

 . (4.115)
Application of the present numerical method is carried out for the example given by Chen





(1, 1.5) x < 0
(0.2, 0) x ≥ 0
. (4.116)
Simulations were carried out using resolutions of 80, 320 and 1280 grid points in the domain
x ∈ [−1/2, 1/2] up to t = 0.2, and the results are shown in Figure 4.4. Chen and Liu showed
that the solution for u is a simple step, and that the solution for ρ is a step with a δ-shock at
the location of the step. Both of these features can be seen in the solutions obtained using
the new method. Note also that no spurious features are introduced into the solution, even
though a sonic condition exists for u = 0, i.e. the entire right side of the domain.
4.1.4.3 A δ′-shock problem
Certain Riemann problems may have solutions involving δ′-shocks in addition to δ-shocks.
One system of this type is given by Shelkovich in [33] with a flux
F (U) = {u2, 2uv, 2v2 + 2uw}, (4.117)
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Figure 4.4: One-dimensional pressureless Euler system with initial condition as given in
Eq. (4.116). Solution shown at t = 0.2.
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(1, 1, 3) x < 0
(0, 2, 2) x ≥ 0
. (4.122)
The exact solution is given by
u(x, t) = H(−x+ t),
v(x, t) = 2−H(−x+ t) + 3tδ(−x+ t),
w(x, t) = 2 +H(−x+ t)− tδ(−x+ t) + 9t2δ′(−x+ t).
Simulations were carried out using resolutions of 80, 320 and 1280 grid points in the domain
x ∈ [−1/2, 1/2] up to t = 0.2, and the results are shown in Figure 4.5. It can be observed that
the numerical solution approaches the exact solution with increasing resolution, as expected.
As in the previous example, note that no spurious features are introduced into the solution,
even though a sonic condition exists for u = 0, i.e. the entire right side of the domain.
4.1.4.4 A non-conservative 3×3 system
Here, the numerical method is applied to the 3×3 system given by Eq. (4.80). We con-
sider discontinuous and smooth initial conditions. In the first case, the initial condition is





(1, 2, 0) x ≤ 1/4
(2, 4, 0) x > 1/4
. (4.123)
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Figure 4.6: Solution at t = 0.25 for the 3×3 system with initially discontinuous values and
σ = 0.
Since σ = 0 everywhere, b̂ ≡ 0 and there is no need to distinguish the results according to
paths of integration. The same numerical parameters for the grid spacing and CFL number
as before were used. Figure 4.6 shows results at t = 0.25. This problem exhibits a vacuum
state between two waves traveling in the same direction. We can see that the method applied
to the purely weakly hyperbolic problem produces good results, it captures the main features
of the solution, and it converges to the exact solution with increasing resolution, as we would
expect.
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The second example considers the smooth initial condition given by
U(x, 0) =
{
sin(π(x− 1/2)) + 1, cos(πx), cos2(πx)
}
. (4.124)
The problem is periodic on the domain x ∈ [0, 2]. Note that the system is now only locally
weakly hyperbolic at the points x = 1/2 and x = 3/2. Again, the same numerical parameters
for the grid spacing were used and b̂ = b̂ave was chosen because the solution is smooth, at
least initially. Results from t = 0.125 are shown in Figure 4.7. The base method used
here assumes the system is strongly hyperbolic; however, when σ falls below the threshold
σmin = 10
−6, the new approach for handling weakly hyperbolic systems is used instead.
The location of transition from weakly to strongly hyperbolic can be seen in Figure 4.7(d)
by the locations where the three eigenvalues of Â(U) collapse to zero. There, we have a
zero eigenvalue with algebraic multiplicity three and geometric multiplicity one. As can be
seen, the transition between the two methods is smooth and does not introduce spurious
features into the numerical solution. The δ-shock that is observed in σ arises from the shock
that develops in µ after a short time. Again, the solutions appear to converge under grid
refinement, at least away from the location of the very singular δ-shock in σ, which evidently
can only be approximated crudely.
Finally, we compare the performance of the numerical method for the four paths of





(1, 0, 0) x < 1/2
(2, 0, 1) x ≥ 1/2
. (4.125)
Note that the path of integration is not a numerical element introduced into the problem,
but part of the specification of the continuous statement. Additional information must
be provided to determine the speed of propagation of discontinuities for non-conservation
systems (something not needed for conservation systems), see [36]. In this test we used the
same CFL number as before with a total number of grid points of N = 1280. The system is
















































(d) eigenvalues of Â
Figure 4.7: Solution with initial condition given by Eq. (4.124) at t = 0.125 with the
asymptotically correct eigensystem using b̂ave. Plots 4.7(a), 4.7(b), and 4.7(c) show the













































Figure 4.8: Solution with initial condition given by Eq. (4.125) at t = 1, comparing choices
for path of integration.
between the strongly and weakly hyperbolic approaches as was used in the previous example
is used here since the left-most state is weakly hyperbolic while the right-most state is
strongly hyperbolic. Figure 4.8 shows the results at t = 1 for the four paths of integration.
The Riemann problem shows a shock-wave traveling to the left and a rarefaction towards the
right. A contact wave is also clearly visible in the plot for σ. Furthermore, the presence of a
δ-shock superposed to a shock wave is also clear in the plot for α. The main impact in the
differences between curves due to the path of integration for the non-conservative product
is observed in µ (and mostly for the inverse rectified path). This is understandable because
the system here is only modestly non-conservative, and it only affects explicitly the equation
for µ (of course, through integration all the fields are affected).
4.1.4.5 A two-dimensional non-conservative system
Finally, we extended the previous problem to two dimensions. The governing equation can
be expressed as follows:
Ut + A(U)Ux +B(U)Uy = 0, (4.126)
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µx α 0 0
σ2/α µx 0 σ/2
0 0 µx 0






µy 0 α 0
0 µy 0 0
σ2/α 0 µy σ/2




We consider two initial conditions, one that results in a uniformly weakly hyperbolic
problem for all time, given by
U(x, y, 0) = {1, cos(πx) sin(πy),− sin(πx) cos(πy), 0} , (4.128)
and a second that is locally weakly hyperbolic, given by
U(x, y, 0) =
{
1, cos(πx) sin(πy),− sin(πx) cos(πy), cos2(πx) cos2(πy)
}
, (4.129)
in a periodic domain [0, 2] × [0, 2]. In both cases we use a resolution of 399 × 399 with a
CFL number of 0.5 and b̂ = b̂ave. The numerical method was generalized to two dimensions
using dimension-by-dimension splitting. Since the original 3×3 system has its origin in the
modeling of a dispersed phase of particles in a one-dimensional flow, one can consider the
present extension to two dimensions as that of analogous particles in a two dimensional
flow. Both initial conditions correspond to uniformly distributed particles, the momentum
of which is influenced by a periodic array of Taylor-Green vortices. The similarities with the
problem of real particles end here because there are other physics that are not intended to be
accurately modeled by Eq. (4.126). This is a reasonable model for the purpose of this paper
because Eq. (4.126) has the leading characteristics of those used in more complete models
of particles carried by a flow. Results for the two test cases are shown in Figure 4.9 and
Figure 4.10 at t = 0.2. The simulation results indicate that the newly proposed methodology
is successful in the higher dimensional case as well. One can observe the formation of a
pattern of approximate δ-shocks in α at the stagnation points of the flow, in addition to a




































































Figure 4.9: Solution using the asymptotically correct eigensystem with initial condition given
by Eq. (4.128) at t = 0.2.
4.1.5 Discussion and possible extensions
In this study, we have concentrated on Roe-like numerical methods because the methodology
can be formulated in quite general terms. Knowing the Riemann structure enables one to
write more efficient numerical methods that are less computationally demanding than the
Roe method (eliminating the need to determine the eigenstructure of Â, possibly at each
instant and within each cell face). Among these more efficient methods are the popular
HLL and HLLC methods for the Euler (and related) equations [51]. To extend these meth-
ods to weakly hyperbolic problems in the spirit of this paper one must do the following.
First, write the (generalized) Rankine-Hugoniot jump relations for the (non-) conservative
equations of the perturbed Riemann problem (with ǫ); choose a path of integration for the
non-conservative case. Then, one must postulate one or more intermediate states, which de-
pend on the problem being considered. Finally, write the (quasi-) flux updates based on the
intermediate state assumptions and take the limit ǫ → 0. The derivation of HLL/C methods
will therefore produce different formulas for each system of equations being considered, see
[52]. This is fundamentally different from the approach for Roe-like methods, which can be
discussed generally. Note also that the limits of the numerical solutions obtained from the























































































Figure 4.10: Solution using the asymptotically correct eigensystem with initial condition
given by Eq. (4.129) at t = 0.2.
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selected path because numerical viscosity may contaminate the wave solution [39].
We would caution that transitioning from the strongly to the weakly hyperbolic for-
mulation of the numerical method at a finite set of points in space for problems that are
only locally weakly hyperbolic requires substantial care. Our attempts to apply the present
method to the MHD problem described in [53] were not completely satisfactory (results not
reported); there are five situations in this system where it becomes weakly hyperbolic. In
our implementation of this problem, and despite considerable effort on our part, we observed
that the changes in the character of the system throughout the domain have a non-negligible
effect in the solution. We have not been able to identify the source of the difficulty, and we
are of the opinion that further research would be required to handle this type of problem
properly.
Finally, since the purpose of the paper is the treatment of the weakly hyperbolic struc-
ture of the equations, we have not focused on constructing a higher-order version of the
method. This can be done, for example, by following the WENO approach [54, 55] or
some of the subsequent extensions and improvements, which have also been generalized to
non-conservation form systems [56, 22].
4.1.6 Conclusions
A new Roe-based numerical approach has been presented for the solution of weakly hyper-
bolic systems. The key idea of the method is to incorporate an asymptotic expansion of the
eigensystem decomposition for a method based on an upstream differencing scheme. The
terms that cause the standard method to be singular were noted to have zero coefficients and
were therefore eliminated explicitly, allowing the construction of a method that overcomes
the singularity problem of the intercell state in a consistent manner when the equations
are only weakly hyperbolic. The well-known entropy correction used to enforce the entropy
consistency condition in sonic rarefactions was extended to the new approach. Numerical
experiments showed that the new approach is well-behaved for problems in one and two
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dimensions, and shows good convergence to the exact solution for problems where such a
solution was available. Furthermore, application of the method to systems that are only lo-
cally weakly hyperbolic showed that the method is consistent with the standard approach for
strongly hyperbolic problems and transition between regions can be accomplished without
difficulties. The extended entropy correction was also demonstrated to effectively prevent
spurious behavior at sonic points.
4.2 High-order Legendre-WENO extension
High-order essentially non-oscillatory (ENO) schemes perform a polynomial reconstruction
across multiple stencils, then select the least oscillatory polynomial as the final reconstruc-
tion [57]. Weighted essentially non-oscillatory schemes compute a reconstruction as the
weighted average of polynomials on all stencils, with less oscillatory polynomials weighted
more strongly [54, 55]. Many variants of WENO schemes exist, some of which reconstruct
point values for use in finite differences or quadratures (e.g. [55]). Others reconstruct an en-
tire polynomial for every cell, then evaluate it where necessary (e.g. Legendre-basis schemes
[58, 59]).
For this work, we use a Legendre-WENO scheme that closely follows [58, 59, 22, 56].
We first give a brief recap of the first-order scheme used as a basis (see Section 4.1 for the
detailed description). We then outline the WENO reconstruction process.
4.2.1 Generalized Roe scheme for hyperbolic systems in non-conservation form
We will focus on high-order numerical solutions of non-conservative hyperbolic systems of
PDE’s without a source term:
Ut + A(U)Ux = 0, (4.130)
where U is a vector function of x and t. We will not require the existence of a flux function






although such a function may exist. For clarity, we will primarily focus on the one-dimensional
case, and the method may be extended to multiple dimensions by a straightforward appli-
cation of dimensional splitting.
As a basis for the high-order schemes, we use a finite volume discretization on a uniform






U(x, t = n∆t) dx. (4.132)
We use the SSP-RK3 time integrator [42], which achieves high-order accuracy by repeated
use of explicit Euler time updates. In the following discussion, we will therefore consider
the first-order time update. To compute the fluctuations across cell boundary i + 1/2, we
consider the generalized Roe linearization of the PDE [45], given by
Ut + Âi+1/2Ux = 0. (4.133)
The linearized Roe matrix is determined using






where Φ(s) denotes the path of integration between the states Ui and Ui+1. For systems
in conservation form, the integration is exact and does not depend on the choice of path,
yielding the Roe property
Âi+1/2(Ui+1 − Ui) = F (Ui+1)− F (Ui). (4.135)







as proposed in [43]. Further discussion on Eq. (4.134) and paths of integration can be found
in [60] and references therein.














where Â± is given according to the eigendecomposition






4.2.2 High-order WENO extension
For the basic WENO scheme, a high-order reconstruction polynomial Pi(x) is computed for
each cell Ii. Then, the polynomials are used in a modified solution update to advance the so-
lution. We first discuss the appropriate modifications to the solution update, then describe
the polynomial reconstruction process. Note that since the reconstruction is performed
separately from the update, the extension of the polynomial reconstruction to multiple di-
mensions is separate from the dimensional splitting used to extend the solution update.
4.2.2.1 High-order solution update














The linearized matrix Âi+1/2 is also computed using these two endpoint states. In addition,
for consistency with the integral formulation, the variation of the polynomial inside the cell
must be accounted for with the addition of an integral over the volume of the cell. The final





















Legendre-basis WENO schemes [58, 59] construct polynomials over multiple stencils, then
combine them using WENO weighting to obtain the final reconstruction polynomial. Fol-











where ωs is the WENO weight for stencil s, P
s








In this formulation r is the order of the reconstruction polynomial and Ψl(x) is the Legendre







Since the coefficients asl are independent of x, they can be obtained by solving the following











can be precomputed for efficiency.
Spurious oscillations may appear when reconstructing components of U directly [57], so
the coefficients asl are transformed to characteristic space by:
csl = R
−1asl , (4.149)
where R is the right eigenvector matrix of A(Uni ).
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where λs is a constant weight for stencil s, the oscillation indicator σs measures the oscillation
of P si (x), and ǫ, q are method parameters. Henrick et al. have observed that the choice of ǫ
and q can affect the properties of a WENO scheme [61]. Typical values for Legendre-WENO
schemes are ǫ = 10−14 and q = 8 [22]. For this work, we use three stencils:
j ∈ [i− 2, i+ 2], λ = 105 (4.152)
j ∈ [i− 2, i], λ = 1 (4.153)
j ∈ [i, i+ 2], λ = 1 (4.154)


















can also be precomputed. Finally, the weighted reconstruction polynomial coefficients are
obtained by






Multiple approaches to extending the polynomial reconstruction to multiple dimensions
are possible. In this work, 1D polynomials oriented along the current dimension being
evaluated in the dimensional splitting scheme are used for all solution dimensionalities.
4.3 Mapped scheme for bound preservation
Many PDE’s have one or more associated constraints on the boundedness of their fields.
Examples include density and pressure in the Euler equations, water depth in the shallow
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water equations, and density, pressure, and fluid velocity in the equations of relativistic
hydrodynamics [62]. This presents a challenge for numerical solutions of these PDE’s, and
many schemes have been developed to preserve these bounds. Einfeldt et al. [63] and Linde
& Roe [64] investigated positivity-enforcing first-order schemes for the Euler equations, and
demonstrated properties a numerical method must have to preserve positivity.
WENO schemes do not naturally enforce bound-preservation, so modifications are
needed to recover this property. Several approaches have been developed for systems in
conservation form. A popular approach developed by Zhang & Shu [65, 66, 67, 68, 69]
applies bound-preserving limiters to the reconstructed conserved variables. This approach
has been demonstrated to preserve the order of accuracy of the original scheme, even at
critical points. The range-bounded polynomials approach of Berzins [70] utilizes divided
difference reconstructions of the conserved variables within the ENO framework. Another
class of methods using flux limiters has also been shown to preserve high-order accuracy
[71, 72, 73, 74, 75, 76]. Herrmann et al. [77] proposed the BQUICK scheme, which adds
numerical diffusion to the flux in order to ensure boundedness of scalar variables in reacting
flows. Many of these schemes are valid only for particular choices of spatial discretization.
To overcome this, Liu et al. [78] developed a sweeping algorithm which can be applied as a
post-processing step to many types of discretized solutions to conservative problems. Oth-
ers have introduced hybrid schemes which utilize some of these bound-preserving schemes.
An example is the hybrid compact/WENO schemes developed by Li et al. [79]. Further
discussion on existing bound-preserving WENO schemes can be found in the review articles
[80, 81].
Although these schemes are well-developed and perform well within their domain of
applicability, there remain some areas where they cannot be used. In particular, they all
depend on the ability to write the system of equations in conservation form. In addition,
they are focused on bound-preservation of single parameters, so cannot address more complex
cases where a combination of parameters must obey physical bounds.
We propose a novel mapped essentially non-oscillatory (MENO) scheme to address both
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these concerns. Our scheme uses Legendre basis reconstruction polynomials, but introduces
an intermediate nonlinear mapping that guarantees realizability. By construction, the map-
ping function can easily handle interdependent fields. Since it is applied independently of
the advection update, it can be used for systems of equations in conservation and non-
conservation form. The nonlinear reconstructions required by the new MENO scheme are
computationally intensive, so a hybrid scheme is proposed that dynamically adjusts between
standard Legendre-WENO and MENO in order to preserve the solution bounds.
We first describe the novel MENO scheme, as well as the hybridization method for com-
bining WENO and MENO. We then present numerical examples highlighting the behavior
of the MENO and hybrid schemes. Finally, the methods and results are summarized and
discussed.
4.3.1 Nonlinear mapping for field bound preservation
In this section we describe the new mapped essentially non-oscillatory (MENO) scheme.
MENO is significantly more computationally intensive than WENO, and most practical
problems only have small regions where bound preservation becomes a meaningful issue. We
therefore outline a hybrid MENO/WENO scheme which can provide significant savings of
computational time for many problems by only using MENO when necessary.
4.3.1.1 MENO scheme
For each Ũ ⊂ U that must satisfy a realizability condition, we introduce a mapping function
Ũ = M(θ) that guarantees realizability. We define a reconstruction polynomial in mapped
space
θsi (x) = a
s
lΨl(x). (4.158)








Due to the mapping, a nonlinear scheme (Newton’s method in our implementation) is now
required to solve this system for asl . When projecting the coefficients a
s
l to characteristic







−1J asl . (4.161)
Once the csl have been obtained, the oscillation indicators σs are obtained as in Eqs. (4.155)-
(4.156). Unlike the linear reconstruction for a single stencil used by WENO, the nonlinear
reconstruction used by MENO can occasionally fail in the presence of large discontinuities in
the solution. In addition, the weighted combination of polynomials in mapped space, when







For these reasons the coefficients cl are not combined as is typical in WENO schemes. Rather,
in ENO style, the cl are set equal to the c
s
l with the minimum weighted oscillation indicator
σ̃s = λ̃sσs, (4.163)
where the weights λ̃s are applied for the purpose of preferring higher-order stencils. In this
work, we use the following stencils and weights:
j ∈ [i− 2, i+ 2], λ̃ = 0.1 (4.164)
j ∈ [i− 2, i], λ̃ = 1 (4.165)
j ∈ [i, i+ 2], λ̃ = 1 (4.166)
where the weights are chosen so that the result obtained from choosing the minimum
weighted oscillation indicator is roughly similar to what would be obtained by choosing
the maximum WENO weight as computed in Eqs. (4.150)-(4.151).
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Finally, the coefficients of θi(x) can be recovered by
al = J
−1R cl. (4.167)
The expression M(θi(x)) is then substituted for Pi(x) in the high-order solution update. In
rare cases, the nonlinear reconstruction process may fail for every stencil. In these cases the
constant polynomial Pi(x) = U
n
i is returned. Since this can only happen in the presence of
severe discontinuities, the use of a low-order polynomial does not affect the global order of
accuracy of the solution, which is at best one.
4.3.1.2 Hybrid scheme
As noted above, when constructing the hybrid scheme, we prefer to use WENO when possible
due to the much greater time required by the nonlinear reconstruction step of MENO. For
each cell, the hybrid scheme first computes the WENO reconstruction polynomial, then
evaluates it at the cell faces (used to compute the fluctuations Â±i+1/2(U
+
i+1/2 − U−i+1/2)),
and quadrature points (used to compute the high-order cell volume integral). If any of
these values are not realizable, the polynomial is replaced by the MENO reconstruction
polynomial. The computation then proceeds as usual. Note that in the implementation, one
must be careful to apply the mapping to the evaluated MENO polynomial anywhere it is
used, but not to the WENO polynomials.
4.3.2 Numerical results
In this section, we present results for the MENO and hybrid schemes using the Euler
equations. Although the Euler equations are conservative, we solve them using the non-
conservative scheme described above. Chapter 6 and Chapter 7 contain results obtained for
the three-dimensional kernel density equations, which cannot be expressed in conservation
form. For all simulations, the SSP-RK3 time integration scheme [42] was used to obtain
high-order accuracy.
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4.3.2.1 Mapping functions for the Euler equations
For this work, we will use only the ideal gas equation of state with γ = 1.4. The parameter
vector is given in one dimension by (ρ, ρu, E), with
E =
p




and in two dimensions by (ρ, ρu, ρv, E), with
E =
p
γ − 1 +
1
2
ρ(u2 + v2). (4.169)
Physical realizability is satisfied by the relationships ρ > 0 and p > 0, so in one dimen-
sion we have the mapping function:
















The 2D case is similar:



















4.3.2.2 A one-dimensional Riemann problem
Linde and Roe [64] proposed a very severe double rarefaction problem which produces values
of ρ and p very close to zero, and will cause the WENO scheme used in this work to crash
almost right away. The initial conditions are given by (ρ, u, p) = (7,−1, 0.2) for x ∈ [0, 1],
and (ρ, u, p) = (7, 1, 0.2) for x ∈ [1, 2]. The problem is discretized over a grid of 100 cells,
with Neumann (extension) boundary conditions. Due to the strongly nonlinear nature of
the discontinuity, this simulation was run with CFL = 0.083. A comparison of the MENO
solution with the exact solution of the Riemann problem at t = 0.6 is given in Figure 4.11.
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Figure 4.11: Comparison of MENO scheme to exact solution of Riemann problem of Linde
and Roe [64] at t = 0.6.
4.3.2.3 Accuracy and convergence
We investigate the order of accuracy of the hybrid MENO/WENO scheme using a two-
dimensional vortex problem described in [73]. The mean flow is given by ρ = u = v = p = 1,
with temperature T = p/ρ and entropy S = p/ργ . The domain is (x, y) ∈ [−5, 15]× [−5, 15].













δS = 0 (4.170c)
where ǫ = 10.0828 for this simulation. Periodic boundary conditions are used – although
they are not consistent with the problem formulation, the errors from this choice are small
enough that no impact on the convergence study was noted. The exact solution is simply
the initial condition translated at the speed of the mean flow. A grid convergence study was
performed at time t = 0.01. ∆t was taken as 0.001 for all simulations, and the maximum
CFL number was 0.3201. Results are given in Table 4.1, and show that the convergence rate
approaches 5th order accuracy under grid refinement. This study does reflect the hybrid
nature of the scheme, as both the MENO and WENO schemes are activated in different
parts of the domain at all grid resolutions.
66






Table 4.1: Errors and order of accuracy of ρ for the hybrid MENO/WENO scheme applied
to the 2D Euler equations for an isentropic vortex
4.3.2.4 Sedov point blast
The Sedov point blast problem is an expanding circular shock wave with pmin = 4× 10−13.
This typically causes issues for schemes without bound preservation. Here we generally
follow the problem setup given in [66]. The initial condition is given by
ρ(x, y) = 1 (4.171a)
u(x, y) = 0 (4.171b)







|x| < ∆x, |y| < ∆y
10−12 otherwise
(4.171d)
The domain is (x, y) ∈ [−1.1, 1.1]×[−1.1, 1.1], discretized into 320×320 cells. Neumann
(extension) boundary conditions are used at all boundaries. The hybrid MENO/WENO
scheme is used for spatial reconstruction. CFL = 0.083 is used due to the strongly nonlinear
nature of this problem. Results at t = 1.0 are given in Figure 4.12.
4.3.3 Discussion
The novel MENO scheme for bound preservation of parameters in hyperbolic systems of
equations has been developed. The scheme has been formulated consistently with a non-
conservative solution method, so it is not limited to solution of systems that can be expressed
in conservation form. It is capable of handling coupled parameter groupings (as has been
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Figure 4.12: Results of 2D Sedov point blast simulation at t = 1.
demonstrated above and will be further demonstrated in Chapter 6 and Chapter 7). Both the
MENO and hybrid MENO/WENO schemes have been shown to preserve physical bounds
under extremely difficult conditions for standard numerical schemes. The hybrid scheme has




The numerical scheme was implemented in modular fashion in C++. The core solver does
not depend on the specific PDEs being solved, allowing the numerical scheme to be ap-
plied to new systems of equations without extensive coding effort. Importantly, this setup
also guarantees that the exact same scheme is applied to each of the various PDEs tested.
The high-order finite volume solver was also implemented in modular fashion. The specific
choice of polynomial reconstruction was separated from the advection update, allowing for
convenient switching between WENO, MENO, and hybrid schemes.
This chapter highlights important features of the code that enable modularity, and
discusses potential improvements. We first discuss the ConfigOptions class that is used
to store parameters for simulation setup. We then outline the core State and Equation
classes that enable generality with respect to the PDEs, and show the procedure for adding
a new set of PDEs to the code. We discuss the modularity of the polynomial reconstruc-
tion, and conclude with some discussion of the advantages and shortcomings of the current
implementation.
5.1 Simulation setup
The class ConfigOptions was created to store the parameters needed to setup and run the
code. It provides a common interface for constructors and factory routines that setup the
objects for the simulation. The header file is given in Listing 5.1.
Listing 5.1: config.h, the header file for ConfigOptions.












friend void swap(ConfigOptions& a, ConfigOptions& b);
void set(std::string key, int value);
void set(std::string key, double value);





int getIntOrElse(std::string key, int defaultValue);
double getDoubleOrElse(std::string key, double defaultValue);


















ConfigOptions is a tree data structure which uses a std::string key and can store
values of type int, double, or std::string. The key is split on colons, so the key "grid:nx"
represents two levels in the tree. Subtrees can be returned by asking for a top-level key, e.g.
options.getOptions("grid") would return a ConfigOptions structure with all keys that
are prepended by "grid" in the original structure.
Simulations are run by passing a ConfigOptions object to the subroutine launch.
Currently, the configuration options are hard-coded into a driver routine, as in Listing 5.2,
but an input file parser that returns a ConfigOptions object would not be difficult to
implement. Most importantly, the use of ConfigOptions allows any choice to be made for
passing input options to the code without affecting the remainder of the solver.
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Listing 5.2: driver.cpp, an example for a simulation setup using hard-coded parameters.
#include "launch.h"
#include <string>
int main(int argc, char *argv[]) {
setupMPI(argc, argv);
ConfigOptions options;























The two basic classes that enable the code’s modularity are State and Equation. State con-
tains the PDE solution vector at a single point – the solution is stored in a std::vector<State>.
It supplies arithmetic operators to allow natural operations between two States. It also over-
rides the C++ () operator to allow the ith element to be accessed and set using the syntax
state(i). The operations supplied by State are shown in Listing 5.3.











bool mapped; // adding this solely to make the BC routine happy
double& operator()(int i);
const double& operator()(int i) const;
State& operator+=(const State& other);
State& operator-=(const State& other);









State operator+(State a, const State& b);
State operator-(State a, const State& b);
State operator*(State a, const State& b);
State operator*(State a, double value);








The constructor requires a size, which is ultimately obtained from the particular Equation
in use. This allows the operators to depend on each State having uniform length. Note also
that the parameter mapped is currently only necessary since the BoundaryConditions class,
which handles boundary conditions for both the State and PolynomialCoeffs classes, has
too many jobs and needs to be split up.
Equation contains an interface to the details of the system of PDEs. The generic
interface is shown in Listing 5.4.












Equation(int np, int maxL = -1, int maxQ = -1);
virtual ~Equation();
virtual void swap(State& state);
virtual void swapXY(State& state);
virtual void swapXZ(State& state);
virtual void setupExternalFlow(double* flowField, grid3D* grid);
virtual double boundedDt(double dt);
virtual bool isInBounds(State& state) = 0;
virtual bool isWeaklyHyperbolic(State& state) = 0;
virtual State source(State& state, Location& loc) = 0;
virtual State average(State& left, State& right) = 0;
virtual State R(State& params, State& vec, int order = -1) = 0;
virtual State Q(State& params, State& vec, int order = -1) = 0;
virtual State lambda(State& params, int order = -1) = 0;
virtual State coeffMatrix(State& params, State& vec) = 0;
};
#endif
The eigensystem routines R, Q, and lambda have a general interface so they can be
used to generate either the strongly (order = -1) or weakly hyperbolic matrices. The swap
routines are used for the 2D/3D solvers to swap elements of the state vector where needed
in the dimensional splitting scheme. boundedDt allows the Equation to specify a timestep
bound. setupExternalFlow is a compromise allowing an external flow field to be passed to
the equation. This is needed in particular when coupling a KDE particle-phase solution with
a fluid solver. These five routines have implementations that do nothing by default, since
they are not needed by all subclasses of Equation. Further improvements in modularity
could be obtained by refactoring so that functions that are unique to particular systems of
equations are accessed directly through another interface.
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5.3 Adding new PDEs
New PDEs can be added by creating a new subclass of Equation, as well as a new subclass
of Problem1D, Problem2D, or Problem3D, depending on the dimensionality of the problem.
These new subclasses must then be added to the appropriate factory routines (examples in
Listing 5.6 and Listing 5.7 below). The interface of Equation has been discussed above. The
interfaces to all the Problem classes are similar, and the interface of Problem2D is shown in
Listing 5.5 for completeness.








virtual void init(grid2D& g, vector<State>& qvec) = 0;
virtual void WriteData(grid2D& g, int m, double t, vector<State>& data,
string name) = 0;
};
#endif
The core purpose of the Problem classes is to provide PDE-specific initial condition and
output routines. This enables modularity in the remainder of the code by separating out
routines that are dependent on knowledge of the specific parameters in the state vector. The
Problem classes are grouped by dimensionality, since the access patterns into the solution
vector (which are managed by the grid classes) depend on the dimensionality of the problem.














CarrierFlow* getCarrier(std::string flowType) {
return new CarrierFlow(flowType);
}
Equation* getEquation(ConfigOptions options) {
int dim = options.getInt("dimensions");
std::string problem = options.getString("problem");
ConfigOptions eqnOptions = options.getOptions("IC:equation");
if (dim == 1) {
if (problem == "euler") {
return new Euler1DEquation(eqnOptions);
} else if (problem == "mom") {
return new MOM1DEquation(eqnOptions.getDouble("tau_p"),
getCarrier(eqnOptions.getStringOrElse("carrier flow", "")));






} else if (dim == 2) {
















Listing 5.7: getProblem2D, the factory routine that selects a specific Problem2D.
Problem2D* HyperbolicSolver2D::getProblem2D(ConfigOptions options) {
ConfigOptions optionsIC = options.getOptionsOrEmpty("IC");
std::string problem = options.getString("problem");








Polynomial reconstructions are represented in the code using the PolynomialCoeffs class,
which stores the coefficients of the polynomial with respect to the particular basis in use.
Bases are defined as subclasses of Basis, which provides routines to evaluate the polynomials
and their derivatives. Interfaces for these classes are given in Listing 5.8 and Listing 5.9,
respectively.















const State& operator()(int order) const;




std::ostream& operator<<(std::ostream& out, const PolynomialCoeffs& poly);
PolynomialCoeffs operator*(PolynomialCoeffs a, const State& value);
#endif






virtual ~Basis() { }
virtual double Legendre(int n, double x) = 0;
virtual State evaluate(PolynomialCoeffs& p, double x) = 0;
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A LegendreBasis is the default implementation of Basis for the WENO scheme. For
the MENO and hybrid schemes, PolynomialCoeffs can store coefficients in mapped space,
and in that case should be paired with a MappedBasis, which will apply the mapping after
evaluating the polynomial at the given point.
CellReconstruction (Listing 5.10) provides an interface to generate polynomial recon-
structions. Specific instances of this class generate WENO, MENO, or hybrid reconstruc-
tions.







virtual ~CellReconstruction() { }
virtual PolynomialCoeffs reconstruct(StateInterval& data) = 0;
};
#endif
The interface for StateInterval is shown in Listing 5.11. This class manages stride
and length information for access along different dimensions into the flat solution vector.










StateInterval(std::vector<State>& dataVec, int i, int s)






State& state(int i) {




At each step of the dimensionally split scheme, the reconstruction is obtained and
stored for each point along the current dimension (Listing 5.12). The PolynomialCoeffs
are then used directly in the advection calculations as appropriate. The setup factories,
when creating the specific CellReconstruction and Basis objects to be used over the
lifetime of the simulation, ensure that the basis is consistent with the reconstruction (e.g. a
MappedBasis should be paired with a MappedReconstruction).
Listing 5.12: A code snippet from the 1D advection update, showing the reconstruction
generation loop. g is the grid object, qCurr is the solution vector, and coeffsVec is the
vector of reconstruction coefficients.
for( int i=g.imin; i<=g.imax; i++ ) {





The modular setup of the code has provided several advantages for this research. It enables
different methods for polynomial reconstruction to be applied, allowing the different schemes
to be directly compared on the same problem setup. The ability to apply the code to different
PDEs also allows the method to be tested on PDEs such as the Euler equations with well-
understood problems, then applied with confidence to other systems of equations such as
the KDEs. The use of runtime polymorphism (specific subclasses are selected at runtime)
greatly enhances the modularity and ease of use, but does come with a downside. The virtual
function lookups required by this approach are slower that a typical function call. For the
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purpose of quickly implementing and evaluating new schemes on multiple PDEs, this is not
a major handicap, as most of the runs are not time-critical. For time-critical, performance-
oriented simulations, an alternate implementation with a pre-selected, hard-coded method
and set of PDEs would be desirable.
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CHAPTER 6
APPLICATION TO KERNEL DENSITY EQUATIONS
The kernel density method (KDM) has been evaluated using the novel hybrid MENO/WENO
scheme. Results obtained from the KDM are compared with results applying the Lagrangian
particle tracking (LPT) method and method of moments (MOM) to the same initial condi-
tions. The LPT method advances the position and velocity of particles using the second-order










The KDM and MOM codes use third-order strong stability preserving Runge-Kutta time
integration [42]. The cases shown here include a one-dimensional steady manufactured flow,
a one-dimensional case that demonstrates particle trajectory crossing, the two-dimensional
Taylor-Green vortex flow, and the three-dimensional Taylor-Green vortex flow.
6.1 A one-dimensional manufactured flow
We consider a manufactured, steady, one-dimensional flow where the velocity of the carrier
phase is given by
u(x) = −0.5 cos(x), x ∈ [0, 2π], (6.2)
The initial conditions for the dispersed phase are as follows:
α(x) = 1− 0.99 cos(x) (6.3a)
µ(x) = − cos(x) (6.3b)
σ(x) = 1− 0.95 cos(x) (6.3c)
First, the KDM solution is compared with LPT and MOM simulations. The LPT
simulations are initialized with a distribution of particles in the computational domain where
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Figure 6.1: Comparison of first-order KDM, MOM and LPT simulations at t = 8τp with
τp = 0.1.
particle locations are prescribed randomly and weighted according to the initial condition
used for α in the KDM simulations, and the velocities of the particles are initialized with
a random Gaussian distribution with the same mean and variance values as those in the
KDM method. The parameters α, µ, and σ2 in the KDM and MOM methods correspond
to the number density, mean velocity, and velocity variance of the particles in the LPT
simulations. The KDM simulations are performed at a grid resolution of 400 grid points
with a CFL number of 0.5. The MOM grid resolution needed to be increased to 1000 grid
points to obtain results. Both the KDM and MOM simulations used the WENO method
without bound preservation. All the simulations are performed using τp = 0.1.
Figure 6.1 compares the results of α, µ, and σ from the three simulations run with
the basic first-order scheme in space and time. Note that there is good agreement for all
three methods on α and µ, but that the MOM solution for σ does not match the other two
methods very well. Figure 6.2 compares results obtained using the full high-order scheme.
The MOM solution is not shown on the plot for σ due to poor agreement with the KDM
and LPT solutions.
An order of accuracy study was performed to confirm the spatial order of accuracy
of the WENO method when applied to this problem. The initial condition was as given
in Eqs. (6.2)-(6.3). A simulation with N = 24300 was used as the “numerically exact”
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Figure 6.2: Comparison of KDM, MOM and LPT simulations for various times from t = 0
to t = 8τp with τp = 0.1.
N L2 error – 3 stencils L2 order – 3 stencils L2 error – 6 stencils L2 order – 6 stencils
100 1.10712216876e-07 – 1.10722838896e-07 –
300 1.81372926078e-09 3.74249327587 1.81389340214e-09 3.74249823007
900 9.23181069635e-12 4.80650473308 9.23308799066e-12 4.80646117531
2700 4.26396085043e-14 4.89492693687 4.11461258224e-14 4.92750637562
Table 6.1: Errors and order of accuracy of α for the KDM
reference solution. Simulations were run at N = 100, 300, 900, 2700, and the L2 errors at
t = 0.9τp with respect to the reference solution were computed. The results are summarized
in Table 6.1, where it can be seen that the high-order method achieves nearly fifth-order
accuracy, as expected. Results obtained using a complete set of 6 stencils ([-2, 2], [-2, 0], [0,
2], [-1, 1], [-1, 0], [0, 1]) were compared with those obtained using 3 stencils ([-2, 2], [-2, 0],
[0, 2]). The order of accuracy for both sets of stencils is approximately the same.
6.2 A one-dimensional flow with particle trajectory crossing
The next flow demonstrates the ability of the method to handle the well-known phenomenon
of particle trajectory crossing. In order to do this, two Gaussian kernel density functions
were used. The carrier flow is assumed to have no impact on the dispersed phase, and the



























(c) t = 0.5
Figure 6.3: Evolution of α = α1 + α2 with time, given initial conditions Eqs. (6.4)-(6.9).
α1(x) = H(x− 0.1)−H(x− 0.4) (6.4)
µ1(x) = 1 (6.5)
σ1(x) = 0 (6.6)
α2(x) = H(x− 0.6)−H(x− 0.9) (6.7)
µ2(x) = −1 (6.8)
σ2(x) = 0 (6.9)
where H(x) is the Heaviside step function.
The domain is x ∈ [0, 1], with 1000 grid cells (∆x = 0.001), and the CFL number is 0.5.
The LPT statistics were computed using 640100 particles and 6401 bins. Results are shown
in Figure 6.3. Since the dispersed phase is decoupled from the carrier phase in this test, and
the velocities of each packet are constant (µ = const., σ = 0), the expected result is that
the two packets will travel at constant velocity and pass through each other at t = 0.25. It
can be seen that the results match this expectation very well. It can also be observed that
the high-order method performs very well at the discontinuities, with no large dissipation
or oscillations. Overall this test shows clearly that the KDM can capture particle trajectory
crossing effects by the use of multiple kernel density functions.
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6.3 Two-dimensional Taylor-Green vortex flow
We consider a two-dimensional particle-laden laminar flow, where the carrier phase flow is
the Taylor-Green vortex flow, given by
u(x, y, t) = F (t) sin x cos y, (6.10a)
v(x, y, t) = −F (t) cosx sin y, (6.10b)
in a periodic domain x ∈ [0, 2π] and y ∈ [0, 2π], where
F (t) = e−2νt, (6.11)
and ν is the kinematic viscosity. The particle density function is approximated using a single
KDF with the initial conditions given by
α(x, y, 0) = 1, (6.12a)
µx(x, y, 0) = u(x, y, 0), (6.12b)
µy(x, y, 0) = v(x, y, 0), (6.12c)
σx(x, y, 0) = σy(x, y, 0) = 1/4, (6.12d)
ρxy(x, y, 0) = 0. (6.12e)
As in the one-dimensional case, we will compare results obtained using the KDM and LPT
codes. In the LPT method, the particle positions are initialized randomly and uniformly
within the computational domain. The particle velocities are chosen randomly from a Gaus-
sian distribution with parameters matching the initial conditions used by the KDM. 107
particles were used in the LPT simulation.
We obtain solutions on a fixed Cartesian grid of size 201× 201 with a value of ν = 0.5.
For the KDM, CFL = 0.5, and for the LPT code, ∆t = 0.05 was used. The simulations are
performed with τp = 1.0, and results at t = τp are given in Fig. 6.4.
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(a) KDM: α (b) LPT: α
(c) KDM: µx (d) LPT: µx
(e) KDM: σx (f) LPT: σx
(g) KDM: ρxy (h) LPT: ρxy
Figure 6.4: Comparison of results from KDM and LPT simulations for 2D Taylor-Green
vortex flow.
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6.4 Three-dimensional Taylor-Green vortex flow
We next apply the hybrid MENO/WENO numerical scheme to the three-dimensional kernel
density equations (KDE). These equations are described in detail in [19]. This is the most
challenging dimensionality for the KDE system, due to the additional parameters and due
to the coupled constraint on the correlation coefficients. The parameter vector is U =
{α, µx, µy, µz, σx, σy, σz, ρxy, ρxz, ρyz}. In this case there are 5 independent mappings: α =
exp(θ1), σx = exp(θ2), σy = exp(θ3), σz = exp(θ4), and the combination of parameters




(1− ρ2xy)(1− ρ2xz) ≤ ρyz ≤ ρxyρxz +
√
(1− ρ2xy)(1− ρ2xz), (6.13)
so for these parameters we have the mapping function:











The three-dimensional steady Taylor-Green flow field is used for the carrier phase:
u(x, y, z) = sin x cos y cos z, (6.14a)
v(x, y, z) = cos x sin y cos z, (6.14b)
w(x, y, z) = −2 cosx cos y sin z. (6.14c)
The domain is periodic with (x, y, z) ∈ [0, 2π] × [0, 2π] × [0, 2π]. The particle density
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function is approximated using a single KDF with the initial conditions given by
α(x, y, z, 0) = 1, (6.15a)
µx(x, y, z, 0) = u(x, y, z), (6.15b)
µy(x, y, z, 0) = v(x, y, z), (6.15c)
µz(x, y, z, 0) = w(x, y, z), (6.15d)
σx(x, y, z, 0) = σy(x, y, z, 0) = σz(x, y, z, 0) = 1/4, (6.15e)
ρxy(x, y, z, 0) = ρxz(x, y, z, 0) = ρyz(x, y, z, 0) = 0. (6.15f)
We obtain solutions on a fixed Cartesian grid of size 40× 40× 40 with CFL = 0.5. The
simulations are performed with τp = 0.5, and results at t = τp are given in Fig. 6.5.
6.5 Discussion
The KDM has been demonstrated to produce reasonable results with bound preservation
as implemented with the novel hybrid MENO/WENO scheme. Note that for simulations
where the bound-preserving mapping is not needed, the hybrid scheme is equivalent to using
WENO directly. In general, good agreement can be seen between the KDM results and the
LPT results (where available). In the case where the MOM was compared, it appears to
struggle to match the high-order statistics of the LPT results. One reason for this could
be that for this MOM simulation, we used exactly the right number of moments needed to
obtain the desired statistics. Since the closure problem is a concern for moment schemes, it
is possible that when solving for more moments than necessary, the high-order statistics are
modeled better by the MOM.
A major concern for LPT schemes is the difficulty of obtaining meaningful statistics
in areas of particle depletion, since some bins used to compute the particle statistics can
become empty or nearly empty in finite time. Workarounds for this include using large
numbers of particles in the initial condition (as was done in Section 6.3) or redistributing
computational particles evenly, while assigning them weights to ensure the actual statistics
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(a) α, x = 0 (b) µz, x = 0
(c) σx, x = 0 (d) ρyz, x = 0
(e) σy , y = 0 (f) ρxz, y = 0
(g) σz , z = 0 (h) ρxy, z = 0
Figure 6.5: Results from KDM simulation of 3D Taylor-Green vortex flow at t = τp.
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are still correctly represented. These workarounds do have some limited effectiveness, but
bring their own set of disadvantages to the table.
The KDM, because of its Eulerian framework, can handle these situations more effi-
ciently than the LPT method. Considering the storage requirements for the problem in
Section 6.3, we track position and velocity for 107 LPT particles, so 6 × 107 quantities are
stored and updated at every timestep. For the KDM, 6 parameters are stored and updated
at 201× 201 grid points, for a total of 242406 tracked parameters (two orders of magnitude
lower than LPT). Further, the KDM statistics are also more smooth than those obtained
using LPT. It is of course possible to apply smoothing routines to the LPT output, but this
simply represents an additional computational expense necessary for the LPT to produce
similar results to the KDM.
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CHAPTER 7
DNS OF PARTICLES IN TURBULENT FLOW
The kernel density method (KDM) has been applied to a homogeneous isotropic turbulent
flow. The particle-phase KDM solver tested in Chapter 6 has been coupled with the low
Mach number turbulence solver zMachDNS [1]. The one-way coupling regime was used,
i.e., during the simulation, the KDM solver uses the flow field to update the particle-phase
solution, but the fluid solver does not consider the particle phase during its own update.
Results are presented and discussed with a view toward application of the KDM to other
problems involving turbulent flows.
7.1 Simulation
For this simulation setup we follow the work of Meneguz and Reeks [82], who investigated the
behavior of particles in a homogenous isotropic turbulent flow using a Lagrangian tracking
scheme. The domain of the problem is (x, y, z) ∈ [−π, π] × [−π, π] × [−π, π]. The compu-
tational grid is 128× 128× 128 cells. For this work, we ran the problem on 128 cores. The
grid was decomposed with 4 cores along the x axis, 4 cores along the y axis, and 8 cores
along the z axis, so that each core owned a 32× 32× 16 grid of cells.
We first ran zMachDNS with no particles until the turbulent forcing had passed the
startup phase and settled out. Figure 7.1 shows Reλ and the Kolmogorov lengthscale η.
t = 11.66 was chosen as the time to introduce the particles. Table 7.1 shows a comparison
of selected parameters of the flow with those of the flow studied by Meneguz and Reeks.
Figure 7.2 shows the turbulent flow field used as the initial condition for the particle
Parameter Current study Meneguz and Reeks
Reλ 53 65
Kolmogorov length scale (η) 0.0283 0.03284
Kinematic viscosity (ν) 0.0092 0.0092
Kolmogorov time scale (τη) 0.08709 0.1168
Table 7.1: Comparison of selected parameters for DNS of turbulent flow
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Figure 7.1: Change in the turbulence parameters Reλ and η with time for the turbulent flow
without particles.
(a) u (b) v
(c) w (d) p
Figure 7.2: Turbulent flow at t = 11.66, right before adding particles. The entire domain
(from −π to π in each direction) is shown, although the axes are not labeled for clarity.
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simulation. Stokes number was selected as St = 0.5. The particle response time τp = St τη
was set to 0.0435. The particle phase was initialized with a uniform distribution in space,
with velocities following the fluid. The corresponding initialization for the KDE parameters
was as follows:
α(x, y, z, 0) = 1, (7.1a)
µx(x, y, z, 0) = u(x, y, z), (7.1b)
µy(x, y, z, 0) = v(x, y, z), (7.1c)
µz(x, y, z, 0) = w(x, y, z), (7.1d)
σx(x, y, z, 0) = σy(x, y, z, 0) = σz(x, y, z, 0) = 1× 10−14, (7.1e)
ρxy(x, y, z, 0) = ρxz(x, y, z, 0) = ρyz(x, y, z, 0) = 0, (7.1f)
where (u, v, w) are the (x, y, z) components of the carrier flow velocity. It was found necessary
to introduce a cutoff for the σ components, setting them to 1 × 10−14 if a time integration
step would take them lower. With lower values of σ, roundoff error in the time update could
cause σ to take on unphysical negative values. The hybrid MENO/WENO scheme was used
for spatial reconstruction along with the SSP-RK3 time integrator. The CFL number was
set at 0.25.
Notwithstanding the use of the hybrid scheme, unphysical values were eventually pro-
duced. The reasons for this are discussed further in Section 7.2. The time spent running
with particles was ∆t = 0.11 = 2.5τp. Figures 7.3, 7.4, and 7.5 show the time evolution of
α, µx, and ρxy, respectively. Representative results for the σ parameters are not shown, as
they remain fairly constant around 1 × 10−14. Figure 7.6 shows the time evolution of the
histogram of alpha.
7.2 Discussion
The particle-phase results do not show significant large-scale changes with time. Given that
St = 0.5, the end point of the simulation can also be expressed as ∆t = 2.5τp = 1.25τη.
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(a) ∆t = 0 (b) ∆t = 0.5τp
(c) ∆t = τp (d) ∆t = 1.5τp
(e) ∆t = 2.0τp (f) ∆t = 2.5τp
Figure 7.3: Time evolution of α. ∆t is the elapsed time since particles were added to the
flow. The entire domain (from −π to π in each direction) is shown, although the axes are
not labeled for clarity.
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(a) ∆t = 0 (b) ∆t = 0.5τp
(c) ∆t = τp (d) ∆t = 1.5τp
(e) ∆t = 2.0τp (f) ∆t = 2.5τp
Figure 7.4: Time evolution of µx. ∆t is the elapsed time since particles were added to the
flow. The entire domain (from −π to π in each direction) is shown, although the axes are
not labeled for clarity.
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(a) ∆t = 0 (b) ∆t = 0.5τp
(c) ∆t = τp (d) ∆t = 1.5τp
(e) ∆t = 2.0τp (f) ∆t = 2.5τp
Figure 7.5: Time evolution of ρxy. ∆t is the elapsed time since particles were added to the
flow. The entire domain (from −π to π in each direction) is shown, although the axes are
not labeled for clarity.
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(a) ∆t = 0 (b) ∆t = 0.5τp
(c) ∆t = τp (d) ∆t = 1.5τp
(e) ∆t = 2.0τp (f) ∆t = 2.5τp
Figure 7.6: Time evolution of the histogram of α showing the volume within the domain
where α takes on the x-axis values. ∆t is the elapsed time since particles were added to the
flow.
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Since ∆t is on the order of the Kolmogorov timescale, we do not expect large-scale changes
in the solution. In order to observe large-scale changes in the solution, we would need to
run for multiple large-scale eddy turnover times.
We do expect the particles to be affected at small scales, and this can be seen in
Figure 7.3 in the developing contrast between high and low particle number density. This
can also be seen in Figure 7.6, which shows that as the simulation moves on, the distribution
of α across the domain widens out. At the small scales, the chaotic turbulent flow causes
preferential accumulation, where the particles cluster and fold in progressively finer strands.
Unphysical values are produced when the simulation runs out of resolution to represent
the partially filament-like structure of the particle number density. This should not be
interpreted as a failure of the numerical method, but simply as a consequence of inadequate
resolution to represent the physical behavior.
Although we have not investigated in detail the conditions under which this behavior
may occur, it is reasonable to expect that any Eulerian method (including both the KDM
and MOM schemes) will tend to suffer from this loss of ability to resolve the particle density
function. Note that Lagrangian schemes would not fail in this manner; however, at some
point they would no longer have sufficient particles to reproduce the fine structures. At this




This work has presented a numerical scheme for solution of the kernel density equations
(KDE) modeling the dispersed phase of particle-laden flows. The solution is discretized
into cells according to the finite volume framework. A Roe scheme generalized to non-
conservative systems is used as the base for the method. High-order accuracy is achieved by
reconstruction of polynomials within each cell. The reconstruction polynomials are expressed
using a Legendre basis. In the basic high-order scheme, their coefficients are determined using
the weighted essentially non-oscillatory (WENO) scheme, which uses a weighted average of
polynomials fitted over multiple stencils. High-order temporal accuracy is obtained by using
the 3rd-order strong stability preserving Runge-Kutta time integrator (SSP-RK3).
A novel development of this work is the weakly hyperbolic treatment. The KDEs can
become weakly hyperbolic when the parameter σ → 0. The weakly hyperbolic treatment is
generally applicable to any system of hyperbolic PDEs where the eigenvectors of the Roe-
averaged matrix may not form a complete set. In this case the Roe eigensystem is expanded
in powers of a small parameter, and singular terms are noted to have zero coefficients and
dropped analytically. The resulting scheme has been shown to be well-behaved and to
transition smoothly to and from the standard strongly hyperbolic scheme for problems that
are only locally weakly hyperbolic.
A second novel development of this work is the mapped essentially non-oscillatory
(MENO) scheme. The KDEs require preservation of physical bounds as part of a non-
conservative system. The three-dimensional KDEs also have a constraint consisting of sev-
eral coupled parameters. Neither of these issues are handled by published schemes, which
are able to enforce physical bounds on single parameters in systems in conservation form.
A nonlinear mapping that automatically enforces the relevant constraints was applied to
the stencil polynomials before the best reconstruction was selected. This ensures that the
reconstruction polynomials always take on physically realizable values. Since the mapping
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procedure is computationally expensive, a hybrid MENO/WENO scheme was ultimately
used. This hybrid scheme uses WENO everywhere except when MENO is needed. It was
shown that the scheme can transition smoothly between WENO and MENO, and that the
hybrid scheme’s order of accuracy nearly approaches that of the base WENO scheme.
The method was applied to the Euler equations in order to evaluate its performance for
a well-studied system of equations. It was then applied to test problems using the KDEs. In
both cases the method produced results that showed good agreement with expectations. In
particular, the expected high order of accuracy was recovered. The new method applied to
the KDEs has also been compared with alternate approaches to solving the dispersed phase,
and has shown equivalent or superior performance on the cases tested.
A direct numerical simulation of a particle-laden turbulent flow revealed that the method
can struggle to integrate to very long times due to the physics of preferential accumulation.
Preferential accumulation due to turbulence can cause the development of features in the
particle phase that are progressively finer, leading to a situation where the particle density
function is under-resolved within finite time. It is likely that this issue would similarly affect
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