Abstract. The frame set of a function g ∈ L 2 (R) is the subset of all parameters (a, b) ∈ R 2 + for which the time-frequency shifts of g along aZ × bZ form a Gabor frame for L 2 (R). In this paper, we consider the case where g = B 2 is the 2− spline and prove that its frame set contains new points. We obtain this result by constructing a (unique) compactly supported and bounded dual window for B 2 for each of the parameters we consider. Incidentally, this dual is discontinuous, and thus does not belong to the Feichtinger algebra M 1 (R) in contrast to B 2 and its canonical dual.
Introduction
The Gabor frame generated by g ∈ L 2 (R) and a, b > 0 is the set of functions
for which there exist A, B > 0 such that
for all f ∈ L 2 (R), see, [2, 9] for details. In this paper, we investigate the set of parameters (a, b) ∈ R [8] . This is a consequence of the fact that B 2 belongs to the modulation space M 1 (R) ( [9] ). However, the complete characterization of F(B 2 ) is still unknown. We collect below, a few known results on the frame set F(B 2 ). For proofs we refer to [5, 4, 2, 12, 24, 23] . Proposition 1. The following statements hold.
(a) If (a, b) ∈ F(B 2 ), then ab < 1 and a < 2.
(b) Assume that 0 < a < 2, and 0 < b ≤ 2 2+a
. Then, (a, b) ∈ F(B 2 ), and there is a unique dual h ∈ L 2 (R) such that supp h ⊆ − . Then, (a, b) ∈ F(B 2 ), and there is a unique dual h ∈ L 2 (R) such that supp h ⊆ − 3a 2
, 3a 2
. (e) If 0 < a < 2, b = 2, 3, . . ., and ab < 1, then, (a, b) ∈ F(B 2 ).
More generally, the frame set F(g) of g ∈ L 2 (R) is known only for a few (classes) of functions, see [3, 6, 10, 13, 14, 22, 18, 21, 20, 25, 27, 28] . For example, the determination of the frame set of B−splines for N ≥ 2 is listed as one of the six problems in frame theory [3] . Recently, we investigate the frame set of a class of compactly supported functions that include the B−splines, see [1] . In particular, we extend and put in a more general framework some of the known results on the frame set for this class of functions. For instance, by taking g = B 2 in [1, Theorem 1] we prove the following result which extends the results in [5, 24] . a]. Furthermore, for each (a, b) ∈ T , the Gabor system G(B 2 , a, b) is a frame for L 2 (R).
Theorem 1 is proved by using a well-known necessary and sufficient condition for two Bessel Gabor systems to be dual of each other, we refer to [2, 19, 17] for details. For m = 3, we can rewrite (1) as a matrix-vector equation:
where G 3 (x) is the 5 × 5 matrix-valued function defined on − More specifically, Theorem 2. Let (a, b) ∈ Γ 3 ∪ Λ 3 . Then, the Gabor system G(B 2 , a, b) is a frame for L 2 (R), and there is a unique dual window h ∈ L 2 (R) such that supph ⊆ − a .
Examples of duals h are shown in Figure 1 for some (a, b) in Γ 3 ∪ Λ 3 and T 3 . Similarly to the proof of Theorem 1, Theorem 2 is established by considering points in certain "hyperbolic strips" that partition the putative frame set of B 2 . We point out that the investigation of points in certain "hyperbolic strips" was already considered in [5] . Furthermore, it follows from [24, Theorem 7] that the point (2/7, 7/4) ∈ F(B 2 ), and as pointed out by the authors this point sits on the hyperbola ab = 1/2. However, we show that the hyperbola b = 6 2+5a which also contains the point, might be the "right" hyperbola to consider, in the sense that it is likely to contain more obstruction points.
In addition to Theorem 2, we shall prove the following result.
Proposition 3. The following statements hold.
(a) The rational Gabor system G B 2 ,
, where j ∈ N, is a frame for
, where j ∈ N − {1, 2}, is a frame for L 2 (R).
As we shall show in Section 2.4, part (a) of Proposition 3 is a corollary of Theorem 2 when j ≥ 2. The case j = 1 corresponding to (a, b) = (1/2, 3/2) seems to be new. Similarly, part (b) of Proposition 3 is a corollary of Theorem 2 when j ≥ 4. The case j = 3 corresponding to (a, b) = (3/8, 3/2) seems to be new as well. Proposition 1, Theorem 1, Theorem 2 and Proposition 3 are illustrated in Figure 2 .
The rest of the paper is organized as follows. In Section 2 we state some general results about the matrix G 3 (x) given by (3). In particular, we show that G 3 (x) is invertible on [−a/2, a/2] if and only if its submatrix obtained by deleting the last Figure 1 . Illustrations of B 2 and some of its duals for some (a, b) in Γ 3 ∪ Λ 3 and T i , i = 1, 2, 3. for which G (B 2 , a, b) is not a frame. All other colors indicate the frame property. The green region is the classical: "painless expansions" [7] , and the yellow region is the result from [4] . The blue and the magenta regions are respectively from [24] and [5] . The cyan region is the result in Theorem 1, Theorem 2 and Proposition 3. row and column is invertible. In Section 2.1 we consider the invertibility of the latter for (a, b) ∈ Γ 3 , while Section 2.2 deals with the case (a, b) ∈ Λ 3 . In Section 2.3 we give a proof of Theorem 2. In Section 2.4 we prove Proposition 3. The Appendix in Section 3 contains all the technical proofs needed to establish our results.
2.
A new set of points in the frame set of the 2-spline The proof of the Theorem 2 will be broken in two parts. The first part will deal with (a, b) ∈ Γ 3 , while the second part will consider (a, b) ∈ Λ 3 . Note that
], where |B| denotes the determinant of the matrix B. Moreover, substituting −x for x in (1), and using the symmetry of B 2 show that h(
], and k = 0, ±1, ±2, where we have assumed that the system has a unique solution or equivalently |G 3 (x)| = 0. Thus, the dual window of B 2 is an even function, and thus we only need to define it for x ∈ [− a 2
, 0]. Consequently, for (a, b) ∈ (0, 1) × ( ] we only need to investigate the invertibility of the 5 × 5 matrix-valued function G 3 given in (3) on [− a 2
, 0]. The following trivial result specifies some of the entries of the matrix G 3 (x).
, 0]. Then the following statements hold:
Using Lemma 1, we can rewrite G 3 (x) as the following block matrix:
where 0 is a 1 × 4 matrix of 0s, v(x) is a column vector in C 4 and D(x) denotes the 4×4 matrix obtained by deleting the last row and the last column of G 3 (x) and given by
In addition, we observe that from the Lemma 1, D(x) becomes
, 0] and (a, b) ∈ Γ 3 ∪ Λ 3 . Consequently, G 3 (x) is invertible on [−a/2, 0] if and only if D(x) is invertible on the same interval. Theorem 2 will then follow if we can prove that D(x) is invertible. The rest of this section is devoted to establishing this fact for (a, b) ∈ Γ 3 . To this end, the next two lemmas which can be established using Lemma 1 and the expression of B 2 will be needed.
, 0]. Then, the following statements hold.
This result is proved in Appendix 3.1 and is based on one of two equivalent methods. In some cases, we are able to show that the determinant |D(x)| of D(x) is nonzero. In the remaining cases, it turns out to be simpler to show that the columns of D(x) are linearly independent. 
.
This result is proved in Appendix 3.2.
2.3. Proof of Theorem 2. We can now give a proof of Theorem 2.
Proof. We recall that for (a, b) ∈ Λ 3 ∪ Γ 3 , we have |G 3 (x)| = 0 for all x ∈ [− a 2
, 0]. This follows from Propositions 4 and 5. Since h is compactly supported, we know that h(x) = 0 for |x| > 5a/2. In addition, on − 5 2 a,
rd column vector of the matrix G −1
, 0], then we can find h(x) for x ∈ (− a 2 + ka, ka] where k = 0, ±1, ±2. This and the symmetry of h will define the function h everywhere except possibly at ka/2 for k = ±1, ±2, ±3, ±5. In particular, it is easy to see that
a, −2a). By symmetry we also get that h(x) = 0 on the interval (2a,
Consequently, h is a compactly supported and bounded function for which G(h, a, b) is a Bessel sequence. By construction, it also follows that g and h are dual windows. , 0] we can use Crammer's rule to show that To define h on (a/2, a) (hence on (−a, −a/2)) we only need to find h(x + a) for x ∈ (−a/2, 0) and get
We now show that h is discontinuous at −a/2.
A series of calculations (similar to the proof of Proposition 4) shows that
A similar result can be proved for (a, b) ∈ Λ 3 showing that the dual h is discontinuous as well. Consequently, the duals we construct do not belong to the modulation space M 1 (R) even though the window B 2 ∈ M 1 (R). This should be contrasted with the fact that the canonical dual of B 2 belongs to M 1 (R).
2.4. Some dyadic points in the frame set of the 2−spline. This section is devoted to Gabor frames G(B 2 , a, b) generated by the 2-spline B 2 with ab = p q ∈ Q where p and q relatively prime. For some results on rational Gabor systems we refer to [24, 11, 26] . These are usually proved using the so-called Zibulski-Zeevi matrix [29] which is the p × q matrix Φ(
, a.e. x, ν ∈ R
We shall also need a variant of this matrix, which appeared in [16, 26] , namely the
where
The following result is the basis of our contribution.
is rationally over-sampled Gabor system. Then the following assertions are equivalent:
is a frame for C p with uniform bounds A and B, for a.e (x, ν)
To prove Proposition 3, we use Theorem 3 along with certain properties of frames for finite dimensional space, e.g., [2, Proposition 1.3.3].
In particular, to prove that {ψ (x, ν)} q =0 is a frame for C p , it suffices to prove that
=0 has full rank, p, since p < q. We shall prove that the transpose, 
Proof. Proof of Proposition 3
(a) We only give the proof for j = 1 as the case j ≥ 2 follows from Theorem 2.
Consider the system G B 2 ,
. The transpose P 1 (x, ν) of its ZibulskiZeevi matrix is the 4 × 3 given by
For simplicity, let
Let M 1 be the 3 × 3 submatrix of P 1 made up of rows 1, 2, and 3, i.e.,
] we have
, 0)y (
where y = e 4πiν . Note that
Consequently, M 1 is invertible if and only if N 1 is invertible, that is has rank 3.
Suppose x ∈ [0, 1/6]. It can be shown that
where f (x) = 2x 3 − 3x 2 + 10 9
x − 1 3 < 0 and g(x) = 2x
, which can only happen if y = ±1, leading to f (x) = ±g(x). But only f (x) = −g(x) is plausible. In fact, the unique solution to this equation is x = 1/6 (and ν = 1/4). Thus M 1 (x, ν) is invertible a.e. Suppose now that x ∈ [1/6, 1/3]. Proceeding as above we end up analyzing the invertibility of a matrix that behaves like N 1 above and whose determinant has the same form f (x) − yg(x) with f (x) = 2x 3 − 3x 2 + 16 9 x − 4 9
< 0 and g(x) = 2x 3 + x 2 − 2 9
x + 2 9
> 0. We can again show that (1/6, 1/4) is the only point at which M 1 (x, ν) is singular.
We can now show that
and h(x) = x 3 − is now the 16 × 9 matrix, denoted P 3 whose entries are given by
. . . P 
Let M 3 the 9 × 9 square submatrix of P 3 consisting of rows 1, 2,3,4, 9,10, 11, 12, and 13. )y P3,10 (
)y (
Permuting the columns of this matrix leads to )y 0 0 (
which, can be written as a block matrix
, where
O is a 5 × 4 null matrix and
)y P 1,11 0 P 4,11 (
We only need to prove that |A 3 |.|B 3 | = 0 .
We only need to show that f (x)g(x) = 0 for x ∈ [0, 3/8]. In fact, a series of computations shows that f (x) > 0 and g(x) > 0 for all x ∈ [0, 3/8], which concludes the proof.
3. Appendix 3.1. Proof of Proposition 4. The different cases that we consider correspond to a in each of the following intervals: (0, 2 13 ], ( ) and [ ). These different cases also correspond to part of the "hyperbolic strips" we are considering. Proposition 6. Let (a, b) ∈ Γ 3 with a ∈ (0, 2 13 ]. Then D(x) is invertible for each
Proof. Let (a, b) ∈ Γ 3 with a ∈ (0, 2 13 ], then − a 2
, a series of computations shows that + a), and 1 − b < 0, we see that
We now prove that the columns
It is easy to see that the only solution is c 1 = c 2 = c 3 = c 4 = 0, which completes the proof. 
Using an argument similar to the above we can show that the columns of 
+ a and D(x) is given by (8) .
− a) = 0 and |D(x)| is given by (7) . Now assume that
+ a and |D(x)| is given by (6) .
− a) = 0 and |D(x)| is given by (7) . Finally assume that
+ a, and D(x) is given by (8) .
+ a, and |D(x)| is given by (6) .
− a) = 0 and |D(x)| is given by (7). (8) .
Proposition
On the other hand, if
− a) = 0 and |D(x)| is given by (7). ]. This implies that 1−
Using the same arguments as in the proof of the first case of Proposition 7, we conclude that |D(x)| = 0.
− a) = 0, and
Using the same arguments again, we can show that the columns of 
are linearly independent, and thus |D(x)| = 0. Finally, if x ∈ (−1 +
− a, and |D(x)| is given by (7) . In the second case we assume that b ∈ ( ]. This implies that 1 − , and first consider the case −1
− a) = 0, and |D(x)| is given by (7) . The next case is to assume that −1
+ a, and |D(x)| > 0 following (9) .
Finally
− a) = 0, and |D(x)| is given by (7).
]. Then D(x) is invertible for each
Proof. We first observe that in this case, B 2 (x+ 
+a.
• Suppose that b ∈ ( and we have the following:
+ 2a, and D(x) is given by (9) .
+ 2a, and |D(x)| is given by (10) .
Finally, if
+ 2a, and |D(x)| is given by (7) .
Assume now that a ∈ ( ], and consider the sign of − 1 30
. On the one hand, if 2a
, and this case was treated above.
On the other hand, if 2a 
Using the same arguments as in the proof of the first case in Proposition 7, we conclude that |D(x)| = 0.
Finally, if x ∈ (−1 +
+ 2a, and |D(x)| is given by (7).
If
+2a, and D(x) is given by (8) .
Finally if
Assume next that a ∈ ( , and this case was treated above.
On the other hand, if 2a
this is similar to (11) and |D(x)| = 0. .
+ 2a, and D(x) is given by (9) . Now, if x ∈ (−1 +
+2a, and |D(x)| is given by (8) .
+ 2a, and |D(x)| is given by (7). + a > 0. This implies that
− a, and |D(x)| = 0 following (10) .
In this case, we have
Using the same arguments as in the proof of the first case in Proposition 7, we can prove that the columns of
are linearly independent. Hence, |D(x)| = 0. We now assume that
− a, and |D(x)| = 0 following (11). 
− a, and |D(x)| = 0 following (9) .
− a, and |D(x)| = 0 following (7).
• Suppose that b ∈ ( ]. Since
− a, and |D(x)| = 0 following (8) .
− a, and |D(x)| = 0 following (7). + a) ≥ 0 will be important in our analysis. We point out that because of the following equations
we conclude that −1 + . We now consider different cases based on the sign of 2a
The first case we consider is when 2a − 1 b ≤ 0, which implies that
and |D(x)| = 0 following (10) .
− 2a, and |D(x)| = 0 following (13) .
+ 2a, and |D(x)| = 0 following (13) .
The second case we consider is when 2a
and |D(x)| = 0 following (11).
− 2a, and |D(x)| = 0 following (13).
Proof. We will rely on the analysis of the supports of the following functions:
We observe that − a 2
we conclude that
and that
We consider different cases based on the sign of 2 − It then follows that + a and hence
In this case we have:
which follows from the fact that we can prove that the columns of
= 0 , because we can show that the columns of the matrix are linearly independent. and hence
We now have: 
• Case 2:
It then follows that
We now consider a few sub-cases based on the sign of 2 − − a and
= 0 , since we can show as before that the columns of D(x) are linearly independent. − a ≤ 2a − 1 and hence
− 2a, and |D(x)| = 0 following (17) .
− 2a, and |D(x)| = 0 following (14) .
− 2a, and |D(x)| = 0 following (13) . The last case to consider is when a ∈ ( − a ≤ 2a − 1 and hence
which was already considered. (a) On the one hand,
on the other hand, B 2 (x) − B 2 (x + a) = 2x + a. The conclusions easily follow.
(b) We observe that
and
By Lemma 4 we have:
− a) > 0. All that is left to prove is that
This will follow if we establish that B 2 (x + 
