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Abstract 
Wood, A.S., A note on the use of the isotherm migration method, Journal of Computational and Applied 
Mathematics 36 (1991) 371-384. 
In this note we present some simple modifications of the isotherm migration method (IMM) so that a broader 
class of conduction problems (than the usual Stefan problems) can be effectively tackled by its use. Some 
numerical illustrations, based on finite differences, are presented which show that, for heat flow problems with 
arbitrary conditions, an accurate numerical process can be based on the IMM formulation. 
Keywords: Heat flow, isotherm migration, arbitrary boundary conditions, finite differences. 
1. Introduction 
The isotherm migration method (IMM) is a well-known technique for formulating moving 
boundary (or Stefan) problems in which the primary goal is to track a time-dependent 
solid/liquid interface. The method is characterised by an interchange of dependent (tempera- 
ture) and independent (spatial) variables so that, in place of determining the temperature at a 
given location and time, we track selected isotherms as they migrate through the solution region 
[2,8]. Several authors have based successful numerical solution processes on the IMM formula- 
tion [3-5,9,11,12,14]. 
It is the purpose of this note to show how, with some simple modifications, the basic IMM 
technique can be extended to form a base on which to construct numerical solution procedures 
for solving, with great effect, a wider and more realistic set of problems than the usual isothermal 
(classical) problem. We shall use numerical ideas, based on finite differences, to illustrate that 
accurate solutions to these varied problems can be easily obtained. Comparisons with standard 
finite-difference replacements are made to justify the use of the nonlinear IMM transformation. 
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2. The classical problem 
The classical problem commonly treated by the IMM concerns a material, initially solid at its 
fusion temperature Tr being liquified by the application of a constant hot temperature T, (> T,) 
at its surface. We are interested in the temperature distribution U(x, t) in the molten region, and 
in the location of the liquid/solid (moving) interface s(t). A typical dimensionless model is (see 
Fig. 1) the following. 
Heat flow in 0 < x < s(t): 
au a*u -=- 
at ax2 9 
O<x<s(t), t>o, 
subject to 
u(0, t)=l, t20, u(s, t)=o, t>,o. 
Heat balance at x = s(t): 
ds I au --- 
dt= pax’ x=s(t), t>o, 
(1) 
subject to 
s(0) = 0. 
/?=L/c(T,- T,) is th e ratio of latent to sensible heat (the Stefan constant), L is the latent heat 
of fusion and c is the specific heat capacity. We have assumed constant thermal properties and 
the existence of a unique fusion temperature which gives rise to a sharp interface. The problem 
can be related to the physical variables T (temperature), x (space) and T (time) via the 
expressions 
T= T,+ (T,- T,)U, x = Ix 
in which K is the thermal diffusivity and 1 
ubct1 T 
and 
1*t 
7=--, 
K 
is a notional length. 
Fig. 1. The dimensionless Stefan problem. 
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By interchanging the roles of U and x, the model (l), (2) can be written in the IMM 
formulation as [2,8] 
ax ax -2 a2x -=- - 
at au au2~ O<U<l, t>O, i 1 
) u=o, t>o, 
(3) 
(4) 
We are now tracking the location of selected isotherms as they move in time. This is particularly 
useful for Stefan problems since, for materials which have a unique fusion temperature, the 
phase-change interface s(t) is characterised by one particular isotherm. 
We can easily generate a numerical solution process for (3) and (4) using finite differences; 
one explicit scheme (see, for example, [lo, 021) is 
xy+l =x,? + 4k 
s m+l =x N m+l=Sm+ B(3s”-4:;i+x;_2)’ m 2 0, 
in which x,? - x( U, t,), Q = ih, t, = t,, + mk. h and k are the grid size and time step, 
respectively. The numerical scheme is initialised at a time t, using the analytic solution (see [l, 
0111) 
x(U, t) = 2Ji erf-‘((1 - U)erf(h)), 0 < U< 1, t 2 0, 
s(t)=2hfi, t>o, 
Table 1 
Values of the isotherm locations for the Stefan problem (3), (4) with /3 = 1, as predicted by the numerical and analytic 
solutions at t = 0.5 
Isotherm U Numerical location Exact location 
h = 0.1 h = 0.05 h = 0.025 
0.0 0.87984 0.87772 0.87712 
0.1 0.77046 0.76868 0.76818 
0.2 0.66959 0.66810 0.66768 
0.3 0.57511 0.57387 0.57352 
0.4 0.48550 0.48447 0.48419 
0.5 0.39963 0.39880 0.39857 
0.6 0.31661 0.31596 0.31578 
0.7 0.23572 0.23524 0.23511 
0.8 0.15634 0.15602 0.15594 
0.9 0.07793 0.07777 0.07773 
1.0 0.0 0.0 0.0 
0.87690 
0.76800 
0.66753 
0.57339 
0.48409 
0.39849 
0.31572 
0.23506 
0.15590 
0.07772 
0.0 
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Table 2 
Values of 1) e )I I. defined by (5), for the numerical 
predictions shown in Table 1 
h II e II I 
0.1 0.002954 
0.05 0.000807 
0.025 0.000213 
in which X is the root of the transcendental equation PfiXe”erf( A) = 1. Table 1 illustrates some 
typical results. The numerical example was initialised at t, = 0.1 and several grid sizes were used. 
There is clearly good agreement between numerical and analytic results. We also observe 
convergence as the grid size is refined. Taking, as an estimate of the global error, the weighted 
l-norm 11 e (1 1 defined by 
xi 
el = l - x(q) ’ e= [e, . . . eN_l]T, 
and 
IJell = j$t’ leil, 
i=o 
(5) 
the values shown in Table 2 give an approximate rate of convergence of 1.852. This is consistent 
with the conventional 0( h2) behaviour of the method [2]. 
3. Some generalisations and their numerical solution 
In all the cited applications of the IMM approach, the range of solution temperatures remains 
constant, that is, isothermal Dirichlet conditions are specified at all fixed and moving boundaries. 
This is an essential requirement for the IMM. In the numerical solution, the value XT represents 
the location of the ith isotherm at a time t,. If time dependent boundary temperatures are 
admitted, then specified isotherms may vanish, that is, a particular x7 may become undefined in 
a program, causing a fatal error. Most realistic heat flow problems require Neumann or Robin’s 
type boundary conditions which implicitly include the above error situation. 
In this section we show how a simple change of variable can lead to a model that is suitable 
for the IMM formulation and demonstrate that accurate numerical processes can be constructed. 
For the purpose of illustration, we shall consider the (dimensionless) pure heat conduction 
problem (6) on the interval 0 < x G 1. This problem is chosen for its analytic solutions, which 
then permit an accurate assessment of the numerical methods. It is stressed that the following 
descriptions are equally applicable to moving boundary problems. However, for the various 
boundary conditions to be investigated below, the corresponding Stefan problems have analytic 
series solutions which are difficult to generate. 
Heatflow in O<x<l: 
au a% 
- O<x<l, t>o, at= ax27 (6) 
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subject to 
U(x,O)=O, O<XQl, 
u(0, t) = u,(t), t > 0, u(1, t) = u,(t), t > 0. 
The time-dependent temperatures U, and U, can arise from any one of the following 
boundary conditions. 
(i) Vuriable Dirichlet condition: In this case U, and U, are known (given) functions of 
(ii) Neumann (flux) condition: 
XJ F 
z=K’ XE (0, l}, t>o, 
375 
three 
time. 
(7) 
in which F is a constant flux into (or out of) the material and K is the thermal conductivity. 
(iii) Robin’s (radiation) condition :
+J+H(U-v)=o, XE (0, l}, t > 0, (8) 
in which H is a constant heat transfer coefficient and V is the ambient temperature of the 
surroundings. This represents radiation into (or out of) the material from (or into) a medium at a 
temperature V. 
In cases (ii) and (iii), U, and U, are described implicitly. We should note also that F and H 
may be time dependent. However, the approach to be described below is similar and to avoid 
complicating details we take constant values. 
In an IMM form of the above problems the independent variable U will have a variable range, 
U,(t) < U < U,(t) (we assume U,(t) < U,(t) without loss of generality). To avoid this we make 
use of the transformation 
u- u, w= u,_u,, t=-o, uJ+ u,. 
The range 0 < W i 1 is now constant and the model problem (6) becomes, after some simple 
manipulation, 
aw a2w ub+(il-vb)w -=-- 
at ax2 u, - u, ) O<x<l, t>o, (10) 
subject to 
W(x,O)=O, Ogx<l, 
w(0, t)=O, t=+o, w(1, t)=l, t>o, 
in which ’ = d/dt. Clearly we still require to monitor the values U,(t), U,(t) and their time 
derivatives. At x = 0 and x = 1 we have aW/& = 0 and, using the appropriate boundary 
condition for IV, we obtain from (10) 
G=((u,- u,) I$$, iE {O,l}, t>O. (11) 
The precise form of (11) is determined by the type of boundary condition(s): Dirichlet, Neumann 
or Robin’s 
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The standard IMM form of the model problem (10) is easily shown to be 
3X ax 
i 1 -* a*x at= aw aw* + 
iTo+ (ril - Oo)w ax - - 
ul _ u. apf.73 O<W<19 t>O, (12) 
subject to 
x(0, t)=o, t>o, x(1, t) =l, t>o. 
An explicit finite-difference replacement for (12) is 
i=l ,..., N-l, m>,O, 03) 
in which XT - x( I&, t,), F = ih, t, = tP + mk, k is the time step and h = l/N is the tempera- 
ture mesh size. Also, Q”’ - q( t,) and Uim - q.( t,), i E { 0, l}. 
With all explicit methods a knowledge of the permissible range of values of the mesh size and 
time step is essential. Since the replacement (13) is nonlinear, a standard stability analysis is not 
possible. However, for our problems the final term on the right-hand side of (13) is positive and 
the heuristic argument of [8] that a “virtual increase in the value of x,? should produce a virtual 
increase in x,Y + ’ ” is valid. To ensure this, the coefficient of x,? must be positive, which gives the 
time step restriction 
In all numerical examples we shall take K = 1, K = 1 and t, = 0.1 (the time at which the 
numerical ‘schemes are initialised). The variable Dirichlet conditions are omitted as being a 
simpler version of cases (ii) and (iii) in that U, and U, are known explicitly. 
In the first two of the three cases considered in detail below, we shall take U,(t) = 0, t > 0, 
that is, a constant Dirichlet condition is specified at x = 0. Thus, & = 0 and equations (9)-(13) 
can be suitably simplified. At x = 1, a*W/ax* (in (11)) can be replaced by central differences to 
obtain 
ri;” - 
u;I(wN+l - 2w, + Iv,-,) 
(1 - x;J* ’ 
04) 
The fictitious value W,,, is obtained by differencing the appropriate boundary condition (see 
below in the case studies). 
The Neumann case 
With the flux condition (7) specified at x = 1, [l, $3.8 (5)] gives the exact solution 
U(x, t) = Fx- 5 E (-1)” 
n=~ (2n + 1)’ 
sin(i(2n + 1)nx) e-(2n+1)2n2r’4, 
O<x<l, t>,o, 
which is used to initialise the numerical process. In terms of the transformed variable W (with 
K = l), (7) becomes 
aw F _- 
ax- U,’ x=1, t>o, 
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Table 3 
Values of the isotherm locations for the Neumann condition (7) with F =l, as predicted by the numerical and 
analytic solutions at t = 0.5 
Isotherm W 
0.0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 
Numerical location Exact location 
h =O.l h = 0.05 h = 0.025 
0.0 0.0 0.0 0.0 
0.12132 0.12107 0.12101 0.12098 
0.24011 0.23967 0.23956 0.23952 
0.35443 0.35387 0.35373 0.35368 
0.46312 0.46253 0.46238 0.46233 
0.56578 0.56523 0.56509 0.56504 
0.66255 0.66207 0.66195 0.66191 
0.75381 0.75344 0.75335 0.75331 
0.84011 0.83986 0.83980 0.83977 
0.92200 0.92187 0.92184 0.92183 
1.0 1.0 1.0 1.0 
from which central differences yield the estimate 
W N+l = w,_,+2(1-x&L 1 
for use in (14). 
Table 3 shows results for the predicted temperature distribution at t = 0.5 for various grid 
sizes and a value of F = 1. 
We observe that the numerical predictions are in good agreement with the analytic solution 
and there is certainly evidence of a convergent scheme. In fact, using the estimates of the 
weighted l-norm (given by (5) but now summing over N - 1 values i = 1, . . . , N - 1) shown in 
Table 4, a simple extrapolation procedure gives a convergence rate of about 1.931 which is in 
agreement with the conventional 0( h2) measure. The accuracy is unaffected by varying the flux 
F, except for the case F = 0 which fails - we will look at this in more detail further on. Another 
check on the effectiveness of the algorithm is given by the values of the temperature U,, shown in 
Table 5. 
Again good agreement with the exact value is observed (and a convergence rate of about 1.895 
is easily estimated). The accuracy of the U, predictions will be reflected along the entire 
Table 4 
Values of 11 e 11 r for the numerical predictions shown in 
Table 3 
h II e II I 
0.1 0.001401 
0.05 0.000364 
Table 5 
Values of U, for the numerical predictions shown in 
Table 3 
h v, 
0.1 0.76223 
0.05 0.76349 
0.025 0.76383 
0.025 0.000092 Exact 0.76395 
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temperature range 0 < U < U,, since U is related linearly to U, via U = WU,, the values of W 
being exact. 
The Robin’s case 
We now impose the radiation condition (8) at x = 1 for which [l, $3.11 (15)] gives the exact 
solution 
u(x, t) = gg -2HVf sin( a,x) -& e , 
fl=l (ai+iY’+H) sina, 
O<x<l, t>,o, 
in which the (Y,, are the positive roots of 
(Ycot a+H=O. 
In terms of IV, (8) can be written as 
3W 
ax= x=1, t>o, 
remembering that W(1, t) = 1, from which central differences yield the estimate 
W N+l = wN_l - 2(1- x,“_,)H 
for use in (14). Table 6 shows some predicted isotherm locations at t = 0.5 for varying grid sizes 
and values H = V= 1. 
Again, good agreement with the exact values is evident, as is convergence. The values of 11 e11 i 
in Table 7 indicate a rate of convergence of about 1.827. 
Similarly, the values of the temperature U,, shown in Table 8, are converging to the exact 
value at a rate of about 1.648. 
Table 6 
Values of the isotherm locations for the Robin’s condition (8) with H = 1 and V = 1, as predicted by the numerical 
and analytic solutions at t = 0.5 
Isotherm W 
0.0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 
Numerical location Exact location 
h = 0.1 h = 0.05 h = 0.025 
0.0 0.0 0.0 0.0 
0.11292 0.11281 0.11278 0.11277 
0.22448 0.22428 0.22423 0.22421 
0.33356 0.33330 0.33323 0.33321 
0.43937 0.43910 0.43902 0.43899 
0.54151 0.54124 0.54117 0.54114 
0.63989 0.63965 0.63958 0.63955 
0.73462 0.73443 0.73437 0.73435 
0.82598 0.82585 0.82581 0.82579 
0.91432 0.91425 0.91423 0.91422 
1.0 1.0 1.0 1.0 
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Table 7 
Values of 11 e 11 for the numerical predictions shown in 
Table 6 
h II e II 1 
0.1 0.000709 
0.05 0.000195 
0.025 0.000050 
Table 8 
Values of U, for the numerical predictions shown in 
Table 6 
h u, 
0.1 0.45805 
0.05 0.45818 
0.025 0.45822 
Exact 0.45823 
Finally, we look at the effect that varying H and V has on the accuracy of the predictions. 
The log-log graph in Fig. 2 shows the behaviour of 11 e11 I as a function of H for V = 1 ( 11 e11  is 
independent of V). Twenty temperature grid cells are used. 
The dependence of 11 e II 1 is a little erratic as H is varied. However, the overall impression is 
that there is a (small) range of values of H for which the numerical scheme gives more accurate 
results, roughly 5 significant (decimal) digits at H = 3.5. For values M’ -C 1.6 about 3 decimal 
digits are obtained. Broadly then, a reasonable range of values of the heat transfer coefficient can 
be accommodated with good results. 
Undoubtedly, the above two case studies show that (implicitly defined) time-dependent 
boundary temperatures, due to flux-type boundary conditions, are no obstacle to the IMM 
approach providing a base for effective numerical solution procedures. 
A Neumann- Robin’s case 
We now turn our attention to the case in which a zero heat flux condition is specified at one 
end (x = 0) - there is no heat flow over this boundary. In the particular case described below, a 
-1.8 -8.8 -8.6 -8.1 4.2 8.8 8.7 0.4 8.6 8.8 1.B 
log(H) 
Fig. 2. Accuracy 11 e II 1 as a function of the heat transfer coefficient H, for a value V=l. 
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radiation condition is imposed at the end x = 1 and the resulting problem goes some way to 
modelling a thermoelectric device known as the thermistor [15]. 
Mathematically we now have the following boundary conditions: 
au 
z =o, x=0, t>o, 
g+H(U-V)=O, x=1, t>o. 
In the IMM formulation, the first of these conditions will lead to infinite gradients ax/&V as 
x = 0 (U = U,) is approached. Thus, in the vicinity of x = 0 we would not expect a numerical 
scheme based on the IMM to perform particularly well. This is certainly the case. We now utilize 
a modified version of the transformation (9), namely 
u- u, 
w= &_ u. +izx, t>o, U,# u,. (1% 
This fixes the boundary temperatures to W(0, t) = 0 and W(1, t) = 1 + W. The term Zx intro- 
duces a nonzero flux at x = 0 and the above conditions become 
aw - 
-=(J 
3X 
) x=0, t>o, 
and 
aw - 
==a-H x=1, t>o. 
06) 
07) 
The governing equation for W in the interval 0 < x < 1 is now 
aw a2w ub+@W-i)(w-~x), o<x<l t,O -- 
at= ax2 u, - u, 3 , 
with a straightforward IMM formulation (cf. (12)). Using central differences for a2W/ax2 at 
x=0 and x=1 and replacing the fictitious values W_, and W,,, using central difference 
replacements of the conditions (16) and (17), equation (ll), which governs U, and U,, can be 
written as 
orn = (u” _ um) 2(0 - G-l)G - HW;” - ww;” - Q?))) - h) 
1 1 0 
(1 - xNm_1)2 
The numerical procedure is initialised using the exact solution [l, $!3.10] 
O” (ai + H2) cos(a,x) sin (Y, 
u(x, t) = v- 2v c -+, O<x<l, t>,o, 
n=l a,(a,2+H2+H) e 
in which the (Y,, are the positive roots of (Y tan (r - H = 0. 
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Table 9 
Values of the isotherm locations for the Neumann-Robin’s case, with H =l, V =1 and G =l, as predicted by the 
numerical and analytic solutions at t = 0.5 
Isotherm W 
0.0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 
Numerical location Exact location 
h = 0.1 h = 0.05 h = 0.025 
0.0 0.0 0.0 0.0 
0.16970 0.16959 0.16960 0.16961 
0.30312 0.30313 0.30318 0.30321 
0.41720 0.41729 0.41736 0.41740 
0.51882 0.51896 0.51904 0.51908 
0.61163 0.61178 0.61186 0.61190 
0.69783 0.69797 0.69804 0.69808 
0.77887 0.77899 0.77905 0.77907 
0.85577 0.85586 0.85590 0.85592 
0.92929 0.92934 0.92936 0.92937 
1.0 1.0 1.0 1.0 
Table 9 shows the predicted numerical and analytic values of isotherm locations at t = 0.5 for 
values H = V= 1. An artificial flux 0 = 1 has been used. 
Again there is clear evidence of an effective solution process with an estimated convergence 
rate of 0.906 (using the values of 11 e11 shown in Table 10). Whilst the method is now linear, it is 
tackling the problem of zero heat flow (at x = 0) with excellent results. 
The temperatures U, and U-, are both well described by the numerical process, as shown in 
Table 11, and are converging to their exact values at rates of the order of 1.456 and 1.516, 
respectively. 
Finally on a log-log graph, Fig. 3 shows the effect that h and W have on the accuracy of the 
numerical process. Twenty temperature grid cells are used with a value V= 1. 
The dependence of 11 e II r on H, seen in Fig. 2, virtually disappears with a zero-flux condition 
at x = 0. However, we can observe that increasing 0 reduces the error. The graph would indicate 
an inverse relation of the form II e II l a l/W and so confirm the validity of the transformation 
(15). 
Table 10 
Values of 11 e )I 1 for the numerical predictions shown in 
Table 9 
Table 11 
Values of U, and Vi for the numerical predictions 
shown in Table 9 
h u, UI 
h II II I e 0.1 0.22643 0.49521 
0.1 0.000350 0.05 0.22712 0.49539 
0.05 0.000159 0.025 0.22737 0.49545 
0.025 0.000056 Exact 0.22747 0.49548 
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Fig. 3. Accuracy 11 e (1  as a function of flux CL 
4. Discussion 
At this point it seems appropriate to say something about the reasons for transforming the 
orginal problem (6) to the nonlinear IMM form (12). For moving boundary problems there is 
little doubt that this is a quite natural way of dealing with the phase-change interface. 
For pure conduction problems there are other difficulties which can be overcome with the 
IMM. One example is the situation in which the temperature distribution has regions of rapid 
change. In this case, to accurately describe the distribution, a standard finite-difference method 
(FDM) would require some local refinement of the spatial mesh size. In the IMM approach 
isotherms are automatically concentrated in regions of high temperature gradient and, in a 
similar manner, will be spread out in regions of small gradient. Such problems include point 
source solutions and situations in which there is highly nonlinear internal heating, of which the 
thermistor (see [13] for a steady-state problem) is a good illustration. The electrical conductivity 
of this device is, to a first approximation, a step function of temperature. In certain cir- 
cumstances this leads to two adjacent regions, one hot and one cold, in which the temperature 
characteristics are quite different and whose common boundary is an isotherm (cf. moving 
boundary problems). Typically the hot region is several orders of magnitude thinner (say, 10m5) 
than the cold region and yet an accurate description of the evolving processes in this region is 
essential within the global hot/cold solution. Indeed, the size and properties of the hot region 
may have a crucial bearing on the working life of the device. A standard finite-difference 
application over the whole region is likely to “miss” the hot region. The IMM, on the other 
hand, will adjust its grid spacing appropriately to accommodate this region in the overall 
solution process. The time-dependent form of this problem is currently being investigated, using 
IMM, and it involves precisely the types of boundary conditions being treated in this paper. 
5. Conclusions 
In this note we have shown how a heat flow problem with general boundary conditions can be 
accurately solved using a finite-difference process based on a modified isotherm migration 
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Table 12 
Values of 1) e 11, for the Neumann case study when 
using (18) to govern U, 
h II e II I 
0.1 0.004107 
0.05 0.000838 
0.025 0.000192 
Table 13 
Summary of results of the FDM and IMM solutions of 
the three case studies presented in Section 3 
Case FDM IMM 
II e II I Neumann 0.001951 0.000364 
Robin 0.001544 0.000195 
Mixed 0.002539 0.000159 
Au, Mixed 0.00081 0.00035 
AU, Neumann 0.00097 0.00046 
Robin 0.00039 0.00005 
Mixed 0.00062 0.00009 
method. However, for accurate solutions, it is essential that the values of U, and U, (and their 
time derivatives) are accurately described. To illustrate this point consider condition (ll), 
governing the value U, for the Neumann case, couched in IMM terms with appropriate 
differencing for unknown derivatives. We obtain 
2-5X,_,+dX,_,-X,_, 
-_- 
h2 
Solving the same problem as that whose results are shown in Table 3, but now using (18) to 
compute Uim at each time step, we obtain the error measures shown in Table 12. 
These values are of the order of 2 to 3 times greater than those shown in Table 4 indicating 
that the difference replacement to C12x/aW2, at IV= 1, is not as accurate as it might be. 
It is natural to ask what advantages have been gained over a standard difference solution 
method. The three cases presented in Section 3 were also solved using an explicit difference 
replacement of the model (6), namely 
um+i = UT + r( ui”+i - 2u; + .im_i), q<i<n, m20, 
in which urn - U(x;, t,) and G+i is estimated from the appropriate boundary conditions at 
x = 1. Table 13 gives a summary of the results, using 20 spatial (FDM) or temperature (IMM) 
cells. 
The results certainly show that the IMM generates a more accurate solution with the same 
order of discretisation. Although we are comparing temperature predictions with isotherm 
location predictions, there is still an order of magnitude improvement using the IMM. A direct 
comparison can be made regarding the predicted values of the boundary temperatures U, and U,. 
IMM is consistently more accurate, particularly when a radiation condition is present. Further, 
we have already observed that more precision can be squeezed from IMM by simply altering the 
flux w. 
Summarising, the IMM can be used to generate solutions of comparable, if not better, 
accuracy than standard finite-difference methods. In particular, scaling difficulties associated 
384 A.S. Wood / Using the isotherm migration method 
with nonlinear problems can be catered for. The results presented in this paper should give 
researchers confidence in their results when solving such problems that do not admit exact 
solutions. 
Finally, it should be noted that finite-difference methods based on pseudo-implicit schemes, 
such as hopscotch, have already been shown to yield more computationally efficient solution 
processes [14]. 
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