In this article, we give an unconditional definition of the motivic analogue of the intersection complex, establish its basic properties, and prove its existence in certain cases.
Introduction
This paper contains largely extended notes of the talk the author gave during the conference Regulators III, which took place at the University of Barcelona in July 2010. Its main purpose is to propose an unconditional definition of the motivic intersection complex.
The use of the intersection complex, say in the context of (topological) sheaves on schemes over the complex numbers, or of (ℓ-adic) sheaves on schemes over a field, can be motivated by purity. Let X be proper over k. Its singular cohomology (if k = C) carries a pure Hodge structure, and its ℓ-adic cohomology (if k is finite or a number field) a pure Galois action, provided that X is smooth. If this latter hypothesis is not met, then in order to get analogous purity statements, the constant sheaf on X has to be replaced by the intersection complex [BBD] (with respect to the inclusion of the regular locus of X). Its (hyper)cohomology is known as intersection cohomology of X.
One of the main arithmetic applications to keep in mind concerns the Baily-Borel compactification of a smooth Shimura variety: it is canonical, and even minimal in a precise sense, but rarely smooth. Its intersection cohomology contains valuable arithmetic information, e.g., certain of its direct factors allow to realize Hodge structures and Galois representations associated to automorphic forms.
In order to construct motives inducing these Hodge structures and Galois representations via the respective realizations, one is thus led to try first to construct the intersection motive. One minimal requirement on this object would be that its realizations equal intersection cohomology.
This construction succeeded in a small number of cases. Let us cite varieties (over C) admitting semismall resolutions [CaMi] , which includes the case of surfaces, and Baily-Borel compactifications of Hilbert-Blumenthal varieties [GHM] (over C, and with more general than just constant coefficients). A general program for the construction of the intersection motive, assuming Grothendieck's standard conjectures, was developed (still over C) in [CoHa] .
When the construction works unconditionally, then it does so for specific geometric reasons. For example, such a reason would be that the relevant cycle classes are isomorphisms. The idea is basically to obtain an explicit formula for intersection cohomology sitting in the cohomology of a desingularization of X; the specific geometric reasons in question then allow to give a motivic sense to the explicit formula. Unfortunately, some functoriality properties valid for intersection cohomology are not a consequence of the explicit formula, and hence do not obviously hold for the intersection motive. This concerns for example the action of the Hecke algebra (which is needed in order to cut out the motive of an individual automorphic form from the intersection motive).
In [W1] , we gave an unconditional construction of the intersection motive of Baily-Borel compactifications of smooth Hilbert-Blumenthal varieties with non-constant coefficients. It is a Chow motive over Q, and behaves well under Hecke correspondences. Again, the construction works for specific geometric reasons, which translate into saying that "the boundary avoids weights −1 and 0". Let us not worry about the precise meaning of the "boundary" here. Rather, let us concentrate on the central notion of weight.
Assume first that our base scheme X equals the spectrum of a perfect field k. According to Bondarko [Bo1] , the category of geometrical motives [VSF] carries a weight structure, whose heart equals the category CHM(k) of Chow motives over k. The precise definitions of weight structures and hearts will be recalled in the present Section 1; for the moment, let us keep in mind that the motivic weight structure allows for an intrinsic characterization of the full sub-category CHM(k) of the category of geometrical motives. This is the key for everything to follow. Roughly speaking, the construction from [W1] works since geometrical motives are flexible enough to preserve functoriality; the problem of knowing whether the result is a Chow motive is then reduced to a computation of weights.
In general, the properties of intersection cohomology (functoriality, purity,...) are consequences of properties of the intersection complex. A general solution to the problem of constructing the intersection motive therefore requires the construction of the motivic intersection complex. Here, one is confronted with a foundational problem: the naïve generalization of the de-finition via truncations [BBD] cannot work since it requires the existence of a (perverse) t-structure. But even when the base is of the form Spec k, then except for certain fields k, such a t-structure is not known to exist on the category of geometrical motives. Thus, the mere problem of giving an unconditional definition of the motivic intersection complex is a priori non-trivial.
The solution to this problem that we shall propose, is again based on the notion of weight structure. In a way, our approach can be seen as "reading [BBD] backwards", i.e., starting from [BBD, Chap. 5] on weights. This concerns in particular the Decomposition Theorem [BBD, Thm. 5.4.5] , which implies that every pure complex on X restricting to the structure sheaf on an open smooth sub-variety, contains the intersection complex as a direct factor. Let us indicate already here that the motivic analogue of this result (Theorem 3.1 (b)) is a rather elementary exercice in weight structures...
Let us now give a detailed overview of the individual sections of this paper. Section 1 starts with a review of Beilinson motives [CD] , which conveniently generalize geometrical motives from Spec k to arbitrary bases X. We then recall the basic notions related to weight structures. We review the main results from [H1] on the existence of the motivic weight structure on Beilinson motives (generalizing [Bo1] from Spec k to X), and on the behaviour of weights under the six operations from [CD] . We then define the category CHM(X) Q of Chow motives over X as the heart of the motivic weight structure, and establish two complements of the theory. First (Theorem 1.7), we show that for an open sub-scheme U of X, the inverse image from CHM(X) Q to CHM(U) Q is both essentially surjective and full. Following the terminology introduced in [Bo2] , this can be seen as a motivic version of resolution of singularities. Theorem 1.7 strenghens [Bo2, Thm. 2.2.1 III 1] , where essential surjectivity is proved up to pseudo-Abelian completion. Second (Theorem 1.12), we show that local duality respects the weights in a strict sense; in particular, the dual of a Chow motive is again a Chow motive. This complements [H2, Cor. 2.2.5] , where the same result is proved provided X is regular, and also [H1, Cor. 3.9] , where left exactness (with respect to the weights) is established unconditionally.
Having in mind the Decomposition Theorem [BBD, Thm. 5.4.5] , an intermediate extension of a Chow motive M U over a dense U should satisfy a certain minimality condition among all possible extensions of M U to a Chow motive over X. In Section 2, we make this precise for regular U, and M U = 1 U , the structure motive on U. More precisely (Definition 2.1), the motivic intersection complex j ! * 1 U is a Chow motive on X restricting to give 1 U , and admitting no non-trivial endomorphisms restricting trivially to U. We then establish independence of j ! * 1 U of U (Proposition 2.4). In its essence, it results from the study of a basic, but important example: when X is regular, then j ! * 1 U = 1 X (Example 2.3).
Section 3 contains our main results. According to Theorem 3.1 (a), the motivic intersection complex is unique up to unique isomorphism. As already indicated, Theorem 3.1 (b) states that any extension of 1 U to a Chow motive over X contains j ! * 1 U as a direct factor -provided the latter exists. Under the same hypothesis, j ! * 1 U is auto-dual (Corollary 3.8), meaning that the motivic intersection pairing can be defined. Theorem 3.11 identifies the few cases where we actually know the motivic intersection complex to exist. Section 4 contains the proof of Theorem 3.11.
We choose to add a number of "Problems" in the text. While they concern properties that one might reasonably expect j ! * 1 U to satisfy, they do not seem to be easy at all -at least, the author does not know to solve any of them... The paper also contains a number of miscellaneous results, which are not needed elsewhere in the text, but seem worth to be mentioned nonetheless. In particular, this concerns Corollaries 1.10 and 3.5. The first (Corollary 1.10) states that for an open immersion j : U ֒→ X and any Chow motive N U over U, the image under the inverse image j * of motivic cohomology of N in motivic cohomology of N U is independent of the extension of N U to a Chow motive N over X. We relate this to Scholl's construction of "integral" sub-spaces of motivic cohomology of Chow motives over number fields (Remark 1.11). According to the second (Corollary 3.5), a Beilinson motive which is Nisnevich-locally isomorphic to 1 X , for a regular base X, is (globally) isomorphic to 1 X . This allows to generalize absolute purity [CD, Thm. 13.4 .1] to arbitrary morphisms a : X → S ′ between regular schemes: as soon as a is of pure relative dimension d, there is an isomorphism
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Conventions: Throughout the article, S denotes a fixed base scheme, which we assume to be of finite type over an excellent scheme of dimension at most two. By definition, schemes are S-schemes which are separated and of finite type (in particular, they are excellent, and Noetherian of finite dimension), and morphisms between schemes are separated morphisms of S-schemes. By abuse of language, a scheme will be said to be regular if the underlying reduced scheme is regular in the usual sense. Purists will criticize the absence of the shift by the dimension in our definition of the motivic intersection complex. They are of course perfectly right!
Review of weights on Beilinson motives
We fix our base S, and work in the triangulated, Q-linear categories DM B (X) of Beilinson motives over X [CD, Def. 13.2 .1], indexed by schemes X (always in the sense of the conventions fixed at the end of our Introduction). As in [CD] , the symbol 1 X is used to denote the unit for the tensor product in DM B (X). We shall employ the full formalism of six operations developed in [loc. cit.] . Below, we shall list the principles (A)-(E) which will be particularly important to us. The global assumptions made in [loc. cit.] to establish these principles are met since DM B ( • ) is a motivic category [CD, Cor. 13 [CD, Ex. 14.3.20] , it is pure in the sense of [CD, Def. 14.3.19] . (A) Absolute purity. Relation to K-theory: if i : Z ֒→ X is a closed immersion of pure codimension c between regular schemes, then there is a canonical isomorphism [CD, Thm. 13.4 .1]. For any regular scheme X, and any pair of integers (p, q), there is a canonical isomorphism
Q denotes the tensor product of K-theory of X with the rationals, and Gr γ the graded object with respect to the (Adams) gamma filtration [CD, Cor. 13.2.14] . Furthermore, this isomorphism is contravariantly functorial with respect to morphisms of regular schemes [CD, Cor. 13.2.11] . (B) Base change: for any morphism f , there is a natural transformation
of schemes, then the exchange transformation
is an isomorphism [CD, Prop. 2.2.13 (b) ]. Hence so is the adjoint exchange transformation
(C) Constructibility: by definition [CD, Def. 1.4.7] , the full thick triangulated sub-category DM B,c (X) of DM B (X) of constructible objects is generated by the Tate twists M X (T )(p) of the motives M X (T ) [CD, Sect. 1.1 .33] of smooth X-schemes T . In particular, all twists 1 X (p) belong to DM B,c (X). By [CD, Ex. 14.1.3] , an object of DM B (X) is constructible if and only if it is compact. According to [CD, Thm. 14.1.31] , the sub-categories DM B,c ( • ) ⊂ DM B ( • ) are respected by the six functors. (D) Duality: fix a scheme X whose structure morphism to S factors over a regular scheme; this is of course the case if S is itself regular. According to [CD, Thm. 14.3.28] , the category DM B,c (X) then contains dualizing objects in the sense of [CD, Def. 14.3.10 ]. Fix such a dualizing object R. Define the local duality functor (with respect to R) as
It is right adjoint to itself [CD, Sect. 14.3.30] . It preserves constructible objects, and the adjunction id X → D
2
X is an isomorphism on DM B,c (X) [CD, Cor. 14.3.31 (a) , (b)]. Furthermore, it exchanges f * and f ! , as well as f ! and f * in the following sense: for a morphism f : Y → X, put
note that according to [CD, Prop. 14.3.29 (ii) ], the motive f ! R is dualizing on Y . Then there are natural isomorpisms of functors [CD, Cor. 14.3.31 (d) and its proof]. Therefore,
For the applications of duality that we have in mind, we need to make explicit choices of dualizing object R. Fix a pair of integers (p, q), and a morphism a : X → S ′ with regular target. Then
is a dualizing object [CD, Prop. 14.3.29] . It will be necessary to identify R under the following additional hypotheses on X: the morphism a : X → S ′ is quasi-projective, and X is regular and connected of relative dimension e over S ′ . We claim that in this case, there is an isomorphism
Indeed, absolute purity (see point (A) ) and the formula j ! = j * for an open immersion j [CD, Thm. 2.2.14 (2)] reduces us to the case when X is a projective space over S ′ . Our claim then follows from [A, Scholie 1.4.2 3] (via [CD, Cor. 2.4.9] ). (E) Localization: if i : Z ֒→ X and j : U ֒→ X are complementary closed, resp. open immersions of schemes, then there are canonical exact triangles
of exact endo-functors of DM B (X) [CD, Prop. 2.3.3 (2) , (3), Thm. 2.2.14 (2)]. The adjunctions id U → j * j ! , j * j * → id U and i * i * → id Z are isomorphisms, and the compositions i * j ! and j * i * are trivial [CD, Sect. 2.3.1] . From what precedes, it follows formally that the adjunction id Z → i ! i * is an isomorphism, and that the composition i ! j * is trivial. We also see, putting i equal to the immersion of the reduced scheme structure X red on X, that
is an equivalence of categories, with canonical quasi-inverse i ! = i * . This jusitifies a posteriori the abuse of language fixed in the conventions at the end of our Introduction. Now recall the following notions, due to Bondarko.
. Let C be a triangulated category. A weight structure on C is a pair w = (C w≤0 , C w≥0 ) of full sub-categories of C, such that, putting
the following conditions are satisfied.
(1) The categories C w≤0 and C w≥0 are Karoubi-closed: for any object M of C w≤0 or C w≥0 , any direct summand of M formed in C is an object of C w≤0 or C w≥0 , respectively.
(2) (Semi-invariance with respect to shifts.) We have the inclusions
of full sub-categories of C.
(3) (Orthogonality.) For any pair of objects A ∈ C w≤0 and B ∈ C w≥1 , we have
(4) (Weight filtration.) For any object M ∈ C, there exists an exact triangle
in C, such that A ∈ C w≤0 and B ∈ C w≥1 .
Slightly generalizing the above terminology, for n ∈ Z, we shall refer to any exact triangle
in C, with A ∈ C w≤n and B ∈ C w≥n+1 , as a weight filtration of M. The heart of w is the full additive sub-category C w=0 of C whose objects lie both in C w≤0 and in C w≥0 .
Beilinson motives can be endowed with weight structures, thanks to the main results from [H1] . More precisely, the following holds. Note that for perfect fields k, [Bo1, Sect. 6 .6] allows to identify the heart of the motivic weight structure on DM B,c (Spec k) with the category (opposite to the category) of Chow motives over k. This motivates the following. Definition 1.5. The Q-linear category CHM(X) Q of Chow motives over X is defined as the heart DM B,c (X) w=0 of the motivic weight structure. Remark 1.6. The categories DM B,c ( • ) are pseudo-Abelian (see [H1, Sect. 2.10] ). Hence so are their hearts CHM( • ) Q . For a fixed scheme X, the category CHM(X) Q can be constructed as the pseudo-Abelian completion of the category of motives over X of the form
for proper morphisms f : Y → X with regular source Y , and integers p [H1, Thm. 3.3 (ii) ]. Since by [CD, Cor. 14.3 .9] these motives generate DM B,c (X) as a thick triangulated category, we see in particular that the latter is generated by the heart of its weight structure.
Here is our first application of the formalism of motivic weight structures. 
Note that by Theorem 1.3 (a2), the functor j * is w-exact, meaning that it is both w-left and w-right exact (j is smooth). In particular, it preserves the hearts of the weight structures on DM B,c (X) and on DM B,c (U). Note also that essential surjectivity of j * on both DM B,c ( • ) w≤0 and DM B,c ( • ) w≥0 is a formal consequence of the existence of j ! and j * , and the formulae id U ∼ = j * j ! and j * j * ∼ = id U . (By contrast, j * should not in general be expected to be full on DM B,c ( • ) w≤0 or on DM B,c ( • ) w≥0 !) Theorem 1.7 (a) strenghens [Bo2, Thm. 2.2.1 III 1], where it is proved that j * is essentially surjective up to pseudo-Abelian completion.
Proof of Theorem 1.7.
(a) Let M U be an object of CHM(U) Q , and consider the morphism
of motives over X (see point (B) above). Applying j * to m yields an isomorphism. Therefore, by localization, any cone of m is of the form i * C, for a motive C over the complement i : Z ֒→ X of U in X (with the reduced scheme structure, say). Choose and fix such a cone i * C, as well as a weight filtration Theorem 1.3 (a) ). Thus,
According to axiom TR4' of triangulated categories (see [BBD, Sect. 1.1.6] for an equivalent formulation), the diagram of exact triangles
with M ∈ DM B,c (X). Since the composition of functors j * i * is trivial, the inverse image j * M is isomorphic to M U . Now observe that by Theorem 1.3 (a2), the functors i ! = i * and j ! are w-left exact, and i * and j * are w-right exact. Thus, by the above diagram, the motive M is simultaneously an extension of motives of weights ≤ 0, and an extension of motives of weights ≥ 0. It follows easily (see [Bo1, Prop. 1.3.3 3] ) that M is pure of weight zero.
(b) Now let M and N be Chow motives over X, and assume that a morphism
between their restrictions to U is given. Consider the localization triangles for M and for N.
According to Theorem 1.3 (a2), they provide weight filtrations of j ! j * M and of j ! j * N, respectively. By orthogonality (condition (3) in Definition 1.1), any morphism from i * i * M[−1] to N is zero. Therefore, the above diagram can be completed to give a morphism of exact triangles.
q.e.d.
Remark 1.8. Following the lines of part (a) of the above proof, one can show that there is in fact a canonical bijection between the isomorphism classes of extensions of M U to X as Chow motives on the one hand, and isomorphism classes of weight filtrations of the restriction of a cone of j ! M U → j * M U to the complement X − U on the other hand.
Let us note a consequence of Theorem 1.7, which we think of as useful even though it will not be used in the rest of this paper.
X). Then the image of the inverse image
is independent of the extensions of N n U to Chow motives N n over X, n = 1, 2.
Proof.
Let N n r ∈ CHM(X) Q , r = 1, 2 be two extensions of N n U , n = 1, 2. By Theorem 1.7 (b), there are morphisms β 
2 ), and 
is independent of the extension of N U to a Chow motive N over X.
Remark 1.11. Corollary 1.10 should be compared to Scholl's construction of "integral" sub-spaces of motivic cohomology for Chow motives over local and global fields [S, Sect. 1] . In fact, continuity [CD, Thm. 14.2.5] implies that both statements of Theorem 1.7 continue to hold when passing to the limit over all open sub-schemes of a given scheme X. In particular, for any Dedekind domain A with fraction field K, the restriction from CHM(Spec A) Q to CHM(Spec K) Q is essentially surjective and full. This yields the categorial interpretation of [S, Sect. 1] . It also shows that Scholl's construction generalizes to the inclusion of a generic point of any scheme X (always in the sense of our conventions), which may thus be chosen differently from the spectrum of a Dedekind domain.
We finish this section with a discussion of the behaviour of weights under duality. Fix X, and suppose that the structure morphism of X factors over a morphism a : X → S ′ with regular target. Fix an integer d, put Theorem 1.12. Let n be an integer, and consider the functor
Given that id X = D Proof of Theorem 1.12. The thick triangulated category DM B,c (X) is generated by its heart CHM(X) Q , and D X inverts the sign of the shifts. Therefore, it suffices to prove part (c). By [H1, Thm. 3.3 (ii) ] (see Remark 1.6), it is enough to prove that for any proper morphism f : Y → X with regular source Y , and any integer p, the constructible Beilinson motive
is actually a Chow motive. From the formulae recalled in point (D) above,
Y has a finite Zariski covering by connected quasi-projective schemes Y i over S ′ . Therefore (still thanks to point (D) above), the restriction to any q.e.d.
Definition of the motivic intersection complex
Fix a scheme X. Since (by the conventions fixed in the beginning) X is excellent, there is an open immersion j : U ֒→ X whose image U is dense in X, and regular. Recall that by Theorem 1.3 (a1), the Beilinson motive 1 U belongs to CHM(U) Q , and that by Theorem 1.7 (a), it can be extended to CHM(X) Q .
Definition 2.1. A pair (j ! * 1 U , α) is called motivic intersection complex on X if the following conditions are satisfied.
(1) The object j ! * 1 U belongs to CHM(X) Q , and
(2) The morphism induced by α,
Given that j * is full (Theorem 1.7), axiom (2) is equivalent to requiring the restriction from End CHM (X) Q (j ! * 1 U ) to End CHM (U ) Q (1 U ) to be bijective.
Denote by i the closed immersion of the complement Z (with the reduced structure, say) into X. cit.] states that j ! * is a functor which transforms perverse sheaves which are pure of a given weight into perverse sheaves which are pure of the same weight [BBD, Cor. 5.4.3] . In particular, the intersection complex j ! * Q ℓ is indeed pure of weight 0. (b) Localization implies that the kernel of
is a quotient of the group
But this group is zero since with respect to the perverse t-structure, the object i
Since the (perverse) t-structure for Beilinson motives is not known to exist in general, the naïve generalization of the definition of the intersection complex is not possible (but see [Sb, Sect. 3] for the case of Artin-Tate motives over a number ring). Definition 2.1 circumvents this problem by replacing the use of a t-structure by the use of the motivic weight structure! Example 2.3. If X is regular, then (1 X , id) is a motivic intersection complex, as follows from the relation to K-theory (see Section 1, point (A)), and from the invariance under passage from X to its reduced structure X red (see Section 1, point (E)). Indeed, the restriction
The latter is an isomorphism since both sides are canonically isomorphic (via the rank) to r copies of Q, where r is the number of connected components of X, which coincides with the number of connected components of U (recall that U is dense in X).
The same argument shows the following. 
is a motivic intersection complex on W .
Proof.
By Proposition 2.4, we may assume U to be contained in W . Let
be an endomorphism restricting trivially to U. The inverse image from X to W is full (Theorem 1.7 (b)), therefore β W is the restriction to W of an endomorphism β of j ! * 1 U . By assumption, we have j * β = 0. Condition (2) of Definition 2.1 implies that β = 0. Hence β W = 0.
Problem 2.6. Generalize Proposition 2.5 by removing the density hypothesis on the open sub-scheme W .
Basic properties
We keep the previous setting. Thus, X is fixed scheme, and j : U ֒→ X the immersion of a dense open regular sub-scheme. The complementary immersion is denoted by i : Z ֒→ X. 
More precisely, there is an isomorphism
Proof.
Recall that the inverse image j * is full on CHM( • ) (Theorem 1.7 (b)). Therefore, there exist morphisms of Chow motives
Observe that the composition ψ • ϕ restricts to the identity on 1 U . Injectivity of
is another choice of motivic intersection complex; note that in this case, the relations ψ • ϕ = id j ! * 1 U and ϕ • ψ = id M hold for any choices of ϕ, ψ, meaning that they are actually unique.
In the general case, ϕ • ψ is an idempotent endomorphism of M. Since its restriction to U is the identity, localization (see Section 1, point (E)) shows that its kernel is necessarily a Chow motive of the form i * L Z . The Beilinson motive L Z ∈ DM B,c (Z) equals both i * i * L Z and i ! i * L Z . By Theorem 1.3 (a2), it is of weight zero, hence a Chow motive over Z.
Remark 3.2. In the context of perverse ℓ-adic sheaves over schemes of finite type over a finite field, the analogue of Theorem 3.1 (b) (concerning pure complexes M of ℓ-adic sheaves on X) is a consequence of the Decomposition Theorem [BBD, Thm. 5.4.5] . As illustrated by our proof, the formalism of weight structures yields a structural reason for the non-canonicity of the isomorphism of [loc. cit.].
According to Theorem 3.1 (b), the motivic intersection complex (provided it exists) is indeed minimal among all possible extensions of 1 U to a Chow motive over X. Furthermore, our result suggests a possible strategy for its construction: first, use Theorem 1.7 (a) to choose any extension M ∈ CHM(X) Q of 1 U ; then, choose idempotent endomorphisms of M to split off direct factors of the shape i * L Z , until no such factor is left. Note that it is not clear that the result is independent of the choices (of M and of the splittings) made in this process. Nor is it clear that the result actually satisfies axiom (2) of Definition 2.1. We plan to elaborate on this elsewhere.
Remark 3.3. Let X = X 1 ∪ X 2 be a covering by two dense open subschemes, and assume that the motivic intersection complexes on X 1 and on X 2 exist. Using Proposition 2.5, Theorem 3.1 and Theorem 1.7, one can show that they can be glued along X 1 ∩ X 2 to give (M, α) , with M ∈ CHM(X) Q , and
Problem 3.4. In the situation of Remark 3.3, show that (M, α) satisfies axiom (2) of Definition 2.1.
There is one specific case where we know the solution to Problem 3.4. It is worthwhile to spell it out.
Corollary 3.5. Assume that X is regular, and that M ∈ DM B (X) is Nisnevich-locally isomorphic to 1 X , i.e., there is a finite Nisnevich covering of X by schemes U n such that
Proof. The separation property of DM B ( • ) [CD, Def. 2.1.11] and the w-exactness properties from Theorem 1.3 (a2) allow to control the weights of M locally for the smooth topology; in particular, our assumptions imply that M ∈ CHM(X) Q . The given covering of X can be refined to construct a dense open sub-scheme j : U ֒→ X and an isomorphism
By Example 2.3 and Theorem 3.1 (b),
has the same endomorphisms as
Note that if M is Zariski-locally isomorphic to 1 X , then separation can be replaced by an application of the two localization triangles.
Remark 3.6. Corollary 3.5 and [CD, Prop. 14.3.29 (i) ] can be employed to show that on a regular scheme X, two ⊗-invertible objects of DM B,c (X) are isomorphic as soon as they are Nisnevich-locally isomorphic. 
Proof. Cover X by open sub-schemes which are quasi-projective over S ′ . The discussion from point (D) of Section 1 then shows that the assumption of Corollary 3.5 is satisfied (even Zariski-locally) for
Let us come back to the general situaton, i.e., drop the regularity assumption on X. We aim at a motivic analogue of [BBD, Prop. 2.1.17] which states that j ! * F is auto-dual on X provided that F is auto-dual on U. In order to have the motivic analogue of that assumption satisfied for 1 U , we suppose that the structure morphism of X factors over a morphism a : X → S ′ with regular target. We also suppose that a is of pure relative dimension d. Put
and form the local duality functor D X with respect to this choice of R. By absolute purity (Corollary 3.7), there is an isomorphism
We thus have
and composition with γ is an isomorphism of functors
When evaluated on 1 U , this gives
it is in this precise sense that 1 U is auto-dual. Theorem 3.1 has the following formal consequence.
With this choice, axiom (2) of Definition 2.1 is satisfied; indeed, by adjunction,
, and id X = D 2 X on CHM(X) Q . Our claim follows from Theorem 3.1 (a).
Definition 3.9. Assume that the motivic intersection complex (j ! * 1 U , α) exists. The pairing
obtained by adjunction from the auto-duality isomorphism is called the motivic intersection pairing.
By definition, the motivic intersection pairing is non-degenerate in the sense that its adjoint is an isomorphism. Applying a ! to the first component of its source, and a * to the second, we get
which maps (isomorphically, by the projection formula [CD, Thm. 2.4.21 (v) 
and finally, via the adjunction (a * , a * ), to
Composition with a ! of the intersection pairing, and application of the adjunction (a ! , a ! ) yields the pairing
It is non-degenerate since by construction, its adjoint is the isomorphism
obtained from a ! of auto-duality and the formula D S ′ a * = a ! D X (see Section 1, point (D)). In particular, we get the motivic analogue of Poincaré duality for intersection cohomology.
Corollary 3.10. Assume that the motivic intersection complex (j ! * 1 U , α) exists, and that the morphism a :
Note that under the assumptions of Corollary 3.10, the object a ! j ! * 1 U is a Chow motive over S ′ (Theorem 1.3 (a2)).
Here are the few cases where we actually know the hypotheses of Theorem 3.1 (b) and Corollaries 3.8 and 3.10 to be satisfied. The proof of Theorem 3.11 will be given in the next section.
On the problem of existence
We keep the situation considered before: X is a scheme, and j : U ֒→ X is the immersion of a dense open regular sub-scheme. The complementary immersion is denoted by i : Z ֒→ X. Replacing axiom (2) of Definition 2.1 by the vanishing of Hom Z i * j ! * 1 U , i ! j ! * 1 U might possibly provide a "better" definition of the motivic intersection complex. At least, the proof of Theorem 3.11 will consist in showing this vanishing. In order to do so, the following principle will be frequently used.
The relation to K-theory shows that
Hom T 1 T , 1 T (e)[2e] = 0.
Indeed, the graded object Gr e γ K 0 (T ) is zero since the gamma filtration is concentrated in non-negative degrees. Now apply Corollaries 4.3 and 4.2.
Problem 4.6. Without the regularity assumption on X norm , show that
whenever the motivic intersection complex j norm ! * 1 U on X norm exists.
In order to prove part (b) of Theorem 3.11, note first that for reduced schemes X of dimension at most one, the normalization X norm is regular. For the rest of this section, let us therefore assume that X is a reduced surface (i.e., all irreductible components of X are integral and of dimension two), and that the residue fields of the singular points of X norm are perfect.
Let us start by the construction of j norm ! * 1 U on X norm . It is a variant of the construction from [CaMi] for surfaces defined over a field. By Proposition 2.4, we may perform the computation after replacing U by the regular locus V of X norm . Since X norm is regular in codimension one, the complement Z ′ of V (with the reduced structure) is finite; in fact, by our assumption, Z ′ is the spectrum of a finite product of perfect fields. By Abhyankar's result on resolution of singularities in dimension two [L2, Theorem] , X can be desingularized. In addition (see the discussion in [L1, pp. 191-194] ), by further blowing up possible singularities of (the components of) the preimage D of Z ′ , it can be assumed to be a divisor with normal crossings, whose irreducible components are regular. Fix such a resolution, that is, fix the following diagram, assumed to be cartesian:
where π is proper (and birational), X is regular, and D is a divisor with normal crossings, whose irreducible components D m are regular. negative. Since p 1 (T ) and p 2 (T ) are contained in V , and im(id π ! 1 e where D p 2 (T ) × T D p 1 (T ) is the (singular) surface obtained by base change over
