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a b s t r a c t
We perceive identity, expression and speech from faces. While perception of identity and expression
depends crucially on the conﬁguration of facial features it is less clear whether this holds for visual
speech perception.
Facial conﬁguration is poorly perceived for upside-down faces as demonstrated by the Thatcher illusion
in which the orientation of the eyes and mouth with respect to the face is inverted (Thatcherization). This
gives the face a grotesque appearance but this is only seen when the face is upright.
Thatcherization can likewise disrupt visual speech perception but only when the face is upright
indicating that facial conﬁguration can be important for visual speech perception. This effect can propagate
to auditory speech perception through audiovisual integration so that Thatcherization disrupts the McGurk
illusion in which visual speech perception alters perception of an incongruent acoustic phoneme. This is
known as the McThatcher effect.
Here we show that the McThatcher effect is reﬂected in the McGurk mismatch negativity (MMN). The
MMN is an event-related potential elicited by a change in auditory perception. The McGurk-MMN can be
elicited by a change in auditory perception due to the McGurk illusion without any change in the acoustic
stimulus.
We found that Thatcherization disrupted a strong McGurk illusion and a correspondingly strong McGurk-
MMN only for upright faces. This conﬁrms that facial conﬁguration can be important for audiovisual speech
perception. For inverted faces we found a weaker McGurk illusion but, surprisingly, no MMN. We also found
no correlation between the strength of the McGurk illusion and the amplitude of the McGurk-MMN. We
suggest that this may be due to a threshold effect so that a strong McGurk illusion is required to elicit the
McGurk-MMN.
& 2014 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/3.0/).
1. Introduction
Face perception has three important functions: face recognition,
perception of facial expression and visual speech perception (cf.
Bruce and Young, 2012). Face perception is special, differing from
perception of other objects in a number of ways. Perhaps the most
notable of these is the strong dependence of face recognition and
perception of facial expression not only on features such as the
mouth, eyes and nose but also, to a larger degree, on their conﬁg-
uration (Farah et al., 1998; Valentine, 1988).
Whether visual speech perception, as the third major function of
face perception, is also dependent on conﬁguration information is less
clear. Understanding visual speech perception is particularly
interesting because of the effect that automatic, subconscious speech
reading has on auditory speech perception in face-to-face conversa-
tion. Evidence for this effect comes from studies showing that seeing
the interlocutor's face facilitates speech perception (Sumby and
Pollack, 1954) and from studies of the McGurk illusion. In the McGurk
illusion (McGurk and MacDonald, 1976), an auditory phonetic percept
is altered by seeing an incongruent visual phoneme. The resulting,
illusory auditory percept may represent a combination of the incon-
gruent acoustic and visual stimuli (e.g. acoustic /ga/þvisual /ba/
producing an illusory percept /bga/). Or, it may produce a fusion
percept, a third phoneme absent in either stimulus (e.g. acoustic /ba/
þvisual /ga/ producing an illusory percept /da/). Finally, the visual
phoneme may dominate the auditory percept (e.g. acoustic /ba/
þvisual /ga/ producing an illusory percept /ga/). The automaticity
and robustness of the McGurk effect is in stark contrast to the
difﬁculty with which untrained observers speech read (Walden
et al., 1977). This indicates that audiovisual speech perception can
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be based on visual cues that are not directly accessible to most
observers. Therefore the strength of the McGurk illusion is a good
measure for the accuracy of perception of visual speech—perhaps
even better than direct measures of speech reading ability. This has
been the reason for several studies of conﬁguration information in
speech reading to study audiovisual, in addition to, visual speech
perception (e.g. Rosenblum et al., 2000).
It is clear that visual and audiovisual speech perception rely
heavily on feature information mainly from the lips, tongue and
teeth as seeing only the mouth area is sufﬁcient for speech reading
and for eliciting the McGurk illusion (Hietanen et al., 2001; Jordan
and Thomas, 2011; Rosenblum et al., 2000). Nevertheless, some-
what surprisingly, speech can also be read from faces even when
the mouth area is entirely occluded and this can inﬂuence
audiovisual speech perception (Jordan and Thomas, 2011). This
effect is due to the fact that movements of extraoral face areas are
correlated with movements of the mouth and articulators (Jordan
and Thomas, 2011). Thus, the spatial relationship of these oral and
extraoral features is a candidate for conﬁguration information that
may carry visual speech information.
Hietanen et al. (2001) examined the effect of conﬁgurational
information in a very direct manner. They created visual stimuli
consisting only of the eyes, nose and mouth by masking the rest of
the face. The location of these facial features was either in their natural
position or scrambled. While some effects of feature scrambling on the
strength of the McGurk illusionwere found, the effects were weak and
dependent on speaker identity. Still, the study supports the notion that
feature conﬁguration can inﬂuence audiovisual speech perception.
Facial conﬁguration has been shown to be difﬁcult to perceive
in inverted faces. Hence, face recognition (Farah et al., 1998;
Valentine, 1988) and perception of facial expression (Prkachin,
2003) is impaired for inverted faces. Several studies have found
face inversion effects for visual and audiovisual speech perception
(Jordan and Bevan, 1997; Massaro and Cohen, 1996; Rosenblum
et al., 2000). Some of these studies found strong effects and others
none. The overall conclusion seems to be that the face inversion
effect depends greatly on the visual stimulus as it can vary across
speakers even when they articulate the same speech sounds.
Thomas and Jordan (2002) extended this approach by examining
the effect of different levels of visual blurring. They hypothesized
that since feature information depends on higher resolution than
conﬁgurational information (Goffaux and Rossion, 2007) observers
must rely more on conﬁguration information when the face is
blurred. Thus, blurring should lead to a greater effect of inverting
the orientation of the face. Their ﬁndings conﬁrmed this hypoth-
esis for speech reading, as well as for congruent and incongruent
audiovisual speech.
Thompson (1980) devised a striking demonstration of our inability
to perceive facial conﬁguration in inverted faces, using a photograph of
Margaret Thatcher. Misconﬁguration, by vertical inversion of the
mouth and eye segments (so-called Thatcherization), renders the face
strikingly grotesque but this is only perceived when the face is upright
and not when it is inverted (cf. Fig. 1). Thus the Thatcher illusion
shows that conﬁguration information is less effective when the face is
presented upside down (Bartlett and Searcy, 1993; Bruce and Young,
2012; Carbon et al., 2005). Rosenblum et al. (2000) found that
misconﬁguration by Thatcherization could greatly reduce the strength
of the McGurk illusion but only when the face was upright. However,
this effect was not driven by inversion of the mouth segment, as it did
not occur when the mouth segment was presented in isolation. These
ﬁndings form strong support for conﬁguration information being
important for visual and audiovisual speech perception. Rosenblum
and colleagues named this striking effect of face conﬁguration on
speech perception the McThatcher effect (Rosenblum, 2001).
In Rosenblum et al. (2000), the McThatcher effect was speciﬁc
to certain phonemes just as the face inversion effect has been in
most studies. For audiovisual stimuli, it was only for the visual
dominance illusion of hearing acoustic /ba/þvisual /va/ as /va/
that the full effect occurred. This indicates that facial conﬁguration
is more important for some phonemes than others. Thomas and
Jordan (2002) came to the same conclusion noticing that the
difference between visual /ga/ and /da/ is mostly visible in the oral
cavity. Accordingly, this contrast seems less inﬂuenced by the face
inversion effect and the McThatcher effect.
To summarize previous ﬁndings, we ﬁnd that, on one side,
many of them suggest an effect of facial conﬁguration on speech
perception but on the other, that the effects are highly variable and
sensitive to details in the stimuli. Although deterred by this
variability, we found the motivation for the current study in the
power and usefulness of the McThatcher effect for investigating
the relation between encoding of facial conﬁguration and percep-
tion of audiovisual speech.
In the current study, we seek to ﬁnd neural correlates of the
McThatcher effect. If facial conﬁguration truly inﬂuences audiovisual
speech perception then it should be reﬂected in auditory evoked
potentials such as the mismatch negativity (MMN, Näätänen et al.,
1978). In its most basic form, the MMN is elicited by a deviant
stimulus (e.g. a 1200 Hz tone) after a sequence of standard stimuli
(e.g. 1000 Hz tones). Average ERPs due to deviant stimuli exhibit a
negative deﬂection in the interval 100–250 ms covering a wide area
of fronto-central electrodes. AnMMN response can be produced by a
noticeable deviance in a wide variety of acoustic features (pitch,
intensity, duration, modulation or phoneme), and the magnitude of
the negative deﬂection varies with the magnitude of the perceived
difference (Näätänen and Alho, 1995; Näätänen et al., 2004).
Although the MMN reﬂects early pre-attentive auditory perception,
it is also evoked by visually induced auditory illusions, such as
ventriloquism (Stekelenburg et al., 2004) and the McGurk illusion
(Colin, 2002; Ponton et al., 2009; Saint-Amour et al., 2007; Sams
et al., 1991; Stekelenburg and Vroomen, 2012). In typical McGurk-
MMN paradigms, congruent audiovisual syllables (e.g. auditory /ba/
þvisual /ba/) are presented as standards, whereas incongruent
(McGurk type) stimuli are deviants (e.g. auditory /ba/þvisual /va/)
(Colin, 2002; Stekelenburg and Vroomen, 2012; for a different
method cf. Kislyuk et al., 2008). In such McGurk-MMN paradigms,
stimulus deviance is only present in the visual signal. Thus, it is an
auditory differential response evoked by the incongruent visual
speech signal (i.e. the McGurk illusion), which produces the audio-
visual McGurk-MMN response.
In the current study, we measured the McGurk-MMN for normal
and Thatcherized faces with either upright or inverted orientation. We
used the congruent audiovisual syllable /ba/ as the standard stimulus
and the incongruent audiovisual combination of acoustic /ba/þvisual
/va/ as deviant stimulus as these were the phonemes for which
Rosenblum et al. (2000) found the effect to be the strongest. To ensure
that the McThatcher effect occurs for these speciﬁc stimuli, we also
replicate Rosenblum et al.'s behavioral paradigm. Our hypothesis is
that the McGurk-MMN will mirror behavioral ﬁndings and conﬁrm
the effect as being a truly perceptual effect. As the amplitude of the
MMN is known to increase with perceived stimulus difference
(Garrido et al., 2009; May and Tiitinen, 2010; Näätänen et al., 1978,
2004) we expect MMN amplitudes to be correlated with levels of
behavioral McGurk responses.
2. Methods
2.1. Subjects
19 subjects (11 females) with a mean age of 24 years (range 18–38) participated in
the experiment. MMN is known to show high inter-individual variability (Lang et al.,
1995). Therefore, as the present study targets differences in McGurk-MMN with
manipulated visual speech, we deﬁned an exclusion criterion on basis of a recording of
K. Eskelund et al. / Neuropsychologia 66 (2015) 48–54 49
Fig. 1. Stimulus, response percentages, ERPs and scalp-maps for each of the four stimulus conditions. Stimulus: still frame from video showing maximal mouth opening.
Response percentages: bar plot showing the percentage of incorrect responses as a measure of the strength of the McGurk illusion for congruent (A:ba/V:ba) and
incongruent (A:ba/V:va) stimuli and the difference between them (Diff). Error-bars indicate standard error of mean. Shown are also P-values from statistical tests described
in main text. ERPs: ERPs for standard and deviant stimuli and their difference, recorded at electrode Fz. Time zero is ﬁxed at the voicing onset in the acoustic stimulus /ba/.
Shaded area indicates standard error of the mean. The horizontal ﬂoating bar marks the interval 100–140 ms post-stimulus and the value above it indicate the average
amplitude in that interval. Shown are also P-values from statistical tests described in main text. Scalp-maps show interpolated mean MMN amplitude at 0, 100 and 200 ms.
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pure-tone MMN (Näätänen et al., 1978), as to reduce noise in our dataset by excluding
subjects with a generally weak MMN response. For all subjects, acoustic MMN was
recorded for 1000 Hz (standard) and 1200 Hz (deviant) tones of 100 ms duration with
a SOA of 500 ms presented at 60 dB(A) SPL. The rate of deviant stimuli was 15% and
a total of 1200 trials were presented. Subjects whose pure-tone MMN did not exceed
1 μV in the 100–200 ms interval were excluded. On basis of this, 8 subjects
(5 female) were excluded.
2.2. Stimuli
Stimuli were generated from a video recording of syllables /ba/ and /va/. Each
video was recorded at 30 fps and lasted 30 frames. Sound was recorded at
22.05 kHz sampling rate and 16-bit depth. The two visual speech tokens were
edited in Adobe Premiere Elements 10 to produce the following visual manipula-
tions of each: normal conﬁguration, upright orientation; Thatcherized conﬁgura-
tion, upright orientation; normal conﬁguration, inverted orientation; Thatcherized
conﬁguration, inverted orientation (see Fig. 1). These eight visual speech tokens
(/ba/ and /va/ four visual manipulations) were combined with the acoustic /ba/ in
Adobe Premiere Elements 10 to produce four congruent and four incongruent
audiovisual speech stimuli.
McGurk-driven MMN responses may be confounded by purely visual responses
to the visual speech signal. This is a problem in particular when studying
perception of audiovisual speech compared to unimodal speech. In such studies,
it is common practice to record ERPs due to the visual speech stimulus alone, and
subsequently correct the audiovisual ERPs with these (cf. e.g. Colin, 2002;
Möttönen et al., 2002; Sams et al., 1991). In contrast, the current experiment
compares changes in the McGurk-driven MMN across four audiovisual conditions.
Thus, in these audiovisual conditions, the visual response should be equal,
eliminating the necessity of a correction for visual activation.
Subjects were seated in a comfortable armchair in a dimly lit, shielded EEG booth
at a distance of 1.2 m from the visual display. Visual stimuli were presented on a 19 in.
ViewSonic G90F CRT screen at a 60 Hz refresh rate. Sound was presented with a single
Genelec 6010B monitor speaker positioned directly beneath the visual display, at an
intensity of 60 dB (A) SPL measured at the head position of the subject. Stimulus
presentation was controlled with Psychophysics Toolbox 3.0 (Kleiner et al., 2007).
2.3. Behavioral experiment
The behavioral task consisted of a random presentation of 20 repetitions of
each of the eight audiovisual stimuli. After each trial, subjects were prompted to
identify what they just heard in response categories “ba”, “da”, “fa”, or, “va”.
2.4. EEG experiment
A BioSemi ActiveTwo 64-channel EEG system referenced to the mean of two
mastoid electrodes was used for recording EEG. Data were sampled at 512 Hz. EEG
measurements were recorded in four conditions, each employing one of the four
manipulations of the visual stimulus (cf. Fig. 1). Each condition was split into two
blocks each containing an oddball sequence of 600 trials for a total of 1200 trials in
each condition. The oddball sequence consisted of 85% standards, which were the
audiovisual congruent syllable /ba/þ/ba/, and 15% deviants, which were the incon-
gruent audiovisual syllable /ba/þ/va/. Stimuli were presented with a constant inter-
trial interval of 100 ms, during which there was a crossfading between the last frame
of the preceding stimulus and the ﬁrst frame of the following. The sequence was
randomized with the condition that at least two standards succeeded each deviant.
Each block was preceded by 30 presentations of the standard stimulus. No data
collected during those trials were used in the analysis. The sequence of blocks was
randomized with the constraint that blocks presenting every conditionwere presented
once, before any block was presented a second time.
2.5. EEG preprocessing
Analysis of EEG data was performed within the EEGLAB toolbox (Delorme and
Makeig, 2004). First, continuous EEG data were bandpass ﬁltered between 1 and
30 Hz (for similar ﬁltering choices, cf. e.g. Möttönen et al., 2002; Näätänen et al.,
2004; Sams et al., 1991; Stekelenburg and Vroomen, 2012), before downsampling
to 128 Hz. After ﬁltering, data were epoched in the interval 100 to 600 ms with
auditory onset at 0. Epochs were baselined to the 100 ms preceding auditory onset.
Electrodes dominated by unusual, non-biological waveforms were selected by a
measure of kurtosis and data in these channels was interpolated from surrounding
electrodes. An ICA algorithm (runica) was used (not including interpolated
channels) to prepare data for rejection of independent components generated by
eye artifacts, by means of the EyeCatch algorithm (Bigdely-Shamlo et al., 2013).
Epochs were ﬁnally thresholded at 7100 μV to remove remaining artifacts. The
proportion of epochs removed from any subject's dataset during preprocessing did
not exceed 2%. ERPs were generated by averaging the preprocessed data epochs.
Individual MMN waveforms were computed by subtracting average ERPs due to
standard stimuli from mean ERPs due to deviant stimuli (cf. Fig. 1).
3. Results
3.1. Behavioral experiment
Responses from the behavioral task were re-categorized as
correct (“ba”) and incorrect (all other responses). Among the
incorrect responses to the acoustic /ba/, categories “fa” and “va”,
which are visually indistinguishable, were clearly dominant, while
the response category “da” only accounted for 1.2% of all incorrect
auditory identiﬁcations. We use the percentage of incorrect
responses as the independent variable (cf. Fig. 1).
Responses were arcsine-transformed to correct for heterogene-
ity of variances and subjected to a three-way, repeated-measures
ANOVA with factors OrientationThatcherizationCongruence.
Factor Orientation had two levels (Normal and Inverted), factor
Conﬁguration had two levels (Normal and Thatcherized), and factor
Congruence had two levels (Congruent and Incongruent). The
analysis revealed that the interaction between the three factors
was signiﬁcant (F(1,10)¼40.7, Po0.0001).
We proceeded to perform two-way, repeated-measures ANOVAs
with factors ConﬁgurationCongruence on data from the two
Orientation conditions. For upright stimuli, the interaction between
Conﬁguration and Congruence was signiﬁcant (F(1,10)¼137.2,
Po0.0001), indicating that the conﬂicting direction of the mouth
segment did reduce audiovisual integration. For inverted stimuli,
however, the interaction between Conﬁguration and Congruence
was not signiﬁcant (F(1,10)¼0.58, P¼0.56). This suggests that
Thatcherization did not alter audiovisual integration when in the
context of an inverted face.
Subsequently, we performed two-way, repeated-measures
ANOVAs with factors OrientationCongruence on data from the
two Thatcherization conditions. Here, normally conﬁgured stimuli
revealed a signiﬁcant interaction between Orientation and Con-
gruence (F(1,10)¼20.5, Po0.01), as did Thatcherized stimuli
(F(1,10)¼7.9, Po0.05). This indicates that Orientation inﬂuenced
audiovisual integration both when the face was Thatcherized and
when it was not.
Interestingly, while inverting the orientation of the face
reduced audiovisual integration for stimuli with normal conﬁg-
uration, it improved audiovisual integration for Thatcherized
stimuli. This could indicate a role for the orientation of the mouth
segment. To investigate this, we conducted a separate two-way,
repeated-measures ANOVA on normal, upright and Thatcherized,
inverted stimuli, which share direction of the mouth segment but
within either a matching or conﬂicting facial orientation. The
difference in the strength of the McGurk illusion was signiﬁcant
(F(1,10)¼31.36, Po0.001) suggesting that even with a shared
mouth segment direction, the two facial contexts still inﬂuenced
audiovisual speech perception differently.
Individual repeated-measures ANOVAs on Congruence revealed
that the difference between performance with congruent and
incongruent stimuli was signiﬁcant for all visual stimulus types
(normal conﬁguration, upright F(1,10)¼480.6, Po0.0001; Thatch-
erized, upright F(1,10)¼25.0, Po0.001; normal conﬁguration,
inverted F(1,10)¼35.5, Po0.001; Thatcherized, inverted F(1,10)¼
40.1, Po0.001). Thus, we found a signiﬁcant McGurk illusion in all
four stimulus conditions.
3.2. Mismatch negativity experiment
We subjected the 0–200 ms interval of the difference wave to a
repeated-measures, one-tailed clustered permutation test with 2500
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permutations (for a detailed description cf. Groppe et al., 2011). We
used a family-wise alpha level of 0.05 for determining statistical
signiﬁcance. Also, a one-tailed test was used, as any effect due to
mismatch negativity would only be on the negative tail.
Only the upright face with normal conﬁguration produced a
difference wave that was signiﬁcantly less than 0 at any time-point
in any channel. In this condition, the difference wave recorded at a
large ensemble of centro-parietal, central and fronto-central
electrodes exceeded a P-value of 0.05 (cf. Fig. 2) during extended
contiguous periods. Notably, the topographical distribution of the
difference wave is centered over frontal and central electrodes.
This is typical for auditory MMN (cf. e.g. Garrido et al., 2009;
Näätänen and Alho, 1995), whereas differential potentials pro-
duced by visual-only MMN paradigms are centered at occipital
and parietal sites (cf. e.g. Czigler, 2007; Stefanics et al., 2011).
The remaining conditions did not produce any MMN as their
difference waves were not signiﬁcantly below 0 in the target
interval (0 to 200 ms). This suggests that the audiovisual MMN
response is highly sensitive to both orientation inversion and
Thatcherization.
We proceeded to compare difference waves from the four
stimulus conditions. For this comparison, we again chose electrode
Fz, which is a commonly used site for location of MMN in both
auditory and audiovisual paradigms (Colin, 2002; Garrido et al.,
2009; Näätänen and Alho, 1995; Stekelenburg and Vroomen, 2012).
We extracted the mean amplitude in the 100–140 ms interval as a
measure of mismatch negativity (Fig. 1). These values were subjected
to a Wilcoxon signed-rank test, to test for differences across the
difference waves in the four stimulus conditions. Here, the normal,
upright condition proved signiﬁcantly different from the other three
conditions (Po0.02 for each comparison). Comparisons not includ-
ing the normal, upright condition did not yield any signiﬁcant
difference (P40.70 for each comparison). This again suggests a high
sensitivity of the McGurk-MMN to Thatcherization and inversion.
In order to investigate the apparent discrepancy between the
MMN and behavioral data we calculated the correlation between the
mean MMN amplitude in the 100–140 ms interval and the difference
in incorrect identiﬁcations between incongruent and congruent
stimuli conditions across all subjects and conditions (cf. Fig. 3). The
correlation between MMN amplitude and this behavioral McGurk
measure was not signiﬁcant (P40.2). As the estimated correlation
may depend on the behavioral measure being constrained to values
between zero and one, we also calculated the correlation between
the MMN amplitude and the Z-score (P40.2; only for values greater
than zero and less than one); as well as between the MMN amplitude
and the arcsine transformed behavioral measure (P40.1) but this
only conﬁrmed the lack of correlation.
When looking at correlations between behavioral responses
and McGurk-MMN, the results are inconclusive. The lack of
correlation may seem surprising as we did ﬁnd that both measures
were higher in the normal, upright condition where we expected
integration to be maximal. One explanation, which can never be
excluded for a negative ﬁnding, is lack of statistical power due to
an insufﬁcient amount data. Another explanation is that this could
indicate a non-linear effect where the MMN response only occurs
when the McGurk illusion is very strong. This is unlike ﬁndings
from several auditory MMN paradigms showing that MMN ampli-
tude correlates well with perceived difference (May and Tiitinen,
2010; Näätänen, 2003; Näätänen et al., 1978). This has, to our
knowledge, not been investigated for the McGurk-MMN. To
investigate if the relationship between the perceived difference
and the McGurk-MMN amplitude could be nonlinear we calcu-
lated the minimal behavioral response (difference in percentage
incorrect between congruent and incongruent conditions) that
elicited MMN negativity for all subjects in all conditions. We found
that for behavioral measures of 75 percent points and above there
was a consistent MMN. For behavioral measures below 75 percent
points we found that the MMN was much more variable. This
indicates that the McGurk illusion needs to be very strong to elicit
the MMN consistently.
4. Discussion
4.1. Behavioral experiment
The present behavioral ﬁndings replicate Rosenblum et al.'s
(2000) primary ﬁnding: The McThatcher effect. Thatcherization
greatly reduces the inﬂuence of vision upon the auditory speech
percept for an upright, but not for an inverted face. As a secondary
ﬁnding we found a stronger face inversion effect than Rosenblum
et al. (2000) in that inverting the normal face reduced the McGurk
illusion more than in their study. While others have found smaller
effects (Bertelson et al., 1994; Jordan and Bevan, 1997; Thomas and
Jordan, 2002), our results are similar to those of Massaro and
Cohen (1996). Given that the magnitude of the inversion effect has
varied substantially across previous reports, this is not surprising.
Overall, the McThatcher effect replicated in the present study
supports the hypothesis that audiovisual speech perception is
based not only on facial features but also on facial conﬁguration
(Rosenblum et al., 2000).
Fig. 2. Plot of signiﬁcance of the McGurk-MMN for upright stimuli with normal
facial conﬁguration based on a repeated-measures, one-tailed clustered permuta-
tion test. Labels on the y-axis indicate frontal to anterior electrode clusters ranging
from prefrontal (FP) to occipital (O). Electrodes are arranged from left (top) to right
(bottom) within clusters.
Fig. 3. Correlation of audiovisual MMN amplitude and behavioral audiovisual
integration response for individual subjects. X-axis represents mean amplitude of
the McGurk-MMN (difference wave) at electrode Fz. Y-axis represents the strength
of the McGurk illusion measured as the percentage of incorrect responses in the
incongruent condition minus the percentage of incorrect responses in the con-
gruent condition. The dashed line indicates a threshold for the strength of the
McGurk illusion. The McGurk-MMN is consistently negative above this threshold
while very variable below the threshold.
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4.2. Mismatch negativity experiment
The non-Thatcherized upright face produced a strong McGurk-
MMN response. The amplitude, latency and scalp distribution of
this MGurk-MMN response is comparable with those reported in
previous studies (Colin, 2002; Ponton et al., 2009; Saint-Amour
et al., 2007; Stekelenburg and Vroomen, 2012). This signiﬁes that
the McGurk illusion we found in the behavioral experiment
inﬂuenced activity in auditory cortex conﬁrming that the effect
is truly perceptual.
The two elements of the McThatcher effect were also reﬂected
in the McGurk-MMN. First, we found no McGurk-MMN for an
upright Thatcherized face reﬂecting that Thatcherization disrupts
the McGurk illusion for upright faces. Second, we found no effect
of Thatcherization on the McGurk-MMN for inverted stimuli. This
mirrors the lack of difference found in the two matching beha-
vioral conditions. However, as none of the inverted faces produced
an MMN irrespective of facial conﬁguration, only limited conclu-
sions can be drawn from this regarding the effect of facial
conﬁguration for inverted faces. Thus, surprisingly, we found a
much stronger face inversion effect in the McGurk-MMN than in
the behavioral data.
4.3. General discussion
Our primary question was directed towards the role of facial con-
ﬁguration information in perception of visual and audiovisual speech.
Our ﬁndings answer this and related questions in multiple ways.
First, our main ﬁnding is that the McThatcher effect is reﬂected
in both behavioral and MMN responses. We found a strong
McGurk illusion and a corresponding MMN for a normal upright
face. The McGurk illusion was strongly reduced and the MMN
eliminated when the face was Thatcherized. This conﬁrms that
speech perception is affected by facial conﬁguration when the
facial orientation is upright. For inverted faces, we found no effect
of Thatcherization on the McGurk illusion and the corresponding
MMN. This is in agreement with the notion that facial conﬁgura-
tion has little inﬂuence on visual and audiovisual speech percep-
tion for inverted faces.
As a secondary ﬁnding we found a discrepancy between our
behavioral ﬁndings and the MMN for the face inversion effect.
Although face inversion decreased the strength of the McGurk
illusion, it did not eliminate it. While we found a moderate
McGurk illusion for inverted faces, these stimuli did not elicit an
MMN response. Unfortunately, this means that our MMN data tells
us little about the effect of Thatcherization for inverted faces.
Investigating this discrepancy further we found no correlation
between the magnitude of the McGurk illusion and the amplitude
of the McGurk-MMN. We suggest three possible explanations of
this. First, the statistical power of our MMN data is limited, and it
may be insufﬁcient for ﬁnding a McGurk-MMN of smaller effect
size. Another possibility is that the McGurk illusion for inverted
faces is not truly perceptual but based on changes in behavior at
another stage of perceptual processing, e.g. in response selection.
As we ﬁnd the McGurk illusion perceptually convincing even for
inverted faces we do not believe that this is the correct inter-
pretation but admit that this remains to be tested formally. Here,
McGurk responses to the speciﬁc incongruent syllable combina-
tion (acoustic /ba/þvisual /va/) is dominated by the categories
“va” and “fa”. These responses could in principle be due to both
audiovisual integration and to response bias towards the visual
stimulus. In the latter case, no McGurk-driven MMN would be
produced. Repeating the experiment using a discrimination task
(Rosenblum et al., 2000) or sensitivity measures from signal
detection theory (Kislyuk et al., 2008) could help elucidate this.
Finally, the McGurk-driven MMN may differ from auditory
MMN in having a non-linear relation to the perceived difference.
We ﬁnd this a likely explanation as the McGurk-MMN was
consistent only when the behavioral data indicated a strong
McGurk illusion and highly variable for weaker McGurk illusions.
Whereas the relation between MMN amplitude and stimulus
deviation is well-described for acoustic stimuli, we are not aware
of any study targeting the relation between McGurk illusion
strength and amplitude of the McGurk-MMN response. However,
studies using McGurk-MMN, which also report the level of
behavioral McGurk response, report near 100% McGurk illusion
with incongruent stimuli (Stekelenburg and Vroomen, 2012), or, “a
strong McGurk illusion” (Saint-Amour et al., 2007). Kislyuk et al.
(2008) exclude subjects with “a weak McGurk effect”. From these
reports of behavioral McGurk illusion strength it may be that a
strong behavioral McGurk response is a prerequisite for evoking an
audiovisual MMN response. If this is the case, McGurk-driven
MMN differs from auditory MMN (Garrido et al., 2009; May and
Tiitinen, 2010; Näätänen et al., 1978, 2004) in not being a graded
response, proportional to the degree of stimulus deviance, but
only being evoked by a strong audiovisual integration response.
This warrants caution in basing conclusions about audiovisual
speech perception on the McGurk-MMN.
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