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Résumé
Il est bien connu que la synchronisation de l’activité oscillatoire dans les réseaux de neurones
joue un rôle important dans le fonctionnement du cerveau et pour le traitement des informations
données pas les neurones. Cette thèse porte sur l’analyse de l’activité de synchronisation en
utilisant des outils et des méthodes issues de la théorie du contrôle et de la théorie de la stabilité.
En particulier, deux modèles ont été étudiés pour décrire l’activité oscillatoire des réseaux de
neurones : le modèle de Kuramoto et le modèle de Hindmarsh-Rose. Une partie de ce manuscrit
est consacrée à l’étude du modèle de Kuramoto, qui est un des systèmes les plus simples utilisé
pour modéliser un réseau de neurones, avec une connexion complète (all-to-all). Il s’agit d’un
modèle classique qui est utilisé comme une version simpliﬁée d’un réseau de neurones. Nous
construisons un système linéaire qui conserve les informations sur les fréquences naturelles et
sur les gains d’interconnexion du modèle original de Kuramoto. Les propriétés de stabilité de
ce modèle sont ensuite analysées et nous montrons que les solutions de ce nouveau système
linéaire convergent vers un cycle limite périodique et stable. Finalement, nous montrons que
contraint au cycle limite, les dynamiques du systèmes linéaires coïncident avec le modèle de
Kuramoto. Dans une seconde partie, nous avons considéré un modèle de réseau de neurones plus
proche de la réalité d’un point de vue biologique, mais qui est plus complexe que le modèle
de Kuramoto. Plus précisément, nous avons utilisé le modèle de Hindmarsh-Rose pour décrire
la dynamique de chaque neurone que nous avons interconnecté par un couplage diﬀusif (c’est-
à-dire linéaire). A partir des propriétés de semi-passivité du modèle de Hindmarsh-Rose, nous
avons analysé les propriétés de stabilité d’un réseau hétérogène de Hindmarsh-Rose. Nous avons
également montré que ce réseau est pratiquement synchronisé pour une valeur suﬃsamment
grande du gain d’interconnexion. D’autre part, nous avons caractérisé le comportement limite des
neurones synchronisés et avons établi une approximation de ce comportement par une moyenne
des dynamiques de tous les neurones.
Mots clés : synchronisation, stabilité asymptotique de systèmes linéaires et de systèmes
non-linéaires, stabilité pratique de réseaux non-linéaires, semi-passivité, réduction de modèle,
modèle de Kuramoto, couplage diﬀusif, couplage complet (all-to-all), cycle limite, comportement
neuronal oscillatoire, modèle de Hindmarsh-Rose.
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Abstract
It is widely recognized that rythmic oscillatory activity in networks of neurons plays an
important role in the brain functionning and a key role in processing neural information. This
thesis is devoted to the analysis of this synchronized activity by using tools and methods issued
from automatic control and stability theory. Two models are used to describe oscillatory activity
of neural networks : Kuramoto model and network of Hindmarsh-Rose neurons. First, we consider
Kuramoto model with complete (all-to-all) coupling, which is one of the simplest systems used
to model neural network. For this model we construct an auxiliary linear system that preserves
information on the natural frequencies and interconnection gains of the original Kuramoto model.
Next, stability properties of this model are analyzed and we show that the solutions of the new
linear system converge to a stable periodic limit cycle. Finally, we show that constrained to the
limite cycle, dynamics of the linear system coincide with the original Kuramoto model. Second,
a model for the network (population) with a better behavior, with respect to the Kuramoto
model, from a biological point of view but more complex is considered. Particularly, we consider
a network of diﬀusively coupled neurons where we use a Hindmarsh-Rose model to describe
the dynamics of each individual neuron. Based on semi-passivity of individual Hindmarsh-Rose
neurons, we analyse stability properties of a heterogeneous network of such neurons and show that
network is practically synchronized for suﬃcient large values of interconnection gains. Moreover,
we characterize the limiting synchronized behavior by using an averaging of all neuron dynamics.
Keywords : synchronization, asymptotic stability of linear and non-linear systems, practical
stability network of non-linear units, semi-passivity, model reduction, Kuramoto model, diﬀusive
and all-to-all coupling, limit cycle, neural oscillatory behavior, Hindmarsh-Rose neural model.
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Notations
Classes, ensembles et ensembles de fonctions
• R indique l’ensemble des réels.
• R+ indique l’ensemble des réels positifs ou nuls.
• C indique l’ensemble des complexes.
• N indique l’ensemble des entiers naturels.
• Z indique l’ensemble des entiers relatifs.
• D indique un ensemble quelconque, ou à déﬁnir.
• Soit C(Rp,Rq), p,q ∈ N, l’ensemble des applications continues de Rp dans Rq et Ci(Rp,Rq),
i ∈ N, l’ensemble des applications continues dont les dérivées partielles d’ordre i sont
déﬁnies et continues. L’ensemble des fonctions pour lesquelles ces dérivées sont continues
pour tout i ∈ N est noté C∞(Rp,Rq).
• Soit a ∈ R+ ∪ {∞}, la fonction γ : [0, a[ → R+ est dite de classe K si elle est continue,
égale à zéro en zéro et strictement croissante, on dit qu’elle est de classe K∞ si de plus,
a =∞ et γ(s)→∞ quand s→∞.
Vecteurs et matrices
• Les lettres en minuscule et en gras, indiquent un vecteur colonne.
• Les lettres en majuscule et en gras, indiquent une matrice.
• Une matrice B de dimension N par M , dont les coeﬃcients appartiennent à un corps D,
appartient à l’ensemble DN×M , où D peut être R ou C.
• bij où (Bi,j) est l’élément de la ième ligne et de la jème colonne de la matrice B.
• BT , le symbole T indique l’opérateur transposé
xi
• B, le symbole . indique l’opérateur conjugué
• IN indique la matrice identité de taille N ×N
• 1 indique le vecteur colonne unitaire de taille appropriée
• Bvdi = λivdi, vdi est le ième vecteur propre droit de la matrice B correspondant à λi, la
ième valeur propre de la matrice B
• vTgiB = λivTgi, vgi est le ième vecteur propre gauche de la matrice B correspondant à λi, la
ième valeur propre de la matrice B
• Pour la matrice A = [alk] ∈ RL×K , l ∈ 1, . . . , L et k ∈ 1, . . . ,K, et pour la matrice
B ∈ RN×M , N,M ∈ N, la notation A⊗B ∈ RLN×KM désigne le produit de Kronecker de
la matrice A par la matrice B et
A⊗B =
 a11B . . . a1KB... . . . ...
aL1B . . . aLKB

Normes
• |(.)| indique la valeur absolue pour un scalaire.
• ‖(.)‖ indique la norme euclidienne pour un vecteur, c’est-à-dire
‖a‖2 = aTa, pour a ∈ RN
‖b‖2 = bTb, pour b ∈ CN
• ‖(.)‖A représente la distance à l’ensemble fermé A telle que |x|A = infz∈A|x− z|
Propriété sur les fonctions
• Soit la fonction f : RN → RN est dite localement Lipschitz si pour tout ensemble compact
D dans RN , il existe une constante k0 ∈ R≥0 telle que ‖f(x) − f(y)‖ ≤ k0‖x − y‖, pour
tout (x− y) ∈ D.
Quand le contexte est suﬃsamment explicite, nous ne spéciﬁerons pas les arguments de la
fonction f
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Chapitre 1
Introduction
L’analyse du comportement de réseaux de neurones est un thème de recherche attractif qui at-
tire l’attention des chercheurs venant de diﬀérentes communautés scientiﬁques comme les neuros-
ciences [7,10,21,22,39,55,70,82] et les neurosciences computationnelles [1,22,44,61,100,106,107],
les systèmes dynamiques, l’informatique et plus récemment la théorie du contrôle [25, 26, 46, 54,
108, 119, 127]. Ce sujet de thèse à caractère pluridisciplinaire s’inscrit dans les thématiques des
neurosciences et de la théorie du contrôle. Nous nous proposons d’étudier le comportement de
réseaux neuronaux, notamment les phénomènes de synchronisation du point de vue de la théorie
du contrôle et de la stabilité des systèmes non linéaires.
L’analyse du phénomène de synchronisation de l’activité neuronale est motivée par l’im-
portance de ses eﬀets responsables de trouble de l’humeur, perte de mémoire, ou encore de
dysfonctionnements du mouvement tel que le tremblement. En eﬀet, l’activité électrique d’un
groupe de neurones est à l’origine entres autres du mouvement. Le tremblement, qui est un mou-
vement involontaire, est le résultat d’une synchronisation neuronale pathologique. Pour pallier
ce dysfonctionnement de l’activité il existe deux solutions qui sont les suivantes : le traitement
médicamenteux et la stimulation cérébrale profonde. La stimulation cérébrale profonde permet
de détruire l’activité synchronisée pathologique d’une zone du cerveau. Cette méthode invasive
consiste à stimuler la zone du cerveau concernée par des impulsions électriques via une électrode.
Le signal appliqué est réglé empiriquement sur le patient. A ce jour, il n’existe pas d’explica-
tions communément acceptées quant au fonctionnement de la stimulation cérébrale profonde
permettant de rétablir une activité neuronale normale. C’est pourquoi, il est crucial d’étudier
et de modéliser le réseau neuronal. L’importance et la complexité du problème font de l’analyse
des systèmes neuronaux un domaine de recherche très attractif qui implique des spécialistes de
communautés diﬀérentes.
Du point de vue de la théorie du contrôle, nous pouvons considérer le réseau neuronal comme
un cas particulier de réseaux et de systèmes non linéaires complexes interconnectés. Pour analyser
ce problème nous utiliserons donc des outils théoriques issus de la théorie du contrôle et de l’ana-
lyse qualitative des équations diﬀérentielles ordinaires. Nous nous sommes inspirés des nombreux
travaux portant sur l’étude des réseaux de neurones [1,22,24,33,34,37,49,61,68,100,112–115] et
par les résultats sur l’analyse de la stabilité de réseaux non linéaires [2,27,69,97,99,104,108]. Nous
nous intéresserons dans ce travail à la modélisation et à l’analyse du comportement de réseaux
neuronaux, notamment à l’eﬀet de la synchronisation d’un réseau de neurones interconnectés. Le
phénomène de synchronisation est très étudié dans les diﬀérents domaines des sciences et de l’in-
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génierie, comme par exemple en physique, en économie, en robotique pour l’étude des systèmes
de puissance ou encore en neurosciences pour l’étude de l’activité neuronale [22,44,61,82,90,118].
Concernant la modélisation de l’activité neuronale, nous pouvons aborder le problème de deux
manières diﬀérentes. L’une d’entres elles consiste à utiliser des modèles mésoscopiques qui dé-
crivent les dynamiques de l’activité de populations de neurones. La seconde manière de se placer
est d’utiliser des modèles microscopiques qui décrivent les dynamiques de chaque neurone in-
terconnecté et c’est ce type de modèle que nous utiliserons. Il existe deux approches pour la
modélisation microscopique de l’activité neuronale. L’une de ces approches ayant un aspect plus
physiologique utilise des modèles dédiés à la description des dynamiques neuronales, tels que
les modèles de Hodging-Huxley [60], FitzHugh-Nagumo [49] ou encore le modèle de réseau de
Hindmarsh-Rose [56, 57]. L’autre approche utilise des modèles plus abstraits qui ne sont pas
basés sur la modélisation de l’aspect physiologique. Ces modèles permettent d’analyser certaines
caractéristiques de l’activité, comme le modèle de Kuramoto [77], ou encore le modèle intègre-
et-tire [15, 20,68,78,86].
Nous proposons dans ce travail une analyse des propriétés de synchronisation et de stabilité
de deux types de réseaux neuronaux qui sont les suivants : le réseau de neurones de Hindmarsh-
Rose [57] et le modèle de Kuramoto [77]. Le modèle de Kuramoto qui est probablement le modèle
le plus simple est largement utilisé pour l’étude de phénomènes de synchronisation et en particu-
lier pour l’étude des réseaux de neurones. Nous proposerons pour ce dernier un modèle linéaire
ayant un comportement asymptotique et des propriétés similaires au modèle de Kuramoto. Quant
au modèle de réseau de neurone de Hindmarsh-Rose, il est plus complexe mais il est néanmoins
plus réaliste que le modèle de Kuramoto d’un point de vue physiologique. En eﬀet, les signaux
qu’il génère reproduisent avec plus d’exactitude le comportement de l’activité neuronale (que
nous expliquons ci-après). Ces deux modèles seront étudiés du point de vue de la théorie du
contrôle qui nous permettra de formuler les conditions suﬃsantes pour la synchronisation de ces
réseaux.
De part le caractère pluridisciplinaire de ce sujet de thèse il est très diﬃcile de dresser une
liste complète de la littérature. L’analyse de la littérature proposée dans ce travail de thèse est
motivée par les problèmes posés et les outils utilisés et est répartie dans les chapitres 2, 3 et 5.
Ce manuscrit de thèse est organisé de la façon suivante.
Au chapitre 2 nous proposons dans une première partie une description succincte mais didac-
tique du fonctionnement neuronale du point de vue biologique. Nous tentons d’expliquer comment
les neurones communiquent, quels sont les types de signaux générés dans le cas d’un fonction-
nement normal et dans le cas pathologique. Un réseau de neurones est constitué de plusieurs
neurones qui interagissent entres eux par voies synaptiques. Ces voies permettent les échanges
chimiques ou électriques, responsables de la production de signaux électriques des neurones (la
production et les types de signaux générés sont détaillés à la section 2.1.2). La manière dont les
neurones communiquent est également appelée connexion. Il en existe deux types : la connexion
synaptique et la connexion diﬀusive qui assurent respectivement un échange chimique, un échange
électrique (nous déﬁnissons ces termes et leur fonctionnement physiologique à la section 2.1.3).
On se propose d’étudier dans une deuxième partie les principaux modèles mathématiques qui
reproduisent l’activité neuronale. Certains de ces modèles génèrent les trois états comportemen-
taux de l’activité neuronale qui sont : repos, impulsions (spikes) et trains d’impulsions (bursts).
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Le dernier modèle présenté, qui est le modèle de Kuramoto, modélise uniquement le phénomène
oscillant. L’analyse de ce modèle permettra de nous concentrer uniquement sur le comportement
de phase et donc d’analyser le comportement de synchronisation. Dans ce cas, une première
approche pour tenter de dégager le concept de "synchronisation", consiste à vériﬁer que les am-
plitudes de l’activité électrique d’un groupe de neurones oscillent à la même fréquence. Il nous
faudra par la suite déﬁnir en détail ce que nous appellerons synchronisation. Ceci sera préciser ri-
goureusement d’un point de vue biologique à la section 2.1.4 et d’un point de vue de la théorie du
contrôle aux sections 2.3.3.2, 3.2 et 3.3. Nous ferons une description des modèles de neurones les
plus étudiés : modèle de Hodgkin-Huxley [60], FitzHugh-Nagumo [49], Hindmarsh-Rose [56, 57]
et enﬁn le modèle de Kuramoto [77].
Nous présentons au chapitre 3 les principales déﬁnitions et les théorèmes généraux que nous
avons utilisés pour la construction de deux réseaux de neurones et pour l’analyse de leurs proprié-
tés de synchronisation et de stabilité. L’un des deux modèles de réseau de neurones sera établi
à partir du modèle d’un neurone de Hindmarsh-Rose. Le second modèle sera établi à partir de
certaines propriétés du modèle de Kuramoto. Nous détaillerons par la suite la construction de
ces deux réseaux de neurones. Nous verrons que la manière dont le réseau composé de plusieurs
systèmes dynamiques est interconnecté, peut-être représentée par un graphe. En faisant appel à
la théorie des graphes, qui est la modélisation mathématique d’un réseau, certaines propriétés
liées à la synchronisation des systèmes dynamiques peuvent être établies. Nous utiliserons donc
cette théorie pour établir une écriture matricielle du modèle de réseau de neurones de Hindmarsh-
Rose (voir chapitre 5). Nous déﬁnirons ensuite les diﬀérents types de synchronisation de systèmes
interconnectés. Nous verrons notamment la déﬁnition d’un réseau complètement synchronisé et
globalement complètement synchronisé, ainsi que la synchronisation asymptotique d’un réseau.
Nous ﬁnirons ce chapitre en déﬁnissant ce qu’est un système semi-passif. Nous nous intéressons
à ce type de systèmes car la seli-passivité assure la bornitude des solutions du système. D’autre
part, le modèle de Hindmarsh-Rose possède cette propriété. Les chapitres 4 et 5 reportent ces
résultats théoriques pour les deux modèles de réseaux établis. D’autre part, du point de vue de
la théorie du contrôle, l’un des points commun entre les chapitres 4 et 5 est que les propriétés
d’interconnexion tiennent un rôle crucial pour l’analyse de la synchronisation de réseaux. Dans
ces deux chapitres, le cadre que nous proposerons pour faire cette analyse permet non seulement
d’assurer la synchronisation asymptotique mais également de caractériser des ensembles inva-
riants propres aux systèmes étudiés.
Au chapitre 4 nous proposons un modèle linéaire à variables complexes qui conserve certaines
propriétés du modèle de Kuramoto lorsque l’interconnexion entre neurones est complète, c’est-à-
dire que tous les neurones sont directement liés les uns aux autres et ce dans un sens comme dans
l’autre. D’autre part, nous montrerons que le comportement asymptotique de ce modèle linéaire
est le même que le modèle de Kuramoto. L’intérêt d’un tel modèle est que l’analyse des solutions
et de la stabilité est relativement simpliﬁée par rapport aux modèles décrits par des systèmes
d’équations aux dérivées ordinaires non linéaires, comme le modèle de Kuramoto. Nous présen-
tons l’étude détaillée des propriétés de ce système, notamment l’étude des valeurs propres et des
vecteurs propres qui nous permettra de déduire le comportement du système et ses propriétés
de stabilité. Nous établirons entre autre, que les solutions de ce système linéaire convergent vers
un cycle limite stable. C’est-à-dire qu’en respectant certaines conditions quant à la construction
du modèle, un phénomène de synchronisation stable apparait. De plus, nous montrerons que le
comportement asymptotique de ce modèle linéaire coïncide avec le modèle de Kuramoto. Les
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résultats de simulations présentés à la ﬁn de ce chapitre illustrent le comportements du modèle
linéaire introduit et conﬁrme son équivalence asymptotique avec le modèle de Kuramoto.
Au chapitre 5 nous expliquons dans un premier temps comment nous avons construit le réseau
de neurones où chaque neurone est modélisé par le modèle de Hindmarsh-Rose. Nous décrivons
également l’interconnexion entre les neurones assurée par une matrice ayant certaines propriétés
que nous analysons à l’aide de la théorie des graphes. Les propriétés de semi-passivité du modèle
d’un neurone de Hindmarsh-Rose est étendue au réseau de Hindmarsh-Rose. A partir de cette
propriété, nous établissons que le réseau ainsi constitué, peut être dans un état de synchroni-
sation au sens pratique. Ensuite, nous donnons une estimation du comportement synchronisé
pour un réseau de neurones hétérogène de Hindmarsh-Rose. Les diﬀérents neurones d’un réseau
hétérogène produisent des signaux correspondant à diﬀérentes activités. Nous proposons à la ﬁn
de ce chapitre des résultats de simulations illustrant les résultats théoriques.
Enﬁn, nous terminerons par des conclusions générales ainsi que par des propositions de pers-
pectives de recherches s’inscrivant dans la continuité de ce travail.
Les apports de cette thèse sont les suivants :
• Nous apportons des explications succinctes mais didactiques à propos de la communication
entre neurones.
• Nous présentons les modèles de neurones fondamentaux ainsi qu’une étude exhaustive des
diﬀérents types de synchronisation du point de vue de la théorie du contrôle.
• Nous analysons la stabilité au sens pratique de réseaux de systèmes non linéaires semi-
passifs. Notre approche nous permet non seulement de montrer la synchronisation pratique
de réseaux non linéaires mais aussi de caractériser le comportement synchronisé de ces
réseaux. Nous appliquons ces résultats au réseau de neurones de Hindmarsh-Rose et nous
montrons que sous certaines conditions le réseau se synchronise vers le comportement d’un
neurone "moyen" de Hindmarsh-Rose.
• Nous reformulons les dynamiques des neurones décrites par le modèle de Kuramoto en
proposant un modèle linéaire. A partir de cette reformulation nous dégageons certaines
propriétés de stabilité et nous montrons que son comportement asymptotique est similaire
au comportement asymptotique du modèle de Kuramoto.
Les travaux contenus dans ce rapport ont donné lieux aux communications suivantes :
• [28] L. Conteville and E. Panteley, ’Linear reformulation of the Kuramoto model : asymp-
totic mapping and stability properties’, 2nd Int. Conf. on Comm., Computing and Control
Applications (CCCA), Décembre 2012.
• [30] L. Conteville and E. Panteley, ’Practical synchronization in complex networks of
non-identical dynamical nodes’, 20th Proc. Int. Symp. on Math. Theory of Networks and
Systems (MTNS), Juillet 2012, Melbourne, Australia.
• [29] L. Conteville and E. Panteley, ’Practical synchronization in a network of non-identical
Hindmarsh-Rose neurons’, 4th Int. Interdiscip. Chaos Symp., 29 Avril - 2 Mai 2012, Anta-
lya, Turkey.
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• [31] L. Conteville and E. Panteley, ’On asymptotic equivalence of the "all-to-all" Kuramoto
model and certain linear system : stability analysis of phase locked solutions’, European
Control Conference (ECC), Juillet 2013, Zurich, Suisse.
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Chapitre 2
Activité neuronale et modélisation
mathématique : état de l’art
Nous aborderons dans ce chapitre l’aspect biologique et physiologique neuronal ainsi que la
modélisation mathématique de l’activité neuronale. Nous ne rentrerons pas dans le détail, cette
partie se voulant essentiellement didactique.
2.1 Le neurone du point de vue biologique
2.1.1 Le neurone
Un neurone (ﬁgure 2.1) est une cellule nerveuse présente dans le système nerveux cérébral
qui sert à traiter l’information et à communiquer. Il est composé d’un noyau, qui est à la source
de son existence et qui est situé dans le corps cellulaire. Il est également constitué d’un axone,
de dendrites et de terminaisons nerveuses, qui permettent de relier les neurones entres eux. Un
neurone a deux propriétés fondamentales : excitabilité et conductivité. En eﬀet, toute cellule
nerveuse est caractérisée par sa capacité à réagir (cette réaction est appelée potentiel d’action) à
une information reçue (le stimulus), c’est la réactivité. Le terme conductivité signiﬁe que chaque
cellule peut transmettre à son tour une information via diﬀérents modes de communication : soit
par émission d’un potentiel d’action, soit par transfert chimique ou électrique (nous y revien-
drons dans la section 2.1.2). C’est par les dendrites que le neurone reçoit les informations. Les
terminaisons axonales quant à elles permettent d’envoyer l’information. Ces terminaisons peuvent
transmettre le message soit à une cellule nerveuse (neurone) soit à une cellule musculaire. Tous
les composants d’un neurone sont délimités par la membrane cellulaire au travers de laquelle des
échanges chimiques ou électriques peuvent avoir lieu (ﬁgure 2.2). L’espace entre les membranes
cellulaires est appelé espace synaptique et l’ensemble membranes plus espace synaptique forme
la synapse. La membrane cellulaire permet l’échange d’ions entre le milieu intracellulaire et ex-
tracellulaire. On trouve dans ces deux milieux entre autres ions, des ions K+ (potassium) et des
ions Na+ (sodium). Il n’y a pas la même concentration d’ions dans chacun des milieux. De plus,
puisque ces ions sont chargés électriquement ils créent une diﬀérence de potentiel entre le mi-
lieu intracellulaire et le milieu extracellulaire (potentiel membranaire) (ﬁgure 2.3). Le potentiel
membranaire est soit à l’état de repos c’est-à-dire que le potentiel est constant et est d’environ
-70mV, soit dans un état transitoire durant lequel est généré un potentiel d’action (PA). Cet
état transitoire est très court, de l’ordre d’1ms et est provoqué par la réception d’un message
nerveux. Dans la suite nous ferons une brève description de ces deux états.
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Fig. 2.1 – Schéma d’une synapse chimique et d’une synapse électrique.
Fig. 2.2 – Canaux ioniques. Des canaux perméables aux ions Na+ peuvent être ouverts mais sans laisser passer
d’ions. Les canaux dont l’ouverture et la fermeture sont commandées par un signal électrique sont appelés canaux
voltage-dépendants.
2.1.2 L’information à travers le neurone
Chaque cellule nerveuse contient des ions chargés électriquement dont la concentration est
diﬀérente à l’extérieur et à l’intérieur de la cellule. C’est ce qui est à l’origine de la diﬀérence de
potentiel membranaire. L’échange d’ions entre le milieu extracellulaire et le milieu intracellulaire
se fait par des canaux ioniques. Certains canaux sont plus perméables à un type d’ion qu’à un
autre, et permettent l’échange d’une certaine concentration de ces ions dans un sens déﬁni par
le gradient électrochimique. Lors d’un stimulus la perméabilité des canaux sera modiﬁée laissant
ainsi passer des ions K+ et des ions Na+ de part et d’autre de la membrane cellulaire.
Potentiel de repos
A l’état de repos, il n’y a pas d’inﬂux nerveux, le potentiel membranaire est d’environ -70mV
(ﬁgure 2.3). Comme nous venons de le voir, le potentiel membranaire est dû à la diﬀérence de
concentration des ions (chargés électriquement) à l’intérieur et à l’extérieur de la cellule. Les
canaux ioniques, à travers lesquels se font les échanges, sont d’avantage perméables aux ions K+
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Milieu extracellulaire 
Milieu intracellulaire 
Fig. 2.3 – Potentiel membranaire à l’état de repos.
qu’aux ions Na+, ils laisseront donc passer plus d’ions K+ d’un milieu à l’autre. Le gradient de
concentration et la concentration élevée des ions K+ à l’intérieur de la cellule entrainent une fuite
de ces ions vers l’extérieur de la cellule, y apportant une charge positive (ﬁgure 2.2). Les échanges
d’ions Na+ étant moins importants, ils ne peuvent pas équilibrer le potentiel membranaire qui
est alors négatif. Cet état de repos sera perturbé par un stimulus qui générera un PA.
Potentiel d’action
Pour produire un PA, un neurone reçoit un stimulus généré par un autre neurone. Ce PA
devient un stimulus pour le neurone suivant jusqu’à ce que l’action soit exécutée (par exemple
lors d’un mouvement musculaire). Ce message qui transite dans le système nerveux et qui arrive
à une cible est appelé inﬂux nerveux, il est généré par des phénomènes électriques et chimiques.
L’équilibre à l’état de repos sera perturbé lorsque l’inﬂux nerveux sera reçu par le neurone qui
génèrera un PA. Le stimulus entraine une réaction du neurone lorsque son amplitude voltaïque
atteint une valeur seuil qui a pour eﬀet d’activer ou de désactiver certains canaux ioniques. Ces
canaux dont l’ouverture est commandée par le stimulus, sont appelés canaux voltage-dépendants.
Le processus du PA est le suivant (ﬁgure 2.4) : la cellule reçoit un stimulus qui atteint la va-
leur seuil entrainant l’ouverture de canaux sodiques ayant pour conséquence l’augmentation du
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potentiel membranaire. C’est l’étape de dépolarisation, le potentiel membranaire croit jusqu’à
atteindre une valeur maximum caractéristique du neurone. A cet instant les canaux sodiques ou-
verts précédemment se referment progressivement ce qui a pour eﬀet la diminution du potentiel.
C’est l’étape de repolarisation. Par la suite des canaux potassiques s’ouvrent provoquant une
hyperpolarisation (le potentiel devient inférieur à −70mV ). Les canaux ouverts se referment et
le potentiel membranaire retourne à l’état de repos.
Le signal électrique du potentiel d’action peut être une impulsion, voire plusieurs impulsions
successives (spikes), ou des trains d’impulsions (bursts) séparés par une période de repos (ou
silence), voir ﬁgure (2.5)
 
 
 
    1 :  Stimulus atteignant le seuil d’excitation 
    2 :  Dépolarisation 
    3 :  Repolarisation 
    4 :  Hyperpolarisation 
    5 :  Repos 
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Fig. 2.4 – Potentiel d’action et mouvements ioniques.
Nous avons vu qu’à travers l’espace synaptique des échanges chimiques et électriques avaient
lieu. Nous allons voir un peu plus en détail comment ces échanges se font, assurant ainsi la
connexion neuronale.
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Fig. 2.5 – Différents potentiels d’action
2.1.3 Connexion entre neurones
Les neurones sont connectés les uns aux autres aﬁn de transmettre un signal électrique.
Cette transmission se fait au niveau de la synapse via les synapses chimiques [107] et/ou les
synapses électriques (ou encore appelées jonctions communicantes) [8]. Les synapses chimiques
sont plus utilisées que les synapses électriques. Ces synapses relient un neurone présynaptique
(neurone émetteur du signal) à un ou plusieurs neurones postsynaptiques (neurones récepteurs).
L’information véhiculée aura pour eﬀet de modiﬁer les potentiels membranaires. On parle de
potentiel présynaptique et postsynaptique.
Synapses chimiques
Via les synapses chimiques le potentiel d’action entraine une libération de neurotransmet-
teurs. Ils transitent du neurone présynaptique au neurone postsynaptique par la fente synaptique.
Les neurotransmetteurs sont reçus par les récepteurs du neurone postsynaptique, ce qui entraine
une variation du potentiel postsynaptique. Une synapse chimique est soit excitatrice soit inhibi-
trice c’est-à-dire que le potentiel postsynaptique sera dépolarisé ou hyperpolarisé.
Synapses électriques
Les synapses électriques assurent la communication entre des neurones collés par l’échange
d’ions au travers de canaux reliant les milieux intracellulaires. Le passage des ions peut se faire
dans les deux sens. Ces voies de communication ont un rôle très important dans l’activité ryth-
mique (synchronisation) des neurones (voir la section 2.1.4). Leur rôle a été mis en évidence
expérimentalement dans [10,39].
Dans la suite de cette section nous mettons simplement en avant que l’activité des neurones
est oscillatoire et est impliqué dans diﬀérentes fonctions physiologiques comme la mémoire, le
mouvement, la concentration. La section qui suit est une approche très succincte de l’activité
neuronale.
2.1.4 Activité neuronale, synchronisation - désynchronisation
Activité normale
Chaque neurone émet un signal électrique lorsqu’il reçoit un stimulus. L’électro-encéphalographie
(EEG) est une technique de mesure spéciﬁque qui permet de relever l’activité électrique du cer-
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veau, via des électrodes de mesures placées sur le cuir chevelu. La technique est apparue dans les
année 1920 et c’est dans les années 50 qu’elle a été introduite dans la médecine. Cette méthode
permet de mesurer des activités rythmiques provenant de groupes de neurones situés dans dif-
férentes zones du cerveau. C’est ainsi que l’activité oscillatoire des neurones a pu être classiﬁée
suivant la fréquence des oscillations générées (tableau 2.1). Il a été établi que la synchronisa-
tion des neurones peut se faire au sein d’une même région du cerveau ou bien entre diﬀérentes
régions. D’autre part, les fonctions motrices sont principalement générées par des oscillations
dans les bandes fréquentielles δ, θ, β et γ au niveau du noyau sous-thalamique (qui fait partie
de la zone des ganglions de la base), du thalamus, ou encore entre le cortex et le thalamus
(ﬁgure 2.6). La synchronisation de l’activité dans la bande fréquentielle γ est responsable par
exemple de la perception et de l’attention. De manière générale, l’activité synchronisée est en jeu
lors de mouvements physiologiques comme les contractions cardiaques, la respiration, ou lors de
mouvements volontaires durant lesquelles les oscillations β dans le globus pallidus (qui est une
sous-partie des ganglions de la base) et dans le noyau sous-thalamique diminuent. Pour plus de
détails sur le lien entre les activités oscillatoires des neurones et les fonctions motrices se reporter
à [36]. Bien que le lien exact entre les symptômes et l’activité neuronale reste encore ﬂou [45], on
comprend aisément que les maladies neurologiques peuvent aﬀecter la mémoire, la perception,
les mouvements....
Bandes de fréquences Fréquences (Hz)
δ 1− 4
θ 4− 8
α 8− 12
β 12− 30
γ 30− 80
γ rapides 80− 200
γ ultrarapides 200− 600
Tab. 2.1 – Classifications de l’activité oscillatoire des neurones
Fig. 2.6 – Ganglions de la base.
Le dysfonctionnement de l’activité oscillatoire entrainerait des troubles de la mémoire, de
l’humeur (elle serait impliquée dans la démence ou encore dans la schizophrénie). Ce dysfonc-
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tionnement entraine également des symptômes souvent liés au mouvement comme dans le cas de
la maladie de Parkinson ou encore lors d’une crise d’épilepsie [63].
Activité pathologique : le tremblement et la maladie de Parkinson
La maladie de Parkinson est neurodégénérative, elle est caractérisée par la mort lente des
neurones. Les symptômes sont multiples et principalement liés au mouvement car les zones les
plus touchées sont celles qui commandent la motricité. Le tremblement de repos est un des
symptômes de cette maladie. Le tremblement serait du à une activité oscillatoire (4 − 9Hz et
11−14Hz) synchronisée dans la zone cérébrale des ganglions de la base (ﬁgure 2.6) [87], ou dans le
thalamus [63]. Dans le noyau sous-thalamique ce serait les oscillations β qui augmenteraient [17].
Ce dysfonctionnement de l’activité serait du à une déﬁcience dopaminergique. La dopamine
est un neurotransmetteur primordial à la communication entre les neurones. Une déﬁcience en
dopamine entraine un dysfonctionnement moteur [16]. Des traitements médicamenteux existent
et sont donc à base de dopamine, ce qui a pour eﬀet de diminuer les oscillations. D’autre part
lorsque la maladie est à un stade plus avancé, ou si le traitement n’a pas l’eﬀet escompté, la
solution actuelle est la stimulation cérébrale profonde. Cette méthode a été introduite à la ﬁn
des années 80 par l’équipe du professeur Bénabid [7]. Elle consiste à implanter une ou plusieurs
électrodes dans une zone du cerveau. Grâce à cette électrode un signal électrique est envoyé dans
la zone ciblée, aﬁn de détruire l’activité oscillatoire pathologique. Le signal électrique est généré
par un stimulateur (pacemaker). L’étude de la synchronisation et de la stabilité de l’activité
neuronale est donc motivée par l’analyse, d’un point de vue de l’automatique, du système formé
par les neurones et le stimulateur cérébral profond. Cette thèse porte sur la partie analyse de la
synchronisation de modèles de réseaux neuronaux.
2.2 Modélisation mathématique d’un neurone
La modélisation mathématique du système neuronal [8, 37, 49, 56, 57, 60, 88] est motivée par
l’intérêt d’étudier le fonctionnement normal et pathologique de l’activité neuronale. Dans le
cas pathologique, la compréhension du fonctionnement normal amène à trouver des solutions
pour les patients souﬀrants de maladie neurologique altérant le bon fonctionnement moteur,
voire moral (voir section 2.1.4). La stimulation cérébrale profonde est une des alternatives aux
traitements médicamenteux, beaucoup de travaux portent sur ce sujet [7, 9, 55, 70, 103, 116]. Les
premiers travaux ayant un impact conséquent dans l’étude de l’activité du système nerveux on
été réalisés par Alan Llyod Hodgkin et Andrew Huxley. C’est en 1952 qu’ils publièrent un premier
modèle mathématique (modèle de Hodgkin-Huxley) composé d’équations non linéaires ordinaires
décrivant la production et la propagation de l’inﬂux nerveux [60]. Ce modèle est établi sur la
base d’expériences menées sur le système nerveux du calmar géant. Ces travaux, pour lesquels
ils obtinrent en 1953 le prix Nobel en physiologie - médecine, mettent en évidence l’existence
de canaux ioniques sélectifs et voltage-dépendants dans la génération du potentiel d’action. Ce
modèle à quatre équations diﬀérentielles est à la base de nombreux autres [1,56,67,68,75] qui en
sont des simpliﬁcations. Les deux principaux intérêts de ces modèles sont qu’ils permettent de
modéliser un ou plusieurs neurones connectés et leur analyse est plus simple, contrairement aux
modèles présentés dans [41] et [58] (beaucoup plus complexes mais plus proches de la réalité) et
dans [96] qui présente un modèle à sept équations diﬀérentielles du premier ordre, qui découle
du modèle de Hodgkin-Huxley. Le modèle de FitzHugh-Nagumo [49] que nous décrivons dans
la suite est une des premières simpliﬁcations du modèle de Hodgkin-Huxley, il est basée sur
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des expériences. Par la suite, J.L. Hindmarsh and T.M. Rose proposèrent deux modèles [56,57].
Le second modèle est une extension du premier aﬁn de mettre en évidence d’autres types de
comportements neuronaux que nous établirons dans la suite.
2.2.1 Modèle de Hodgkin-Huxley
Le modèle proposé par A.L. Hodgkin et A. Huxley est une description du mécanisme des
canaux ioniques responsables de l’inﬂux nerveux. Ce modèle décrit l’activité d’un neurone : ca-
ractéristiques électriques et forme du potentiel d’action (ﬁgure 2.5). Il est composé de quatre
équations diﬀérentielles qui modélisent les courants ioniques des deux principaux ions respon-
sables de l’inﬂux nerveux : ions potassiques (K+) et sodiques (Na+). Pour établir le modèle la
membrane cellulaire est modélisée par un circuit électrique (ﬁgure 2.7). Le rôle des canaux io-
niques est de laisser passer ou non des ions. Ce passage d’ions génère un courant électrique (IK et
INa) variable (ce qui justiﬁe les résistances variables). D’autre part, on a vu que certains canaux
restaient toujours en position ouverte laissant passer les ions, le courant généré est constant et
est appelé courant de fuite (Il). Le potentiel membranaire qui est variable, est modélisé par la
tension au travers d’une capacité (C ≃ 1µF/cm2). Le modèle de Hodgkin-Huxley est le suivant :
CV˙ = INa + IK + Il − IT
n˙ = αn (1− n)− βnn
m˙ = αm (1−m)− βmm
h˙ = αh (1− h)− βhh,
(2.1)
où V est la tension au borne du condensateur C (voir ﬁgure 2.7) qui représente le potentiel
membranaire, m est la probabilité que le canal sodique soit ouvert, n est la probabilité que le
canal potassique soit ouvert et h est la probabilité que les canaux sodiques laissent passer des
ions Na+. Contrairement aux canaux potassiques, les canaux sodiques ne laissent pas forcément
passer les ions Na+ lorsqu’il sont ouverts, d’où la probabilité h. αn, βn, αm, βm, αh, βh sont des
coeﬃcients qui dépendent du potentiel membranaire, tels que :
αn =
0.01(10−V )
e(1−0.1V )−1 , βn = 0.125e
−0.0125V ,
αm =
0.1(25−V )
e(2.5−0.1V )−1 , βm = 4e
− V
18 ,
αh = 0.07e
0.05V , βh = 1e(3−0.1V )+1 .
De plus, d’après le schéma électrique d’un neurone (ﬁgure 2.7) et compte tenue des probabilités
n, m et h, l’expression respective des courants INa, IK et I du système (2.1) sont :
INa = m
3hgNa (V − ENa)
IK = n
4gK (V − EK)
Il = gl (V − El)
(2.2)
où gNa, gK , gl ∈ R+ sont les conductances, I est le courant total, V est le potentiel mem-
branaire, ENa, EK , El ∈ R sont les potentiels d’équilibre des ions. Les paramètres I, gNa, gK ,
gl, ENa, EK , El sont des constantes. On peut trouver dans la littérature les valeurs suivantes :
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ENa = 115mV , EK = −12mV , El = 10.6mV
gNa = 120mS/cm
2 , gK = 36mS/cm2 , gl = 0.3mS/cm2
Le modèle de neurone (équation 2.1) peut se réécrire :

CV˙ = m3hgNa (ENa − V ) + n4gK (EK − V ) + gl (El − V ) + I
n˙ = αn (1− n)− βnn
m˙ = αm (1−m)− βmm
h˙ = αh (1− h)− βhh,
(2.3)
Fig. 2.7 – Schéma électrique de la membrane.
La complexité de ce système rend l’analyse mathématique des réseaux neuronaux diﬃcile,
c’est pourquoi R. FitzHugh a proposé un modèle [49] essayant de générer la même réponse
que le modèle de Hodgkin-Huxley qui reproduit les trois types de comportements de l’activité
neuronale : silence, spiking et bursting (ﬁgure 2.5).
2.2.2 Modèle de FitzHugh-Nagumo
En 1961, R. FitzHugh propose une réduction à deux équations [49] du modèle de Hodgkin-
Huxley à partir d’observations expérimentales donnant lieu à des approximations. Ce modèle a
été généralisé en 2012 dans [43,53]. En 1962, J. Nagumo et al établirent le modèle électrique [91]
associé. C’est à partir des observations suivantes que le modèle à pu être établi :
– rapidité de l’activation du sodium, d’où l’approximation : m˙ = 0⇔ m = m∞, où m∞ est
une constante telle que : m∞ = αm/ (αm + βm)
– la somme des variables n et h est une constante, généralisée par : h + an = b, où a et b
sont des constantes. Soit w = b− h = an et w˙ = αw(1− w)− βww
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Le système (2.3) devient :
V˙ =
1
C
(
gNam
3
∞ (b− w) (ENa − V ) + gk
(w
a
)4
(EK − V ) + gl (El − V ) + I
)
w˙ = αw(1− w)− βww,
(2.4)
ou encore1 : {
x˙ = α (y − f(x) + I(t))
y˙ = β (g(x)− y) , (2.5)
où x est le potentiel membranaire et y le ﬂux d’ions à travers la membrane, α et β ∈ R sont
des constantes, f est une fonction cubique, g une fonction linéaire. La soustraction de ces deux
fonctions doit se comporter comme une exponentielle.
Mais la réponse de ce modèle (qui représente le potentiel membranaire) à un courant appliqué
n’est pas aussi rapide que dans la réalité et il ne permet pas de générer complètement l’activité
neuronale. En eﬀet, il y a trois types de comportement : le repos, les impulsions successives
(spikes) et les trains d’impulsions entrecoupés de périodes repos (bursts) [66,100]. Le modèle de
Fitzhugh-Nagumo ne permet pas de générer de silences ni de bursts du à une réponse trop lente.
C’est pourquoi J.L. Hindmarsh and R.M. Rose proposèrent deux autres modèles.
2.2.3 Modèle de Hindmarsh-Rose
Le modèle général de 1982 de Hindmarsh-Rose [56] est similaire au modèle de Fitzhugh-
Nagumo. Il améliore la rapidité de la réponse, mais ne permet pas de générer les trois états types
de l’activité neuronale. C’est ce qu’apporte le modèle à deux équations puis à trois équations
de Hindmarsh-Rose proposé en 1984 [57]. Ce modèle est l’objet de nombreux travaux, comme
dans [6, 24,54,106,127].
2.2.3.1 Modèle à deux équations
La forme générale de ce modèle [57] est similaire au système d’équations (2.5), c’est-à-dire :{
x˙ = y − f(x) + I(t)
y˙ = g(x)− y (2.6)
Suite à des observations expérimentales et des considérations mathématiques, les fonctions f
et g sont déﬁnies comme suit :
– f (x) est une fonction cubique dont le maximum local est en zéro et f(0) = 0. Les auteurs
ont choisi la forme particulière : f (x) = ax3 − bx2.
– g (x) est une fonction quadratique centré en zéro. La fonction g(x) est donc de la forme :
g(x) = c− dx2
Les fonctions f et g ont leur maximum en une même valeur de x aﬁn de simpliﬁer l’étude du
système. Le modèle de Hindmarsh-Rose à deux équations est donc :{
x˙ = y − ax3 − bx2 + I
y˙ = c− dx2 − y, (2.7)
1Les variables choisies pour décrire ces modèles dans la littérature peuvent être abstraites suivant que le modèle
s’éloigne de l’aspect physiologique. Ici, la variable x représente la variable V .
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où x est le potentiel membranaire, y est le ﬂux d’ions, I est la perturbation (qui représente le
courant appliqué), a, b, c et d sont des constantes ∈ R+. Dans la littérature [57, 106], on peut
trouver comme valeurs de ces constantes déﬁnies expérimentalement : (a = 1, b = 3, c = 1, d = 5),
ou encore dans [24] : (a = 1, b = 2.8, c = 0, d = 4.4).
La réponse qui est plus rapide que celle des modèles précédents et plus réaliste, permet de
générer plusieurs potentiels d’actions successifs (spikes) par l’action de la variable I. Cette va-
riable empêche le système de revenir à un état d’équilibre, c’est-à-dire un état constant. Mais
l’action de I n’est pas suﬃsante pour générer des bursts.
2.2.3.2 Modèle à trois équations
Le modèle à trois équations permet de générer des bursts en plus de l’équilibre (état de repos)
et des spikes par l’introduction d’une troisième variable d’état z(t), qui modélise les ﬂux lents
d’ions. La dynamique de z(t) est linéaire et est déﬁnie par :
z˙ = r (s (x− x1)− z) ,
avec r et s deux constantes ∈ R+ qui déterminerons la réponse du système, le paramètre x1 ∈ R
est le point d’équilibre du système (2.7) pour I = 0. Introduite dans l’équation de x˙, l’équation de
l’état représenté par z(t), permet de créer une instabilité, tout comme la perturbation I et ainsi
de générer des bursts. On obtient le modèle de Hindmarsh-Rose à trois équations diﬀérentielles
ordinaires suivant :

x˙ = y − ax3 − bx2 + I − z
y˙ = c− dx2 − y
z˙ = r (s (x− x̂)− z)
(2.8)
Les paramètres a, b, c, d sont les mêmes que déﬁnies précédemment. x̂ est un point d’équilibre du
système non perturbé (I = 0) déﬁni par :
{
x˙ = y − ax3 − bx2
y˙ = c− dx2 − y, (2.9)
et est un des points d’intersection des isoclines nulles x et y : x˙ = 0 = y˙ ⇒ f (x) = g (x). Cette
équation peut avoir une ou trois solutions suivant les valeurs des paramètres a, b, c, d [57].
L’introduction de la variable z dans l’équation de x˙ sert à la fois à générer des trains de
potentiels d’action et à stopper plus rapidement que ne le permet le modèle à deux équations les
potentiels d’action successifs (spikes). Ainsi la réponse du système est plus réaliste. Les diﬀérents
comportements de ce modèle ont été analysés dans la littérature : l’analyse de la bifurcation
du modèle en fonction des paramètres du systèmes est proposée dans [106]. On trouve dans la
littérature le jeu de paramètres a = 1, b = 3, c = 1, d = 5, r = 0.001. L’implication de l’amplitude
de I dans la forme de la réponse est mise en évidence expérimentalement dans [57]. Pour ces
valeurs de paramètres a, b, c, d, r et pour s = 4 et suivant les valeurs du paramètre I, on a :
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I = 0.4 ⇒ impulsions successives et retour à l’état de repos
I = 1 ⇒ une seule impulsion
I = 2 ⇒ trains d’impulsions (dans chaque train il y a le même nombre d’impulsions,
voir ﬁgure 2.8)
I = 4 ⇒ impulsions successives sans retour à l’état de repos (voir ﬁgure 2.9)
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Fig. 2.8 – Réponse du modèle à trois équation de Hindmarsh-Rose, pour les valeurs de paramètres suivantes :
a = 1, b = 3, c = 1, d = 5, r = 0.001, s = 4 et pour I = 2. Les trains d’impulsions ont le même nombre d’impulsions.
Pour le même jeu de paramètres déﬁni précédemment, si on modiﬁe la valeur de s avec s = 1,
pour I = 1 , le système génèrera des impulsions successives et pas qu’une seule impulsion.
Dans [106], avec le jeu de paramètres suivant : a = 1, b = 3, c = 1, d = 5, r = 0.005, s = 4 et
I = 3.25, le système génère des trains d’impulsions et chaque train a un nombre d’impulsions
variant entre 7 et 3.
Tous les systèmes décrits précédemment sont établis pour un neurone. En introduisant une
fonction d’interconnexion neuronale dans chaque système on peut modéliser la communication
entre les neurones. On peut écrire les systèmes d’équations qui décrivent les dynamiques des
neurones sous la forme plus générale suivante :{
x˙ = fx (x,q,p)
q˙ = fq (x,q,p) ,
(2.10)
où x ∈ R est le potentiel membranaire, q = [q1, . . . , qQ]T ∈ RQ est le vecteur des variables
auxiliaires du système. Pour le cas du modèle de Hodgking-Hurxley, q = [n,m, h]T ∈ R3, dans
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Fig. 2.9 – Réponse du modèle à trois équation de Hindmarsh-Rose, pour les valeurs de paramètres suivantes :
a = 1, b = 3, c = 1, d = 5, r = 0.001, s = 4 et pour I = 4.
le cas du modèle de FitzHugh-Nagumo q = [y] ∈ R et dans le cas du modèle de Hindmarsh-
Rose q = [y, z]T ∈ R2. D’autre part, p = [p1, ..., pm]T ∈ Rm est le vecteur des paramètres du
système, m est le nombre de paramètres. Par exemple, pour le modèle de Hindmarsh-Rose (2.8)
p = [a, b, I, c, d, r, s, x̂]T et les fonctions fx, fq sont de la forme suivante :
fx (x,q,p) = q1 − p1x3 − p2x2 + p3 − q2
fq (x,q,p) =
[
p4 − p5x2 − q1
p6 (p7 (x− x̂)− q2)
]
2.3 Connexion neuronale et modélisation de réseaux neuronaux
2.3.1 Modèles de connexions neuronales
Dans les modèles de neurones décrits précédemment par les systèmes d’équations (2.3), (2.5)
et (2.8), la connexion neuronale n’est pas prise en compte de manière directe. Les eﬀets de l’inter-
connexion sont implicites au terme I qui correspond au stimulus et qui, par conséquent, est généré
par un autre neurone. Aﬁn de décrire l’interaction entre un neurone et tous les neurones qui lui
sont connectés on introduit une fonction de connexion notée uext2. On a vu à la section 2.1.3 qu’il
existe deux types de voies communicantes que l’on nommera connexion : la connexion synaptique
2Il serait peut-être plus approprié d’utiliser la variable Iext, mais dans la littérature et du fait que les modèles
perdent leur sens physiologique, la notation uext est utilisée
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(connexion assurée par les synapses chimiques) et la connexion électrique (connexion assurée par
les synapses électriques). Dans la littérature, les termes : couplage synaptique et interconnexion
synaptique, désignent une connexion synaptique. Les termes : couplage diﬀusif, interconnexion
diﬀusive, jonction communicante (gap junction), désignent une connexion électrique. Le système
(2.10) s’écrit donc : {
x˙ = fx (x,q,p) + uext
q˙ = fq (x,q,p)
(2.11)
Cette forme est également valable pour décrire les modèles de Hodkin-Huxley et de FitzHugh-
Nagumo. En reprenant cette écriture, on établi le modèle général de neurones connectés appelé
réseau de neurones et on a : {
x˙ = Fx (x,q,p) + uext
q˙ = Fq (x,q,p) ,
(2.12)
avec x = [x1, ..., xn]
T ∈ Rn, n ∈ N∗ le nombre de neurone, q = [qT1 , ...,qTn ]T ∈ Rmn, m
est le nombre de variables auxiliaires du système, p =
[
pT1 , ...,p
T
n
]T ∈ Rln, l est le nombre de
paramètres du système. Les fonctions Fx, Fq sont telles que :
Fx (x,q,p) =
 fx (x1,q1,p1)...
fx (xn,qn,pn)

Fq (x,q,p) =
 fq (x1,q1,p1)...
fq (xn,qn,pn)

Enﬁn, uext est déﬁnie dans [4, 6, 24] pour une connexion synaptique et dans [24, 93, 94, 108]
pour une connexion diﬀusive. Nous détaillons ces deux cas ci-dessous.
Connexion synaptique
Pour construire un réseau de neurones une première modélisation de uext assurant une
connexion synaptique est déﬁnie par la fonction non linéaire suivante 3 [4, 6, 24] :
uext = −gsx˜⊙AΓ (x) ,
où gs ∈ R est une constante qui représente la force de couplage synaptique, x˜ = [x˜1, . . . , x˜N ]T ∈
R
N , N ∈ N est le nombre de neurone, avec x˜i = xi − Vs et Vs ∈ R est une constante repré-
sentant le potentiel d’inversion synaptique. Si xi < Vs la synapse est excitatrice, à l’inverse elle
est inhibitrice. A ∈ RN×N est la matrice de connexion entre les neurones dont les éléments
notés aij représente la connexion du neurone j vers le neurone i. La matrice A est la matrice
d’adjacence (voir section 3.1). Les éléments aij se déﬁnissent, comme nous le verrons à la section
3.1, par l’équation (3.1). On notera que la matrice A n’est pas nécessairement symétrique car
lorsque le neurone j agit sur le neurone i, le neurone i n’agit pas forcément sur le neurone j.
De plus, aii = 0, ∀i puisqu’un neurone n’agit pas sur lui même. Γ (x) ∈ RN est un vecteur
3⊙ désigne le produit de Hadammard terme à terme.
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qui contient les fonctions de couplage synaptique notées Γ (xi) pour les n neurones, telle que
Γ (xi) = 1/ [1 + exp (−λ (xi −Θs))] (il s’agit d’une fonction sigmoïde qui tend vers l’échelon de
Heaviside lorsque λ ∈ R tend vers l’inﬁni). Enﬁn, Θs ∈ R est une constante représentant le seuil
à partir duquel le neurone j change le comportement du neurone i [6].
Le système (2.12) devient : {
x˙ = Fx (x,q,p)− gsx˜⊙AΓ (x)
q˙ = Fq (x,q,p)
(2.13)
A présent, nous allons présenter le modèle de connexion diﬀusive.
Connexion diffusive
Les eﬀets de la connexion diﬀusive peuvent être décrits par une fonction de couplage linéaire
de la forme Γij (xi − xj), où Γ est la conductance synaptique et xj − xi est la diﬀérence de po-
tentiel entre le neurone j (le neurone présynaptique) et le neurone i (le neurone postsynaptique).
Dans ce cas la fonction uext s’écrit [24,93,94,108] :
uext = Γx,
avec Γ ∈ RN×N la matrice de connexion suivante :
Γ =

−
N∑
j=2
γ1j γ12 . . . γ1N
γ21
. . .
...
...
. . .
γN1 . . . −
n−1∑
j=1
γNj

Si γij > 0 les neurones i et j sont connectés et la connexion se fait du neurone j vers le neurone i.
Si γij = 0, il n’y a pas de connexion entre les neurones i et j. Les γij sont appelés les coeﬃcients
de conductance des synapses. Le système (2.12) devient :{
x˙ = Fx (x,q,p) + Γx
q˙ = Fq (x,q,p)
(2.14)
2.3.2 Le neurone vu comme un oscillateur
Nous l’avons vu, un neurone produit un ou plusieurs potentiels d’actions, ce sont les impul-
sions (spike) ou les trains d’impulsions (burst). Les modèles de neurones que nous avons présentés
jusqu’à maintenant génèrent une réponse plus ou moins proche de la réelle activité électrique
neuronale. Cependant, l’analyse et l’étude de la stabilité de ces systèmes sont très diﬃciles. Les
diﬃcultés sont dues au nombre d’équations des diﬀérents modèles et au nombre de paramètres
à ﬁxer pour être soit un état de burst, soit de spikes. D’autre part, comme nous l’avons vu à
la section 2.1.4, un sujet important faisant l’objet de nombreux travaux porte sur l’étude de la
synchronisation [8, 37,86,107,115].
Le modèle d’Andronov-Hopf4 [3] est à l’origine des modèles mathématiques d’oscillateurs non
4Dans la littérature, le modèle d’Andronov-Hopf est également appelé modèle de Landau-Stuart
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linéaires. D’autre part, N. Wiener a su mettre en rapport le phénomène d’oscillations avec l’ac-
tivité rythmique des neurones [123]. Par la suite, le modèle complexe de Andronov-Hopf, qui
modélise un seul oscillateur, a été proposé par Winfree [124]. Le modèle de Kuramoto est une
réduction du modèle de Andronov-Hopf étendu à plusieurs oscillateurs interconnectés. Il carac-
térise le comportement limite du modèle d’Andronov-Hopf.
Si nous nous intéressons uniquement au phénomène de synchronisation des réseaux neuronaux,
on peut simpliﬁer la modélisation de l’activité neuronale par un modèle plus simple. Un modèle
très étudié permettant de coupler une grande quantité de neurones (ce que ne permettent pas
toujours les modèles décrits précédemment) et d’étudier la synchronisation est le modèle de Ku-
ramoto [77]. C’est certainement le modèle le plus simple pour représenter l’activité oscillatoire
neuronale.
Si l’activité d’un neurone présente des impulsions régulières, alors il existe un cycle limite
dans l’espace de phase. Ainsi, le neurone peut être vu comme un simple oscillateur ayant une
fréquence constante. Son activité peut donc être décrite par une seule variable au risque de perdre
les informations sur les échanges ioniques et sur le détail de la réponse dynamique des impul-
sions. Même si le modèle est très simpliste, il permet de révéler les caractéristiques intrinsèques
de l’activité d’une population de neurones. En particulier, ce modèle peut décrire l’apparition
d’une synchronisation d’un groupe de neurones connectés et il permet également de générer un
large panel d’oscillations. Le modèle de Kuramoto est très utilisé pour étudier les oscillations de
l’activité cérébrale [14,27,37,51,69,110]. De ce fait, de nombreuses extensions du modèle ont été
proposées aﬁn de mieux l’adapter à la modélisation de systèmes neurobiologiques. Un exemple
d’extension est l’intégration de propriétés topologiques de la connectivité corticale [14, 21].
De plus, le modèle de Kuramoto est largement utilisé pour comprendre les eﬀets de la stimu-
lation cérébrale profonde sur la synchronisation neuronale. Il est également utilisé pour proposer
une méthode de stimulation cérébrale en boucle fermée en utilisant des modèles biophysiques
en complément. Par exemple, de nombreuses techniques de simulations ont été développées
dans [112–114], qui utilisent des réseaux d’oscillateurs de phase pour analyser la désynchro-
nisation en phase de ces oscillateurs, avec des stimuli dégradant le moins possible les tissus
neuronaux. Dans [50–52] sont étudiés les eﬀets d’une stimulation par un signal proportionnel
à la mesure du signal moyen. Il est montré que de telles stimulations peuvent induire soit une
désynchronisation, soit une inhibition des oscillations de la population de neurones stimulée.
Dans ce qui suit, nous faisons la description du modèle de phase de Kuramoto et présentons
quelques résultats existants qui portent sur la synchronisation de ce modèle. Nos résultats sur
l’analyse du modèle de Kuramoto seront présentés au chapitre 4.
2.3.3 Modèle de Kuramoto
2.3.3.1 Généralités
Le modèle de Kuramoto [77] décrit l’évolution de la phase instantanée de N oscillateurs
(N ≥ 2) couplés. Il a été introduit en 1984 par Yoshiki Kuramoto, pour décrire l’activité d’oscil-
lateurs couplés aﬁn d’étudier le phénomène de synchronisation collective spontanée qui apparait
lorsqu’un grand nombre d’oscillateurs est couplé [124] pour une fréquence constante. Chaque
oscillateur est décrit suivant sa phase par une équation diﬀérentielle et est couplé aux autres
oscillateurs par une diﬀérence de phase. Ainsi pour modéliser N ≥ 2 oscillateurs couplés on a
N équations diﬀérentielles. Son intérêt est double : faciliter la modélisation d’un grand nombre
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d’oscillateurs interconnectés (ou neurone interconnectés) et d’étudier la synchronisation de ce
groupe de neurones. Le modèle pour N oscillateurs interconnectés est le suivant :
θ˙i(t) = ωi +
1
N
N∑
j=1
Γij sin (θj(t)− θi(t)) (2.15)
où les θi(t), θ˙i(t) et ωi ∈ R représentent respectivement la phase instantanée, la fréquence ins-
tantanée et la fréquence naturelle5 de chaque oscillateurs i, (i, j) ∈ {1, ..., N}2, N est le nombre
d’oscillateurs. La matrice Γ ∈ RN×N représente la matrice de couplage entre les diﬀérents os-
cillateurs, dont les éléments sont Γij . Pour simpliﬁer l’étude on se place dans le cas où tous les
oscillateurs sont tous connectés uniformément entre eux (dans la littérature cette connexion est
nommée all-to-all. Dans ce manuscrit, nous l’appellerons connexion complète), ainsi les éléments
de la matrice Γ sont tous égaux : Γij = K inR, ∀i∀j. Le modèle s’écrit :
θ˙i(t) = ωi +
K
N
N∑
j=1
sin (θj(t)− θi(t)) (2.16)
ou encore sous la forme :
θ˙i(t) = ωi +Kr(t) sin (ψ(t)− θi(t)) (2.17)
où :
r(t)eiψ(t) =
1
N
N∑
j=1
eiθj(t) (2.18)
où r(t) ∈ [0, 1] et ψ(t) ∈ [−π2 , π2 ] est la moyenne des N phases instantanées. Cette dernière équa-
tion (2.18) permet de trouver les solutions à verrouillage de phase de l’équation (2.16) dans le cas
où N est ﬁni [2]. D’autre part, r apporte également des informations sur l’état de synchronisation
du système [110].
De par sa simplicité, ce modèle a été très utilisé pour comprendre les phénomènes de syn-
chronisation des systèmes oscillants dans divers domaines, comme en chimie, en ingénierie et en
biologie [111] que ce soit pour décrire des phénomènes tels que la synchronisation du chant des
criquets [121], le scintillement synchronisé des lucioles [19], l’étude de la stimulation cardiaque
ou encore en neurosciences pour décrire l’horloge interne des cellules du cerveau ou l’activité
neuronale synchronisée [37]. Pour plus de références, se reporter à [110].
Tous les phénomènes de l’activité caractéristique des neurones ne sont pas reproduits par le
modèle de Kuramtoo (repos, bursts), mais ce modèle permet bien de représenter les phénomènes
de synchronisation de systèmes oscillatoires interconnectés et comme le montrent les nombreux
résultats de la littérature, il est très utilisé pour étudier la synchronisation de l’activité neuronale
[27,37,110] et [69].
2.3.3.2 Synchronisation
Le modèle de Kuramoto (2.16) décrit chaque oscillateur par une équation faisant intervenir
la dérivée de leur phase instantanée (fréquence instantanée) et la phase instantanée directement.
5traduction littérale de l’anglais : natural frequency
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Ainsi il y a deux concepts de synchronisation : la synchronisation en phase et la synchronisation en
fréquence. De plus, pour qu’il y ait synchronisation il faut que les éléments du système oscillent,
c’est-à-dire que leur fréquence instantanée doit être diﬀérente de zéro :
θ˙i(t) 6= 0,∀t,∀ (i, j) ∈ {1, ..., N}2
Synchronisation en phase
Définition 2.3.1 Soit θ◦j ∈ R, ∀j ∈ {1, . . . , N} et soit θ(t, θ◦), t ≥ 0 la solution du modèle de
Kuramoto pour les conditions initiales θ◦j. La solution θ(t, θ◦) est appelée solution à verrouillage
de phase si
θi(t, θ◦)− θj(t, θ◦) = θ◦i − θ◦j ,∀t ≥ 0,∀ (i, j) ∈ {1, ..., N}2
Dans la littérature nous trouverons les termes : synchronisation parfaite, exacte, complète, phase
verrouillée, désignant tous la synchronisation en phase.
Définition 2.3.2 Les oscillateurs définis par (2.15) sont synchronisés en phase si il existe une
solution à verrouillage de phase du système et si toutes les différences de phase θi(t, θ◦)−θj(t, θ◦)
convergent asymptotiquement vers cette solution, c’est-à-dire
lim
t→∞ θi(t, θ◦)− θj(t, θ◦) = θ◦i − θ◦j ,∀ (i, j) ∈ {1, ..., N}
2 .
Synchronisation en fréquence
Définition 2.3.3 Les oscillateurs définis par (2.15) sont à fréquence verrouillée si il existe une
constante ϑ ∈ R et si les conditions initiales θ◦ ∈ RN sont telles que pour tout i ∈ {1, . . . , N}
θ˙i(t, θ◦) = ϑ, ∀ t > 0. (2.19)
Définition 2.3.4 Les oscillateurs définis par (2.15)sont synchronisés en fréquence si il existe
une solution à verrouillage de fréquence du système et si toutes les fréquences θ˙i(t) convergent
asymptotiquement vers cette solution, c’est-à-dire
lim
t→∞ θ˙i = ϑ, ∀i ∈ {1, . . . , N} . (2.20)
Dans la suite nous verrons quelques résultats portant sur la synchronisation et sur l’existence
des solutions, nous verrons en particulier que le gain d’interconnexion K est la pierre angulaire
de la synchronisation dans le cas de la connexion complète.
2.3.3.3 Quelques résultats
Le modèle de Kuramoto fait l’objet de nombreux travaux portant sur la synchronisation, la
stabilité et l’existence de solutions pour N ≥ 2 oscillateurs couplés. Notamment dans [42] est
proposée une étude récapitulative des conditions de synchronisation.
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Existence de solution
Dans [2], il est montré que pour un système à N oscillateurs (2.15), dont la connexion est
complète et où N est ﬁni, il existe une solution de phase verrouillée θ∗i (t) telle que :
θ∗i (t) = Ωt+ θ0
si et seulement si il existe r∗ ∈ [0, 1] : |ω
′
i |
Kr∗
6 1, ∀i, tel que
r∗ =
1
N
N∑
j=1
±
√
1−
(
ωi − Ω
Kr∗
)2
(2.21)
où Ω = 1
N
∑N
i=1 ωi ∈ R est la moyenne des fréquences naturelles.
Cet article propose non seulement une solution de phase θ∗i (t) mais il montre également
que si les oscillateurs sont synchronisés alors leur vitesse de synchronisation est la moyenne des
fréquences naturelles Ω. Il nous reste donc à connaître les conditions de synchronisation.
Critère intuitif de synchronisation
D’après l’équation (2.18), si tous les ωj sont égaux et si le système est synchronisé en phase
(synchronisation totale, déﬁnition (2.3.2)), alors on a r(t) = 1. Dans [110], le paramètre r est
utilisé comme critère de synchronisation mais il reste intuitif. Les simulations montrent que pour
N oscillateurs, N → ∞, il existe une valeur critique Kc du gain d’interconnexion K, tel que
K > Kc à partir de laquelle r est proche de un et à partir de laquelle le système est synchronisé.
A l’inverse, pour K ≤ Kc on remarque que les oscillations sont totalement décorrélées les unes
par rapport aux autres et que r ≃ 0.
La valeur du gain K a donc une grande importance dans la synchronisation du système.
En eﬀet beaucoup de résultats de simulations montrent que c’est à partir d’une valeur de K
suﬃsamment grande que le système se synchronise à une vitesse correspondant à la moyenne
des fréquences naturelles, ∀ωi 6= ωj . Dans le cas où N est ﬁni, si la connexion est complète et
si ωi 6= ωj , [27] donne une condition nécessaire de la synchronisation en phase portant sur le
gain critique Kc, ainsi qu’une valeur de ce gain qui assure la synchronisation exponentielle en
fréquence à la vitesse Ω.
Condition nécessaire de synchronisation en phase
Soit un système composé deN oscillateurs dont la connexion est complète. Ce système accepte
une solution de phase verrouillée si K > Kc avec :
Kc =
(ωmax − ωmin)N
2 sin (θs) + 2 (N − 2) sin
(
θs
2
) (2.22)
où θs ∈ R est telle que θs = 2 cos−1
(
−(N−2)−
√
(N−2)2+32
8
)
, où (ωmax, ωmin) ∈ R2 sont respec-
tivement la fréquence naturelle maximum et la fréquence naturelle minimum du système. Pour
plus de détail sur θs se reporter à [27]. Si N = 2 ou si N → ∞, alors on a Kc = (ωmax−ωmin)N2(N−1) .
Ce résultat apparait également dans [69].
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Condition suffisante de synchronisation exponentielle en fréquence
Lorsque ∀i, j, |θ˙i(t) − θ˙j(t)| décroit exponentiellement alors on dit que le système est syn-
chronisé exponentiellement en fréquence. Dans [27], un système composé de N oscillateurs tous
connectés les uns aux autres, c’est-à-dire queK ∈ R est une constante, est un système synchronisé
exponentiellement en fréquence si ∃ T > 0 tel que ∀t > T , |θi− θj | < π2 − ǫ ∀ (i, j) ∈ {1, ..., N}2,
où 0 < ǫ < π2 . Ainsi la fréquence des oscillateurs θ˙i(t) se synchronisent exponentiellement à la
vitesse Ω = 1
N
∑N
i=1 ωi et satisfont |θ˙i(t)− Ω| 6 σT eK sin(ǫ)(t−T ), où σT > 0. Pour plus de détail
sur σT , se reporter à [27].
Condition nécessaire et suffisante de synchronisation exponentielle en fréquence
La condition sur la valeur du gain d’interconnexion Ks, tel que K > Ks, qui assure la
synchronisation exponentielle en fréquence est déﬁnie dans [27] par l’équation suivante :
Ks =
N(ωmax − ωmin)
2 cos(ǫ)
, 0 < ǫ <
π
2
(2.23)
où (ωmax, ωmin) ∈ R2 sont respectivement la fréquence naturelle maximum et la fréquence natu-
relle minimum du système.
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Chapitre 3
Synchronisation de systèmes
semi-passifs à couplage diffusif
Nous présenterons dans ce chapitre, les principales notions théoriques auxquelles les diﬀérents
résultats présentés aux chapitres 4 et 5 feront appel. Comme nous le verrons par la suite, la
topologie des systèmes interconnectés a une inﬂuence sur la synchronisation du réseau formé par
ces systèmes. Aﬁn d’étudier cette topologie, nous utiliserons certains outils issus de la théorie des
graphes que nous présenterons dans ce chapitre. Nous déﬁnirons ensuite les diﬀérents concepts
de synchronisation directement liés à notre problématique. Nous verrons ensuite les concepts de
passivité et semi-passivité des systèmes ainsi que de convergence des systèmes dynamiques. Nous
verrons à la ﬁn de ce chapitre comment les propriétés des systèmes semi-passifs et convergents
permettent de conclure sur l’état de synchronisation lorsque le couplage est diﬀusif.
3.1 Théorie des graphes pour les problèmes de synchronisation
La théorie des graphes est le concept mathématique de base utilisé pour la modélisation de
réseaux. Un graphe est un ensemble de points appelés sommets ou nœuds. Les nœuds sont reliés
entre eux par des arêtes ou des arcs. On appelle un graphe orienté, un graphe dont la connexion
des nœuds se fait dans un sens déﬁni. A l’inverse, l’arête de deux nœuds d’un graphe non orienté
assure une connexion dans les deux sens. Une étude exhaustive sur les propriétés de la repré-
sentation matricielle des graphes non orientés est présentée dans [102]. Dans cette section, nous
présentons quelques déﬁnitions et propriétés portant sur les graphes. Pour plus d’informations
voir [89] et [102].
Un unique graphe G est un couple de deux ensembles qui consiste en un ensemble non vide
de sommets ou de nœuds V = {v1, v2, ..., vN}, où N ∈ N est le nombre de nœuds du graphe et
en un ensemble d’arêtes E(G) ⊆ V × V . Pour simpliﬁer la notation, on utilise souvent eij , où
{(i, j)} ∈ {1, ..., N}2, pour déﬁnir l’arête (vi; vj) ∈ E (G). Une arête eij dans un graphe G est
une arête qui commence au nœud vi et arrive au nœud vj . On dit que le nœud vj est adjacent
au nœud vi. Toutes les relations d’adjacences peuvent être décrites par la matrice d’adjacence
du graphe. Les éléments aij de la matrice d’adjacence A ∈ RN×N du graphe G sont déﬁnis par :
∀ (i, j) aij =
{
1 si eij ∈ E(G)
0 si eij /∈ E(G). (3.1)
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Nous voyons clairement que la matrice d’adjacence d’un graphe non orienté est symétrique alors
que ce n’est pas le cas pour un graphe orienté quelconque.
Le degré d(vi) ∈ N d’un graphe est le nombre d’arêtes du nœud vi. Respectivement, d+(vi)
et d−(vi) est le degré entrant et le degré sortant du nœud vi. Ils sont déﬁnis respectivement
comme le nombre d’arêtes qui partent du nœud vi et le nombre d’arêtes qui arrivent à ce même
nœud vi tels que :
d+(vi) =
N∑
j=1
aji, d
−(vi) =
N∑
j=1
aij . (3.2)
La matrice des degrés du graphe G est une matrice diagonale : D ∈ NN×N , dont les éléments
dii = d
−(vi). La matrice laplacienne L = [lij ] ∈ ZN×N , associée au graphe G, est déﬁnie par :
L = D−A, (3.3)
avec
lij =
{ −aij si i 6= j∑N
k=1,k 6=i aik si i = j.
(3.4)
Dans le cas des graphes non orientés, la matrice laplacienne est toujours semi-déﬁnie positive,
alors que ce n’est pas forcément le cas pour les graphes orientés. De la déﬁnition de la matrice
laplacienne il s’en suit que la somme de chaque ligne est nulle. Par conséquent, la matrice la-
placienne a toujours une valeur propre λ(L) = 0 et le vecteur propre droit correspondant est :
vd = 1. De plus, étant donné que pour un graphe non orienté la matrice L est symétrique, on
a : vg = vd, où vg est le vecteur propre gauche.
Définition 3.1.1 Un graphe orienté G = (V,E) est complet si le degré de chaque nœud est égal
à N − 1. Ce type de graphe est aussi appelé : graphe complètement connecté.
Définition 3.1.2 Un graphe orienté est dit à forte connexion (ou fortement connecté, strongly
connected), si chaque nœud du graphe est connecté à tous les autres nœuds du graphe par un
chemin qui suit la direction des arêtes du graphe.
Notons que la multiplicité de zéro comme valeur propre de L est égale au nombre de composants
connectés de G. Donc pour les graphes fortement connectés, il y a toujours une seule valeur
propre nulle.
Définition 3.1.3 : Le nœud vi du graphe G = (V,E) est homogène si son degré entrant d
+(vi)
et son degré sortant d−(vi) sont égaux, c’est-à-dire que d+(vi) = d−(vi). Un graphe G = (V,E),
est homogène si tous les nœuds qui le composent sont homogènes :
N∑
j=1
aij =
N∑
j=1
aji, ∀i ∈ {1, ..., N} . (3.5)
Un graphe non orienté est homogène. De plus, un graphe orienté homogène est fortement connecté
[104].
Définition 3.1.4 Un graphe pondéré est un graphe où chaque arête est affecté d’un nombre réel
positif, appelé poids de cette arête.
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Théorème 3.1.1 [104] Soit G = (V,E), un graphe orienté pondéré avec une matrice laplacienne
L. Si G est fortement connecté, alors rang(L) = N − 1.
Proposition 1 [104] Soit G = (V,E) un graphe non orienté. G est fortement connecté si et
seulement si, la deuxième plus petite valeur propre de la matrice laplacienne L du graphe, notée
λ2(L), est strictement positive.
L’importance de la deuxième plus petite valeur propre λ2(L) > 0 de la matrice laplacienne L
a été reconnue par Fielder [47, 48]. Il a introduit le terme de connectivité algébrique pour cette
quantité. Les propriétés de la connectivité algébrique d’un graphe non orienté incluent le fait que
ces valeurs ne peuvent pas décroître quand des arêtes non orientées sont ajoutées au graphe. Par
conséquent, la connectivité algébrique est une mesure signiﬁcative du niveau de la connectivité
d’un graphe non orienté.
3.2 Synchronisation des systèmes : définitions et outils
Considérons un système dynamique Si décrit par des systèmes interconnectés d’équations
diﬀérentielles ordinaires x˙i :
Si : x˙i(t) = Fi(x1(t), ...,xP (t)), i ∈ {1, ..., P} (3.6)
où P ∈ N est le nombre de systèmes interconnectés, Fi : RN ×RN ...×RN → RN . Une déﬁnition
générale du problème de synchronisation, sans précision sur les coordonnées, peut être trouvée
dans [11,13,18].
Définition 3.2.1 Les solutions x1(t), ...,xP (t) des systèmes S1, ..., SP dont les conditions ini-
tiales sont x1(0), ...,xP (0) ∈ D× D...× D, avec D ⊂ RN , sont complètement synchronisées si
‖xi(t)− x1(t)‖ ≡ 0 ∀t ≥ 0 (3.7)
Les solutions x1(t), ...,xP (t) des systèmes S1, ..., SP sont globalement complètement synchro-
nisées si D = RN .
Définition 3.2.2 Les systèmes dynamiques S1, ..., SP sont complètement synchronisés si pour
toutes conditions initiales x1(0), ...,xP (0) ∈ D× D...× D, avec D ⊂ RN , on a :
‖xi(t)− x1(t)‖ ≡ 0 ∀t ≥ 0
où x1(t), ...,xN (t) sont les solutions des systèmes S1, ..., SP .
Les systèmes S1, ..., SP sont globalement complètement synchronisés si D = R
N .
Définition 3.2.3 Les systèmes dynamiques S1, ..., SP sont asymptotiquement synchronisés si
pour toutes conditions initiales x1(0), ...,xP (0) ∈ D× D...× D, on a :
limt→∞‖xi(t)− x1(t)‖ = 0 (3.8)
où x1(t), ...,xP (t) sont les solutions des systèmes S1, ..., SP .
Les systèmes S1, ..., SN sont globalement asymptotiquement synchronisés si D = R
N .
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On peut voir la synchronisation asymptotique comme l’attractivité d’un ensemble diagonal A
tel que : A =
{
x1, ...,xP ∈ RN × . . .× RN : xi = xj ; (i, j) ∈ {1, ..., P}2
}
. C’est-à-dire que pour
toutes conditions initiales appartenant à un ensemble ouvert proche de A, les solutions des
systèmes interconnectés convergent vers cet ensemble A.
Définition 3.2.4 Les systèmes dynamiques S1, ..., SP sont fortement synchronisés si pour toutes
conditions initiales x1(0), ...,xP (0) ∈ D× D...× D, l’ensemble diagonal
A =
{
x1, ...,xP ∈ RN × . . .× RN : xi = xj ; (i, j) ∈ {1, ..., P}2
}
est attractif et stable au sens de Lyapunov.
Définition 3.2.5 Les systèmes dynamiques S1, ..., SP sont asymptotiquement synchronisés en
sortie si il existe une fonction h : RN → RM , où M ∈ N, telle que :
limt→∞‖h(xi(t))− h(x1(t))‖ = 0 (3.9)
pour toutes conditions initiales x1(0), ...,xP (0) ∈ D× D...× D.
Les systèmes dynamiques S1, ..., SP sont globalement asymptotiquement synchronisés en sortie
si D = RN .
Définition 3.2.6 Les systèmes dynamiques S1, ..., SP sont pratiquement synchronisés en sortie
si il existe une fonction h : RN → RM , où M ∈ N, et ε > 0 telle que :
‖h(xi(t))− h(x1(t))‖ ≤ ε (3.10)
pour tout t ≥ 0 et pour toutes conditions initiales x1(0), ...,xN (0) ∈ D× D...× D.
Les systèmes dynamiques S1, ..., SP sont globalement pratiquement synchronisés en sortie si
D = RN .
3.3 Synchronisation des systèmes semi-passifs
Dans cette section, nous proposons des conditions nécessaires et suﬃsantes pour la synchro-
nisation d’un réseau formé par des systèmes interconnectés par couplage diﬀusif. Ces conditions
portent sur la bornitude des solutions des systèmes interconnectés et sur la convergence de ces
systèmes. La bornitude des solutions fait appel à la théorie de la passivité des systèmes dyna-
miques.
3.3.1 Systèmes passifs, semi-passifs et bornitude des solutions
Nous présentons dans cette section, les déﬁnitions de passivité et de semi-passivité des sys-
tèmes dynamiques. Une des propriétés intéressante de tels systèmes est la bornitude des solutions.
Soit un système dynamique : {
x˙(t) = f(x(t)) + g(x(t))u
y(t) = h(x(t)),
(3.11)
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où x ∈ RN est la variable d’état, u ∈ RM est l’entrée, y ∈ RM est la sortie du système et
f : RN → RN , g : RN → RN×M sont suﬃsamment douces pour assurer l’existence de solutions
uniques.
Définition 3.3.1 Le système (3.11) est dit passif (dans RN ) si il existe une fonction positive ou
nulle V (x) : RN → R+ connectée et invariante sous la dynamique du système (3.11), V (0) = 0,
telle que l’inégalité de dissipativité suivante est respectée :
V˙ (x,u) =
∂V (x,u)
∂xT
(f(x) + g (x)u) ≤ yTu.
Définition 3.3.2 Le système (3.11) est dit semi-passif (dans RN ) si il existe une fonction po-
sitive ou nulle V (x) : RN → R+ connectée et invariante sous la dynamique du système (3.11),
V (0) = 0, telle que l’inégalité de dissipativité suivante est respectée :
V˙ (x,u) =
∂V (x,u)
∂xT
(f(x) + g (x)u) ≤ yTu−H(x)
où la fonction H(x) : RN → R est positive ou nulle en dehors de la boule B ⊆ RN de rayon ρ
∃ρ > 0, H (‖x‖) ≥ ̺(‖x‖),
où ̺ est une fonction continue et ̺(‖x‖) ≥ 0, ∀‖x‖ ≥ ρ.
La fonction V (x) est appelée fonction de stockage.
Définition 3.3.3 Le système (3.11) est strictement semi-passif (dans RN ) si la fonction H(.)
est strictement positive en dehors de la boule B ⊂ RN .
Un système semi-passif se comporte comme un système passif pour des valeurs de ‖x‖ suﬃ-
samment grandes. Un système semi-passif en boucle fermée, ici notre système est interconnecté
par la fonction u = ϕ(y) telle que yT ≤ 0, a ses solutions bornées indépendamment des condi-
tions initiales [97]. Indépendamment du choix des conditions initiales, toutes les solutions du
système interconnecté entrent dans un ensemble compact (indépendant des conditions initiales)
à un instant t et restent dans cet ensemble pour t→∞.
Un des intérêts dans notre cas de la semi-passivité, est qu’elle permet de trouver des conditions
simples qui assurent la bornitude des solutions d’un système interconnecté par couplage diﬀusif.
Considérons P systèmes interconnectés par la fonction uj = −γj1(yj(t) − y1(t)) − γj2(yj(t) −
y2(t))− ...− γjP (yj(t)− yP (t)), de la forme :{
x˙j(t) = fj(xj(t)) + gj(xj(t))uj
yj(t) = hj(xj(t))
(3.12)
où j ∈ {1, ..., P}.
Lemme 3.3.1 [99] Supposons que le système (3.12) est semi-passif avec une fonction de sto-
ckage non bornée Vj(xj(t)) : R
N → R+. Alors toutes les solutions du système (3.12) en boucle
fermée avec un retour
uj(t) = −γj1(yj(t)− y1(t))− γj2(yj(t)− y2(t))− ...− γjP (yj(t)− yP (t)), (3.13)
avec γji = γij ≥ 0, existent pour tout t ≥ 0 et sont bornées. De plus, si le système (3.12) est
strictement semi-passif avec une fonction de stockage non bornée semi-définie positive Vj(xj(t)) :
R
N → R+, Vj(0) = 0, alors toutes les solutions du système (3.12) existent pour tout t ≥ 0 et
sont U-bornées (Ultimatly bounded).
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Dans la suite, nous présentons une déﬁnition de systèmes convergents.
3.3.2 Convergence de systèmes dynamiques
La convergence de systèmes dynamiques, que nous déﬁnissons dans cette section, permet de
vériﬁer une des conditions pour que le réseau (formé par ces systèmes interconnectés par couplage
diﬀusif) puisse être dans un état de synchronisation (voir section 3.3.3).
Considérons le système particulier suivant :
z˙ = q(z,d(t)) (3.14)
où z ∈ Rs, d ∈ D, et D est un ensemble compact de RL, la fonction d : R → D est supposée
continue et le vecteur q : Rs × D → Rs est continu localement Lipschitz en z et continu en d.
Définition 3.3.4 [97] Le système (3.14) est dit convergent si
i) toutes les solutions de z sont définies et uniques pour tout t ∈ R+ et pour toutes conditions
initiales z(0) ∈ Rs.
ii) il existe une unique solution globalement asymptotiquement stable z bornée pour tout t ∈ R
telle que :
limt→∞‖z− z‖ = 0.
De plus, si toutes les conditions initiales appartiennent à une boule centrée en z(t0), si il existe
une constante c > 0 et une constante α > 0 indépendantes de t0, telle que ‖z− z‖ ≤ ce−α(t−t0),
on dit que le système (3.14) est non-critiquement convergent (noncritically convergent).
Le théorème suivant garantit la convergence du système (3.14).
Théorème 3.3.1 [40, 99] Supposons qu’il existe une matrice P symétrique et définie positive
telle que toutes les valeurs propres de la matrice symétrique
1
2
[
P
(
∂q(z,d)
∂z
)
+
(
∂q(z,d)
∂z
)T
P
]
sont strictement négatives pour tout z ∈ Rs et d ∈ D, alors le système (3.14) est non-critiquement
convergent dans la classe
{
d ∈ C 0 : R → D}.
Dans la section suivante, nous verrons que les systèmes semi-passifs (déﬁnition 3.3.3) et
convergents (déﬁnition 3.3.4) peuvent être dans un état de synchronisation.
3.3.3 Synchronisation pour des systèmes semi-passifs et convergent
Un réseau composé de P systèmes ayant tous le même nombre d’entrées et le même nombre
de sorties et interconnectés par couplage diﬀusif est de la forme [99] :{
x˙j(t) = fj(xj(t)) +Buj
yj(t) = Cxj(t)
(3.15)
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où j ∈ {1, ..., P}, xj ∈ RN est l’état du jème système, uj ∈ RM est l’entrée du jème système,
yj ∈ RM est la sortie du jème système. f(0) = 0 et les matrices B ∈ RN×M et C ∈ RM×N sont
constantes. Le jème système (3.15) est interconnecté aux autres systèmes par l’équation (3.13) :
uj(t) = −lj1(yj(t)− y1(t))− lj2(yj(t)− y2(t))− ...− ljP (yj(t)− yP (t))
où lji = lij ≥ 0 sont constantes telles que
∑P
j 6=i lji > 0, ∀i ∈ {1, ..., P} et sont les éléments
(déﬁnis à l’équation (3.4)) de la matrice laplacienne L telle que
L =

∑P
i=2 a1i −a12 . . . −a1P
−a21
∑P
i=1,i 6=2 a2i . . . −a2P
...
...
. . .
...
−aP1 −aP2 . . .
∑P−1
i=1 aPi
 . (3.16)
On notera que la somme de chaque ligne de la matrice L est nulle. La matrice L est symétrique
c’est-à-dire que toutes ses valeurs propres sont réelles. De même la matrice L est une matrice
laplacienne pour un graphe non-orienté et est semi-déﬁnie positive.
Le système (3.15) peut s’écrire sous la forme :{
z˙j = q(zj ,yj)
y˙j = a(zj ,yj) +CBuj
(3.17)
où zj ∈ RN−M , yj ∈ RM , uj ∈ RM , q(zj ,yj) : RN−M×RM → RN−M ,B ∈ RN×M etC ∈ RM×N
et a(zj ,yj) : RN−M×RM → RM . Soient les valeurs propres 0 = λ1 ≤ λ2 ≤ ... ≤ λP de la matrice
L. Le théorème suivant établi que les solutions du système (3.17) sont bornées quelles que soient
les conditions initiales. Les conditions de ce théorème sont vériﬁées si le système est semi-passif
(lemme 3.3.1).
Théorème 3.3.2 [97] Considérons le système (3.17) couplé de manière diffusive par uj (3.13).
Supposons que :
H1. Le système {
z˙ = q(z,y)
y˙ = a(z,y) +CBu
est strictement semi-passif avec une fonction de stockage non bornée V : RN × RM → R+.
H2. Il existe une fonction C2 V0 : RN−M → R+ et il existe une constante α telle que l’inégalité
suivante est respectée :
(∇V0(z1 − z2))T (q(z1,y1)− q(z2,y2)) ≤ −α‖z1 − z2‖2, (3.18)
∀ (z1, z2) ∈ R2(N−M), y1 ∈ RM .
Alors, pour toute matrice L (3.16) semi-définie positive, toutes les solutions du système (3.17)
sont bornées indépendamment des conditions initiales et il existe λ > 0 telle que pour toute
matrice L semi-définie positive dont les valeurs propres sont : 0 = λ1 ≤ λ2 ≤ . . . ≤ λP , avec
λ2 > λ, il existe un sous espace compact globalement asymptotiquement stable de l’ensemble
diagonal A =
{
yj ∈ RM , zj ∈ RN−M : yi = yj , zi = zj , (i, j) ∈ {1, . . . , P}2
}
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Nous avons déﬁni dans ce chapitre les principales notions théoriques, déﬁnitions et théorèmes,
qui nous permettront aux chapitres 4 et 5 d’analyser et de conclure sur la synchronisation de
réseaux neuronaux constitués de systèmes dynamiques interconnectés par couplage diﬀusif. Si
les systèmes composant le réseau vériﬁent le théorème 3.3.2 alors ils présentent les propriétés
permettant au réseau d’être synchronisé. D’autre part, la théorie des graphes permet d’étudier
l’impact de la topologie du réseau sur sa synchronisation.
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Chapitre 4
Du modèle de Kuramoto au modèle
linéaire : projection asymptotique et
propriétés de stabilité de ces deux
systèmes
Le problème posé par la synchronisation d’oscillateurs couplés a attiré de nombreux scienti-
ﬁques de divers domaines, physique, biologie, les neurosciences et les mathématiques par exemple.
Dans ce chapitre, nous nous baserons sur le modèle de Kuramoto qui est un des systèmes les plus
simples utilisé pour modéliser un réseau de neurones et nous utiliserons une connexion complète
(all-to-all). Nous construirons un système linéaire qui conserve les informations sur les fréquences
naturelles et sur les gains d’interconnexion du modèle original de Kuramoto. Les propriétés de
stabilité de ces modèles seront ensuite analysées.
4.1 Une reformulation linéaire du modèle de Kuramoto et ses
propriétés
Dans ce chapitre nous considérons les réseaux d’oscillateurs couplés complètement (all-to-all).
Comme nous l’avons présenté au chapitre 2, en plus de diverses applications en physique, biologie
et chimie, ces systèmes relativement simples mais toujours représentatifs des réseaux neuronaux,
sont bien adaptés pour l’analyse de la synchronisation neuronale. Un modèle couramment utilisé
pour modéliser un réseau de N oscillateurs complètement (all-to-all) couplés est le modèle de
Kuramoto [76] :
θ˙i(t) = ωi +
K
N
N∑
j=1
sin (θj(t)− θi(t)) , i ∈ {1, . . . N} , (4.1)
où θ˙i(t) ∈ R est la fréquence instantanée, θi(t) ∈ R est la phase instantanée, ωi ∈ R est la
fréquence naturelle, N ∈ N est le nombre d’oscillateurs et le paramètre K > 0 est le coeﬃcient
de couplage ou encore appelé gain d’interconnexion.
En suivant l’idée proposée dans [101], nous remarquons qu’un modèle possédant les mêmes
propriétés asymptotiques que le modèle de Kuramoto (4.1) peut être réduit à ce même modèle
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(4.1). Dans [101], les auteurs introduisent tout d’abord le système linéaire à variables complexes
suivant
x˙i = (iωi − ζ)xi + K
N
N∑
j=1
xj , i ∈ {1, . . . , N} , (4.2)
où N ∈ N est le nombre d’oscillateurs couplés, xi ∈ C et ζ ∈ R. Par la suite, en introduisant la
transformation en coordonnées polaires : xi(t) = Ri(t)eiθi(t), Ri(t) ∈ R et θi(t) ∈ R, dans [101]
l’auteur obtient :
R˙ie
iθi + iRie
iθi θ˙i = (iωi − ζ)Rieiθi + K
N
N∑
j=1
Rje
iθj . (4.3)
En supposant implicitement que Ri(t) n’est jamais égale à zéro et en séparant partie réelle
et partie imaginaire, on obtient les équations suivantes [101] :
R˙i
Ri
= −ζ + K
N
N∑
j=1
Rj
Ri
cos(θj − θi)
θ˙i = ωi +
K
N
N∑
j=1
Rj
Ri
sin(θj − θi)
Dans [101] l’auteur choisit ζ telle que Ri(t) tend vers un état asymptotiquement stable quel
que soit i, c’est-à-dire limt→∞Ri(t) = const et limt→∞ KN
Rj(t)
Ri(t)
= Kji. Alors on a
θ˙i = ωi +
N∑
j=1
Kij sin(θj − θi). (4.4)
Le résultat de la projection du système linéaire (4.2) pour un couplage identique sur un es-
pace réduit RN donne le modèle de Kuramoto (4.1), où le coeﬃcient de couplage n’est pas égal
pour chaque neurone.
Dans ce chapitre, notre objectif est d’établir un système linéaire qui, asymptotiquement,
garderait la même matrice d’interconnexion. Pour cela, on introduit un degré supérieur de ﬂexi-
bilité dans le système linéaire. Au lieu de l’équation (4.2) où le terme ζxi est ajouté pour tout
i ∈ {1, . . . , N}, où ζ est le même pour tout i, ici, on permet aux coeﬃcients de prendre diﬀérentes
valeurs pour diﬀérents i. Ainsi, on considère le système
x˙i = iωi − µixi + K
N
N∑
j=1
xj , i ∈ {1, . . . , N} , (4.5)
où µi ∈ R. On peut également mettre l’équation (4.5) sous la forme matricielle1 suivante
x˙ =
(
K
N
11T + iΩ−M
)
x = Ax, (4.6)
où x ∈ CN , Ω = diag(ω1, . . . , ωN ) ∈ RN×N et M = diag(µ1, . . . , µN ) ∈ RN×N .
1on choisi le signe moins devant la matrice M pour établir, par la suite, des liens d’existence plus clairs entre
la matrice et les expressions des solutions à verrouillage de phase du modèle de Kuramoto.
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Notre objectif est de trouver une matrice M pour que les solutions asymptotiques xi(t) du
système (4.5) convergent vers le même cycle limite, ce qui nous donnerait dans un état stable
limt→∞Ri(t) = limt→∞Rj(t) quels que soient (i, j) ∈ {1, . . . , N}2.
Étant donné que tous les oscillateurs θi, i ∈ {1, . . . , N}, ont le même comportement asymp-
totique, c’est-à-dire qu’ils ont la même vitesse de rotation ωm = 1N
∑N
i=1 ωi (qui est égale la
moyenne des fréquences naturelles ωi des oscillateurs interconnectés), on cherche tout d’abord le
vecteur µ = [µ1, . . . , µN ]
T , µ ∈ RN , tel que la matrice A ∈ CN×N déﬁnie par l’équation (4.6),
a une valeur propre λ1 = iωm à laquelle est associée un vecteur propre v1 ∈ CN qui est de la
forme v1 =
[
eiφ1 , . . . , eiφN
]T
, φj ∈ [0, 2π] et j ∈ {1, . . . , N}, alors
Av1 = iωmv1. (4.7)
Dans un premier temps, nous introduisons une hypothèse sur les fréquences naturelles ωi et
sur le gain d’interconnexion K.
Hypothèse 1 Il existe une valeur r∞ ∈ ]0, 1] telle que 2
r∞ =
1
N
N∑
i=1
±
√
1−
(
ω˜i
Kr∞
)2
(4.8)
où ω˜i = ωi − ωm et −1 ≤ ω˜iKr∞ ≤ 1, ∀i ∈ {1, . . . , N}.
Remarque 1 Dans la littérature sur les systèmes de Kuramoto, l’expression (4.8) est connue
comme étant la condition de consistance (consistency condition) sur r∞ des solutions à ver-
rouillage de phase. Elle est introduite dans [76]3 et dans [2], où il est montré que l’hypothèse 1
est une condition nécessaire et suﬃsante pour l’existence de solutions à verrouillage de phase.
Le théorème suivant montre que si l’hypothèse 1 est satisfaite alors il existe une famille de
matrices qui possèdent les caractéristiques décrites par l’équation (4.7).
Theorème 1 Soit le vecteur ω ∈ RN et soit la constante K > 0. Supposons que l’hypothèse 1
est satisfaite, alors la matrice A définie par (4.6) a une valeur propre imaginaire λ1 = iωm, où
ωm est une vitesse de rotation égale à la moyenne des fréquences naturelles et le vecteur propre
associé est v1 =
[
eiφ1 , . . . , eiφN
]T
si et seulement si la matrice diagonale M = diag(µ) a ses
éléments µi = ±
√
(Kr∞)2 − (ω˜i)2 quel que soit i ∈ {1, . . . , N}, où les signes ± sont les mêmes
que les signes ± de l’équation (4.8) pour r∞. De plus les éléments v1j du vecteur propre v1 sont
définis par
v1j = e
iφj =
1
Kr∞
(µj + iω˜j), j ∈ {1, . . . , N} . (4.9)
Preuve.
• Condition suffisante.
Pour que le vecteur v1 =
[
eiφ1 , . . . , eiφN
]T
, avec N ∈ N, soit un vecteur propre de la matrice A
correspondant à la valeur propre λ1 (A) = iωm alors
Av1 =
K
N
11Tv1 − (M− iΩ)v1 = K
N
11Tv1 − diag(µ− iω˜)v1 + iωmv1 = iωmv1, (4.10)
2le signe ± indique que chaque terme de la somme peut être de signe plus ou de signe moins et donc l’équation
(4.8) représente un ensemble d’équations.
3dans cette référence, comme dans [110], la condition (4.8) est formulée uniquement avec le signe positif.
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où ω˜ = [ω˜1, . . . , ω˜N ]
T , ω˜j = ωj − ωm quel que soit j ∈ {1, . . . , N} et µ = [µ1, . . . , µN ]T , µj
étant déﬁnie plus haut. A partir de l’équation (4.10), nous voyons que le vecteur v1 doit satisfaire
l’équation
K
N
11Tv1 = diag(µ− iω˜)v1 = diag(ν)v1, (4.11)
où le vecteur ν ∈ CN et νj = µj − iω˜j .
Ensuite nous introduisons
γ = 1Tv1 =
N∑
j=1
eiφj . (4.12)
Pour les matrices réelles, tout vecteur αv, où v est un vecteur propre et α ∈ R, est aussi un
vecteur propre. Nous avons la même propriété pour les matrices complexes. C’est-à-dire que tout
vecteur ηv multiple d’un vecteur propre v, où η ∈ C, est aussi un vecteur propre. Soit γ = γ◦eiψ,
γ◦ ∈ R , ψ ∈ R, alors le vecteur va = γ◦ve−iψ est aussi un vecteur propre de la matrice A et pour
ce vecteur nous avons 1Tva = 1Tveiψ = γ◦. Donc, on peut supposer sans perte de généralité que
γ =
∑N
j=1 e
iφj =
∑N
j=1 cos(φj) ∈ R.
En utilisant cette notation nous avons K
N
11Tv1 =
K
N
γ1. Ainsi l’équation (4.11) peut se
réécrire comme
K
N
γ1 = diag(ν)v1. (4.13)
Puisque nous avons montré que γ ∈ R alors les éléments de ν sont de la forme
νj = γ
K
N
v¯1j = γ
K
N
e−φj , (4.14)
où v¯1j et le conjugué de v1j . Rappelons que νj = µj − iω˜j ce qui nous donne
µj − iω˜j = γK
N
e−iφj = γ
K
N
(cos(φj)− i sin(φj)) (4.15)
et donc
sin(φj) =
N
Kγ
ω˜j (4.16)
cos(φj) =
N
Kγ
µj = ±
√
1− N
2
(Kγ)2
ω˜2j . (4.17)
Du fait que γ ∈ R et à partir des équations (4.17) et (4.12), il s’en suit que
γ =
N∑
j=1
cos(φj) =
N∑
j=1
±
√
1− N
2
(Kγ)2
ω˜2j . (4.18)
Ainsi, on obtient une équation qui déﬁnit une valeur de γ pour chaque combinaison de signes
± vériﬁant l’équation (4.18). Finalement, en comparant la déﬁnition de r∞ par l’équation (4.8)
et la déﬁnition de γ par l’équation (4.18), on voit que γ = Nr∞. Par conséquent, nous avons
montré que sous l’hypothèse H1 la matrice A a une valeur propre imaginaire iωm (ωm est la
vitesse de rotation des oscillateurs qui est égale à la moyenne des fréquences naturelles). En
utilisant la relation γ = Nr∞, on obtient à partir de l’équation (4.17), l’expression des éléments
µj , j ∈ {1, . . . , N} de la matrice M, qui est la suivante
µj = ±Kγ
N
√
1− N
2
(Kγ)2
ω˜2j = ±Kr∞
√
1− 1
(Kr∞)2
ω˜2j = ±
√
(Kr∞)2 − ω˜2j .
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Notons qu’au début nous avions uniquement imposé la forme particulière des éléments du vec-
teurs v1 mais pas l’expression exacte. Les équations (4.16) et (4.17) donnent une représentation
exacte du vecteur v1.
• Condition nécessaire.
Pour prouver la condition nécessaire il faut montrer que v1, déﬁni par l’équation (4.9), est un
vecteur propre de la matrice A déﬁnie par l’équation (4.10) avec les coeﬃcients µi déﬁnis par le
théorème 1 et de montrer que la valeur propre correspondante est iωm. On note µ = [µ1, . . . , µN ]
T
et ω˜ = [ω˜1, . . . , ω˜N ]
T et on note v1 le conjugué du vecteur propre v1. Les calculs montrent que
c’est eﬀectivement le cas
Av1 =
K
N
11Tv1 − diag(µ− iω˜)v1 + iωmv1
= Kr∞1−Kr∞diag(v1)v1 + iωmv1 = iωmv1
et le théorème est prouvé. 
Remarque 2 Comme nous l’avons remarqué, l’ensemble de toutes les matrices A possibles
peut être obtenu en résolvant 2N équations (4.8). Dans [2] certaines de ces équations ne donnent
pas de solution r∞ pour toute valeur de K, d’autres peuvent avoir plusieurs solutions pour
certaines valeurs de K. Donc, le nombre de matrices M ne correspond pas forcément au nombre
d’équations. Cependant, le nombre de matrices correspond au nombre de solutions à verrouillage
de phase du modèle de Kuramoto.
Aﬁn de simpliﬁer les notations on notera AKω l’ensemble des matrices possibles résultant de
l’équation (4.8) où ω ∈ RN est le vecteur des fréquences naturelles.
Discussion. En comparant le théorème 1 et le théorème 1 dans [2], on voit que l’expression du
vecteur propre v1 du théorème 1 correspond à l’expression de la solution à verrouillage de phase
dans [2], voir par exemple l’équation (2.19) de l’article.
D’autre part, on remarque qu’à partir des équations (4.10) et (4.15) il est facile de voir que
l’on peut réécrire la matrice A comme suit
A =
K
N
11T − diag(µ− iω˜) + iωmIN
=
K
N
11T −Kr∞diag(v1) + iωmIN = K
N
11T −Kr∞Φ+ iωmIN , (4.19)
où on déﬁnit Φ = diag(v1) et son conjugué Φ = diag(v1). Dans ce qui suit nous utiliserons cette
représentation de la matrice A pour simpliﬁer nos calculs.
Finalement comme résultat du théorème 1, nous obtenons une famille de matrices AKω qui
satisfait nos exigences. De plus, l’ensemble des vecteurs propres v1 obtenu suivant le choix des
signes ± de r∞ correspond à l’ensemble des points d’équilibre du modèle de Kuramoto donné
dans [2, 109,120].
4.2 Propriétés intrinsèques des systèmes linéaires définis par l’en-
semble des matrices AKω
Dans la section précédente nous avons obtenu une famille ﬁnie de matrices AKω. Chacune
d’entre elles a une valeur propre imaginaire λ1 = iωm dont le vecteur propre associé est de la
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forme v1 =
[
eiφ1 , . . . , eiφN
]T
. Maintenant, considérons l’ensemble des systèmes linéaires suivant,
correspondant à la famille AKω
x˙ = Ax = A1x+ iωmx, A ∈ AKω (4.20)
où, pour plus de simplicité pour les calculs, nous séparons la matrice A en deux parties avec
A1 ∈ CN×N telle que
A1 =
K
N
11T −Kr∞Φ. (4.21)
Nous commencerons par l’analyse de l’équilibre du système. Manifestement l’origine x = 0 est un
point d’équilibre pour tout système (4.20). Cependant, il n’est pas évident que ce point soit un
point d’équilibre unique ou non. Le lemme qui suit montre que tout point d’un système possédant
plusieurs points d’équilibre qui respecte l’égalité donnée par le lemme, est un point d’équilibre.
Lemme 1 Considérons le système (4.20), où Φ = diag(v¯1) où v¯1 est le conjugué de v1 défini
par le choix des signes de l’équation (4.8). Le point xe ∈ CN est un point d’équilibre du système
(4.20) si il satisfait l’égalité
1TΦxe = 0 (4.22)
Preuve. Soit xe ∈ CN un point d’équilibre du système (4.20), alors nous avons Axe = 0, ou de
manière équivalente A1xe = −iωmxe. En multipliant chaque côté de cette égalité par 1TΦ on
obtient
1TΦA1xe = −iωm1TΦxe (4.23)
ou encore
1TΦ
(
K
N
11T −Kr∞Φ
)
xe = −iωm1TΦxe. (4.24)
De la déﬁnition deΦ = diag(v1) et à partir de la propriété 1Tv1 = Nr∞, prouvée par le théorème
1, on obtient
1TΦ1 = Nr∞ (4.25)
et donc 1TΦA1 = 0. Alors, de l’égalité (4.24) nous avons 1TΦxe = 0 et nous montrons bien que
le point xe ∈ CN du système (4.20), satisfait l’égalité (4.23). Le lemme 1 est prouvé.

Il est bien connu que dans un repère en rotation à la vitesse ωm, les solutions du modèle de
Kuramoto (4.1), où le vecteur θ◦ ∈ RN est le vecteur des conditions initiales de θ = [θ1, . . . , θN ],
appartiennent à un ensemble invariant. Pour tout t ≥ 0 l’ensemble invariant est déﬁni par
l’égalité
∑N
j=1 θj(t,θ◦) =
∑N
j=1 θ◦j (ou par 1
Tθ(t,θ◦) = 1Tθ◦, en notation vectorielle). Pour
le système (4.20) l’ensemble n’est pas invariant. Cependant, nous montrerons qu’il existe un
ensemble invariant pour ce système.
La notion de paramètre d’ordre de phase complexe (complex phase order parameter)
reiψ ≡ 1
N
N∑
j=1
eiθj (4.26)
joue un rôle important pour l’analyse du modèle de Kuramoto [2, 110]. En particulier, il a été
prouvé que pour une valeur suﬃsamment grande de K les solutions du système tendent vers un
état où la valeur du paramètre r est soit inférieure à un (verrouillage de phase ou synchronisation
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partielle), soit égale à un (synchronisation complète). Par analogie, nous introduirons pour notre
système linéaire complexe la notion de paramètre d’ordre pondéré complexe (complex weighted
order parameter)4
Définition 4.2.1 Soit A ∈ AKω et soit v1 =
[
eiφ1 , . . . , eiφN
]T
le vecteur propre correspondant.
Le paramètre d’ordre pondéré z ∈ C du système x˙ = Ax est défini par
z = cReiψ = c
N∑
j=1
eiφjxj = c1
TΦx, (4.27)
où Φ = diag(v1) et c =
(
1TΦ21
)−1 ∈ C.
Le paramètre d’ordre pondéré introduit ci-dessus diﬀère non seulement du paramètre d’ordre de
phase complexe reiψ (équation (4.26) utilisé dans [101]) pour l’analyse de la reformulation du
modèle linéaire mais également du paramètre d’ordre de l’amplitude (amplitude order parameter)
ρ ≡ 1
N
|
N∑
j=1
xj | (4.28)
utilisé dans [84,85,109] pour étudier les modèles non linéaires avec une non linéarité cubique qui
correspondent au modèle de Kuramoto.
Comme pour l’amplitude r du paramètre d’ordre de phase complexe du modèle de Kuramoto,
pour les systèmes avec une non linéarité cubique le paramètre d’ordre d’amplitude ρ déﬁni par
l’équation (4.28) est également borné par un. Dans notre cas soulignons que tous les paramètres
d’ordre mentionnés ci-dessus sont bornés par un comme dans [101].
Maintenant, nous montrons que l’amplitude R du paramètre d’ordre pondéré z semble être
invariant pour tous systèmes (4.20) déﬁnis par les matrices de l’ensemble AKω.
Proposition 2 Considérons le système linéaire décrit par x˙ = Ax, x(0) = x◦, où A ∈ AKω
et soit v1 =
[
eiφ1 , . . . , eiφN
]T
le vecteur propre associé à la valeur propre λ(A) = iωm. Alors, le
paramètre d’ordre pondéré z = c1TΦx est une fonction périodique dans le temps, de période ωm :
z(t, z◦) = z◦eiωmt. C’est-à-dire que l’amplitude R(t,x◦) = R◦ et la phase ψ(t,x◦) = ψ◦ + ωm, où
R◦ et ψ◦ sont l’amplitude et la phase de z◦ = z(0) = c1TΦx◦, uniquement défini par le vecteur
propre v1 et par les conditions initiales x◦.
Preuve. A la section 4.1 nous avons montré que la matrice A (voir l’équation (4.19)) peut s’écrire
sous la forme
A =
K
N
11T −Kr∞Φ+ iωmIN ,
où Φ = diag(v¯1).
Le paramètre d’ordre pondéré z est déﬁni par (5.63), c’est-à-dire par z = c1TΦx, par consé-
quent z◦ = c1TΦx◦ = R◦eiψ◦ .
4Nous utiliserons par la suite, le terme paramètre d’ordre pondéré pour désigner le paramètre d’ordre pondéré
complexe.
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En dérivant z le long des trajectoires du système on obtient
z˙ = 1TΦx˙ = 1TΦ
(
K
N
11T −Kr∞Φ+ iωmIN
)
x
=
K
N
1TΦ11Tx−Kr∞1Tx+ iωm1TΦx
= iωm1
Tx = iωmz, (4.29)
où nous avons utilisé à la seconde ligne la déﬁnition de z et la propriété 1TΦ1 =
∑N
j=1 e
iφj = Nr∞
qui annulent les deux termes de la somme.
Le système (4.29) avec les conditions initiales z◦ = c1TΦx◦, est un système linéaire invariant
dans le temps dont les solutions sont de la forme
z(t, z◦) = z◦eiωmt = R◦eiψ◦eiωmt = R◦eiψ◦+iωmt. (4.30)
Nous pouvons conclure que |z(t, z◦)| = z◦ = |c1TΦx◦| et que l’amplitude R du paramètre d’ordre
pondéré est constante.
D’un autre côté, à partir de cette même équation (4.30) nous pouvons voir que la phase ψ
est une fonction linéaire dans le temps : ψ(t, z◦) = ψ◦ + γωmt.

Remarque 3 Nous voyons que l’amplitude r du paramètre d’ordre de phase complexe du mo-
dèle de Kuramoto converge asymptotiquement vers ses valeurs limites (uniquement déﬁnies par
l’équilibre ξ). L’amplitude R du paramètre d’ordre pondéré du système linéaire quand à elle est
constante et est uniquement déﬁnie par le vecteur propre v1 et les conditions initiales du système.
En revanche, il est facile de voir que la quantité 1Tx qui est en un sens analogue à la quantité
1Tθ pour le modèle de Kuramoto, converge asymptotiquement vers ses états stables tant que
1Tθ est constant (en coordonnées polaires).
Puisque le paramètre d’ordre pondéré est une fonction périodique dans le temps et que son
amplitude est constante alors les solutions du système (4.20) convergent asymptotiquement vers
un point d’équilibre uniquement pour un ensemble de conditions initiales de mesure zéro.
En eﬀet, supposons que les conditions initiales x◦ sont telles que 5 1TΦx = ∆ 6= 0 et que
la solution correspondante x(t,x◦) converge vers un point d’équilibre x∗. Par déﬁnition cette
convergence implique que pour tout ǫ > 0, il existe T (ǫ) > 0 telle que ‖x(t,x◦) − x∗‖ ≤ ǫ pour
tout t ≥ T (ǫ). Ceci est vrai en particulier pour ǫ = ∆/(2N). Nous avons donc
‖x(t,x◦)− x∗‖ ≤ ∆
2N
∀t ≥ T (∆/(2N)).
Alors nous avons pour tout t ≥ T (∆/2N)
‖1TΦx(t,x◦)‖ = ‖1TΦ (x(t,x◦)− x∗) + 1TΦx∗‖ ≤ ‖1TΦ (x(t,x◦)− x∗) ‖+ ‖1TΦx∗‖
≤ ‖1TΦ‖‖x(t,x◦)− x∗‖+ ‖1TΦx∗‖ ≤ ‖v1‖∆/2N ≤ ∆/2.
Toutefois, de la proposition 2, nous avons pour tout t ≥ 0, ‖1TΦx(t,x◦)‖ = ‖1TΦx◦‖ = ∆. Il
s’agit donc d’une contradiction qui montre que les solutions du système (4.20) ne convergent pas
vers un point d’équilibre quelles que soient les condition initiales x◦ telles que 1TΦx∗ 6= 0. C’est
5Au lemme 1 nous avions montré que 1TΦx = 0 est une condition nécessaire pour qu’un point du système
soit un équilibre.
42
pourquoi, plutôt que d’analyser les propriétés de stabilité des points d’équilibres, nous allons dans
la suite, analyser les propriétés de stabilité des cycles limites déﬁnis par le paramètre d’ordre
pondéré z. En particulier, nous verrons que parmi tous les systèmes (4.20), dont les matrices
appartiennent à l’ensemble AKω, il n’y a qu’un seul système pour lequel le cycle limite est stable
tandis que pour les autres systèmes le cycle limite est instable.
4.3 Remarques sur l’analyse de la stabilité des systèmes à va-
riables complexes
Jusque là nous avons étudié dans ce chapitre le cas des systèmes linéaires à variables com-
plexes. Ce choix est essentiellement motivé par notre objectif et par l’approche choisie (à partir
de [101]). Mais nous avons vu également que cette approche autorise une représentation matri-
cielle simple et dont l’interprétation est relativement évidente concernant les notions telles que
le paramètre d’ordre pondéré introduit à la déﬁnition (4.2.1).
Cependant, la structure des systèmes linéaires à variables complexes n’est pas commode
lorsqu’on souhaite analyser la stabilité en utilisant les notions connues à ce sujet. De plus les
résultats sont essentiellement formulés pour les systèmes linéaires à variables réelles [59, 72, 95].
Il est clair que les notions et déﬁnitions de stabilité des systèmes linéaires à variables réelles
peuvent être adaptées au cas des systèmes linéaires à variables complexes. Par exemple, pour un
système linéaire à variables complexes z ∈ CN déﬁni par l’équation
z˙ = Az, (4.31)
où A ∈ CN×N , nous pouvons déﬁnir la stabilité d’un point d’équilibre z = 0 par la même
démarche utilisée pour déﬁnir la stabilité d’un point d’équilibre des systèmes linéaires à variables
réelles (voir par exemple [73], Deﬁnition (3.1) ou encore [95] chapitre 1, p.9) :
Définition 4.3.1 Le point d’équilibre z = 0 du système (4.31) est stable si pour tout ǫ > 0 il
existe δ = δ(ǫ) telle que
‖z(0)‖ ≤ δ =⇒ ‖z(t, z(0))‖ ≤ ǫ, ∀t ≥ 0.
Cependant, pour éviter toute complication liée à la nécessité de reformuler les résultats exis-
tants sur les systèmes linéaires à variables réelles, nous avons choisi une autre approche. Nous
commencerons par un fait bien connu qui stipule que des systèmes décrits par (4.31) peuvent se
réécrire comme des systèmes à variables réelles x ∈ R2N .
Pour un vecteur complexe z = z1 + iz2 ∈ CN on introduit le vecteur y =
[
zT1 , z
T
2
]T ∈ R2N
et on décompose la matrice A en partie réelle et en partie imaginaire : A = A1 + iA2 avec
A1, A2 ∈ RN×N . Le système (4.31) peut alors se réécrire sous la forme suivante
y˙ = Ary, Ar =
[
A1 −A2
A2 A1
]
=
[
Re(A) −Im(A)
Im(A) Re(A)
]
. (4.32)
Pour les vecteurs z et y nous avons la propriété ‖z‖2 = ‖z1‖2 + ‖z2‖2 = ‖y‖2. De cette
propriété les déﬁnitions de la stabilité sont reformulées en utilisant les normes des états des
systèmes. On voit que les propriétés de stabilité des systèmes décrits par l’équation (4.31) sont
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les mêmes que celles pour les systèmes décrits par l’équation (4.32). En eﬀet, supposons par
exemple que l’origine y = 0 (y ∈ R2N ) est asymptotiquement stable pour le système (4.32),
de manière équivalente l’origine z = 0 (z ∈ CN ) est asymptotiquement stable pour le système
(4.31).
De là, il y a donc une totale équivalence entre ces deux types de systèmes. Dans la suite,
nous utiliserons ce qui est le plus pratique suivant le contexte. Quand nous nous référerons aux
propriétés de stabilité des systèmes complexes il faudra comprendre que ce sont les propriétés
analogues à celles des systèmes à variables réelles.
En eﬀet, en décomposant d’après (4.32) la matrice complexe en partie réelle et en partie
imaginaire, nous obtenons la dérivée de la fonction de stockage V = 12y
Ty
V˙ =
1
2
yTA2y +
1
2
yTAT2 y
= yT
[
Re(A) 0
0 Re(A)
]
y (4.33)
= yT1 Re(A)y1 + y
T
2 Re(A)y2 (4.34)
Et donc la matrice Re(A) tient un rôle crucial pour l’analyse de la stabilité de tels systèmes.
4.4 Analyse de la stabilité des systèmes linéaires définis par l’en-
semble des matrices AKω
Ici nous analyserons les propriétés d’un ensemble de systèmes linéaires (4.20) et nous mon-
trerons qu’il y a un lien fort entre les propriétés de stabilité des systèmes linéaires et celles des
points d’équilibre du modèle de Kuramoto.
Tout d’abord notons que tout comme le modèle de Kuramoto, qui est invariant sous la
transformation θj → θj + α pour tout j ∈ {1, . . . , N} et pour tout α ∈ C, les systèmes linéaires
décrits par l’équation (4.20) sont également invariants lorsqu’on eﬀectue la transformation x →
x+ αv1e
iωmt. En eﬀet, soit x′ = x+ αv1eiωmt alors pour x′ nous avons
x˙′ = Ax′ + iωmαeiωmtv1 = A1x+ iωmx+ iωmαeiωmtv1
= A1x+ iωmx
′ = A1x′ + iωmx′ = Ax′,
où nous utilisons à nouveau à la dernière ligne la propriété A1v1 = 0.
A partir de cette observation ainsi qu’à partir de la proposition 2 et du fait que les points
d’équilibre ne sont pas attractifs pour les systèmes déﬁnis par l’ensemble des matrices AKω,
on peut avoir une idée d’une approche similaire à celle utilisée pour l’analyse du consensus des
réseaux de systèmes linéaires [104].
Dans le cas des systèmes linéaires x˙ = Lx, où x ∈ RN et L est une matrice laplacienne
symétrique 6 L = LT ∈ RN×N , la valeur du consensus c’est à dire la quantité 1Tx est invariante.
Ce qui nous donne 1Tx(t,x◦) = 1Tx◦ (voir par exemple [104]). Aﬁn de prouver la stabilité
asymptotique du consensus, le système est souvent projeté dans le sous-espace orthogonal de
vecteur propre 1 par l’introduction du biais vectoriel (group disagreement vector7)
δ = x−Ave(x)1, (4.35)
6Pour certains systèmes, v = 1 est un vecteur propre associé à la valeur propre λ(L) = 0 : L1 = 0.
7Terminologie utilisée dans [104]
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où Ave(x) = 1
N
∑N
i=1 xi =
1
N
1Tx. L’analyse de la stabilité est ensuite donnée en terme de
δ ∈ CN .
En suivant cette idée nous projetons les dynamiques du système (4.20) dans l’espace ortho-
gonal de vecteur propre v1 et de même qu’à l’équation (4.35) nous introduisons le biais vectoriel
δ ∈ CN de la manière suivante
δ = x− z(x)v1,
où z = c1TΦx est le paramètre d’ordre pondéré complexe qui, pour notre système, joue un rôle
similaire à Ave(x) pour le consensus de systèmes en réseau. Ce qui déﬁnit que le vecteur δ est
orthogonal au vecteur v1.
Rappelons que z = c1TΦx avec c = (1TΦ21)−1 et Φ = diag(v1). Nous pouvons donc écrire
le biais vectoriel δ sous la forme
δ = x− z(x)Φ1 = x− cΦ11TΦx = (I− cΦ11TΦ)x = Px, (4.36)
où P = I− cΦ11TΦ.
Pour obtenir la dynamique de δ on note tout d’abord que
δ˙ = Px˙ = PAx = PA1x+ iωmPx,
et que PA1 = A1 comme nous pouvons le voir grâce aux calculs suivants
PA1 = (IN − cΦ11TΦ)(K
N
11T −Kr∞IN ) = A1 − cK
N
Φ11TΦ11T + cKr∞Φ11TΦ = A1,
où nous utilisons la propriété 1TΦ1 = Nr∞ pour annuler les deux derniers termes. Ensuite, en
utilisant la propriété A1v1 = 0 nous avons
A1x = A1(x− z(x)v1) = A1Px.
Finalement, en combinant les deux propriétés précédentes on obtient que la dynamique de δ
est donnée par l’équation
δ˙ = PA1x+ iωmPx = A1x+ iωmPx = A1Px+ iωmPx = APx = Aδ. (4.37)
Ensuite, pour simpliﬁer l’analyse de la stabilité du système nous faisons les changements de
coordonnées suivants
δφ = Φδ = Φx− z(x)1 = (Φ− c11TΦ)x. (4.38)
Avec les nouvelles coordonnées de la dynamique du biais vectoriel l’équation (4.37) prend la
forme
δ˙φ = Aφδφ (4.39)
où Aφ = KN
(
Φ11TΦ−Nr∞Φ
)
+ iωmIN .
Nous remarquons que la matrice Aφ, tout comme la matrice A, a une valeur propre λ(Aφ) =
iωm dont le vecteur propre associé est v1(Aφ) = 1. En eﬀet,
Aφ1 =
K
N
Φ11TΦ1−Nr∞Φ1+ iωm1− iωm1,
où nous utilisons à nouveau la propriété 1TΦ1 = Nr∞.
Comme Φ est une matrice de rotation, le changement de coordonnées (4.38) est bien déﬁni
et les propriétés de stabilité du système (4.37) sont les mêmes que les propriétés du système
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(4.39) avec δφ déﬁni dans (4.38). Donc, dans le but d’analyser la stabilité nous considérerons
l’ensemble des systèmes δ˙φ = Aφδφ, où l’ensemble des matrices AφKω est obtenu en utilisant la
transformation Aφ = ΦAΦ pour toutes les matrices A ∈ AKω.
La raison qui nous pousse à introduire ce changement de coordonnées est la suivante. A la
section 4.3 nous avons montré que pour un système à variables complexes décrit par z˙ = Az, la
matrice Re(A) peut avoir un rôle important dans l’analyse de la stabilité du comportement du
système. Pour le système décrit par (4.39), la matrice Rφ = Re(Aφ) est de la forme
Rφ = Re(Aφ) =
K
N
Re
(
Φ11TΦ−Nr∞Φ
)
=
K
N
Re
(
Φ11TΦ
)−Kr∞Re (Φ)
=
K
N
Re
(
v1v
T
1
)−Kr∞Re (Φ)
=
K
N
(
Re(v1)Re(v1)
T + Im(v1)Im(v1)
T
)−Kr∞Re (Φ) . (4.40)
Rappelons que d’après le théorème 1 nous avons Re(Φ) = −diag(µ1, . . . , µN ) = −M,
où µi = ±Nr∞
√
1−
(
ω˜i
Kr∞
)2
. En notant b = Re(v1) =
[
µ1
Nr∞
, . . . , µN
Nr∞
]T
, c = Im(v1) =[
ω˜1
Nr∞
, . . . , ω˜N
Nr∞
]T
on peut réécrire la matrice Rφ comme suit
Rφ =
K
N
(
M+ bbT + ccT
)
. (4.41)
Dans [2], pour analyser les propriétés de stabilité locale de la solution à verrouillage de phase,
les auteurs linéarisent le modèle autour de la solution à verrouillage de phase (c’est-à-dire les
points d’équilibre). La matrice jacobienne8 J (calculée au point d’équilibre) dans son modèle
linéarisé, coïncide avec la matrice Rφ – voir les équations (3.4)-(3.5) dans [2]. Les propriétés de
la matrice J qui ont été analysées dans [2] (lemmes (1-3) et theorèmes (2-3)) sont résumées dans
la proposition suivante :
Proposition 3 Soit les paramètres K et Ω = [ω1, . . . , ωN ]
T tels que l’hypothèse 1 est satisfaite
et soit |ω˜i|
Kr∞
< 1 pour tout i ∈ {1, . . . , N}. Alors pour l’ensemble AφKω de matrices Rφ définies
par (4.8) et (4.41), nous avons les propriétés suivantes :
– La matrice Rφ a une valeur propre nulle associée au vecteur propre 1.
– Si la matrice Rφ qui correspond à l’équation (4.8) contient un signe moins alors la matrice
Rφ possède une valeur propre positive.
– Si la matrice Rφ correspondant à l’équation (4.8) ne contient pas de signe moins
9 alors il
y a (N − 2) valeurs propres négatives.
– De plus, (N −1) de ces valeurs propres sont de signe négatif si et seulement si la condition
suivante est satisfaite
N∑
j=1
1− 2
(
ω˜j
Kr∞
)2
√
1−
(
ω˜j
Kr∞
)2 > 0. (4.42)
La preuve de cette proposition vient directement des preuves des lemmes (1 − 3) et des
théorèmes (2− 3) dans [2], c’est pourquoi nous ne la présentons pas ici.
8suivant la notation dans [2]
9tous les µi définis par des signes positifs correspondent au cas µi = Nr∞
√
1− ( ω˜i
KR∞
)2, i ∈ {1, . . . , N}
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Remarque 4 A partir de l’équation (4.9) et dans le cas où l’équation (4.8) est considérée uni-
quement avec des signes positifs nous avons eiφj = cosφj+i sinφj = 1Kr∞
√
1−
(
ω˜j
Kr∞
)2
+ i
ω˜j
Kr∞
.
De plus, à partir de l’équation (4.42) nous pouvons réécrire l’expression sous la forme
N∑
j=1
1− 2(sin2(φj)
cosφj
=
N∑
j=1
cos(2φj)
cosφj
> 0,
ou de manière équivalente
0 <
N∑
j=1
2 cos2(φj − 1)
cos(φj)
=
N∑
j=1
2 cos(φj)−
N∑
j=1
sec(φj).
De par la déﬁnition
∑N
j=1 cos(φj) = Nr∞ nous avons ﬁnalement la condition nécessaire et
suﬃsante (4.42) qui peut se mettre sous la forme plus simple
N∑
j=1
sec(φj) < 2Nr∞.
Remarque 5 La condition que les diﬀérences de phases entre chaque paire d’oscillateurs φi et
φj , ((i, j) ∈ {1, . . . , N}2) soient inférieures à π2 est formulée dans [2] comme une simple condition
portant sur la matrice Rφ pour que les valeurs propres soient négatives. Une interprétation de
cette condition y est proposée. Une interprétation de cette condition, diﬀérente de celle proposée,
vient de l’observation que toutes les entrées non-diagonales de la matrice Rφ sont des fonctions
cosinus de ces diﬀérences
(Rφ)i,j = cos(φi − φj), (i, j) ∈ {1, . . . , N}2 , i 6= j.
Le vecteur 1T est un vecteur propre dont la valeur propre correspondante est zéro et à condition
que (Rφ)i,j > 0 pour tout i 6= j, alors la matrice Rφ est une matrice laplacienne symétrique qui
représente un graphe connecté et donc la matrice Rφ a N − 1 valeurs propres négatives.
Dans la suite, nous restreignons notre attention sur le cas où en plus de l’hypothèse 1 nous
supposons que ω˜j
Kr∞
< 1 pour tout (i, j) ∈ {1, . . . , N}2. L’hypothèse 1 [2] tient compte de cette
supposition.
Dans [2], il est montré qu’il n’y a qu’une seule solution qui est localement stable pour toutes
les valeurs de K et de Ω satisfaisant l’hypothèse 1 parmi toutes les solutions à verrouillage de
phase du modèle de Kuramoto. Ce qui peut s’appliquer à notre cas : nous prouverons dans la
suite que tous les systèmes déﬁnis par AφKω sauf un, sont instables.
Theorème 2 Soit l’hypothèse 1 satisfaite et soit le système décrit par les équations (4.39) et
(4.38) où la matrice Aφ = ΦAΦ ∈ AφKω. Si la matrice A définie par l’équation (4.19) corres-
pond à l’équation (4.8) contenant au moins un signe moins, alors l’ensemble des points d’équilibre
δφ est instable pour ce système.
Les systèmes déﬁnis par l’équation (4.8) contenant au moins un signe négatif sont instables. Il
est clair qu’ils ne peuvent pas être de bons candidats pour une représentation linéaire du modèle
de Kuramoto. Nous allons donc nous concentrer uniquement sur la partie gauche du système
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δ˙φ = Aδφ. Dans cette expression tous les signes des expressions de r∞ de l’équation (4.8) sont
positifs, il en est de même pour les signes de µ dans l’équation (4.41). On notera les matrices
A, Aφ et Rφ correspondant à ce choix de signe, respectivement par A+, A
+
φ et R
+
φ .
De la proposition 3, la matriceA+φ a N−1 valeurs propres négatives, il est donc prévisible que
le système linéaire correspondant soit stable et que δφ (ou de manière équivalente δ) converge
vers zéro. Dans le théorème qui suit on démontre cette proposition et en plus on analyse le
comportement asymptotique des solutions du système δ˙φ = A
+
φ δφ.
Pour simpliﬁer les notations nous utiliserons α = λ2(R
+
φ ) pour noter la seconde plus grande
valeur propre de la matrice R+φ et nous rappelons que λ1(R
+
φ ) = 0.
Theorème 3 Sous l’hypothèse 1, soit le système
x˙ = A+φ x, (4.43)
où A+φ correspond à l’équation (4.8) lorsque tous les signes sont positifs. Supposons que la condi-
tion (4.42) est satisfaite. Alors les affirmations suivantes sont validées :
I. L’origine x = 0 est stable pour le système (4.43).
II. Pour toute condition initiale x◦ ∈ CN et pour tout t ≥ 0 le biais vectoriel δ = (IN−cΦ11TΦ)x
est exponentiellement borné par
‖δ(t, δ◦)‖ ≤ e−αt ‖δ◦‖,
où α = λ2(R
+
φ ) est la seconde plus grande valeur propre de la matrice laplacienne R
+
φ et δ◦ =
(IN − cΦ11TΦ)x◦.
III. Pour presque toute condition initiale x◦ ∈ CN , les coordonnées du vecteur x convergent
exponentiellement vers un cycle limite :
xi(t,x◦)→ z◦ei(φi+iωmt),
Les coordonnées de ce vecteur x(t,x◦) ont une vitesse de rotation asymptotique ωm et leur position
est modifiée d’un angle φi relatif au paramètre d’ordre pondéré .
Preuve
I. Nous commençons par remarquer que pour montrer la stabilité du système x˙ = A+x, il est
suﬃsant de prouver la stabilité du système
x˙φ = A
+
φ xφ, xφ ∈ CN (4.44)
où le vecteur xφ est déﬁni par le changement de coordonnées similaire à (4.38)
xφ = Φx. (4.45)
Nous utiliserons la notation A+φ = ΦA
+Φ comme pour l’équation
Aφ =
K
N
(
Φ11TΦ−Nr∞Φ
)
+ iωmIN .
Comme nous l’avions stipulé à la section 4.3 au sujet de l’analyse de la stabilité, nous trouvons
plus commode d’utiliser la représentation équivalente du système en variables réelles.
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Comme pour la représentation réelle (4.32) du système (4.31), nous introduisons le vecteur
yφ =
[
Re(xTφ ), Im(x
T
φ )
]T
. Alors, le système (4.45) peut se réécrire sous la forme
y˙φ = A
+
r yφ (4.46)
A+r =
[
Re(A+φ ) −Im(A+φ )
Im(A+φ ) Re(A
+
φ )
]
. (4.47)
où yφ =
[
Re(xTφ ), Im(x
T
φ )
]T
∈ R2N .
Considérons pour ce système la fonction de Lyapunov : V : R2N → R+
V1(y) =
1
2
yTφyφ. (4.48)
En prenant la dérivée de V1 le long des trajectoires du système formé par les équations (4.46) et
(4.47) et en utilisant la notation yφ =
[
yTφ1,y
T
φ2
]T
=
[
Re(xTφ ), Im(x
T
φ )
]T
on obtient
V˙1 = y
TA+r y = y
T
φ1Re(A
+
φ )yφ1 + y
T
φ2Re(A
+
φ )yφ2 = y
T
φ1R
+
φ yφ1 + y
T
φ2R
+
φ yφ2. (4.49)
Nous rappelons que la matrice R+φ = (R
+
φ )
T est déﬁnie par les équations (4.40) et (4.41) avec
uniquement des signes positifs pour déﬁnir r∞ et µ.
Sous les hypothèses du théorème 3 la condition (4.42) est satisfaite. Dès lors, de la proposition
3 il vient que toutes les valeurs propres de Rφ sont négatives ou nulles et donc V˙1 ≤ 0 pour tout
y ∈ R2N et pour tout t ≥ 0. Ainsi, l’origine yφ = 0 est stable pour le système (4.46) et l’origine
correspondante xφ = 0 est stable pour le système (4.45). Enﬁn, pour prouver la stabilité de
l’origine du système (4.43) on remarque que la transformation x = Φxφ est bien déﬁnie et que
‖x‖ = ‖xφ‖ par le fait que Φ est une matrice de rotation. Le résultat suit.
II. Nous procédons de la même manière pour prouver la stabilité exponentielle de l’origine de
la dynamique du biais vectoriel (4.37). Au début de cette section, nous avons montré que quelle
que soit A ∈ AKω, les dynamiques du biais vectoriel δ et du biais vectoriel δφ sont données
respectivement par les équations (4.37) et (4.39). Dans le cas particulier de la matrice A ∈ AKω,
comme A = A+, nous avons les dynamiques de δ et de δφ
δ˙ = A+δ, et δ˙φ = A
+
φ δφ, (4.50)
où nous avons comme précédemment δφ = Φδ.
Ensuite, nous passons à la représentation réelle de la dynamique complexe. Nous utilisons la
notation δφ = (δφ1 + iδφ2) et nous introduisons le vecteur δ
r
φ =
[
δTφ1, δ
T
φ2
]T ∈ R2N . De même
que pour la dynamique de yφ déﬁnie à la première partie de la preuve, les dynamiques de δ
r
φ
sont données par l’équation suivante
δ˙φ
r
= A+φ δ
r
φ, (4.51)
où A+φ est déﬁnie par l’équation (4.47). Maintenant nous allons déﬁnir la nouvelle fonction de
Lyapunov V2 : R2N → R+ de la forme
V2(δ
r
φ) =
1
2
‖δrφ‖2.
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En prenant la dérivée de V2(δrφ) le long des trajectoires de l’équation (4.51) on a
V˙2 = (δ
r
φ)
TA+r δ
r
φ = (δ
r
φ1)
TR+φ δ
r
φ1 + (δ
r
φ2)
TR+φ δ
r
φ1.
Par construction, le vecteur δφ est orthogonal au vecteur 1, donc les vecteurs δ
r
φ1 et δ
r
φ2 sont
aussi orthogonaux à 1. D’autre part, de la proposition (3) nous avons le vecteur 1 qui correspond
à la valeur propre zéro de la matrice R+φ .
Lemme 2 Si L est une matrice laplacienne symétrique définissant un graphe connecté, alors
min
1T x=0,
∑
xi 6=0
xTLx
xTx
= λ2(L).
Ensuite, on utilisera le cas spécial du théorème de Courant-Fischer portant sur la matrice lapla-
cienne symétrique [62] (voir aussi [104, 125]). On obtient une borne de la dérivée de la fonction
de Lyapunov
V˙2 ≤ −λ(R+φ )(‖δrφ1‖2 + ‖δrφ2‖2)
≤ −α‖δrφ‖2 ≤ −2αV2 ≤ 0 ∀ δ 6= 0. (4.52)
où on note α = λ2(R
+
φ ).
De la déﬁnition de V2(δrφ) et d’après l’équation (4.52) il vient que δ
r
φ converge exponentielle-
ment vers zéro. En eﬀet, en utilisant le théorème de comparaison dans [73] on a
V2(δ
r
φ(t, δ
r
φ◦)) ≤ V2(δrφ◦)e−2αt,
et ﬁnalement en utilisant la déﬁnition de V2(δrφ) on a pour tout δ
r
φ◦ ∈ R2N et pour tout t ≥ 0
‖δrφ(t, δrφ◦)‖ ≤ ‖δrφ◦‖e−αt.
Dès lors, ‖δ‖ = ‖δφ‖ = ‖δrφ‖. De la dernière inégalité on obtient que cette borne est validée
pour la norme du biais vectoriel δ(t, δ◦)
‖δ(t, δ◦)‖ ≤ ‖δ◦‖e−αt. (4.53)
et le point II du théorème 3 est prouvé.
III. Finalement, on analyse le comportement asymptotique de x pour t→∞. Nous considèrerons
séparément deux cas de conditions initiales.
Cas 1. On note F1 l’ensemble des conditions initiales qui correspond au paramètre d’ordre pon-
déré égale à zéro.C’est-à-dire que l’ensemble F1 est déﬁni par : F1 =
{
x ∈ CN : 1TΦx = 0}. Il
est facile de voir que l’ensemble F1 est de dimension N − 1.
Premièrement, nous considérons le cas où x◦ ∈ F1. A partir de la proposition 2, la trajectoire
du paramètre d’ordre pondéré z = c1TΦx est déﬁnie par
z(t, z◦) = z◦eiωmt, z◦ = c1TΦx◦.
Nous avons donc z◦ = 0 pour tout x◦ ∈ F1 et dès lors, le paramètre d’ordre pondéré z(t, z◦) = 0
pour tout t ≥ 0. En même temps, de la déﬁnition de δ (voir (4.36)) nous avons
δ = (I− cΦ11TΦ)x = x− zΦ1
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et donc x◦ = δ◦ + z◦Φ1 = δ◦. Alors, en utilisant l’équation (4.53) et le fait que z(t, z◦) ≡ 0 on
peut borner la norme du vecteur x comme suit
‖x(t,x◦)‖ = ‖δ(t,x◦) + z(t, z◦)Φ1‖ = ‖δ(t,x◦)‖
= ‖δ(t, δ◦)‖ ≤ ‖δ◦‖e−αt = ‖x◦‖e−αt.
Donc pour les conditions initiales appartenant à l’ensemble F1, la convergence exponentielle
de δ(t, δφ) vers zéro implique la convergence exponentielle vers zéro de x.
Cas 2. Par la suite, nous considérons toutes les conditions initiales qui n’appartiennent pas à l’en-
semble F1. Pour plus de commodité nous noterons cet ensemble par F2 =
{
x ∈ CN : 1TΦx 6= 0}.
Notons que dim(F1) = N − 1 et donc la mesure de F1 est zéro. Alors, à partir de la déﬁnition
de l’ensemble F2 on a F2 ∈
{
C
N/F1
}
et donc l’ensemble F2 représente l’ensemble de presque
toutes les conditions initiales.
Dans ce cas, à partir de la déﬁnition du biais vectoriel, nous avons
‖δ(t, δ◦)‖ = ‖x(t,x◦)− z(t, z◦)Φ1‖ = ‖x(t,x◦)− z◦eiωmtΦ1‖
donc pour tout i ∈ {1, . . . , N}, on a
‖xi(t,x◦)− z(t, z◦)eiφi‖ ≤ ‖δ◦‖e−αt = ‖x◦ − z◦Φ1‖e−αt.
Dès lors que δ converge exponentiellement vers zéro, nous avons
‖x(t,x◦)− z◦eiωmtΦ1‖ ≤ ‖x◦ − z◦Φ1‖e−αt.
La dernière égalité implique que les coordonnées xi convergent vers le paramètre d’ordre pondéré
mais avec un décalage d’angles φi
xi(t,x◦)→ z◦ei(φi+iωmt) (4.54)
par conséquent, pour toutes les conditions initiales x◦ ∈ F2, ce qui est le cas pour presque toutes
les conditions initiales, toutes les coordonnées du vecteur x(t,x◦) sont asymptotiquement en
rotation à la vitesse ωm. De plus la position de chaque éléments du vecteur sont décalées d’un
angle φi relatif au paramètre d’ordre pondéré .

Remarque 6 En utilisant la terminologie adoptée pour les systèmes dynamiques existante dans
la littérature et en associant les coordonnées du vecteur x pour des oscillateurs individuels, nous
pouvons reformuler la dernière partie du théorème de la façon suivante : pour presque toutes
les conditions initiales x◦ ∈ CN , un réseau d’oscillateurs linéaires déﬁni par l’équation (4.43) est
synchronisé à la vitesse ωm qui est égale la moyenne des fréquences naturelles ωi. De plus, les
oscillateurs sont asymptotiquement à phase verrouillée.
4.5 Application du modèle linéaire dans le modèle de Kuramoto
En utilisant le fait que A+ = K
N
11T −Kr∞Φ+ iωmIN (voir équation (4.19)) nous pouvons
réécrire l’équation (4.43) en coordonnées polaires
ρ˙ie
iθi + iρie
iθi θ˙i =
K
N
N∑
j=1
ρje
iθj +Kr∞eθi + iωmρieθi . (4.55)
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En séparant partie réelle et partie imaginaire on obtient l’équation de la partie imaginaire suivante
ρiθ˙i = ωi +
K
N
N∑
j=1
ρj sin(θj − θi) (4.56)
Nous avons prouvé à la section précédente que pour t→∞ nous avons xi(t,x◦)→ z◦ei(φi+iωmt).
En utilisant la transformation en coordonnées polaires xi(t) = ρi(t)eiθi(t), ce résultat peut être
reformulé en terme de convergence asymptotique de ρ et de θ. En particulier, nous en dédui-
sons qu’à l’état stable pour tout i ∈ {1, . . . , N}, tous les ρi convergent vers la même valeur :
limt→∞ρi(t,x◦) = z◦ et l’équation (4.56) se réduit au modèle de Kuramoto.
θ˙i = ωi +
K
N
N∑
j=1
sin(θj − θi)
Nous pouvons donc considérer le modèle de Kuramoto comme une projection asymptotique
du système linéaire (4.43) pour presque toute condition initiale x ∈ CN .
Les simulations qui termineront ce chapitre mettent en évidence l’existence du cycle limite cor-
respondant au paramètre d’ordre pondéré z = c1TΦx pour l’unique système x˙ = Ax respectant
les critères déﬁnis précédemment. Nous verrons également qu’asymptotiquement ce comporte-
ment est similaire au comportement asymptotique du modèle de Kuramoto.
4.6 Simulations
Nous présenterons dans cette section quelques résultats de simulations du modèle linéaire,
dont la matrice A répond aux critères de stabilité du système linéaire mentionnés précédem-
ment. Nous comparerons le comportement du modèle de Kuramoto (4.1) avec le comportement
du modèle linéaire proposé à l’équation (4.6) de la section 4.1 pour N = 4 oscillateurs et un
gain d’interconnexion K suﬃsamment grand pour assurer la synchronisation. D’autre part, la
connexion entre les N oscillateurs est complète, c’est-à-dire que tous les oscillateurs sont reliés
entres eux par un même coeﬃcient constant et le vecteur des fréquences naturelles sera tel que :
ω = [−1.3, 4,−7.2, 10.8]T .
Dans un premier temps nous analyserons succinctement le comportement asymptotique de
ce modèle. Nous prendrons dans la plupart des cas deux valeurs de K = {20, 50}. Les résultats
de simulation seront présentés pour les conditions initiales suivantes :
x0 = [0.5− i0.2, 2.8 + i1.4, 0.5− i, 3− i1.5]T ,
x0 = [5− i6, 7 + i3, 4− i4, 3− i10]T ,
ou encore pour
x◦ = [1− i3, 5 + i3, 2.5− i1.8, 3− i5]T .
Ensuite, nous présenterons quelques résultats de simulations concernant le modèle de Kuramoto
(déﬁni par l’équation (4.1) de la section 4.1). Les courbes mettrons en évidence que suivant la
valeur du gain K, il y a ou non synchronisation quelle que soit l’initialisation des phases. Les
résultats sont obtenus suivants les valeurs des paramètres K et θ◦ suivants : K = {5, 10, 20} et
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θ◦ = [5, 1.4, 0.7, 4.1]T et θ◦ = [0.5, 2.8, 0.5, 3]T . Enﬁn, nous comparerons les courbes de phase
des deux modèles pour un même gain suﬃsamment grand (permettant la synchronisation) K =
{20, 50} et pour les conditions initiales du modèle de Kuramoto θ◦ = [0.5, 2.8, 0.5, 3]T et du
modèle linéaire x0 = [0.5− i0.2, 2.8 + i1.4, 0.5− i, 3− i1.5]T .
4.6.1 Modèle linéaire
Dans cette section, nous mettrons en évidence les points abordés aux sections théoriques de
ce chapitre :
• Pour une unique matrice A vériﬁant l’hypothèse 1, le système x˙ = Ax a ses valeurs propres
à partie réelles négatives dont une imaginaire λ1 = iωm qui est associée au vecteur propre
v1 =
[
eiφ1 , . . . , eiφN
]T
• Les diﬀérences de phase ψj−ψ1, pour j ∈ {2 . . . N}, du système (4.6) réécrit en coordonnées
polaires, convergent vers des valeurs constantes.
• Le comportement asymptotique du système linéaire pour une unique matrice A, a ses
solutions à verrouillage de phase bornées par un cycle limite correspondant au paramètre
d’ordre pondéré z. Comme nous le verrons à la section 4.6.3 ce comportement est le même
que celui du modèle de Kuramoto.
• Le paramètre d’ordre pondéré z est borné et les conditions initiales x◦ appartiennent à
cette trajectoire.
Les simulations ont été faites à partir du système x˙ = Ax où la matrice A est déﬁnie par
A =
K
N
11T − diag(µ− iω˜) + iωmIN
où µj =
√
(Kr∞)2 − ω˜2j et où ω˜j = ωm − ωj . Pour obtenir ces résultats, nous avons pris N = 4
oscillateurs, K = {20, 50}, les fréquences naturelles d’oscillations ωj sont déﬁnies par le vec-
teur ω = [−1.3, 4,−7.2, 10.8]T et deux vecteurs diﬀérents représentant les conditions initiales :
x0 = [0.5− i0.2, 2.8 + i1.4, 0.5− i, 3− i1.5]T et x0 = [5− i6, 7 + i3, 4− i4, 3− i10]T . Les résul-
tats numériques obtenus avec ces valeurs de paramètres sont résumés aux tableaux 4.1 et 4.2.
Ces résultats sont valables quelles que soient les conditions initiales déﬁnies par x0.
La moyenne des fréquences naturelles du système ωm est donc dans ce cas : ωm = 1.575.
Pour le gain d’interconnexion K = 20, la valeur de r∞ déﬁnie par l’équation (4.8) en prenant
tous les signes positifs, est de 0.9328 et nous obtenons r∞ = 0.9909 pour K = 50. L’hypothèse
1 est donc bien vériﬁée car r∞ ∈ ]0, 1] et où ω˜j = ωj − ωm et −1 ≤ ω˜iKr∞ ≤ 1.
D’autre part, d’après le théorème 2, un tel système peut être stable. Pour chaque valeur de K,
la matrice A a sa plus grande valeur propre λ1 = iωm qui est la valeur moyenne des fréquences
d’oscillations représentées par le vecteur ω. Le vecteur propre qui lui est associé est, comme on le
souhaite : v1 =
[
eiφ1 , eiφ2 , eiφ3 , eiφ4
]T
, avec φj déﬁni à l’équation (4.16) (voir Tab.4.1 et 4.2). Par
conséquent, d’après le théorème 3 le système (4.43) a son origine x = 0 stable quelles que soient
les conditions initiales x◦ ∈ CN et pour tout t ≥ 0 le biais vectoriel δ est exponentiellement
borné. Ainsi que pour presque toutes les conditions initiales x◦ ∈ CN les solutions à verrouillage
de phase sont exponentiellement bornées par le paramètre d’ordre pondéré z (voir les ﬁgures 4.1,
4.2 et 4.3, 4.4) et ont une fréquence de rotation ωm.
D’autre part, le tracé des diﬀérences de phase ψj − ψ1, j ∈ {2, 3, 4} (voir ﬁgure 4.5) du système
(4.6), telles que xj = ρjeiψj , montre que ces diﬀérences par rapport à la phase de l’oscillateur 1
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sont constantes. Ce qui met en évidence que la fréquence des diﬀérents oscillateurs du système
sont décalées d’une constante φi, i ∈ {1, 2, 3}.
Notons que pour certaines valeurs de K il n’existe pas de solution de r∞ (équation (4.8)), donc
le système n’est pas synchronisé.
La ﬁgure 4.6 montre que le paramètre d’ordre pondéré complexe caractérisant la trajectoire du
cycle limite du système décrit par l’équation (4.6) a ses conditions initiales x◦ sur cette trajec-
toire, ∀x◦ ∈ CN
K = 20
r∞ 0.9328
A

−13.4334− 1.35i 5 5
5 −13.4979 + 4i 5 5
5 5 −11.4637− 7.2i 5
5 5 5 −11.2158 + 10.8i

λ
[
1.575i, −16.2429− 4.612i, −17.5689 + 1.4222i, −15.799 + 7.9147i ]T
v1=
[
eiφ1 , . . . , eiφ4
]T [
0.9894− 0.1451i, 0.9925 + 0.1224i, 0.8966− 0.4428i, 0.885 + 0.4655i ]T
φ
[ −0.1456, 0.1227,−0.4587, 0.4842 ]T
Av1
[
0.2427 + 1.5562i, −0.2047 + 1.5616i, 0.7408 + 1.3899i, −0.7788 + 1.369i ]T
λ1v1
[
0.2427 + 1.5562i, −0.2047 + 1.5616i, 0.7408 + 1.3899i, −0.7788 + 1.369i ]T
1TΦA1
[
1.77, 1.77, 1.77, 1.77
]T
10−4
Tab. 4.1 – Valeurs numériques des paramètres du système (4.5) pour N = 4 avec le gain d’interconnexion
K = 20 et le vecteur des fréquences naturelles ω = [−1.3, 4,−7.2, 10.8]T , ∀x0.
Le modèle linéaire décrit par l’équation (4.6) vériﬁe l’hypothèse 1 et certaines conditions
mentionnées aux sections théoriques (voir tableaux 4.1 et 4.2) portant sur la construction de
la matrice A. Les solutions à verrouillage de phase du système sont asymptotiquement stables
quelles que soient les conditions initiales x0 et convergent vers la trajectoire décrite par le para-
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K = 50
r∞ 0.9909
A

−36.9643− .3i 12.5 12.5 12.5
12.5 −36.9884 + 4i 12.5 12.5
12.5 12.5 −36.2646− 7.2i 12.5
12.5 12.5 12.5 −36.1815 + 10.8i

λ
[
1.575i, −48.6925− 4.9233i, −49.1541 + 1.3903i, −48.5522 + 8.258i ]T
v1=
[
eiφ1 , . . . , eiφ4
]T [
0.9983− 0.0581i, 0.9988 + 0.0489i, 0.9842− 0.1771i, 0.9825 + 0.1862i ]T
φ [−0.0581, 0.049,−0.178, 0.1873]T
Av1
[
0.0914 + 1.5723i, −0.0771 + 1.5731i, 0.2789 + 1.5501i, −0.2932 + 1.5475i ]T
λ1v1
[
0.0914 + 1.5723i, −0.0771 + 1.5731i, 0.2789 + 1.5501i, −0.2932 + 1.5475i ]T
1TΦA1
[
0.1011, 0.1011, 0.1011, 0.1011
]T
10−8
Tab. 4.2 – Valeurs numériques des paramètres du système (4.5) pour N = 4 avec le gain d’interconnexion
K = 50 et le vecteur des fréquences naturelles ω = [−1.3, 4,−7.2, 10.8]T , ∀x0.
mètre d’ordre pondéré z (voir ﬁgures 4.1, 4.2, 4.3, 4.4 et 4.6). Chaque oscillateur a une vitesse
de rotation égale à la moyenne des fréquences naturelles du système. D’autre part, chaque oscil-
lateur a un angle de décalage constant les uns par rapport aux autres (voir ﬁgure 4.5).
Dans la suite des simulations, nous comparerons le modèle linéaire représenté par le système
x˙ = Ax et le modèle de Kuramoto pour N = 4 oscillateurs et pour un gain d’interconnexion K
identique pour chacun des deux modèles. Mais avant ceci nous montrerons par les simulations que
pour un gain d’interconnexion K suﬃsamment grand le modèle de Kuramoto est synchronisé.
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Fig. 4.1 – Comportement asymptotique du modèle linéaire (4.6) pour un gain K = 20 et pour les conditions
initiales : x◦ = [0.5− i0.2, 2.8 + i1.4, 0.5− i, 3− i1.5]
T . La courbe (b) est un zoom de la courbe (a).
4.6.2 Comportement synchronisé du modèle de Kuramoto
Les ﬁgures qui suivent sont générées à partir de l’équation (4.1) en considérant les paramètres
K, ω et N déﬁnis en introduction de la section 4.6 et pour θ◦ = [0.5, 2.8, 0.5, 3]T . Il a été montré
théoriquement que pour un gain d’interconnexion suﬃsamment grand le système décrit est dit
synchronisé. D’après la ﬁgure 4.7, on voit bien que plus la valeur de K augmente plus le système
tend à se synchroniser. De plus, les diﬀérences de phase entre θ1 et les j autres oscillateurs tendent
vers une constante, ce qui met en évidence le phénomène de synchronisation (voir ﬁgure 4.9).
D’autre part, l’initialisation des N oscillateurs ne modiﬁe pas le comportement asymptotique du
système (voir ﬁgure 4.8). Nous pouvons observer un régime transitoire sur chacune des courbes.
4.6.3 Comparaison entre le modèle linéaire et le modèle de Kuramoto
Les courbes suivantes ont été réalisées à partir des deux modèles considérés dans ce chapitre.
Le gain d’interconnexion ainsi que les fréquences naturelles sont identiques pour chacun des deux
modèles. L’interconnexion est complète et nous utilisons à nouveau les mêmes valeurs de para-
mètres que précédemment pour K, ω et N . Dans le cas synchronisé, bien que les deux modèles
étudiés présentent un régime transitoire diﬀérent l’un de l’autre, le comportement asymptotique
des deux modèles est le même (voir ﬁgure 4.10). Nous avons vu à la section 4.6.1 que le com-
portement des solutions à verrouillage de phase correspond à un cycle limite. Nous pouvons voir
sur la ﬁgure 4.11, que les diﬀérences de phases : ψj − ψ1 et θj − θ1 convergent vers le même
résultat. Nous voyons également que les pentes sont identiques pour les deux modèles, la vitesse
de rotation est donc la même. Comme nous l’avons étudier, le modèle linéaire décrit par le sys-
56
-10 -5 0 5 10
-10
-8
-6
-4
-2
0
2
4
6
8
10
réel(z), réel(x)
im
a
g(z
), i
m
a
g(x
)
 
 
x1 x2 x3 x4 z
4 5 6 7 8 9 10
-7
-6
-5
-4
-3
-2
-1
0
1
2
3
réel(z), réel(x)
im
a
g(z
), i
m
a
g(x
)
(b)(a)
Fig. 4.2 – Comportement asymptotique du modèle linéaire (4.6) pour un gain K = 20 et pour les conditions
initiales : x◦ = [5− i6, 7 + i3, 4− i4, 3− i10]
T . La courbe (b) est un zoom de la courbe (a).
tème (4.6), dont la matrice A respecte les conditions mentionnées dans la partie théorique de
ce chapitre, permet bien d’obtenir un comportement asymptotique similaire au comportement
asymptotique du modèle de Kuramoto, pour un même gain d’interconnexion K, et pour des
fréquences naturelles identiques.
4.7 Conclusions
En prenant comme point de départ l’idée de [101] pour trouver un système linéaire dont le
comportement est similaire à celui du modèle de Kuramoto, nous avons formulé des critères de-
vant être satisfaits par ces systèmes et nous avons trouvé une famille de tels systèmes. L’analyse
de cette famille de systèmes a montré qu’il existe un unique système stable. Finalement, nous
avons prouvé qu’asymptotiquement le système linéaire a un cycle limite et que son comportement
est similaire au modèle de Kuramoto pour une même même graphe d’interconnexion.
Les courbes présentées à cette section mettent en avant le comportement asymptotique syn-
chronisé des solutions à verrouillage de phase du modèle (4.5), par la convergence vers un cycle
limite correspondant au paramètre d’ordre pondéré z. La matrice A du modèle linéaire a été
construite de manière à ce que sa plus grande valeur propre soit égale à iωm et soit associée
au vecteur propre v1 =
[
eiφ1 , eiφ2 , eiφ3 , eiφ4
]T
respectant ainsi les critères qui rendent les solu-
tions à verrouillage de phase du système (4.5) asymptotiquement stables. D’autre part, un tel
modèle a son comportement asymptotique similaire à celui du modèle de Kuramoto. Comme les
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Fig. 4.3 – Comportement asymptotique du modèle linéaire (4.6) pour un gain K = 50 et pour les conditions
initiales : x◦ = [0.5− i0.2, 2.8 + i1.4, 0.5− i, 3− i1.5]
T . La courbe (b) est un zoom de la courbe (a).
résultats de simulation de la ﬁgure 4.11 le montrent, nous pouvons voir qu’asymptotiquement,
le comportement du modèle de Kuramoto (représenté par l’équation (4.1)) et du modèle linéaire
(représenté par l’équation (4.6)) coïncident, comme nous l’avions démontré au théorème 3.
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Fig. 4.4 – Comportement asymptotique du modèle linéaire (4.6) pour un gain K = 50 et pour les conditions
initiales : x◦ = [5− i6, 7 + i3, 4− i4, 3− i10]
T . La courbe (b) est un zoom de la courbe (a).
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Fig. 4.5 – Différences de phase ψj−ψ1, j ∈ {2, 3, 4} pour le système (4.6), avec K = 20 et x◦ = [0.5− i0.2, 2.8+
i1.4, 0.5− i, 3− i1.5]T (courbes (a)), K = 20 et x◦ = [5− i6, 7 + i3, 4− i4, 3− i10]
T (courbes (b)), avec K = 50 et
x◦ = [0.5− i0.2, 2.8+ i1.4, 0.5− i, 3− i1.5]
T (courbes (c)), K = 50 et x◦ = [5− i6, 7+ i3, 4− i4, 3− i10]
T (courbes
(d)).
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Fig. 4.6 – Comportement du paramètre d’ordre pondéré z pour K = 50 et pour x◦ = [1 − i0.6, 2 + i0.7, 0.4−
i0.1, 0.3 − i1.6]T (courbe bleue), x◦ = [0.5 − i0.2, 2.8 + i1.4, 0.5 − i, 3 − i1.5]
T (courbe verte), x◦ = [1 − i3, 5 +
i3, 2.5− i1.8, 3− i5]T (courbe rouge) et pour x◦ = [5− i6, 7 + i3, 4− i4, 3− i10]
T (courbe violette).
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Fig. 4.7 – Comportement asymptotique de phase du modèle de Kuramoto (4.1), suivant la valeur du gain K,
généré pour N = 4 oscillateurs (j = {1, . . . , 3, 4}), ω = [−1.3, 4,−7.2, 10.8]T , et θ◦ = [5, 1.4, 0.7, 4.1]
T . Les courbes
vertes sont tracées pour K = 5, les courbes bleues pour K = 10 et les courbes rouges sont tracées pour K = 20.
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Fig. 4.8 – Comportement asymptotique de phase synchronisé du modèle de Kuramoto (4.1) suivant l’initia-
lisation de θ◦ pour K = 20, ω = [−1.3, 4,−7.2, 10.8]
T et j = {1, 2, 3, 4}. Les courbes bleues sont tracées pour
θ◦ = [5, 1.4, 0.7, 4.1]
T et les courbes rouges pour θ◦ = [0.5, 2.8, 0.5, 3]
T .
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-1.5
-1
-0.5
0
0.5
1
1.5
2
2.5
3
t
θ j-
θ 1
Fig. 4.9 – Différences de phases θj − θ1, j = {2, 3, 4} du modèle de Kuramoto (4.1) suivant la valeur du gain K
dans le cas où les N = 4 oscillateurs sont synchronisés. Les fréquences naturelles sont : ω = [−1.3, 4,−7.2, 10.8]T
et l’initialisation des phases est : θ◦ = [0.5, 2.8, 0.5, 3]
T . Les courbes bleues sont tracées pour K = 20 et les courbes
rouges pour K = 50.
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Fig. 4.10 – Comportement de phase ψj , du modèle linéaire (4.6)(courbes rouges) et du modèle de Kuramoto
θj (4.1) (courbes bleues) pour un gain d’interconnexion suffisamment grand pour assurer la synchronisation.
K = 20 (courbes (a)), K = 50 (courbes (b)). Dans chaque cas, j = {1, 2, 3, 4}, les fréquences naturelles sont :
ω = [−1.3, 4,−7.2, 10.8]T , l’initialisation des modèles est : θ◦ = [0.5, 2.8, 0.5, 3]
T (pour le modèle de Kuramoto)
et x0 = [0.5− i0.2, 2.8 + i1.4, 0.5− i, 3− i1.5]
T (pour le modèle linéaire).
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Fig. 4.11 – Différences de phases ψj − ψ1 (en rouge) pour le système (4.6) et θj − θ1 (en bleu) pour le
système (4.1), j = {2, 3, 4}, avec ω = [−1.3, 4,−7.2, 10.8]T , x0 = [0.5− i0.2, 2.8 + i1.4, 0.5− i, 3− i1.5]
T , θ◦ =
[0.5, 2.8, 0.5, 3]T et pour un gain d’interconnexion K = 20 (courbes (a)) et K = 50 (courbes (b)).
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Chapitre 5
Synchronisation pratique de réseaux
hétérogènes, applications au réseau
neuronal de Hindmarsh-Rose
5.1 Contexte général
Dans ce chapitre nous présentons les conditions suﬃsantes de synchronisation de systèmes
complexes interconnectés et nous caractérisons le comportement de synchronisation qui apparait.
L’analyse de ces systèmes interconnectés et leur capacité à produire un comportement de
synchronisation collectif a été un sujet très étudié durant les dix dernières années par diverses
communautés comme par exemple en biologie, en sociologie, en physique, en télécommunications
et bien évidemment pour l’étude des systèmes dynamiques et en théorie du contrôle. Le large
éventail des disciplines s’intéressant au sujet a permis de développer des angles d’approche allant
de méthodes expérimentales et numériques à des méthodes plus théoriques.
Typiquement, les systèmes interconnectés complexes sont représentés comme des réseaux où
chaque nœud correspond à un élément individuel (ou unité) et le lien entre chacun des nœuds
correspond à l’existence de leur interaction [12, 104]. De manière générale, la synchronisation
d’un système complexe dépend de plusieurs facteurs-clefs comme :
• la structure du réseau
• la dynamique de chaque élément, ou nœud, du réseau
• le type et le poids de la connexion entre les diﬀérents nœuds
• la présence externe ou interne de parasites et de retards aﬀectant le comportement du
système
Expliquons brièvement ce que ces termes signiﬁent.
Structure du réseau. La théorie des graphes est généralement utilisée pour décrire les propriétés
topologiques d’un réseau. Généralement, un réseau de N nœuds est déﬁni par sa matrice ad-
jacente C = [cij ], où les éléments cij spéciﬁent une interconnexion entre le nœud i et le nœud
j et (i, j) ∈ {1, . . . , N}2 (pour plus de détails se référer au chapitre 3, section 3.1, équation (3.1)).
Dynamiques des nœuds. Les dynamiques des nœuds sont généralement supposées à temps continu
ou à temps discret. On notera que dans les dix dernières années l’analyse et le contrôle des réseaux
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hybrides, c’est-à-dire des réseaux où les dynamiques des nœuds sont décrites par des équations
à temps discret et des équations à temps continu, est un domaine qui a émergé. L’étude des
dynamiques de ces réseaux est devenue un thème de recherche populaire tout particulièrement
en informatique et en théorie du contrôle [74,128]. Dans ce chapitre, nous considèrerons le cas des
systèmes dynamiques à temps continu. La dynamique de chacun des nœuds composant le réseau
est décrite par l’équation diﬀérentielle x˙i = f(xi). Un réseau dont tous les nœuds sont identiques,
ce qui signiﬁe que tous les nœuds ont la même dynamique x˙i = xi, est appelé réseau homogène
alors qu’un réseau hétérogène correspond à un réseau où tous les éléments pris individuellement
ont des dynamiques diﬀérentes. L’hétérogénéité d’un réseau dont les nœuds sont structurellement
similaires peut venir de la variation des paramètres qui caractérisent chaque nœud. Par exemple
le réseau proie/prédateur ou encore les réseaux neuronaux. Dans ce cas, la dynamique du nœud
i (avec le paramètre λi) est décrite par l’équation x˙i = f(xi, λi). Par exemple, le modèle dyna-
mique de neurone de Hindmarsh-Rose, décrit au chapitre 2 section 2.2.3.2, est caractérisé par
sept paramètres (voir l’équation (2.8)) et dépend de leur valeur. Nous rappelons qu’un neurone
isolé peut générer des spikes, des bursts ou encore être au repos, en fonction de la valeur de ses
paramètres.
Interaction entre les nœuds. Dans la plupart des cas l’interaction entre les diﬀérents nœuds d’un
réseau dépend de plusieurs paramètres :
• de l’état de la variable de sortie du nœud qui intervient dans le terme de couplage,
• la forme du couplage, c’est-à-dire la manière dont le nœud i aﬀecte le nœud j,
• la force de couplage.
Dans ce chapitre, nous considèrerons le cas particulier du couplage diﬀusif que nous avons
déﬁni pour les réseaux neuronaux au chapitre 2, section 2.3.1. Pour compléter cette déﬁnition,
nous ajoutons qu’une telle connexion a ses entrées et ses sorties supposées de même dimension
et que le couplage entre les nœuds i et j est déﬁni comme la diﬀérence pondérée γ(yi − yj),
où yi, yj sont les sorties respectives du nœud i et du nœud j et où γ > 0 est une constante.
Remarquons que si le couplage diﬀusif est linéaire ce n’est généralement pas le cas pour d’autre
type de couplage. Comme nous l’avons vu au chapitre 4, le modèle de Kuramoto est couplé par
une fonction sinusoïdale. Nous avions également vu au chapitre 1, section 2.3.1, le cas du cou-
plage synaptique qui n’est pas linéaire et qui est souvent utilisé [4, 6, 24, 34, 83]. D’autres types
de connexion non-linéaires ont été utilisés par exemple dans [79,122].
Caractérisation du mouvement synchrone
La synchronisation des systèmes dynamiques complexes soulève deux questions fondamen-
tales :
• Comment caractériser la solution synchronisée et sa stabilité ?
• Quelle est la caractérisation de la dynamique asymptotique du système évoluant sur la
variété de synchronisation ?
L’interprétation la plus générale de la synchronisation consiste à dire que les comportements
d’au moins deux éléments dynamiques sont corrélés. Dans ce cadre général (voir [11]), la synchro-
nisation par rapport à une fonctionnelle est déﬁnie comme l’égalité à zéro de cette fonctionnelle
le long des trajectoires du système. Une formulation précise de ce type de synchronisation a été
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présentée au chapitre 3, section 3.2, déﬁnition 3.2.2.
Dans le contexte de réseaux non linéaires, la synchronisation des nœuds est communément
comprise comme le mouvement simultané des nœuds du réseau qui peut être représenté comme
une égalité des états ou des sorties des nœuds correspondants du réseau. Sans détails rigoureux, ce
type de synchronisation correspond au cas où les comportements asymptotiques de tous les nœuds
du système suivent la même trajectoire. Ce problème de synchronisation peut-être formulé en
termes d’existence et de stabilité de la variété de synchronisation. Ce dernier étant déﬁni comme
un ensemble où tous les états (ou toutes les sorties) du système sont égaux.
Dynamiques des systèmes sur les variétés de synchronisation
L’interaction entre trois aspects clés des réseaux dynamiques - topologie du réseau, dyna-
miques de chacun des nœuds et type de connexion - conduit à un nouveau phénomène de dyna-
mique collective qui n’est pas nécessairement observé pour chacune des dynamiques des éléments
du réseau. La synchronisation des nœuds implique que les dynamiques asymptotiques de tous
les nœuds tendent vers une unique dynamique. Dans le cas d’un réseau homogène, il est évident
que les diﬀérentes dynamiques des nœuds coïncident asymptotiquement avec une dynamique
commune. En revanche, pour un réseau hétérogène, trouver les dynamiques synchronisées n’est
pas chose aisée. Simultanément, il est clair que ce sont ces dynamiques qui caractérisent le com-
portement du réseau.
Dans ce chapitre, nous essayons d’estimer approximativement ces dynamiques en termes de
dynamique individuelle (dynamique de chaque nœud du réseau) et en termes de structure et de
topologie du réseau. Pour cela, nous considèrerons le problème de synchronisation pour un réseau
hétérogène à couplage diﬀusif dont chaque nœud possède la propriété de semi-passivité et nous
formulerons les conditions qui nous permettrons :
• d’assurer la stabilité pratique de la trajectoire de synchronisation,
• de proposer un modèle de dynamiques synchronisées et d’analyser ses propriétés de stabi-
lité.
Ce chapitre est organisé en 7 sections. Nous donnerons tout d’abord la description du réseau
étudié au cours des sections 5.2 à 5.5. Nous formulerons précisément le problème posé ainsi que
les notions relatives à ce problème. A la section 5.6, nous présenterons les principaux résultats
théoriques ainsi que leur preuve. L’application de ces résultats au modèle de réseau de neurones
de Hindmarsh-Rose sera rapportée à la section 5.7. Enﬁn, nous présenterons à la section 5.8 les
résultats de simulations numériques du modèle de réseau de neurones de Hindmarsh-Rose qui
illustreront les résultats théoriques de la section 5.7.
5.2 Reformulation du problème et notions connexes
5.2.1 Description du modèle
Dans ce chapitre, nous considérons le problème de synchronisation pour un réseau composé de
N systèmes dynamiques non linéaires hétérogènes et couplés de manière diﬀusive. Nous suppo-
sons que tous les systèmes pris individuellement ont une entrée et une sortie de même dimension.
Aﬁn de simpliﬁer les notations nous noterons I = {1, . . . , N}, avec N ∈ N, l’ensemble des élé-
67
ments du réseau.
Dynamiques individuelles des éléments
Comme dans [97,98] nous supposons que les dynamiques de chaque élément du réseau i ∈ I
sont décrites par
x˙i = fi(xi) +Bui (5.1)
yi = Cxi, (5.2)
où xi ∈ Rn , ui, yi ∈ Rm sont respectivement les états, l’entrée et la sortie du ième élément,
m ≤ n, fi : Rn → Rn sont des fonctions localement Lipschitz et B ∈ Rn×m et C ∈ Rm×n sont
des matrices constantes de rang plein.
Dans la description ci-dessus les éléments peuvent être hétérogènes du fait que la fonction
fi qui déﬁnit les dynamiques individuelles des éléments, peut être diﬀérente (mais de même
dimension). De plus, nous supposons que les matrices B et C sont les mêmes pour tous les
éléments et satisfont l’hypothèse suivante :
Hypothèse 1 Les matrices B et C sont de rang plein, c’est-à-dire rang (B) = rang (C) = m et
de plus la matrice CB = Im.
Remarque 7 La contrainte de l’hypothèse 1 peut être diminuée en supposant que la matrice
BC est similaire à une matrice déﬁnie positive. Cependant, pour une présentation plus claire,
nous préfèrerons imposer une hypothèse plus forte.
Si l’hypothèse 1 est satisfaite alors le sous-système (5.1), (5.2) peut être transformé dans la
forme normale suivante (voir [98,99])
y˙i = f
1
i (yi, zi) + ui (5.3)
z˙i = f
2
i (yi, zi), (5.4)
où zi ∈ Rn−m, les fonctions f1i (yi, zi) : Rm × Rn−m → Rm, f2i (yi, zi) : Rm × Rn−m → Rn−m et
où les sous-systèmes (5.4) correspondent aux zéros dynamiques des éléments (voir [64, 65]).
De la même manière que dans [80,92,97,98], nous supposons que les dynamiques des éléments
du réseau satisfont les hypothèses suivantes
Hypothèse 2 Tous les éléments
y˙i = f
1
i (yi, zi) + ui
z˙i = f
2
i (yi, zi), i ∈ I
sont strictement semi-passifs par rapport à l’entrée ui et la sortie yi et les fonctions de stockage
Vi : R
n → R+, où i ∈ I, sont continument dérivables et radialement non bornées.
Hypothèse 3 Il existe des fonctions définies positives, continument dérivables V◦i : Rn−m → R+
et il existe des constantes αi > 0 (i ∈ I) telles que l’inégalité suivante est satisfaite
∇V T◦i (z1 − z2)
(
f2i (y, z1)− f2i (y, z2)
) ≤ −αi ‖ z1 − z2 ‖2 (5.5)
pour tout z1, z2 ∈ Rn−m et y ∈ Rm.
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5.2.2 Structure du réseau et interconnexion entre les nœuds
Tout d’abord, nous supposons que le graphe d’interconnexion du réseau est connecté (voir
déﬁnition 3.1.2) et non orienté. Dans ce cas les interconnexions entre les nœuds sont données par
la matrice adjacente A = [aij ], (i, j) ∈ I2 où le poids des interconnexions satisfont la propriété
aij = aji. La matrice laplacienne correspondante est déﬁnie par
lij =
{ −aij si i 6= j∑N
k=1,k 6=i aik si i = j,
où encore
L =

∑N
i=1 a1i −a12 . . . −a1N
−a21
∑N
i=1 a2i . . . −a2N
...
...
. . .
...
−aN1 −aN2 . . .
∑N
i=1 aNi,
 (5.6)
où toutes les sommes des lignes sont égales à zéro. Comme la matrice est symétrique L = LT et
que le réseau est connecté, toutes les valeurs propres de la matrice laplacienne sont réelles et de
plus, la matrice L a une valeur propre λ1 exactement égale à zéro et ses autres valeurs propres
sont strictement positives 0 = λ1 > λ2 ≥ . . . ≥ λN .
Nous supposons que tous les éléments du réseau sont connectés par un couplage diﬀusif qui
représente une relation statique entre les entrées et les sorties des éléments, c’est-à-dire que pour
le ième élément le couplage est donné par la relation suivante
ui = −σ (ai1(yi − y1) + ai2(yi − y2) . . .+ aiN (yi − yN )) , (5.7)
où σ est un scalaire correspondant à la force de couplage entre les éléments.
5.2.3 Dynamiques globales du réseau
A partir de (5.3), (5.4), ainsi qu’en utilisant l’expression du couplage diﬀusif (5.7), les dyna-
miques du réseau global peuvent être écrites comme suit
y˙i = f
1
i (yi, zi)− σ (ai1(yi − y1) + ai2(yi − y2) . . .+ aiN (yi − yN )) (5.8)
z˙i = f
2
i (yi, zi), (5.9)
Ensuite, par abus de notations nous déﬁnissons les vecteurs d’état, d’entrée et de sortie du
réseau par
y =

y1
y2
. . .
yN
 ∈ RmN , u =

u1
u2
. . .
uN
 ∈ RmN , x =

y1
z1
y2
z2
. . .
yN
zN

∈ RnN
et la fonction F : RnN → RnN par
Fi(xi) =
[
f1i (yi, zi)
f2i (yi, zi)
]
i∈I
et F(x) =
 F1(x1)...
FN (xN )
 . (5.10)
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En utilisant ces notations ainsi que l’équation (5.7), le couplage diﬀusif entre les éléments peut
s’écrire sous la forme1
u = −σ(L⊗ Im)y.
Ainsi, les dynamiques du réseau complet peuvent s’écrire sous la forme compact suivante
x˙ = F(x)− σ(L⊗Em)y (5.11)
y =
(
IN ⊗ETm
)
x =
(
IN ⊗ [Im,0m×(n−m)]
)
x. (5.12)
5.2.4 Formulation du problème
Dans le cas d’un réseau où tous les nœuds sont identiques (c’est-à-dire dans le cas où fi(x) =
fj(x) pour tout i et pour tout j ∈ I), la synchronisation (asymptotique) est souvent décrite en
terme d’évolution identique des éléments. Par conséquent elle est formulée comme la stabilité
(asymptotique) de la variété de synchronisation
S = {x ∈ RnN : x1 = x2 = . . . = xN} , (5.13)
La stabilité de cette variété peut être déduite en utilisant les résultats et les méthodologies déve-
loppées pour les systèmes incrémentalement stables entrée-sortie (incremental input-output stable
systems) semi-passifs ou passifs [54, 71,81,98,99,105].
Le comportement des réseaux d’éléments non-identiques est plus complexe de par le fait que
la variété de synchronisation S n’existe pas à cause des diﬀérences entre les dynamiques des élé-
ments. Pourtant, un réseau hétérogène peut montrer un certain type de comportement collectif.
Dans ce cas, nous pouvons parler de synchronisation pratique (practical synchronization) pour
laquelle les diﬀérences entre l’évolution des dynamiques des diﬀérents éléments sont bornées et
deviennent petites pour les valeurs du gain d’interconnexion σ suﬃsamment grandes.
Dans ce chapitre, nous montrons que dans le cas général d’un réseau hétérogène nous pouvons
caractériser l’évolution des dynamiques du réseau en utilisant deux propriétés bien distinctes :
synchronisation et dynamiques émergentes. En particulier, pour les valeurs suﬃsamment grandes
du paramètre σ, le comportement du réseau peut se décomposer en deux parties. L’une de ces
deux parties correspond aux dynamiques de l’élément moyen (mean-field)
xs =
1
N
N∑
i=1
xi, xs ∈ Rn (5.14)
et la seconde partie décrit les dynamiques des éléments du réseau par rapport aux dynamiques
de l’élément moyen xs.
A partir des équations (5.8), (5.9) et (5.14) et en utilisant les propriétés du couplage diﬀusif,
nous pouvons réécrire les dynamiques de l’élément moyen xs =
[
yTs , z
T
s
]T
comme suit
y˙s =
1
N
N∑
i=1
f1i (yi, zi) (5.15)
z˙s =
1
N
N∑
i=1
f2i (yi, zi). (5.16)
1Le symbole ⊗ désigne le produit de Kronecker.
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En notant
f1s (ys, zs) =
1
N
N∑
i=1
f1i (ys, zs) (5.17)
nous obtenons
y˙s =
1
N
N∑
i=1
f1i (ys, zs) +
1
N
N∑
i=1
(
f1i (yi, zi)− f1i (ys, zs)
)
= f1s (ys, zs) +
1
N
N∑
i=1
(
f1i (yi, zi)− f1i (ys, zs)
)
.
De manière similaire, en notant
f2s (ys, zs) =
1
N
N∑
i=1
f2i (ys, zs), (5.18)
nous réécrivons (5.16) comme
z˙s =
1
N
N∑
i=1
f2i (ys, zs) +
1
N
N∑
i=1
(
f2i (yi, zi)− f2i (ys, zs)
)
= f2s (ys, zs) +
1
N
N∑
i=1
(
f2i (yi, zi)− f2i (ys, zs)
)
.
Nous remarquerons que dans le cas où le réseau est pratiquement synchronisé, les diﬀérences
f1i (yi, zi)− f1i (ys, zs) et f2i (yi, zi)− f2i (ys, zs) seront petites et donc les dynamiques de l’élément
moyen peuvent être vues comme une perturbation des dynamiques de l’état nominal (steady-
state) donnée par les fonctions f1s (ys, zs) et f
2
s (ys, zs). En fait, ces dynamiques de l’état nominal
correspondent au comportement collectif émergent du réseau.
Dans ce qui suit nous supposons que l’élément moyen possède certaines propriétés de stabilité.
Nous supposons en particulier que les dynamiques de l’état nominal de l’élément moyen possèdent
un attracteur. Ce qui nous fait poser l’hypothèse suivante
Hypothèse 4 Il existe un ensemble compact invariant A ⊂ Rn, localement AS (localement
Asymptotiquement Stable) pour le système
y˙s = f
1
s (ys, zs) (5.19)
z˙s = f
2
s (ys, zs) (5.20)
avec D ⊂ Rn un domaine d’attraction. De plus, nous supposons qu’il existe une fonction de
Lyapunov continument dérivable VA : Rn → R+ et qu’il existe des fonctions αi ∈ K∞, avec
i ∈ {1, 2, 3, 4} telles que pour tout xs ∈ D nous avons
α1(‖xs‖A) ≤ VA(xs) ≤ α2(‖xs‖A)
V˙A(xs) ≤ −α3(‖xs‖A)
‖ ∂
∂xs
VA(xs)‖ ≤ α4(‖xs‖A),
où la distance par rapport à l’ensemble A est définie comme ‖x‖A := infy∈A‖x− y‖.
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Dans la suite, nous utiliserons l’élément moyen pas seulement pour analyser l’apparition du
comportement de synchronisation mais également pour analyser les propriétés de synchronisa-
tion du réseau. Pour ce faire, de manière similaire à la méthode employée pour (5.13), nous
introduisons l’ensemble de synchronisation d’état
Sx =
{
x ∈ RnN : x1 − xs = x2 − xs = . . . = xN − xs = 0
}
, (5.21)
et l’ensemble de synchronisation de sortie
Sy =
{
x ∈ RnN : y1 − ys = y2 − ys = . . . = yN − ys = 0
}
, (5.22)
où ys = ETmxs. Ensuite, on associe la synchronisation de sortie-état (state/output synchroniza-
tion) du réseau à la stabilité pratique de l’ensemble de synchronisation, respectivement Sx et Sy.
Pour résumer, nous proposons de caractériser les propriétés de synchronisation du réseau en
terme de stabilité pratique de deux ensembles fermés : l’ensemble Sx (ou encore Sy) et l’attrac-
teur A de l’élément moyen xs. Pour cela, nous introduisons dans ce qui suit la déﬁnition de
la stabilité pratique d’un ensemble. Cette déﬁnition est similaire à la déﬁnition de la stabilité
pratique d’un point d’équilibre introduite dans [23,117].
Considérons un système d’équations diﬀérentielles paramétrées
x˙ = f (x, ǫ) , (5.23)
où x ∈ Rn, la fonction f : Rn×R → Rn est localement Lipschitz et nous supposons que ǫ ∈ ]0, ǫ◦].
Pour une telle famille, nous introduisons par la suite la notion de stabilité pratique asymptotique
uniforme (globalement) pour un ensemble fermé (pas nécessairement compact).
Définition 5.2.1 Pour le système (5.23), l’ensemble fermé A est uPAS (uniformément Prati-
quement Asymptotiquement Stable - practically uniformly asymptotically stable) si il existe une
constante r∗ > 0 et un ensemble D◦ (A ⊂ D◦ ⊂ Rn) tels que pour toutes conditions initiales
x◦ ∈ D◦, le système (5.23) est forward-complete (c’est-à-dire que les solutions du système existent
∀t ≥ 0) et
1. pour tout r > 0 donné, il existe R > 0 et un ǫ∗ ∈ ]0, ǫ◦], tel que pour tout ǫ ∈ ]0, ǫ∗]
‖x◦‖ ≤ r =⇒ ‖x(t,x◦, ǫ)‖ ≤ R, ∀t ≥ 0
2. pour tous (r, δ) donnés avec 0 < δ < r < r∗, il existe ǫ∗ ∈ ]0, ǫ◦] tel que pour tout ǫ ∈ ]0, ǫ∗]
‖x◦‖A 6 δ =⇒ ‖x(t,x◦, ǫ)‖A ≤ r, ∀t ≥ 0
3. pour tous (r, δ) donnés, avec 0 < δ < r < r∗, il existe T = T (r, δ) et ǫ∗ ∈ ]0, ǫ◦] tel que pour
tout ǫ ∈ ]0, ǫ∗] et pour tout x◦ satisfaisant la propriété ‖x◦‖A ≤ r, nous avons
‖x(t,x◦, ǫ)‖A ≤ δ ∀t ≥ T.
D’autre part, si le système est forward-complete pour toutes conditions initiales x◦ ∈ Rn
et si les propriétés 2 et 3 sont maintenues pour r∗ = ∞, alors l’ensemble A est uGPAS (uni-
formément Globalement Pratiquement Asymptotiquement Stable - practically uniformly globally
asymptotically stable).
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Pareillement à la déﬁnition d’un ensemble uGPAS, la déﬁnition de presque uGPAS (almost
uGPAS ) inclut trois propriétés :
• bornitude uniforme des solutions par rapport à un ensemble A.
• Stabilité uniforme de l’ensemble A.
• Convergence pratique uniforme (uniform practical convergence) vers l’ensemble A.
5.3 Solutions U-bornées des réseaux de systèmes non linéaires
Aﬁn d’analyser le comportement du réseau à couplage diﬀusif, nous reformulons les conditions
qui assurent les solutions U-bornées (Ultimatly bounded) des réseaux de systèmes non linéaires
(5.11), (5.12). Ce qui peut se traduire de manière peu formelle par le fait que les solutions peuvent
arriver à être contenues dans un domaine borné. Plus précisément, suivant [73], nous déﬁnissons
les solutions U-bornées comme suit.
Définition 5.3.1 Les solutions du système x˙ = f(x) sont dites U-bornées (Ultimatly bounded)
si il existe deux constantes positives ∆◦ et c telles que pour tout ∆ ∈ ]0,∆◦[, il existe une
constante positive T (∆), telle que pour tout x◦ ∈ B∆ = {x ∈ Rn : ‖x‖ ≤ ∆} l’inégalité suivante
est satisfaite
‖x(t,x◦)‖ ≤ c ∀t ≥ T.
Si cette borne est valable pour ∆0 arbitrairement large, alors les solutions sont globalement U-
bornées.
Le résultat suivant, qui est une adaptation du corolaire 1 dans [99], donne les conditions pour
lesquelles les solutions du système (5.11), (5.12) sont U-bornées.
Proposition 4 Considérons le réseau de N éléments à couplage diffusif (5.11), (5.12) satis-
faisant l’hypothèse 2. Soit le graphe d’interconnexion du réseau non orienté et connecté et tous
les éléments sont strictement semi-passifs, alors les solutions du système (5.11), (5.12) sont
U-bornées.
Preuve
La preuve suit une démarche similaire au lemme 1 dans [99] et à la proposition 2.1 dans [108]. A
partir de l’hypothèse 2 satisfaite, tous les éléments sont strictement semi-passifs et il existe une
fonction de stokage Vi(xi) déﬁnie positive et radialement non bornée, une constante positive ρi,
une fonction continue Hi(·) et une fonction continue positive ̺i(·) telles que
V˙i(xi) ≤ yTi ui −Hi(xi) (5.24)
avec Hi(xi) ≥ ̺i(‖xi‖) pour tout ‖xi‖ ≥ ρi. Notons
VΣ(x) =
N∑
i=1
Vi(xi),
où nous rappelons que x = (xT1 , . . . ,x
T
N )
T . Alors, en prenant la dérivée de VΣ(x) le long des
trajectoires du système (5.11), (5.12), nous obtenons
V˙Σ(x) =
N∑
i=1
V˙i(xi) ≤ −σyT (L⊗ Im)y −
N∑
i=1
Hi(xi) ≤ −
N∑
i=1
Hi(xi), (5.25)
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Pour la dernière inégalité nous utilisons le fait qu’une matrice laplacienne est toujours semi-déﬁnie
positive.
Notons ρ¯ = max1≤i≤N {ρi}, alors pour tout s ≥ ρ¯, nous pouvons déﬁnir une fonction ¯̺ :
[ρ¯,+∞[→ R+ comme ¯̺(s) = min1≤i≤N {̺i(s)}. Il est aisé de voir que la fonction ¯̺(·) est continue
et positive pour tout s ≥ ρ¯. Alors, en utilisant les déﬁnitions des fonctions ¯̺(·) et (5.24), nous
obtenons que quelque soit ‖x‖ ≥ Nρ¯, il existe un k ∈ I tel que ‖xk‖ ≥ 1√N ‖x‖ ≥ ρ¯ et donc nous
avons pour tout ‖x‖ ≥ Nρ¯
N∑
i=1
Hi(xi) ≥ Hk(xi) ≥ ¯̺(‖xk‖) ≥ ¯̺( 1
N
‖x‖).
En combinant la borne précédente et (5.25) nous obtenons que pour tout ‖x‖ ≥ Nρ¯
V˙Σ(x) ≤ − ¯̺( 1
N
‖x‖)
par conséquent, en utilisant le théorème 10.4 dans [126] nous pouvons conclure que les solutions
du système (5.11), (5.12) sont U-bornées. 
Remarque 8 Si le graphe du réseau est non orienté mais pas nécessairement connecté le résultat
de la proposition 4 est toujours valide, mais l’analyse de ce type de réseau va au-delà des objectifs
de ces travaux de thèse.
5.4 Changement de coordonnées du réseau en une fonction de
graphe d’interconnexion
Dans ce qui suit, pour clariﬁer notre approche de la synchronisation du réseau non linéaire
(5.11), (5.12), nous réécrirons le système sous une forme plus convenable pour notre sujet.
5.4.1 Décomposition de la matrice laplacienne
Si le graphe du réseau est non orienté et connecté alors la matrice laplacienne L = LT a une
seule valeur propre égale à zéro λ1 = 0, le vecteur propre gauche vg1 et le vecteur propre droit
vd1 correspondants sont égaux et par ailleurs, vg1 = vd1 = 1√N 1 (se référer à la section 3.1).
A partir du fait que la matrice laplacienne L est symétrique et positive, il existe une matrice
orthogonale U telle que la matrice L peut être représentée sous la forme (se reporter à [5],
Chapitre 4, théorèmes 2 et 3)
L = UΛUT = U

0
λ2 0
. . .
0 λN
UT , (5.26)
où λi > 0 avec i ∈ {2, . . . , N}, sont les valeurs propre de la matrice L. De manière équivalente,
nous avons
Λ = UTLU =

0
λ2 0
. . .
0 λN
 .
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D’autre part, la ième colonne de la matrice U est un vecteur propre de la matrice laplacienne
L correspondant à la ième valeur propre λi(L). Puisque le premier vecteur propre v1(L) = 1√
N
1,
nous pouvons présenter la matrice U dans la forme suivante
U =
[
1√
N
1,U1
]
, (5.27)
où U1 ∈ RN×(N−1) est une matrice composée de N − 1 vecteurs propres de L correspondant
aux valeurs propres λ2, . . . , λN . A partir du fait que les vecteurs propres d’une matrice réelle
symétrique sont toujours orthogonaux, nous avons
1√
N
1TU1 = 0, U
T
1U1 = IN−1.
5.4.2 Changement de coordonnées
En se basant sur la matrice orthogonale U, nous introduisons le changement de coordonnées
qui suit :
x¯ = Ux (5.28)
où la matrice U ∈ RnN×nN est déﬁnie par
U = U⊗ In. (5.29)
A partir de (5.29), il est aisé de voir que la matrice U est aussi orthogonale. Par ailleurs, en
utilisant (5.27) nous pouvons décomposer les nouvelles coordonnées en deux parties comme suit :
x¯ =
([
1√
N
1T
UT1
]
⊗ In
)
x.
En réordonnant les variables de x¯ nous pouvons diviser le vecteur x¯ en deux parties comme suit :
x¯ =
[
x¯1
x¯2
]
=
[
1√
N
1T ⊗ In
UT1 ⊗ In
]
x. (5.30)
Les nouvelles coordonnées x¯1 et x¯2 que nous avons obtenues avec une telle transformation
sont telles que le vecteur x¯1 coïncide avec le vecteur
√
Nxs qui déﬁnit l’élément moyen du réseau.
A présent, nous considérons le vecteur x¯2. Notons U1 = U1 ⊗ In, alors UT1 = UT1 ⊗ In. A
partir de
U1U
T
1 = IN −
1
N
11T , (5.31)
nous avons
U1UT1 = (U1 ⊗ In)(UT1 ⊗ In) =
(
U1U
T
1
}⊗ In = (IN − 1
N
11T
)
⊗ In, (5.32)
où nous utilisons l’équation (5.31) pour U1UT1 et l’égalité
(A⊗B)(C⊗D) = AC⊗BD. (5.33)
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En multipliant x¯2 par U1 et en utilisant (5.32) nous obtenons que x¯2 est égale à zéro si et
seulement si x = 1√
N
(1⊗In)x¯1, ou encore de manière équivalente si e = x− 1√
N
(1N⊗In)x¯1 = 0.
Nous pouvons donc voir les deux vecteurs x¯2 et e comme une mesure de synchronisation entre
les éléments du réseau.
En combinant les représentations de x¯1 et x¯2 nous voyons que cette transformation permet
de décomposer explicitement le comportement du système en deux parties dont chacune tient un
rôle :
• Les coordonnées x¯1 (xs) correspondent à la moyenne des éléments (que nous appellerons
élément moyen).
• Les coordonnées x¯2 représentent l’erreur de synchronisation entre les éléments du réseau
et l’élément moyen.
Dans ce qui suit cette section, nous utiliserons les coordonnées xs =
√
N x¯1 et
e = x− 1√
N
(1N ⊗ In)x¯1 = x− (1N ⊗ In)xs (5.34)
pour analyser la stabilité du réseau des systèmes non linéaires (5.11), (5.12).
5.5 Écriture des dynamiques du réseau avec les nouvelles coor-
données
Nous reformulons dans cette section les dynamiques du système (5.11), (5.12) en utilisant les
coordonnées xs et e que nous utiliserons par la suite pour l’analyse de la stabilité du réseau.
5.5.1 Dynamiques de l’élément moyen
A partir de la déﬁnition de l’élément moyen xs = 1N
(
1T ⊗ In
)
x et à partir des dynamiques
du réseau (5.11), (5.12), nous obtenons
x˙s =
1
N
(
1T ⊗ In
)
F(x)− σ (1T ⊗ In) (L⊗Em)y, (5.35)
nous rappelons que Em = [Im,0(n−m)×m]T .
En utilisant les propriétés de la multiplication du produit de Kronecker (5.33) et l’égalité
1TL = 0, nous avons
(1T ⊗ In)(L⊗Em) =
(
1TL
)⊗ (InE) = 0. (5.36)
Par conséquent, les dynamiques de l’élément moyen sont indépendantes du gain d’intercon-
nexion σ. Donc, à partir de (5.35), (5.36) et en utilisant (5.10) nous obtenons les dynamiques de
xs telles que
x˙s =
1
N
(
1T ⊗ In
)
F(x) =
1
N
N∑
i=1
Fi(xi) =
1
N
N∑
i=1
Fi(xs) +
1
N
N∑
i=1
(Fi(xi)− Fi(xs)) .
En notant fs(xs) = 1N
∑N
i=1Fi(xs) et en utilisant le fait que xi = ei+xs (voir (5.34)) nous avons
x˙s = fs(xs) +
1
N
N∑
i=1
(Fi(xi)− Fi(xs)) = fs(xs) + 1
N
(
1T ⊗ In
)
F˜(e,xs).
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où
F˜(e,xs) =
 F1(x1)− F1(xs)...
FN (xN )− FN (xs)
 =
 F1(e1 + xs)− F1(xs)...
FN (eN + xs)− FN (xs)
 . (5.37)
Notons
Gs(e,xs) =
1
N
(
1T ⊗ In
)
F˜(e,xs) =
1
N
N∑
i=1
(Fi(xi)− Fi(xs)) . (5.38)
Nous écrivons ﬁnalement les dynamiques xs comme
x˙s = fs(xs) +Gs(e,xs) (5.39)
Comme les fonctions Fi(·) (i ∈ I) sont localement Lipschitz, les fonctions F˜(·) et Gs(·) sont
également localement Lipschitz suivant les deux arguments et de plus il existe des fonctions
continues, positives et non décroissantes k1, k2 : R+ × R+ → R+ telles que
‖F˜(e,xs)‖ ≤ k1(‖e‖, ‖xs‖)‖e‖, (5.40)
‖Gs(e,xs)‖ ≤ k2(‖e‖, ‖xs‖)‖e‖. (5.41)
Aﬁn de simpliﬁer les notations nous noterons la sortie de l’élément moyen xs par ys, c’est-à-
dire
ys = [Im,0m×(n−m)]xs = ETmxs. (5.42)
Pour résumer, les dynamiques de l’élément moyen xs sont décrites par les équations (5.39),
(5.38) qui peuvent être vues comme une perturbation des dynamiques nominales de l’élément
moyen x˙s = fs(xs, e) par l’erreur de synchronisation du réseau.
5.5.2 Dynamiques des erreurs de synchronisation
A partir de la déﬁnition de l’erreur de synchronisation suivante
e = x− (1⊗ In)xs,
et à partir des dynamiques du réseau (5.11), (5.12) nous obtenons
e˙ = −σ (L⊗Em)y + F(x)− (1⊗ In) [fs(xs) +Gs(e,xs)]
= −σ (L⊗Em)y + [F(x)− F(xs)] + [F(xs)− (1⊗ In) (fs(xs) +Gs(e,xs))]
= −σ (L⊗Em)y + F˜(e,xs)− (1⊗ In)Gs(e,xs) + [F(xs)− (1⊗ In)fs(xs)] ,
où nous utilisons (5.37) pour le second terme. Finalement, nous pouvons écrire
e˙ = −σ (L⊗Em)y +
[
F˜(e,xs)− (1⊗ In)Gs(e,xs)
]
+∆F(xs), (5.43)
pour laquelle nous introduisons la notation suivante
∆F(xs) = F(xs)− (1⊗ In)fs(xs) (5.44)
A partir de la déﬁnition (5.10) de la fonction F(x) nous pouvons réécrire ce terme comme suit
F(xs)− (1⊗ In)fs(xs) = F(xs)− 1
N
(1⊗ In)(1T ⊗ In)F(xs) = PF(xs)
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où la matrice P ∈ RnN×nN est déﬁnie par
P = InN − 1
N
(11T )⊗ In = IN ⊗ In − 1
N
(11T )⊗ In = (IN − 1
N
(11T ))⊗ In.
A présent considérons séparément les deux premiers termes qui apparaissent dans l’équation
des dynamiques du réseau (5.43).
1. Premier terme : L⊗Emy
A partir de la déﬁnition de l’état et de la sortie du réseau nous avons
y =
(
IN ⊗ [Im,0m×(n−m)]
)
x =
(
IN ⊗ETm
)
x
et donc
L⊗Emy = (L⊗Em)(IN ⊗ETm)x =
(
L⊗EmETm
)
x.
alors, en utilisant (5.34) pour exprimer x en termes de e et de xs nous obtenons
L⊗Emy =
(
L⊗EmETm
)
(e+ 1⊗ Inxs) =
(
L⊗EmETm
)
e+ (L⊗EmETm)(1⊗ In)xs
=
(
L⊗EmETm
)
e+ (L1)⊗ (EmETm)xs = (L⊗EmETm) e,
où à la dernière égalité nous utilisons le fait que L1 = 0. En notant l’erreur de sortie par
ey = y − 1⊗ ys, (5.45)
nous pouvons ﬁnalement écrire
(L⊗Em)y = (L⊗Em) ey. (5.46)
2. Second terme : F˜(x)− (1⊗ In)Gs(e,xs)
Par la déﬁnition de l’équation (5.38), nous avons G(e,xs) = 1N
(
1T ⊗ In
)
F˜(e,xs) et en
utilisant les propriétés de multiplication du produit de Kronecker (voir équation (5.33))
nous avons
1
N
(1⊗ In)(1T ⊗ In) = 1
N
(11T )⊗ In
et
(1⊗ In)Gs(e,xs) = 1
N
(11T )⊗ InF˜(e,xs).
Donc
F˜(x)− (1⊗ In)Gs(e,xs) =
(
InN − 1
N
(11T )⊗ In
)
F˜(e,xs) = PF˜(e,xs), (5.47)
où nous rappelons que P = InN − 1N (11T )⊗ In.
En combinant les expressions (5.43), (5.44), (5.47) et (5.46) nous réécrivons ﬁnalement les
dynamiques (5.43) comme
e˙ = −σ (L⊗Em) ey +PF˜(e,xs) + ∆F(xs)
Cette façon de représenter l’erreur des dynamiques implique trois termes :
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1. Le terme −σ (L⊗Em) ey qui représente l’eﬀet du couplage diﬀusif entre les éléments.
2. Le terme F˜(·) qui disparait quand e = 0.
3. Le terme ∆F(·) qui représente les variations entre les dynamiques des éléments individuels
xi et les dynamiques de l’élément moyen xs.
La section suivante est dédiée à l’analyse de la stabilité de réseaux d’éléments (5.11), (5.12).
Nous utiliserons la représentation des dynamiques du réseau en coordonnées e et xs qui, pour
plus de clarté sont regroupées ici :
x˙s = fs(xs) +Gs(e,xs), (5.48)
e˙ = −σ (L⊗Em) ey + F˜(e,xs) + ∆F(xs). (5.49)
5.6 Analyse de la stabilité de réseaux de systèmes à couplage
diffusif
Dans cette section, nous nous concentrerons dans un premier temps sur comment le couplage
diﬀusif peut aﬀecter la synchronisation du réseau (5.11) et (5.12), puis comment la synchronisa-
tion de ce réseau peut contribuer à l’émergence d’un comportement commun. Dans le premier
cas, nous nous intéresseront à l’analyse du sous-système (5.49), alors que dans le second cas nous
analyserons le sous-système (5.48).
Tout au long de cette section nous supposerons que les hypothèses 1 à 3 sont satisfaites.
Le résultat suivant peut être déduit de [32] et est la clé de la suite de notre analyse.
Theorème 4 Considérons le système x˙ = f(x), où x ∈ Rn et f(·) est une fonction continue et
localement Lipschitz. Supposons que les solutions du système existent pour tout t ≥ 0 (le système
est donc forward-complete), il existe un ensemble fermé Z ∈ Rn, une fonction V : Rn → R+ de
classe C1, des fonctions α1, α2 ∈ K∞, α3 ∈ K ainsi qu’une constante c > 0 tels que l’inégalité
suivante est satisfaite
α1(‖x‖Z) ≤ V (x) ≤ α2(‖x‖Z)
V˙ ≤ −α3(‖x‖Z) + c.
Alors, pour tout R, ǫ > 0 il existe T = T (R, ǫ) tel que pour tout t ≥ T et pour tout ‖x◦‖Z ≤ R,
on a :
‖x(t,x◦)‖Z ≤ r + ǫ,
où r = α−11 ◦ α2 ◦ α−13 (c).
5.6.1 Analyse de la stabilité de l’ensemble synchronisé Sy et Sx
Dans cette section est reporté l’analyse de la stabilité des ensembles Sx et Sy. Sont également
reportés les conditions qui assurent à ces ensembles d’être globalement PAS (globalement Prati-
quement Asymptotiquement Stables) ce qui implique que le réseau est pratiquement synchronisé
ou pratiquement synchronisé en sortie.
Cette analyse commence par l’étude du cas ou le réseau est synchronisé en sortie.
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Theorème 5 Soit le système (5.11), (5.12) et soit les hypothèses 1, 2 satisfaites. Alors le système
est forward complete et de plus l’ensemble Sy =
{
x ∈ RnN : y1 − ys = . . . ,yN − ys = 0
}
est
UGPAS.
Preuve
Soit le système (5.11), (5.12) pour les conditions initiales x◦ et soit x◦ telle que ‖x◦‖ ≤ R, où
R > 0 est une constante arbitraire. L’existence et l’unicité des solutions en un intervalle de temps
ﬁni vient du fait que la fonction du membre de droite de l’égalité est lisse. De part la proposition
4, toutes les solutions sont U-bornées et donc le système est forward complete. De plus, à partir
de cette bornitude des solutions il existe une constante Bx > 0 et une constante T = T (R) > 0
telles que
‖x(t,x◦)‖ ≤ Bx pour tout t ≥ T. (5.50)
Soit les dynamiques du systèmes écrites en termes d’erreur de synchronisation e, équation
(5.49), et soit la fonction de Lyapunov déﬁnie pour ce système Vy : RmN → R+ comme Vy(ey) =
1
2e
T
y ey où nous rappelons que
ey =
(
IN ⊗ETm
)
e =
(
IN ⊗ [Im, 0m×(n−m)]
)
e.
En prenant la dérivée de Vy(ey) le long des trajectoires de (5.49) nous obtenons
V˙y(ey) = e
T
y (IN ⊗ETm)e˙ = −eTy (IN ⊗ETm)(σL⊗Em)ey + eTy (IN ⊗ETm)PF˜(e,xs)
+ eTy (IN ⊗ETm)∆F(xs)
En utilisant l’égalité (IN ⊗ ETm)(σL⊗ Em) = σL⊗ ETmEm = σL⊗ Im nous pouvons borner
la dérivée de la fonction de Lyapunov Vy(ey) par
V˙y(ey) ≤ −σeTy (L⊗ Im)ey + ‖PF˜(e,xs)‖‖ey‖+ ‖∆F(xs)‖‖ey‖
≤ −σλ2(L)‖ey‖2 +
(
‖PF˜(e,xs)‖+ ‖∆F(xs)‖
)
‖ey‖,
où à la deuxième inégalité nous utilisons les propriétés de la matrice laplacienne et la déﬁnition
du vecteur ey = y − 1⊗ ys.
Puisque les solutions du système sont U-bornées et en utilisant (5.40), (5.44) et (5.50), nous
pouvons conclure qu’il existe deux constantes C1, C2 > 0 telles que pour tout t ≥ T l’inégalité
suivante est valable
‖PF˜(e,xs)‖ ≤ C1‖ey‖
‖∆F(xs)‖ ≤ C2
et donc nous avons
V˙y(ey) ≤ − (σλ2(L)− C1) ‖ey‖2 + C2‖ey‖ ≤ −
(
σλ2(L)− C1 − C2
2
)
‖ey‖2 + C2
2
,
où pour la dernière inégalité nous utilisons ab ≤ 12a2 + 12b2. Notons que les constantes C1 et C2
sont indépendantes de σ et dépendent seulement des fonctions F˜(·), ∆F(·) et de la constante Bx.
Alors, en notant C = C1 +
C2
2 nous obtenons que pour tout gain d’interconnexion σ tel que
σ ≥ σ∗ = C/λ2(L)
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, la dérivée de la fonction de Lyapunov satisfait l’inégalité
V˙y(ey) ≤ −1
2
σλ2(L)‖ey‖2 + C2
2
. (5.51)
Par la suite, en appliquant le théorème 4 avec l’ensemble Z déﬁni par Z = Sy, α1(s) =
α2(s) =
1
2s
2 et α3(s) = 12σλ2(L)s
2 on obtient que pour tout ǫ > 0 il existe T = T (ǫ) > 0 tel que
‖ey(t,x◦)‖ ≤ r + ǫ,
où r =
√
C2/σλ2(L).
A partir du fait que la dernière borne est inversement proportionnelle à σ nous avons r → 0
pour σ → +∞ et donc l’ensemble est UGPAS. 
Si l’interconnexion entre les éléments du réseau dépend de l’état plutôt que d’une sortie,
c’est-à-dire que y = x, alors d’après le théorème précédent le réseau à couplage diﬀusif est
pratiquement synchronisé pour un couplage diﬀusif par l’état.
Corollaire 1 Soit le système (5.11) et (5.12). Soit les hypothèses 1, 2 satisfaites et y = x. Alors
le système est forward complete et l’ensemble Sx =
{
x ∈ RnN : x1 − xs = x2 − xs = . . . = xN − xs = 0
}
est UGPAS.
Preuve
La preuve du corolaire vient directement de l’application du théorème 5 pour la sortie y = x et
donc pour ey = x− 1⊗ xs = e.

De manière simpliﬁée, les résultats présentés ci-dessus exploitent seulement deux propriétés
des systèmes en réseau, notamment la valeur négative de la deuxième plus petite valeur propre
de la matrice laplacienne L et des propriétés issues de la semi-passivité des éléments du réseau
qui assurent l’uniformité de la bornitude des trajectoires du système (5.11), (5.12). Par la suite,
nous aﬃnons ces résultats et donnons une meilleur estimation du comportement du réseau en
exploitant également l’hypothèse 3 concernant les propriétés des zéros dynamiques des réseaux.
En particulier, nous montrons que dans ce cas le réseau est pratiquement synchronisé en sortie
tandis que la borne supérieure de l’erreur de l’état e de synchronisation dépend de l’écart entre
les dynamiques de l’élément moyen et celles des éléments du réseau.
Theorème 6 Soit le système (5.11), (5.12) avec les hypothèses 1 à 3. Alors le système est
forward complete de plus l’ensemble Sy =
{
x ∈ RnN : y1 − ys = . . . ,yN − ys = 0
}
est UGPAS.
D’autre part, il existe une fonction β ∈ K∞ telle que pour tout ǫ ≥ 0 et pour toutes les conditions
initiales contenues dans une boule Br = {x◦ : ‖x◦‖ ≤ R} il existe une constante T ∗ > 0 et une
constante σ > 0 telles que pour tout t ≥ T ∗, l’erreur de synchronisation satisfait la borne suivante
‖e(t,x◦)‖ ≤ β(∆f), (5.52)
où
∆f = max
‖x‖≤Bx
max
1≤k≤N
{‖f2k (x)− f2s (x)‖} . (5.53)
Dans le cas où les zéros dynamiques des éléments sont identiques et donc ∆f = 0, d’après le
théorème 6, le réseau est pratiquement synchronisé.
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Corollaire 2 Soit le système (5.11), (5.12) et soit les hypothèses 1 à 3 satisfaites. Supposons
que les fonctions f2i (·) qui définissent les zéros dynamiques des éléments du réseau sont identiques
c’est-à-dire f2i (x) = f
2
j (x) pour tout (i, j) ∈ 1, . . . , N2 et tout x ∈ RnN alors l’ensemble Sx ={
x ∈ RnN : x1 − xs = . . . ,xN − xs = 0
}
est UGPAS.
Avant de présenter la preuve du théorème précédent nous introduisons deux résultats tech-
niques sous forme de lemme qui jouent un rôle crucial dans l’analyse de réseaux.
5.6.1.1 Deux lemmes pour la preuve du théorème 6
Lemme 3 Soit les scalaires positifs ou nuls s1, s2, . . . , sN choisis arbitrairement. Alors pour
toute fonction α(·) de classe K∞ l’inégalité suivante est valable
α
(
1
N
N∑
i=1
si
)
≤
N∑
i=1
α(si) ≤ Nα
(
N∑
i=1
si
)
(5.54)
Preuve
Soit sk = maxi=1,...,N {si} alors 1N
∑N
i=1 si ≤ sk et donc
α
(
1
N
N∑
i=1
si
)
≤ α(sk) ≤ α
(
N∑
i=1
si
)
,
ce qui prouve la première inégalité.
De manière équivalente pour la deuxième inégalité nous avons
N∑
i=1
α(si) ≤ Nα(sk) ≤ Nα
(
N∑
i=1
si
)
.

Lemme 4 Soit les vecteurs x1, . . . ,xN ∈ Rn et soit le vecteur x =
[
xT1 ,x
T
2 , . . . ,x
T
N
]T ∈ RnN .
Notons2 xs =
1
N
∑N
i=1 xi =
1
N
(
1T ⊗ x)1, xs ∈ Rn et définissons X, X˜ et Y ∈ RnN2 par
X = 1⊗ x =
 x...
x
 , Y =
 1⊗ x1...
1⊗ xN
 et X˜ = X−Y =
 x− 1⊗ x1...
x− 1⊗ x1
 ,
Alors les égalités suivantes sont valables
X˜T X˜ = 2N(x− 1⊗ xs)T (x− 1⊗ xs) (5.55)
X˜T X˜ =
N∑
i=1
N∑
j=1
(xi − xj)T (xi − xj) (5.56)
(x− 1⊗ xs)T (x− 1⊗ xs) = 1
2N
N∑
i=1
N∑
j=1
(xi − xj)T (xi − xj) (5.57)
2Le vecteur 1 est de dimension N .
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Preuve
I. Tout d’abord, considérons l’égalité (5.55). Dans un premier temps, nous rappelons que pour
toute matrice A ∈ Rm×n, B ∈ Rr×s, C ∈ Rn×p et D ∈ Rs×t, la transposition et la multiplication
du produit de Kronecker satisfont l’égalité suivante
(A⊗B)T = AT ⊗BT
(A⊗B)(C⊗D) = AC⊗BD.
Alors, les calculs montrent que
X˜T X˜ = (X−Y)T (X−Y) = XTX+YTY − 2XTY
En considérant séparément les termes de la dernière somme nous obtenons
1.
XTX = (1T ⊗ xT )(1⊗ x) = (1TN1)⊗ xTx = NxTx
2.
YTY =
[
1T ⊗ xT1 , . . . ,1T ⊗ xTN
]  1⊗ x1...
1⊗ xN
 = N∑
i=1
(1T ⊗ xTi )(1⊗ xi) (5.58)
=
N∑
i=1
1T1xTi xi = N
N∑
i=1
xTi xi = Nx
Tx (5.59)
3.
XTY =
[
xT , . . . ,xT
]  1⊗ x1...
1⊗ xN
 = N∑
i=1
xT (1⊗ xi).
En considérant uniquement le terme xT (1⊗ xi) nous obtenons
xT (1⊗ xi) =
[
xT1 , . . . ,x
T
N
]  xi...
xi
 = N∑
k=1
xTk xi =
(
N∑
k=1
xk
)T
xi = Nx
T
s xi
En substituant l’expression ainsi obtenue dans (5.60) nous obtenons
XTY = N
N∑
i=1
xTs xi = Nx
T
s
(
N∑
i=1
xi
)
= N2xTs xs.
En combinant les expressions de XTX, YTY et XTY nous avons ﬁnalement
X˜T X˜ = 2NxTx− 2N2xTs xs. (5.60)
D’un autre côté nous avons
(x− 1⊗ xs)T (x− 1⊗ xs) = (xT − 1T ⊗ xTs )(x− 1⊗ xs) (5.61)
= xTx− 2xT (1⊗ xs) + (xTs xs)(1T1) = xTx−NxTs xs. (5.62)
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En comparant (5.60) et (5.62) nous obtenons le résultat.
II. A partir de la déﬁnition de X˜ nous avons
X˜T X˜ = [x− 1⊗ x1, . . .x− 1⊗ xN ]
 x− 1⊗ x1...
x− 1⊗ xN

=
N∑
i=1
(x− 1⊗ xi)T (x− 1⊗ xi),
En utilisant les mêmes arguments que pour les vecteurs x− 1⊗ xN (i ∈ I), nous obtenons
(x− 1⊗ xi)T (x− 1⊗ xi) =
N∑
k=1
(xk − xi)T (xk − xi).
En combinant les deux dernières bornes nous obtenons (5.56).
III. La dernière égalité (5.57) se déduit simplement des égalités (5.55) et (5.56).

5.6.1.2 Preuve du théorème 6
A partir du fait que toutes les hypothèses du théorème 5 sont satisfaites, l’ensemble Sy est
UGPAS.
Ensuite, comme pour le théorème 5, nous ﬁxons une constante R > 0 et nous considérons le
système (5.11), (5.12) pour les conditions initiales x◦ telles que ‖x◦‖ ≤ R. A partir du théorème
4 il existe deux constantes strictement positives Bx et T = T (R) telles que pour tout t ≥ T nous
avons ‖x(t,x◦)‖ ≤ Bx. Dans la suite de la preuve nous considérons t ≥ T .
A partir de (5.11) les dynamiques des coordonnées z sont données par
z˙i = f
2
i (zi,yi), i ∈ I. (5.63)
En utilisant l’hypothèse 3 nous déﬁnissons la fonction de Lyapunov continument dérivable Vz :
R
(n−m)N → R+ pour ce système comme
Vz(z) =
N∑
k=1
N∑
i=1
V◦k(zk − zi). (5.64)
Proposition 5 Il existe des fonctions γ1, γ2 ∈ K∞ telles que la fonction de Lyapunov Vz(z)
définie dans (5.64) satisfait les bornes suivantes
γ1(‖ez‖) ≤ Vz(z) ≤ γ2(‖ez‖),
où ez = E
T
n−me =
[
0(n−m)×m, In−m
]
e.
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Preuve de la proposition 5
A partir de l’hypothèse 3 il existe des fonctions α1i , α
2
i , (i ∈ I) de classe K∞ telles que les
fonctions V◦i(·) satisfont les bornes pour tout zi ∈ Rn
α1i (‖zi‖) ≤ V◦i(zi) ≤ α2i (‖zi‖).
Donc, à partir de
V◦k(‖zk − zi‖) ≥ α1k(‖zk − zi‖),
nous obtenons la borne inférieure de la fonction Vz comme suit
Vz(‖z‖) ≥
N∑
k=1
(
N∑
i=1
α1k(‖zk − zi‖)
)
.
Soit la fonction γ1(s) = min1≤k≤N
{
α1k, k ∈ I
}
. La fonction ainsi déﬁnie est γ1 ∈ K∞ car toutes
les fonctions α1k ∈ K∞. Alors nous pouvons écrire
Vz(z) ≥
N∑
k=1
(
N∑
i=1
γ1(‖zk − zi‖)
)
.
Ensuite, nous déﬁnissons la fonction γ¯1(s) comme
γ¯1(s) = γ1
(
1
N2
β−1(s)
)
,
où β(s) = s2. A partir des deux fonctions β et γ1 ∈ K∞, la fonction γ¯1 ∈ K∞. Alors, en utilisant
le lemme 3 nous pouvons borner par une borne inférieure la fonction Vz comme suit
Vz(z) ≥
N∑
k=1
(
N∑
i=1
γ¯1(‖zk − zi‖2)
)
≥
N∑
k=1
γ¯1
(
1
N
N∑
i=1
‖zk − zi‖2)
)
≥ γ¯1
(
1
N2
N∑
k=1
N∑
i=1
‖zk − zi‖2)
)
= γ¯1
(
1
N2
‖z− 1⊗ zs‖2
)
= γ¯1(
1
N2
‖e‖2z) = γ1(‖ez‖).
En utilisant exactement la même démarche nous pouvons montrer qu’il existe une fonction
γ2 ∈ K∞ telle que Vz(z) ≤ γ2(‖ez‖).
La proposition est prouvée.

En prenant la dérivée de la fonction de Lyapunov Vz(z) le long des trajectoires du système
(5.63) nous obtenons
V˙z(z) =
N∑
k=1
N∑
i=1
V˙◦k(zk − zi).
En considérant séparément les termes de la dernière somme nous pouvons borner les termes
V˙◦k(zk − zi) comme suit
V˙◦k(zk − zi) = ∇V◦k(zk − zi)
(
f2k (zk,yk)− f2i (zi,yi)
)
= ∇V◦k(zk − zi)
(
f2k (zk,yk)− f2k (zi,yk) + f2k (zi,yk)− f2i (zi,yi)
)
≤ −αk‖zk − zi‖2 +∇V◦k(zk − zi)
(
f2k (zi,yk)− f2i (zi,yi)
)
≤ −αk‖zk − zi‖2 +∇V◦k(zk − zi)
(
f2k (zi,yk)− f2k (zi,yi)
)
+ ∇V◦k(zk − zi)
(
f2k (zi,yi)− f2i (zi,yi)
)
(5.65)
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De part le fait que les solutions sont U-bornées et que les fonctions V◦k sont de classe C2, il existe
une constante C◦ > 0 telle que pour tout ‖x‖ ≤ Bx nous avons pour tout k ∈ I
‖∇V◦k(zk − zi)‖ ≤ C◦‖zk − zi‖.
Aussi, à partir des fonctions f2i (·) localement Lipschitz il existe une fonction continue, strictement
positive non-décroissante kz : R+ → R+ telle que pour tout k ∈ I
‖f2k (zi,yk)− f2k (zi,yi)‖ ≤ kz(‖x‖)‖yk − yi‖.
En utilisant le fait que les solutions de (5.11), (5.12) sont U-bornées nous pouvons borner ces
diﬀérences par
‖f2k (zi,yk)− f2k (zi,yi)‖ ≤ kz(Bx)‖yk − yi‖ ≤ Cz‖yk − yi‖
= Cz‖yk − ys + ys − yi‖
≤ Cz(‖yk − ys‖+ ‖ys − yi‖) = 2Cz‖ey‖,
où Cz = kz(Bx).
Soit
∆f = max
‖x‖≤Bx
max
1≤k≤N
‖f2k (x)− f2s (x)‖.
Cette constante représente le décalage maximum entre les dynamiques des éléments individuels
du réseau et celles de l’élément moyen dans le domaine borné. Elle est déﬁnie par les propriétés
du système U-bornées. Notons que dans le cas où tous les zéros dynamiques des éléments du
réseau sont identiques alors nous avons ∆f = 0
De la déﬁnition des écarts des dynamiques nous obtenons facilement la borne suivante
‖f2k (zi,yi)− f2i (zi,yi)‖ ≤ ‖f2k (zi,yi)− f2s (zi,yi)‖+ ‖f2i (zi,yi)− f2s (zi,yi)‖ ≤ 2∆f
et donc, en combinant toutes les bornes, nous construisons la borne supérieure pour V˙◦k(zk− zi)
V˙◦k(zk − zi) ≤ −αk‖zk − zi‖2 + 2C◦ [Cz‖zk − zi‖‖ey‖+ 2∆f)
≤ −1
2
αk‖zk − zi‖2 + 2C¯‖ey‖2 + 2∆f,
où C¯ = 2C
2
◦
C2z
αk
et ∆f = 2C◦Cz‖zk − zi‖.
Alors, pour la fonction de Lyapunov Vz(z) nous bornons sa dérivée par
V˙z(z) ≤
N∑
k=1
N∑
i=1
V˙◦k(zk − zi) ≤ −
N∑
k=1
N∑
i=1
(
1
2
αk‖zk − zi‖2 − 2C¯‖ey‖2 − 2∆f
)
≤ −Nα‖z− 1⊗ zs‖2 + 2C¯N2‖ey‖2 + 2N2∆f
≤ −Nα‖ez‖2 + 2C¯N2‖ey‖2 + 2N2∆f, (5.66)
où α = min1≤k≤N αk.
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Finalement, nous déﬁnissons la fonction de Lyapunov V (e) par
V (e) = Vy(ey) + Vz(z) =
1
2
‖ey‖2 +
N∑
k=1
N∑
i=1
V0k(zk − zi).
en utilisant la proposition 5, la fonction de Lyapunov peut être bornée par
1
2
‖ey‖2 + γ1(‖ez‖) ≤ V (e) ≤ 1
2
‖ey‖2 + γ2(‖ez‖)
et donc les fonctions γ˜1 γ˜2 ∈ K∞ telles que γ˜1(e) ≤ V (e) ≤ γ˜2(e). D’autre part, des équations
(5.51) et (5.66) nous avons
V˙ (e) ≤ −αN‖ez‖2 −
(
1
2
σλ2(L)− 2C¯N2‖ey‖2
)
+ 2N2∆f +
C2
2
Par conséquent il existe σ∗ > 0 telle que pour tout σ ≥ σ∗
V˙ (e) ≤ −αN‖e‖2 + 2N2∆f + C2
2
.
En utilisant le théorème 4 nous pouvons conclure que pour tout ǫ > 0 il existe T > 0 et σ > σ∗
telle que t ≥ T
‖e(t,x◦)‖ ≤ r + ǫ,
où r =
√
2N∆f/α.
5.6.2 Stabilité pratique du comportement collectif du réseau
Nous analysons dans cette partie le comportement de l’élément moyen xs dont les dynamiques
sont données par les équations (5.48) et (5.38). Tout comme à la section 5.6.1, nous supposons
que les hypothèses 1-3 sont satisfaites. Nous supposons donc que tous les éléments du réseau
sont semi-passifs et leurs zéros dynamiques possèdent certaines propriétés incrémentales. Nous
supposons que l’équation x˙s = fs(xs) (c’est-à-dire la dynamique de l’équation (5.48) pour e = 0)
possède un attracteur A stable et donc l’hypothèse 4 est satisfaite. Les résultats présentés dans
la suite montrent que les propriétés de stabilité de l’attracteur sont conservées pour le réseau
interconnecté bien que sous une forme atténuée.
Premièrement, nous considérons le cas général du réseau à couplage diﬀusif pour lequel le
résultat qui suit est valide.
Theorème 7 Soit le système (5.11), (5.12) et soit les hypothèses 1-4 satisfaites. Alors l’ensemble
Sy est UGPAS en sortie. De plus, pour tout R, ǫ > 0 il existe T ∗ > 0 et il existe un domaine
D0 ∈ RnN tel que pour toutes conditions initiales x◦ ∈ D0 l’élément moyen reste proche de
l’ensemble A et la borne suivante est satisfaite
‖xs(t,x◦)‖A ≤ ǫ+ γ(Bx), (5.67)
où γ(s) = α−11 ◦ α2 ◦ α3(α4(Bx)Bg).
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Preuve
A partir des hypothèses 1-3 satisfaites et à partir du théorème 6, nous concluons que les solutions
du système sont U-bornées, que l’ensemble Sy est pratiquement stable et qu’il existe un instant
T ∗ > 0 tel que l’erreur de synchronisation e(t,x◦) respecte la borne (5.52).
Les dynamiques de l’élément moyen xs = 1N
∑N
i=1 xi sont données par les équations (5.48) et
(5.38), c’est-à-dire
x˙s = fs(xs) +Gs(e,xs) (5.68)
Gs(e,xs) =
1
N
(
1T ⊗ In
)
F˜(e,xs) =
1
N
N∑
i=1
(Fi(xi)− Fi(xs)) . (5.69)
De part l’hypothèse 4 il existe, pour le système x˙s = fs(xs), une fonction de Lyapunov VA(xs)
telle que
α1(‖xs‖A) ≤ VA(xs) ≤ α2(‖xs‖A)
V˙A(xs) ≤ −α3(‖xs‖A)
‖∇VA(xs)‖ ≤ α4(‖xs‖).
En prenant la dérivée de cette fonction de Lyapunov le long des trajectoires du système (5.68)
nous obtenons
V˙A(xs) = ∇VA(xs)T fs(xs) +∇VA(xs)T (xs)Gs(e,xs)
≤ −α3(‖xs‖A) + α4(‖xs‖)‖Gs(e,xs)‖. (5.70)
De part la proposition 4, il existe un T ∗ tel que ‖x(t,x◦)‖ ≤ Bx pour tout t ≥ T ∗ et donc la
même borne est validée pour xs. En eﬀet,
‖xs(t,x◦)‖ = ‖ 1
N
N∑
i=1
xi(t,x◦)‖ ≤ 1
N
N∑
i=1
‖xi(t,x◦)‖ ≤ Bx.
De plus, en utilisant (5.38) nous avons ‖Gs(e,xs)‖ ≤ k1(‖e‖, ‖xs‖)‖e‖ et donc il existe une
constante Bg telle que ‖xi(t,x◦)‖ ≤ Bg.
En substituant ces bornes dans (5.70) nous obtenons
V˙A(xs) ≤ −α3(‖xs‖A) + α4(Bx)Bg. (5.71)
Le théorème est démontré en appliquant le théorème 4. 
Dans le cas où le réseau est pratiquement synchronisé, il suit que l’ensemble A est pratique-
ment stable pour le réseau (5.11), (5.12). Le résultat qui suit peut être déduit des théorèmes
précédents.
Corollaire 3 Soit le système (5.11), (5.12) et soit les hypothèses 1-4 satisfaites. Si l’ensemble Sx
est UGPAS pour ce système, alors il existe un domaine D0 ⊆ RnN tel que pour toutes conditions
initiales x◦ ∈ D0 l’ensemble A est PAS pour l’élément moyen xs.
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5.7 Réseau neuronal de Hindmarsh-Rose à couplage diffusif pra-
tiquement synchronisé
5.7.1 Description du modèle
Dans cette section, nous appliquons les résultats développés précédemment dans ce chapitre
à un réseau neuronal de Hindmarsh-Rose à couplage diﬀusif. Comme nous l’avions détaillé au
chapitre 2, les dynamiques d’un neurone modélisé par le modèle de Hindmarsh-Rose sont données
par les équations suivantes
x˙1 = −a(x1)3 − b(x1)2 + x2 − x3 + I + u
x˙2 = c− d(x1)2 − x2
x˙3 = r(s(x1 − xˆ)− x3),
(5.72)
où x =
[
x1, x2, x3
]T ∈ R3 représente l’état du neurone, y = x1 = [1, 0, 0]x ∈ R représente
le potentiel membranaire, u ∈ R est l’entrée du système et les paramètres a, b, c, d, I, xˆ sont
des constantes positives. Suivant le choix de la valeur de ces paramètres, le modèle (5.72) peut
reproduire les comportements caractéristiques de l’activité d’un neurone : spike, burst, silence
(ou repos) ou encore peut rendre le système chaotique, voir [34, 106].
La semi-passivité du modèle de Hindmarsh-Rose a été prouvée dans [93] (voir aussi [108]) en
utilisant une fonction de stockage quadratique V : R3 → R+
V (x) =
1
2
(
(x1)2 + µ(x2)2 +
1
rs
(x3)2
)
,
où µ est une constante positive qui dépend des paramètres a, b, c, d, I.
Nous considérons le réseau de N neurones de Hindmarsh-Rose couplés et nous utiliserons
la notation xi pour le ième neurone. Nous introduirons également les notations suivantes : x =[
xT1 ,x
T
2 , . . . ,x
T
N
]T
pour les états de tout le réseau, y =
[
yT1 , . . . , y
T
N
]T
pour les sorties et u =[
uT1 , . . . , u
T
N
]T
pour les entrées du réseau. Nous supposons que les neurones sont hétérogènes
où chacun d’eux est décrit par le jeu de paramètres µi = [ai, bi, ci, di, ri, si, Ii, xˆi]
T ∈ R8 qui
caractérise le comportement du ième neurone.
Concernant le couplage nous supposons que les neurones sont interconnectés par synapse
électrique, c’est-à-dire par un couplage électrique. Le couplage est donc est linéaire et de la
forme a(yi − yj), où yi, yj représentent les potentiels membranaires et la constante k représente
la conductance synaptique (que nous avions notée gs au chapitre 2, section 2.3.1). Dans cette
conﬁguration, l’interconnexion entre les neurones est de la forme
ui = −σ (−ai1(yi − y1)− ai2(yi − y2)− . . .− aiN (yi − yN )) , (5.73)
où aij ≥ 0 ((i, j) = {1, . . . , N}2) représente la conductance synaptique entre les neurones i et j
et σ > 0 est le paramètre de force de couplage. Nous supposons que pour tous neurones aij = aji
et que le réseau interconnecté ne peut pas être divisé en deux ou plusieurs réseaux non connectés.
Dans ce cas la matrice L qui est une matrice laplacienne et qui assure le graphe de connexion
du réseau, est déﬁnie par
L =

∑N
i=2 a1i −a12 . . . −a1N
−a21
∑N
i=1,i6=2 a2i . . . −a2N
...
...
. . .
...
−aN1 −aN2 . . .
∑N−1
i=1 aNi,
 ,
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où L est semi-déﬁnie positive et a une seule valeur propre égale à zéro.
Dans ce cas, les dynamiques du réseau peuvent s’écrire sous la forme du réseau non linéaire
(5.11), (5.12) par
x˙1i = −ai(x1i )3 − bi(x1i )2 + x2i − x3i + Ii − σ
∑N
k=1dik(x
1
i − x1k)
x˙2i = ci − di(x1i )2 − x2i
x˙3i = ri(si(x
1
i − xˆi)− x3i ).
(5.74)
Alors, en utilisant les équations (5.14), (5.17) et (5.18) et à partir de la description des
dynamiques du réseau (5.74), les dynamiques du neurone moyen sont données par
x˙1s = −as(x1s)3 − bs(x1s)2 + x2s − x3s + Is
x˙2s = cs − ds(x1s)2 − x2s
x˙3s = rs(ss(x
1
s − xˆs)− x3s),
(5.75)
où les paramètres du réseau neuronal de Hindmarsh-Rose µs = [as, bs, cs, ds, rs, ss, Is, xˆs]
T sont
déterminés par la valeur moyenne des paramètres correspondant aux neurones du réseau de
Hindmarsh-Rose, c’est-à-dire as = 1N
∑N
i=1ai, bs =
1
N
∑N
i=1bi et ainsi de suite.
A partir de (5.75), il est aisé de voir que dans ce cas les dynamiques moyennes du réseau
sont à nouveau un neurone de Hindmarsh-Rose. Donc, son comportement peut exhiber tous les
comportements caractéristiques (spinking, bursting et silence) suivant les valeurs moyennes des
paramètres constituant le réseau.
5.7.2 Réseau neuronaux de Hindmarsh-Rose pratiquement synchronisé
Le réseau (5.74), comme nous avons pu le voir précédemment, est couplé de manière diﬀusive
et tous les éléments sont semi-passifs. Donc toutes les hypothèses du théorème 4 sont satisfaites
pour ce type d’interconnexion symétrique et nous pouvons conclure que les solutions du réseau
de neurones de Hindmarsh-Rose hétérogène restent U-bornées. La proposition suivante, qui a été
formulée pour la première fois par [93], est validée.
Proposition 6 Les solutions du réseau de N neurones de Hindmarsh-Rose à couplage diffusif
(5.74) sont U-bornées si la matrice de couplage L est symétrique et semi-définie positive.
Par la suite, nous présentons les résultats qui assurent au réseau (5.74) d’être pratiquement
synchronisé.
D’après le théorème 5, si le réseau est connecté et que le gain de couplage σ est suﬃsamment
grand, alors le réseau est pratiquement synchronisé en sortie ce qui implique que les potentiels
des neurones sont synchronisés.
Proposition 7 Soit le réseau de N neurones de Hindmarsh-Rose interconnectés de manière
diffusive (5.74). Supposons que le réseau est connecté et que la matrice de couplage L est symé-
trique. Alors il existe un σ∗ > 0 tel que le réseau est pratiquement synchronisé en sortie pour
tout σ > σ∗, à savoir l’ensemble Sy =
{
y ∈ RN : y1 − ys = y2 − ys = . . . = yN − ys = 0
}
est
UGPAS.
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L’hypothèse 3 qui est requise pour l’analyse de l’état de synchronisation du réseau, est égale-
ment satisfaite pour le réseau neuronal de Hindmarsh-Rose. Cette propriété est facilement vériﬁée
en utilisant le théorème 3.3.1 du chapitre 3 avec P = I3
Alors, en appliquant le théorème 6 il existe une fonction β de classe K∞ telle que l’erreur de
synchronisation de l’état e = x− 1⊗ xs est bornée comme suit
‖e(t,x◦)‖ ≤ β(∆f),
où ∆f est le décalage maximum possible entre les dynamiques des neurones individuelles et du
neurone moyen.
Notons que les dynamiques de coordonnées z pour les neurones de Hindmarsh-Rose , données
par les deux dernières équations de (5.74), sont linéaires en z et nous pouvons facilement calculer
que pour tout vecteur w = [w1, w2, w3]
T ∈ R3, le décalage entre les zéros dynamiques a la forme
f2k (w)− f2s (w) =
[ −ω21(dk − ds) + ck − cs
ω1(rksk − rsss) + rkskxˆk − rsssxˆs − (rk − rs)w3
]
Donc la borne supérieure de l’erreur de synchronisation de l’état dépend uniquement de la borne
des solutions U-bornées du réseau et des variations des paramètres ci, ri, si et xˆi. A partir du
théorème 6, nous obtenons donc que si les variations de ces paramètres sont faibles alors l’erreur
de synchronisation de l’état est faible. D’autre part si ces paramètres sont identiques pour tous
les neurones du réseau alors le réseau est pratiquement synchronisé en état.
Une faible erreur e de synchronisation de l’état implique en particulier que le comporte-
ment de synchronisation du réseau peut être proche du comportement du neurone moyen. A
savoir, la valeur moyenne des paramètres de chaque neurone composant le réseau déﬁnit l’état
de synchronisation du réseau.
Les détails de l’analyse des comportements possibles d’un seul neurone de Hindmarsh-Rose
présentés dans [33,34,106] montrent que pour certains domaines dans l’ensemble des paramètres
des neurones µ, les neurones modélisés par Hindmarsh-Rose peuvent exhiber un comportement de
silence, de spiking ou de bursting. Ces comportements correspondent respectivement à l’existence
d’un point d’équilibre, d’un cycle limite AS et d’un attracteur AS.
Bien qu’il n’existe pas de résultats analytiques concernant l’analyse de la stabilité de ces
ensembles limites pour le modèle de neurones de Hindmarsh-Rose (5.72) dans la littérature, les
détails d’analyses numériques utilisant une fonction de Lyapunov exponentielle sont présentés
dans [33,34,106] et [38]. Ils mettent en avant que pour certaines valeurs des paramètres le neurone
de Hindmarsh-Rose présente un cycle limite ou un attracteur exponentiellement stable. Donc,
nous pouvons supposer que pour certaines valeurs des paramètres µ l’hypothèse 4 est satisfaite.
Alors, à partir des théorèmes 6 et 7, nous pouvons conclure que pour des variations suﬃsamment
faibles des paramètres c, r, s, xˆ, le comportement du neurone moyen déﬁnit le comportement de
synchronisation du réseau. Une partie des résultats de simulation présentés à la section suivante
conﬁrme cette aﬃrmation.
Il a été montré dans [108] que les modèles neuronaux et pas seulement le modèle d’Hindmarsh-
Rose satisfont les hypothèses 1 à 3, notamment le modèle de Hodgking-Huxley et le modèle de
FithzHug-Nagumo. C’est pourquoi, une analyse similaire à celle présentée dans cette partie pour
le réseau de neurones de Hindmarsh-Rose, peut-être faite pour les réseaux neuronaux des modèles
cités précédemment.
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5.8 Résultats de simulations du modèle de Hindmarsh-Rose pour
un réseau à connexion diffusive
Dans cette section, nous présenterons quelques résultats de simulations obtenus à partir du
modèle de Hindmarsh-Rose à trois équations (5.72) [57]. Dans un premier temps, nous utilisons
ce modèle seul pour représenter les trois comportements caractéristiques de l’activité neuronale
qui sont : les bursts (ou trains d’impulsions), les spikes (ou impulsions) et le repos ou silence.
Ensuite, après un rappel du réseau de neurones de Hindmarsh-Rose, nous exposerons les courbes
obtenues pour N = 8 neurones avec une connexion diﬀusive (dont nous rappellerons également le
modèle) avec un gain d’interconnexionK variant entre 5 et 1000. Nous observerons la présence ou
non d’un phénomène de synchronisation. Nous comparerons également le réseau des 8 neurones
avec le neurone moyen calculé à partir des paramètres du réseau de 8 neurones. Nous étudierons
trois cas de réseaux pour la première étude et nous ajouterons un quatrième exemple pour la
comparaison avec le neurone moyen. Les valeurs des paramètres a, b, c, d, s seront les mêmes
pour toutes les simulations et sont respectivement : a = 1, b = 3, c = 1, d = 5, s = 4, seuls les
paramètres (I, r) varieront.
5.8.1 Trois comportements de l’activité neuronale représentés par le modèle
de Hindmarsh-Rose
Ici, nous proposons des simulations de l’activité dynamique d’un neurone en utilisant le
modèle de Hindmarsh-Rose à trois équations [57]. Rappelons que ce modèle est représenté par le
système suivant : 
x˙1 = −a(x1)3 − b(x1)2 + x2 − x3 + I
x˙2 = c− d(x1)2 − x2
x˙3 = r(s(x1 − xˆ)− x3),
(5.76)
où les paramètres a, b, c, d, s, r ∈ R sont des constantes déﬁnies dans [57] par : a = 1, b =
3, c = 1, d = 5, s = 4, I représente le courant entrant dans le neurone. x̂ est un point d’équilibre
du système déﬁni par : {
x˙1 = x2 − a(x1)3 − b(x1)2
x˙2 = c− d(x1)2 − x2, (5.77)
où x̂ = −0.5(1 +√5) pour les valeurs de a, b, c, d déﬁnies précédemment. Pour générer les trois
comportements caractéristiques de l’activité neuronale nous faisons varier r et I comme on peut
le voir à la ﬁgure 5.1, où le neurone est initialisé par x◦ = [x1◦, x2◦, x3◦]T = [−3, 1, 3]T .
Nous verrons par la suite que suivant les paramètres (I, r), le modèle de Hindmarsh-Rose
peut générer diﬀérents types de spikes et de bursts. Par exemple, les zones de silence peuvent
être modiﬁées par rapport à la ﬁgure 5.1(b).
A la section suivante, nous observerons le comportement de synchronisation du réseau de
neurones de Hindmarsh-Rose, suivant la valeur du gain d’interconnexion K.
5.8.2 Réseau de huit neurones de Hindmarsh-Rose
Ici, nous cherchons à mettre en avant qu’un réseau de neurones de Hindmarsh-Rose peut
présenter un phénomène de synchronisation. D’autre part, nous verrons d’après les simulations
que la valeur du gain d’interconnexion K inﬂuence ce phénomène de synchronisation. Pour cette
section, la valeur des paramètres a, b, c, d sont les mêmes que précédemment pour les 8 neurones
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Fig. 5.1 – Trois comportements de l’activité neuronale obtenues avec le modèle de Hindmarsh-Rose. (a) Spikes,
(I, r) = (3, 0.00004), (b) Bursts, (I, r) = (3, 0.001) , (c) Repos (I, r) = (3, 0.00007)
et nous interconnectons les neurones de manière diﬀusive. Tout d’abord, rappelons le modèle du
réseau de neurones de Hindmrash-Rose :
x˙1i = −ai(x1i )3 − bi(x1i )2 + x2i − x3i + Ii + uext,i
x˙2i = ci − di(x1i )2 − x2i
x˙3i = r(si(x
1
i − xˆ)− x3i ).
(5.78)
où les paramètres a, b, c, d, s sont les mêmes que précédemment, et où uext,i ∈ R, avec i ∈
{1, . . . , 8}, est la fonction d’interconnexion diﬀusive déﬁnie par :
uext = KLy,
où K ∈ R est le gain d’interconnexion (ou gain de couplage), L ∈ R8×8 est la matrice d’in-
terconnexion entre les huit neurones, y ∈ R8 est le vecteur des sorties du réseau déﬁni par
y =
[
y1, . . . , y8
]T
=
(
ET1 ⊗ 1T
)T
x, où 1T est le vecteur colonne unitaire à huit éléments, E1
est déﬁnie par (5.12) et ici E1 est telle que E1 = [1, 0, 0]
T et x ∈ R24 est le vecteur des états
x =
[
xT1 , . . . ,x
T
8
]T
, avec xi =
[
x1i , x
2
i , x
3
i
]T
. La matrice L représente la structure d’interconnexion
symétrique de la ﬁgure 5.2 et s’écrit :
L =

2 −1 0 0 −1 0 0 0
−1 3 −1 0 0 −1 0 0
0 −1 2 −1 0 0 0 0
0 0 −1 2 0 0 0 −1
−1 0 0 0 1 0 0 0
0 −1 0 0 0 2 −1 0
0 0 0 0 0 −1 1 0
0 0 0 −1 0 0 0 1

Remarque 9 La connexion diﬀusive oﬀre deux avantages : sa linéarité et de plus elle modélise
les échanges électriques entre les neurones d’un réseau. C’est pour ces raisons que nous avons
choisi cette connexion.
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Fig. 5.2 – Graphe d’interconnexion des huits neurones du réseau.
Pour les simulations nous avons pris des valeurs deK comprises entre [5, 1000]. L’initialisation
des neurones est la suivante :
x◦ = [−3, 1, 3,−2, 0, 3,−4, 0, 3, 3, 2, 3,−3, 1, 3,−2, 0, 3,−4, 0, 3, 3, 2, 3]T .
Comme nous l’avons remarqué au début de cette section, c’est la valeur des paramètres (I, r)
qui détermine le type d’activité d’un neurone. Pour la suite nous étudierons les trois cas décrits
au tableau (5.1) (les autres paramètres sont déﬁnis précédemment) dont l’activité des neurones
pris individuellement, c’est-à-dire pour K = 0, est représentée aux ﬁgures (5.3), (5.4) et (5.5).
Notons qu’eﬀectivement, le modèle de Hindmarsh-Rose peut générer diﬀérents types de spikes
et de bursts.
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Fig. 5.3 – Les huit dynamiques de chacun des neurones du réseau de Hindmarsh-Rose avec (I, r) correspondant
au cas 1, tableau 5.1.
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Neurone 1 2 3 4 5 6 7 8
CAS 1
I 2.5 3 2.5 3.5 3.5 3 3.5 3
r 0.0003 0.00004 0.0003 0.01 0.008 0.0001 0.1 0.0001
CAS 2
I 2 3 3 2.5 2 3 3 2.5
r 0.006 0.0008 0.001 0.0009 0.002 0.004 0.01 0.003
CAS 3
I 2 3 3 2.5 2 3 3 2.5
r 0.0006 0.0001 0.001 0.001 0.002 0.00007 0.5 0.003
CAS 4
I 2 3 3 2.5 2 3 1.5 2.5
r 0.0006 0.0001 0.001 0.001 0.002 0.00007 0.00023 0.003
Tab. 5.1 – Valeurs des paramètres I et r pour chacun des huit neurones.
Lorsque le gain d’interconnexion n’est pas nul, notons qu’un comportement transitoire est
présent, voir ﬁgure (5.6) pour l’initialisation du réseau suivante :
(a) x◦(a) = [−3, 1, 3,−2, 0, 3,−4, 0, 3, 3, 2, 3,−3, 1, 3,−2, 0, 3,−4, 0, 3, 3, 2, 3]T
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Fig. 5.4 – Les huit dynamiques de chacun des neurones du réseau de Hindmarsh-Rose avec (I, r) correspondant
au cas 2, tableau 5.1.
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Fig. 5.5 – Les huit dynamiques de chacun des neurones du réseau de Hindmarsh-Rose avec (I, r) correspondant
au cas 3, tableau 5.1.
(b) x◦(b) = [−8, 1, 3,−2, 0, 3,−4, 0, 3, 5, 2, 3,−15, 1, 3,−7, 0, 3,−11, 0, 3, 6, 2, 3]T
et que la durée de ce comportement transitoire diminue lorsque K augmente (voir ﬁgure (5.7)).
D’autre part, la ﬁgure 5.7 montre qu’un phénomène de synchronisation apparait pour un gain
d’interconnexion K suﬃsamment grand.
Dans la suite, nous présentons les résultats de simulations des trois premiers cas présentés
ci-dessus. Nous présenterons dans un premier temps l’erreur e(t) entre la dynamique du neurone
1 et la dynamique du neurone 2 telles que : e(t) = x11(t) − x12(t), pour K = [50, 100, 500, 1000],
ainsi que l’erreur e(t) et la dynamique du neurone 1 x11(t). Nous ferons de même pour K = 1000
pour l’erreur ej(t) = x11(t)− x1j (t), j ∈ {2, . . . , 8}.
96
0 200 400 600 800 1000 1200 1400
-4
-3
-2
-1
0
1
2
3
t
x1 j
(t)
0 0.05 0.1 0.15 0.2 0.25 0.3
-4
-3
-2
-1
0
1
2
3
t
x1 j
(t)
0 200 400 600 800 1000 1200 1400
-4
-3
-2
-1
0
1
2
3
4
t
x1 j
(t)
0 0.05 0.1 0.15 0.2 0.25 0.3
-4
-3
-2
-1
0
1
2
3
t
x1 j
(t)
 
 
j=1 j=2 j=3 j=4 j=5 j=6 j=7 j=8
(a) (c)
(d)(b)
Fig. 5.6 – Comportement transitoire du réseau de neurones de Hindmarsh-Rose avec (I, r) correspondant au
cas 2 (tableau 5.1), pour K = 50. (a) x◦(a), (b) x◦(b).
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Fig. 5.7 – Les huit dynamiques de chacun des neurones du réseau de Hindmarsh-Rose avec (I, r) correspondant
au cas 2, (tableau 5.1). (a) K = 0, (b) K = 5, (c) K = 10, (d) K = 50. (e), (f), (g) et (h), les zooms respectifs de
(a), (b), (c) et (d).
Nous pouvons dire que pour un gain d’interconnexion K suﬃsamment grand, un phénomène
de synchronisation apparait (ﬁgures (5.7), (5.8) et (5.9)). En eﬀet, l’augmentation de K entraine
une diminution de l’erreur e(t) (ﬁgure (5.8)). D’autre part, bien que l’erreur entre les dynamiques
des neurones ne tende pas vers une constante, il y a bien un comportement commun entre chacun
des neurones. Nous pouvons observer que les pics de l’erreur ej(t) correspondent aux impulsions
du neurone x11(t) (ﬁgure (5.10)), ce qui correspond à un phénomène de synchronisation. Par
ailleurs pour K = 1000, la ﬁgure (5.11) ( (a), (b) et (c) ) montre que pour un gain suﬃsamment
grand pour une synchronisation des neurones du réseau, les réseaux du cas 1 et du cas 2 décrits au
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tableau (5.1), se synchronisent respectivement en état de spikes et en état de bursts contrairement
au 3ème cas qui ne se synchronise pas en une activité neuronale caractéristique. Nous voyons
également qu’il y a un état transitoire de même durée dans les 3 cas (ﬁgure (5.11) (d), (e) et
(f)).
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Fig. 5.8 – Erreur e(t) du réseau pour K = [50, 100, 500, 1000] et pour les valeurs (I, r) définies au tableau (5.1) :
(a) cas 1, (b) cas 2, (c) cas 3. Les courbes (d) et (g), (e) et (h), (f) et (i) les zooms respectifs des courbes (a), (b)
et (c).
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Fig. 5.9 – Erreur ej(t) du réseau pour K = 1000 et pour les valeurs (I, r) définies au tableau (5.1) : (a) cas 1,
(b) cas 2, (c) cas 3. Les courbes (d), (e) et (f) les zooms respectifs des courbes (a), (b) et (c).
Nous terminerons ce chapitre par la comparaison des dynamiques x1j (t), j ∈ {1, . . . , 8}
du réseau de neurones de Hindmarsh-Rose par rapport aux dynamiques du neurone moyen
xs(t) =
[
x1s(t), x
2
s(t), x
3
s(t)
]T
. Nous tracerons aussi sur une même ﬁgure les trois dynamiques
du neurone 1 x1 ainsi que celles du neurone moyen xs(t) pour K = 1000 et pour les quatre cas
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Fig. 5.10 – Erreur ej(t) et x11(t) du réseau pour K = 1000 et pour les valeurs (I, r) définies au tableau (5.1) :
(a) cas 1, (b) cas 2, (c) cas 3. Les courbes (d), (e) et (f) les zooms respectifs des courbes (a), (b) et (c).
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Fig. 5.11 – Dynamiques x1j (t), j ∈ {1, . . . , 8} du réseau pour K = 1000 et pour les valeurs (I, r) définies au
tableau (5.1) : (a) cas 1, (b) cas 2, (c) cas 3.
présentés au tableau (5.1).
5.8.3 Approximation des dynamiques de synchronisation du réseau de neu-
rones de Hindmarsh-Rose par le neurone moyen de Hindmarsh-Rose
Rappelons que le réseau étudié est composé de N = 8 neurones. Nous déﬁnissons le neurone
moyen xs(t) par :
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
x˙1s = −a(x1s)3 − b(x1s)2 + x2s − x3s + Is
x˙2s = c− d(x1s)2 − x2s
x˙3s = rs
(
s
(
x1s − x̂
)− x3s) (5.79)
tels que rs = 1N
∑N
i=1 ri et Is =
1
N
∑N
i=1 Ii. Nous rappelons les valeurs des paramètres du réseau :
a = 1, b = 3, c = 1, d = 5, s = 4, K = 1000.
Dans le cas 1 (tableau 5.1), nous avons
1
N
N∑
i=1
ri = 0.0149 et
1
N
N∑
i=1
Ii = 3.0625.
Pour le cas 2 (tableau 5.1), nous avons
1
N
N∑
i=1
ri = 0.0035 et
1
N
N∑
i=1
Ii = 2.6250.
Pour le cas 3 (tableau 5.1), nous avons
1
N
N∑
i=1
ri = 0.0635 et
1
N
N∑
i=1
Ii = 2.6875.
Pour le cas 4 (tableau 5.1), nous avons
1
N
N∑
i=1
ri = 0.001 et
1
N
N∑
i=1
Ii = 2.4375.
Ici nous mettons en avant que pour un gain d’interconnexion suﬃsamment grand les dynamiques
d’un réseau de neurones modélisées par le modèle de Hindmarsh-Rose appartiennent à un même
ensemble. La ﬁgure (5.12) ((a), (b) et (d)) met en évidence que les dynamiques x1j (t), avec
j ∈ {1, . . . , 8} présentent un déphasage, ce qui n’est pas le cas pour la courbe (5.12) (c). Pourtant
les diﬀérentes dynamiques x11(t) et x
1
s(t), pour les cas 1, 2 et 4 (voir tableau (5.1)), suivent la
même allure de trajectoire (voir ﬁgure (5.13), 5.14 et 5.16 ainsi que les ﬁgures 5.17, 5.18 et 5.20)
pour K = 1000. Pour ces simulations nous avons pris comme conditions initiales les vecteurs
suivants :
x◦ = [−8, 1, 3,−2, 0, 3,−4, 0, 3, 5, 2, 3,−15, 1, 3,−7, 0, 3,−11, 0, 3, 6, 2, 3]T ,
pour l’initialisation des 8 neurones du réseau et x◦s = [10, 5,−4]T pour le neurone moyen. Ces
remarques ne sont pas valables pour le cas 3 comme le montre les ﬁgures (5.12), (5.15) et 5.19.
Finalement, d’après les résultats de simulations où chaque neurone du réseau est modélisé
par le modèle de Hindmarsh-Rose suivant les paramètres ﬁxes a = 1, b = 3, c = 1, d = 5, s = 4, I
et r étant les paramètres propres à chaque neurone (tableau 5.1), et pour une connexion telle que
la matrice L est symétrique et assure la connexion décrite par la ﬁgure 5.2, nous voyons que le
modèle de Hindmarsh-Rose permet bien de générer les trois comportements caractéristiques de
la dynamique des neurones : spikes, bursts et repos (ﬁgure 5.1) suivant la valeur des paramètres
I et r. Ces simulations permettent d’appuyer nos résultats théoriques de ce chapitre, notamment
les trois points suivants :
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Fig. 5.12 – Dynamiques x1j (t), j ∈ {1, . . . , 8} et du neurone moyen x1s(t), pour K = 1000 et pour les valeurs
(I, r) définies au tableau (5.1) : (a) cas 1, (b) cas 2, (c) cas 3, (d) cas 4.
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Fig. 5.13 – Dynamiques x1(t) du réseau pour K = 1000 et dynamiques du neurone moyen xs(t), pour les
valeurs (I, r) définies au (a) cas 1.
• Pour une valeur du gain d’interconnexion K suﬃsamment grande, l’erreur e(t) = x11(t) −
x12(t) est quasiment nulle : de l’ordre de 10
−2 dans le cas 2 et de l’ordre de 10−3 pour le
cas 2 et 3 (ﬁgure 5.8).
• Les simulations exécutées pour une valeur du gain d’interconnexion K = 1000 pour les 3
premiers cas étudiés mettent en avant qu’un comportement de synchronisation apparait
pour un gain suﬃsamment grand (voir les ﬁgures 5.8, 5.9, 5.10).
• En comparant (K = 1000) le neurone 1 du réseau et le neurone moyen pour ce même
réseau, les simulations mettent en avant que même si la trajectoire des dynamiques de
chaque neurone du réseau peuvent être diﬀérentes, toutes les trajectoires appartiennent à
une même surface sauf pour le cas 3 (voir les ﬁgures 5.12 à 5.20). L’approximation des
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Fig. 5.14 – Dynamiques x1(t) du réseau pour K = 1000 et dynamiques du neurone moyen xs(t), pour les
valeurs (I, r) définies au cas 2.
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Fig. 5.15 – Dynamiques x1(t) du réseau pour K = 1000 et dynamiques du neurone moyen xs(t), pour les
valeurs (I, r) définies au cas 3.
trajectoires du réseau en état de synchronisation par le neurone moyen fonctionne pour
certaines valeurs de (I, r) rendant le système stable, pour plus de détail voir [35].
102
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
-14
-12
-10
-8
-6
-4
-2
0
2
2.1
2.15
2.2
2.25
2.3
2.35
2.4
2.45
2.5
2.55
2.6
 
x11(t), x
1
s
(t)x
2
1(t), x
2
s
(t)
 
x3 1
(t)
,
 
x3 s
(t)
x
s
(t)
x1(t)
Fig. 5.16 – Dynamiques x1(t) du réseau pour K = 1000 et dynamiques du neurone moyen xs(t), pour les
valeurs (I, r) définies au cas 4.
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Fig. 5.17 – Dynamiques
[
x11(t)x
2
1(t)
]T
du réseau K = 1000 et dynamiques du neurone moyen
[
x1s(t)x
2
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]T
pour les valeurs (I, r) définies au tableau (5.1) cas 1.
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Fig. 5.18 – Dynamiques
[
x11(t)x
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du réseau K = 1000 et dynamiques du neurone moyen
[
x1s(t)x
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]T
pour les valeurs (I, r) définies au tableau (5.1) cas 2.
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Fig. 5.19 – Dynamiques
[
x11(t)x
2
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]T
du réseau K = 1000 et dynamiques du neurone moyen
[
x1s(t), x
2
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]T
pour les valeurs (I, r) définies au tableau (5.1) cas 3.
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pour les valeurs (I, r) définies au cas 4.
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Chapitre 6
Conclusions et perspectives
Dans ce travail nous nous sommes intéressés au problème de la synchronisation de l’activité
des neurones. Ce phénomène de synchronisation est responsable de certains troubles du compor-
tement comme par exemple les troubles de l’humeur ou la perte de mémoire et il est notamment
responsable du tremblement qui est un des symptômes de la maladie de Parkinson. C’est dans
une volonté de comprendre les phénomènes de synchronisation neuronale, qui est un premier
pas vers l’amélioration à long terme des techniques de stimulation cérébrale profonde, que nous
avons étudié le comportement de synchronisation de deux modèles décrivant les dynamiques d’un
réseau de neurones d’un point de vue de la théorie du contrôle. Nous avons également étudié
la stabilité de deux systèmes non linéaires. Ces deux modèles de neurones sont : le modèle de
Kuramoto et le réseau de neurones de Hindmarsh-Rose. Pour facilité l’analyse du modèle de
Kuramoto, nous l’avons reformulé en un modèle linéaire.
Nous avons tout d’abord proposé un chapitre en deux parties. La première partie explique
d’un point de vue biologique et physiologique et de manière simpliﬁée, comment se réalise la
communication entres neurones donnant naissance à des signaux électriques. Nous avons tenu
à mettre un accent sur cette partie étant donnée l’importance de ces échanges sur la motricité
(tremblement) ou encore sur l’état psychologique (trouble de l’humeur) d’un individu. Le report
des diﬀérents types de signaux électriques générés par les neurones ainsi que les diﬀérent modes
de voies communicantes, permettent de comprendre ce que modélisent les principaux modèles
mathématiques que nous avons présentés dans la seconde partie de ce chapitre. Ces modèles
sont : le modèle de Hodgking-Huxley (premier modèle mathématique de l’activité neuronale),
le modèle de FitzHugh-Nagumo (une version simpliﬁée du modèle de Hodgking-Huxley), ainsi
que les modèles de Hindmarsh-Rose et le modèle de Kuramoto. Nous avons expliqué par la suite
que suivant le problème traité, nous pouvions utiliser des modèles simpliﬁés. Ici par exemple,
nous cherchions à caractériser l’état de synchronisation de l’activité neuronale. Nous avons donc
étudiés entre autres le modèle de Kuramoto, qui est très utilisé pour l’analyse du comportement
d’oscillateurs interconnectés. Toujours attaché à l’envie de produire un rapport le plus complet
possible mais aussi le plus pédagogique possible, nous avons présenté les concepts, déﬁnitions,
théorèmes bien connus ou non, nécessaires à la réalisation de ce travail de thèse. Et c’est en
alliant :
• la théorie des graphes qui décrit la topologie de systèmes interconnectés (la topologie du
système joue une rôle pour une possible synchronisation des dynamiques),
• Les déﬁnitions des diﬀérents types de synchronisation,
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• les propriétés de passivité ou de semi-passivité et les résultats sur la stabilité de systèmes
ayant ces propriétés,
que nous avons pu caractériser les comportements asymptotiques et les propriétés de stabilité
dont la synchronisation, des modèles étudiés.
Dans ce travail, nous avons analysé deux types de modèles mathématiques d’un point de vue
de la théorie du contrôle, aﬁn d’établir le comportement synchronisé et les propriétés de stabilité
de chacun d’eux. C’est au travers de la classe des systèmes non linéaires interconnectés semi-
passifs, qui inclut comme cas particulier les réseaux neuronaux, que nous avons étudié le réseau de
neurones de Hindmarsh-Rose au chapitre 5. L’un des points commun entre l’étude du modèle de
Kuramoto faite au chapitre 4 et l’étude des systèmes neuronaux semi-passifs faite au chapitre 5,
réside dans le fait que les propriétés d’interconnexion et par conséquent de la matrice laplacienne,
tiennent un rôle crucial pour l’analyse de la synchronisation de réseaux. Dans ces deux chapitres,
le cadre que nous avons proposé pour faire cette analyse permet non seulement d’assurer la
synchronisation asymptotique mais également de caractériser des ensembles invariants propres
aux systèmes étudiés.
Modèle de Kuramoto et modèle linéaire à variables complexes
Pour étudier le modèle de Kuramoto nous avons construit un modèle linéaire à variables
complexes et avons prouvé que le modèle de Kuramoto est une projection asymptotique de ce
modèle pour presque toutes les conditions initiales. La construction du modèle linéaire doit ré-
pondre à certains critères reportés au cours du chapitre 4. En constatant que les propriétés des
systèmes linéaires à variables réelles s’appliquent aux systèmes linéaires à variables complexes,
le modèle que nous avons proposé voit son étude théorique, portant sur le comportement de
synchronisation asymptotique et sur la stabilité, facilitée, ce qui prouve que ce modèle linéaire
a au moins un intérêt par rapport au modèle de Kuramoto. Nous avons établi à partir de l’idée
présentée dans [101], certains critères devant être satisfaits par le modèle linéaire et avons déﬁni
une famille de tels systèmes. Finalement, nous avons trouvé qu’il n’y avait qu’un seul système
stable ayant un comportement asymptotique déterminé par un cycle limite pour un gain d’in-
terconnexion suﬃsamment grand. Nous avons déﬁni que ce cycle limite est caractérisé par le
paramètre d’ordre pondéré qui a une amplitude constante.
Réseaux neuronaux à couplage diffusif
A partir du modèle de Hindmarsh-Rose qui décrit les dynamiques d’un neurone, nous avons
construit et donné une écriture matricielle d’un modèle de réseau de neurones à couplage diﬀusif.
Pour la généralisation de ce modèle, dans le cas où chaque élément du réseau est représenté
par un système semi-passif, nous avons reformulé les conditions qui garantissent la synchroni-
sation pratique du réseau pour un gain d’interconnexion suﬃsamment grand et quel que soit le
signal généré par chacun des neurones isolés. De plus, nous avons caractérisé le comportement
limite du réseau en le comparant à la moyenne de chacune des dynamiques le constituant. Nous
avons appliqué ces résultats à l’analyse du réseau de neurones de Hindmarsh-Rose et nous avons
démontré que le caractère synchronisé du comportement du réseau dépend de la valeur du gain
d’interconnexion. Nous avons également montré que l’estimation par un neurone "moyen" du
comportement du réseau proposée dans ce travail, donne de bon résultats pour un gain d’inter-
connexion suﬃsamment grand mais nécessite d’être aﬃnée pour une valeur de ce gain plus petite.
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L’approche utilisée dans ce travail pour l’analyse du modèle de réseau de Hindmarsh-Rose
pourra s’appliquer à l’étude de l’activité neuronale au niveau macroscopique ou encore à d’autres
réseaux neuronaux interconnectés par couplage synaptique. De manière globale, les deux études
théoriques proposées aux chapitres 4 et 5 pourront aider à une meilleure compréhension du com-
portement des réseaux neuronaux aﬁn de concevoir une commande en boucle fermée pour une
application à la stimulation cérébrale profonde. Plus particulièrement, les travaux reportés dans
ce manuscrit pourraient être poursuivis dans les directions suivantes :
Modèle de Kuramoto
• Analyse de la robustesse et des phénomènes de synchronisation en présence de perturba-
tions externes ou suivant une variation des paramètres (gain variant dans le temps).
• Analyse du modèle de Kuramoto dans le cas où le couplage n’est pas complet.
• Étude de la commande assurant l’état de synchronisation et de désynchronisation du mo-
dèle de Kuramoto.
Réseau neuronaux
• Analyse du réseau de Hindmarsh-Rose pour un couplage non symétrique et pour un graphe
d’interconnexion non fortement connecté. La synchronisation de modèle ainsi connecté est
connue sous le nom de synchronisation partielle (cluster synchronization) et dans ce cas
elle est la seule possible.
• Analyse de la robustesse avec des perturbations externes ou suivant une variation des
paramètres (gain variant dans le temps).
• Etude du réseau de neurones de Hindmarsh-Rose pour une interconnexion synaptique (non
linéaire) et ajout de plasticité.
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