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Abst rac t - -The  Taylor series method is one of the earliest analytic-numeric algorithms for ap- 
proximate solution of initial value problems for ordinary differential equations. The main idea of 
the rehabilitation of this algorithms i  based on the approximate calculation of higher derivatives 
using well-known finite-difference technique for the partial differential equations. The approximate 
solution is given as a piecewise polynomial function defined on the subintervals of the whole interval 
integration. This property offers different facility for adaptive rror control. This paper describes 
several explicit Taylor series algorithms with numerical derivatives and their implicit extension and 
examines its consistency and stability properties. The implicit extension based on a collocation term 
added to the explicit runcated Taylor series and the approximate solution obtained as a continuously 
differentiable piecewise polynomials function. Some numerical test results is presented to prove the 
efficiency of these new-old algorithm. (~) 2005 Elsevier Ltd. All rights reserved. 
Keywords - -Numer ica l  derivatives, Finite differences, Implicit algorithms, Collocation methods. 
1. INTRODUCTION 
The Taylor series algorithm is one of the earliest algorithms for the approximate solution for 
initial value problems for ordinary differential equations. Newton used it in his calculation [1] 
and Euler described it in his work [2]. Since then, we can find many mentions of it, such as [3-5]. 
A lot of authors have further developed this algorithm, see, for example, [6,7]. The basic idea of 
these developments was the recursive calculation of the coefficients of the Taylor series. 
Modern numerical algorithms for the solution of ordinary differential equations are also based 
on the method of the Taylor series. Each algorithm, such as the Runge-Kutta or the multistep 
methods are constructed so that they give an expression depending on a parameter (h) called 
step size as an approximate solution. The first terms of the Taylor series of this expression must 
be identical with the terms of the Taylor series of the exact solution. These conditions are the 
consistency and the order conditions for the algorithms. These expressions potentially can be 
evaluated at any value of the parameter (h), but practically, the evaluations are realized only at 
grid points. Therefore, these algorithms give the values of the approximate solution only at grid 
This paper was partly supported by OTKA T 043258. 
0898-1221/05/$ - see front matter (~) 2005 Elsevier Ltd. All rights reserved. 
doi:10.1016/j.camwa.2005.08.017 
Typeset by .A.A~-~'~_~X 
1168 E. MILETICS AND G, MOLN~RKA 
points. For such algorithms, main cost is the number of the function evaluation. These algorithms 
differ from others in their order, stability properties, and their cost of realization. The overview 
of the modern algorithms, we can find in the monograph of [8,9]. A possible implicit extension 
of the Taylor series algorithm is given in [10]. Actually, in the qualification of algorithms their 
quality properties uch as conservativity, positivity preserving [11], and monotonity preserving 
become important. 
While the obtained approximate solution by the proposed algorithm are piecewise continuously 
differentiable functions, the qualitative properties of the numerical method could be examined 
and controlled more easily than using classical methods. 
Using parallel computers to measure the complexity of the algorithms must be defined new 
cost functions because in this case, the main goal is to minimize the execution time and not the 
number of function evaluations. We can see that for the explicit versions of Taylor series algorithm 
with numerical derivatives, the function evaluations and the calculation of the coefficients of the 
Taylor series can be performed fully parallel while for the explicit R-K algorithms, the function 
evaluations can be made only in sequential order. From this point of view, several variants of the 
method of the Taylor series with numerical derivatives could be an effective algorithm. To develop 
Taylor series algorithms is also important because most of the validated numerical methods for 
the solution of ODE initial-value problems are based on Taylor series, see [12]. 
One family of such algorithms can be derived from the classical method of the Taylor series 
by approximating the derivatives in Taylor coefficients with numerical derivatives which we have 
proposed in [13]. In this paper, we propose an implicit version of Taylor series algorithm. The 
implicit version has an advantage with respect o the explicit one, it has some L-stability region 
(see Section 3.4), but the calculation of the implicit correction is a sequential step in the algorithm. 
1.1. Formulat ion of  the Prob lem 
The problems to be solved are as follows, 
y' (x) = / (x, y y (X0) = Y0, (1) 
where 
x • Ix0, x0 +T] ,  y(x) = [Yl (x) ,y= (x) , . . .  ,y~ (x)lT : R --* R ", 
Yi (x) • C p+I (Ix0, x0 + T]), i = 1, . . . ,  n, 
for a given p and 
f (x, y (x)) = [/1 (x, y (X)), f2 (X, y (X)) , . . . ,  f ,  (X, y (X))] T . 
Let us introduce the following notations, 
Y (x) = [x, yt (x) , . . .  ,y ,  (x)] T , F (Y (z)) -- [1,fi (Y (x) ) , . . .  , f ,  (Y (x))] T (2) 
By this notation, equation (1) is as follows, 
Y' (x) = F (Y (x)), Y (x0) = Ix0, Yl (x0), Y2 (x0) . . . . .  y ,  (x0)] T . (3) 
By this step, we deduced the well-known fact that every nonantonomous system can be trans- 
formed into autonomous one, but in this paper, from the point of view of the realization of the 
proposed algorithm, the notation has some practical significance. Using this notation, the Taylor 
series of the solution of (1) is 
1_ . 
Y (x0 + s) = Y (x0) + Y' (x0) s + ~Y (Xo) s 2 +. . .  + O , (4) 
where O denotes well-known asymptotic order function, and value of p might be chosen depending 
on the smoothness of the right side in (3) and the desired order of the method to be obtained. 
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2. NUMERICAL  APPROXIMATION OF  THE DERIVAT IVES 
The main idea of the construction ofthe method of Taylor algorithm with numerical derivatives 
is the numerical approximation of the derivatives Y(k)(xo), k = 2, 3,4 . . . . .  For higher-order 
derivatives, we have to approximate s veral partial derivatives [14]. In the following, we construct 
some approximations of the derivatives of the right-hand side F(Y(x))  of (3) defined in (2) by 
the matrices (linear form for first derivatives) by bilinear, trilinear, etc., forms (for second, third, 
etc., derivatives). The first derivatives are given by the right-hand side of (1), its approximation 
is only an evaluation. 
2.1. Numer ica l  Approx imat ion  of the Second Derivat ives 
The second derivative of the left-hand side of (3) is called its Jacobian and is as follows, 
Y" (xo) = F'  (Y (xo)) = [0, l~. (Y (xo)) , . . . ,  f~ (Y (xo))] T 
[ fo/1 (zo) /'of  (xo) _ ,  o o), = o, k 
OF (Y (x0)) 
- -O--]y F (Y (x0)), 
where the derivatives 0f~(~o) k = 1,2, n are to be approximated numerically. T '  *** '  
Let us introduce the following notations, 
f k'i := f k'i (Y (xo)) = [1, f l  ( . . . ,  yk (xo) + ih , . . . ) , . . . ,  f ,  ( . . . ,  yk (xo) + ih, . . . ) iT,  
k= l , . . . ,n ,  i ---- 0,-t-1,-t-2,... 
where k ---- 0 means the first coordinate of the vector Y, which is simply x, and h > 0 is a given 
small value. 
The calculation of the values Fk#(Y(xo)) means the evaluation of the right-hand side of (3) at 
the given points. Using the finite-difference formulae to approximate the first derivatives, we get 
that the following D matrix approximates the generalized Jacobi matrix of the right-hand side 
of (3). 
Let us define the D matrix by the following formula, 
1 
D = 1-~ [(F°'-2 - 8F°'-1 + 8F°" - F°'2) . . . . .  (F "'-2 - 8F" ' - '  + 8F "'1 - F"'2)].  (5) 
LEMMA 1. THE ORDER OF ACCURACY OF APPROXIMATION. Assume that every component of 
the function F is five times continuously differentiable with respect o all its variables in some 
neighbourhood of x and yi(x), i = 1,2,. . .  ,n. Then, matrix D approximates the generalized 
OF by fourth-order degree of accuracy at the point x in the following sense, Jacobi matrix y-V 
(I°F' ) max - Dij < c4h 4, 
\1 oYj 
where c4 is constants not depending on the parameter h. 
PROOF. Directly can be obtained after simple calculations. 
REMARK 1. The different accuracy order approximations of the generalized Jacobi matrix is 
given in [13,14]. 
2.2. Numer ica l  Approx imat ion  of  the Third Derivat ives 
The third derivative of the left-hand side of (3), the coefficient of the third term in the Taylor's 
expansion (4) is 
= L-~-~ F ) = -O--y--~ f f -k -~-~ -~-~ F . (6) 
1170 E. MILETICS AND G. MOLNARKA 
The second term in (6) can be approximated by using matrix D. Our task now is the construction 
of the approximation formulae for the first term. So, we have to give the approximate formulae 
02 F for the bilinear form O-V~" 
Let us introduce the following notations, 
fu , l j  = f ( . . . ,y~ q_ ih , . . . ,y t  q-Jh . . . .  ), 
fkk,ii = f ( . . . ,  Yk -b ih,. . .) , 
k , /= 1,2 . . . . .  n, i , j  = 0 ,+1,±2, . . . ,  (7) 
k=l ,2 , . . . ,n ,  i = 0,=kl, q-2, . . . .  (8) 
Let us define matrix Hi as follows, 
Hi = ~-~1 [(Fi0,1I - -  F i0 , _ l l  - -  FiO,l_ t q- Fi0,_ l_ l )  ' . . .  , 
4 (F  ii'l l - 2F ii'°° + F i i ' - l -1 ) , . . . ,  
(F  in'll - F i~'-11 - F in'l-1 + F in ' - l - I ) ]  , i = 1, 2 , . . .  n. 
(9) 
LEMMA 2. THE ORDER OF THE APPROXIMATION OF THIRD-ORDER DERIVATIVES. Assume 
that the conditions of the Lemma 1 axe fulfilled. Then, the matrices Hi, i = 1 ,2 , . . . ,  n approx/- 
mate the generalized bilineax formula 02F y-~ by second-order degree of accuracy at the point x in 
the following sense, 
02fk (Hi)kl 02fk ] < C2 h2, (Hi)kl ~ OYiOYl' i , k , l  = 1 ,2 , . . . ,n ,  and max 0<i,k,t<n 0Y~ 0Y~ - 
where c2 > 0 is independent of h. 
PROOF. This proof is similar as it was the proof of Lemma 1. 
2.3. Numer ica l  Approx imat ion  of  the  Four th  Der ivat ives  
The fourth-order derivative of the solution vector Y is the third derivative of the right-hand 
side of (3). So, we get 
= Oy zFFF  + ~ -~F  F 
/o2F oF oF  o2F (oF  3 
(10) 
The derivatives in the four last terms can be approximated by matrices D and Hi. Therefore, 
°3F which is a trilineax formula consisting of the we have to approximate the third derivative 
°t~ i, j , k, l = 1, 2 , . . . ,  n. In order to approximate these terms by finite-difference elements ov~oY~OY~ , 
method let us introduce the following notations, 
f i f l ,mnp k =fk ( . . . , y i+mh, . . . , y j+nh, . . . , y l+ph) ,  
but with the convention that in the case of repeated indices is no multiple shift as it is described 
by the next expression, 
fiil,mmp __ k -- fk ( . . . .  y~ + mh, . . . ,  Yl + ph . . . .  ) and j~ii,mmm ( . . . ,  Y~ + mh, . .). 
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Using these notations, the approximation of the trilinear formula in (10) can be built up by the 
following matrices, 
1 [(FqO,OO o _ FiJO,OOl _ FqO,O_ m + F~3O,O_ n + F~JO, l_lO = 
-Fq° ,  ~-n + FiJ 0,101 _ F~O,~0o) , . . . ,  (Fi~ n,°°° _ Fqn,OOl 
_F~Jn, 0-10 q- FiJn, 0-11 nu FiJn, 1-10 _ FiJn,1-11 
+F ij~'l°~ - Fq"J°°)]  , i, j = 0,1, . . .  n, 
(11) 
but in the case of two repeated indices, for example, the term (Tij)j takes the form as follows, 
1 
(T~j)~ = ~-~ (2F qj'°°° - F ~j'°-t-~ - F qj '°n - 2F qj'm° + F ~ '~- t -1  + F~J3'ln), 
and for three repeated indices, we get 
(Tjj)j = ~1 ( -2F  jjj'111 q- F jJj'222 -b 2F  j j j ' - l - l -1  - F j j j ' -2 -2 -2 )  
We remark that this formula pproximate he approximate rms of derivatives by second-order 
accuracy. 
LEMMA 3. Let the function F, the right-hand side of (3) be four times continuously differentiable 
with respect Y. Then, the trilinear form °3 F can be approximated with first-order accuracy by 
the bilinear forms Tq, i j = 1, 2,. , n, and max0_<i,j,kj_<n [(T~j)kz 03F < csh, where ca is not 
dependent on h. 
°3f~ . So, describing the PROOF. SKETCH. The elements (Tq)kl approximate he derivative ov, ov ovk 
Taylor's series expansion of (T~j)kl in the neighbourhood of Y, we get (Tij)ktY = °3f~ 
cijklh, where constants cijkt consist of some values of fourth-order derivatives of ft from the 
neighbourhood of h radius. The maximum of absolute value of them will be the appropriate 
constant for c3. 
3. THE FOURTH-ORDER METHODS OF  TAYLOR 
SERIES  BASED ON NUMERICAL  DERIVAT IVES 
By summarizing the results explained above, we can construct some truncations of Taylor's 
series of the Y solution of (1) as an approximate solution at a given subinterval. The basic idea 
of the construction is that the expressions (5), (9), and (11) of the derivatives in the truncation 
of Taylor's expansion (4) axe replaced by its approximations which will be constructed by some 
combinations of the matrices (5), (9), and (11). This collection of approximate matrices allows 
us to construct a big choice of explicit methods of Taylor's series such as first-, second-, third-, 
and fourth-order methods. These methods are explained and examined in [13]. 
3.1. Expl ic i t  Methods  o f  Four th-Order  Accuracy  
THEOREM 1. Let assume, that the fifth-order derivatives of the solution of (1) are bounded, there 
exists such ca constant hat ~ _< c3 and let h and s be parameters satisfying the condition 
h _< t. Let xk k = O, 1, . . . ,  denote the grid points in [xo, xo + T] and tk = xk+l - xk, t E (O, tk]. 
Then, the following expression gives a fourth-order explicit algorithm, 
I t2 1 1 (xk + t) = Yo (xk) + Y1 (xk) t + ~..Y2 (xk) + -~.Ya (xk) t 3 + Y4 (x~) t4, (12) 
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and 
Let us introduce the following notation, 
p--1 
i=0 
1 a(P)sp_l 
Xk -- (p_ 1)-------~ k coil" 
p-2 1 
DTp-1 (xk,s) = E (i - 11! 
i~1  
The simple iteration algorithm for determining the unknown vector Xk is as follows, 
s¢oll y(0~ _ DTp-1 (xk, Scoll) I = 0, 1, 2. (16) "'kv(t+l) = F Tp-1 (xk, S¢oll) + --~-"k } , ' ' ' 
where X (°) is given. The following theorem states that for small enough soon, the iteration (16) 
for every X (°) value is convergent. 
--~(xk)sp-1, 
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where 
Yl (Xk) = F (Y (Xk)) , 
Y2 (xk) = D (Xk) YI (xk), 
Y3 (xk) = g (xk) ]I1 (xk) Y1 (xk) + 0 2 (Xk) Y1 (xk), 
Y4 (xk) = T (xk) YI (xk) Y1 (xk) I/1 (xk) + H (xk) (D (xk) Y1 (xk)) Y1 (xk) 
+ 2H (xk) YI (xk) (D (Xk) Y1 (xk)) + D (xk) (g  (xk) Y1 (Xk) Y1 (xk)) + 0 3 (Xk) ]I1 (xk). 
PROOF. A calculation of technical nature gives the desired result [13]. 
3.2. Implicit  Taylor Series Methods  up to F i f th Order 
The explicit Taylor series methods can be used for the construction of implicit algorithm. The 
idea of the construction is that the explicit Taylor series truncations could be augmented by one 
or more extra terms see [10]. Here, we formulate the implicit extensions with one extra term as 
follows. Let us define this extension of the Taylor series truncation given in (12) for the [xk, xk+s] 
interval where p denote the desired order of the implicit method and a~ p) denote the unknown 
correction term to be determined for the iota method in the given interval. Then, 
~ 1 a(P)sp ({xk, a(p)k ,~) ^~ = if0 Y~ (xk) s' + ~. k , p = 2, 3, 4, 5. (13) 
where the vector a (p) is to be determined. The condition for determination of a (p) is that in 
some collocation point, denoted by S¢oll, the Y(xk, a (p), s) expression must to satisfy the original 
equation (1). By substituting (13) into (1), we get 
Y'(xa,a(P),S¢on)----F(Y(xk,a(P),scon)). (14) 
On the left-hand side of (14), the derivation can be performed explicitly. So, we get 
p--2 
Y' / a (p) Scoll) -11 (p-~):l a(P)sp_ 1 (15) (Z(Xk) SZ~-b ~_-U""7~ k con, p=2,3 ,4 ,5 .  , = Z (i ) 
i= l  
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THEOREM 2. Let us assume, that the right-hand side of (1) satisfy the following Lipschitz con- 
dition, 
[IF (Z1) - F (Z2)ll _< L [[Z1 - Z~ll. (17) 
Then, ff (Scoll/p)L < 1, equation (14) has an unique solution and iteration (16) converges to 
this solution from every in/tiM value X (°), k = 1,2,. . . .  
PROOF. Substracting the (l + 1) th and I th iteration steps from each other, we get 
8co l l  - -  Sco.x( -l)NII X( /+ l ) -  X( I )=F  (Tp-1 (Xk, 3co11) + P X(k I)) F (Tp_ 1 (Xk, Scol,) + p k ]'l 
_ ~(z-~) < L sc°ll X~--..k 
P 
which proves our assertion. 
REMARK 2. We see that the iteration is convergent for small enough S¢oll value and by comparison 
with the classical implicit algorithm this S¢on value can be k times greater, see (16). The other 
advantage of this iteration is that initial values for iteration X (°) =- 0 for every k in most cases 
is a good choice because the solution must be near zero. 
3.3. The  Cons is tency  Order  o f  the  Imp l i c i t  Methods  
The exact solution of the problem (1) in the interval [xk,xk+l] is Y(xk + s) while the approx- 
imate solution obtained by the proposed implicit methods (14) is Y(xk, a(k p), s). 
THEOREM 3. H the right-hand side of (1) has continuous derivatives up to order (p + 1), then 
consistency order of the proposed implicit algorithms is p+ 1, that there is such constant M > O, 
that for every k = 1, 2 , . . . ,  
(18) 
while for the s E [0, s~olz], the following estimation holds. There is such N > O, that for every 
subinterval, 
(xk + s) - ? (zk, a(P) Y k , ) <- NsV. (19) \ 
PROOF. Let us substitute the exact and the approximate solution into the original equation and 
subtract hem from each other. We get 
1 a(V+l)sV+l 
but the collocation condition says that at the point of xi + Soon, 
a(p+l) = y(p+i) (xk) + 0 (Sco~l), 
so we get that the estimation (18) holds. The other point for s e (0, ScoZl), only estimation (19) 
is valid. 
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Table 1. Linear transfer functions for the implicit Taylor series methods. 
The Method Order The Transfer Function 
2+z  
2--z 
6+4z+z 2
6 - -  2z  
24 -~ 18z -}- 6z 2 + Z 3 
24 -- z 
120 + 96z + 36z 2 + 8z a + z 4 
120 -- z 
(s) 
2 
Figure 1. The stability regions of the methods; (3) third-order, (4) fourth-order, 
(5) fifth-order methods. 
Imz 
3.4. The Stabi l i ty Ana lys i s  o f  the  A lgor i thms 
The linear stability analysis of the implicit Taylor series algorithm is similar as the analysis of 
the other implicit algorithms. The transfer or stability function for the above proposed algorithms 
can be calculated easily and we give them in Table 1, where we use the As -- z notation. 
From Figure 1, it is clear that the implicit methods of order 3, 4, and 5 are conditionally stable 
algorithms and its stability conditions are very near to each other. (On Figure 1, the curves 
are almost similar.) The stability function of the second-order implicit Taylor series algorithm 
is equal with the stability function of the well-known implicit trapezoidal formula, therefore, it 
is unconditionally linear stable algorithm. We have to remark that the trapezoidal formula and 
the proposed second-order implicit Taylor series algorithm seem to be the same. For the linear 
equation, yr = Ay, they give the same results, but for other equations these methods are different. 
4. COMPUTER IMPLEMENTATION AND TEST  RESULTS 
The algorithms proposed above can be regarded as analytic-numeric algorithms because they 
define the approximate solution as a piecewise polynomial. Therefore, we have decided to realize 
these algorithms by using computer algebraic system, namely, the MAPLE V. The realization of 
the Taylor series algorithm for an equation by MAPLE V is not a complicated task, therefore, we 
have worked out an implementation for the system of equations. 
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4.1. The Test Prob lem 
To test the efficiency of the proposed algorithm, we used the well-known two-body problem [6], 
yi(t)=y3(t),  
yl (0) =0.5, y2(0) =0, 
y3=O, y4=v . 
This model has a periodic solution. 
4.2. Automat ic  Error  Contro l  and Numer ica l  Complex i ty  
Usually, the arithmetic omplexity of the algorithms for numerical solution of the initial value 
problems of ordinary differential equations measured by the number of function evaluation by 
step. One of the advantages of the above proposed algorithms i  that the truncated Taylor series 
is obtained in explicit form in every subinterval. This is the main point from which one can profit 
using MAPLE V. This property facilitates to investigate several properties of the approximate 
solution such as the local error of approximate solution for each component because the main 
term of the local error is known, for example, in the form of "-1050.796332s 3'' , where s is the local 
time variable in a subinterval [xk, x]. So, without any further calculation, one can estimate the 
admissible step size to ensure the prescribed local error for each component of the solution [15]. 
Using this technique while we apply these algorithms, we get an automatic step size control 
algorithm too. One simple step size control algorithm could be the following. 
(i) We chose an appropriate value of h. 
(ii) One gives the admissible local error e > 0 and choose the order p of the algorithm. 
(iii) From calculation, the values e~ = ly~P)(xk)l, i = 1, 2 , . . . ,  n -  1, are known for every k. 
(iv) In the interval [xk, x], we calculate the value mek = maxl<,<n(ly~ p) (xk)l). 
(v) We chose such step size Sk, for which sk < px/~/mek and xk+l = xk + sk. 
(vi) If h > Sk, then h := sk/2,  go to (ii). 
So, we can conclude that for the adaptive step size control is not necessary further function 
evaluation contrary to the Richardson extrapolation or embedded R-K algorithms. For the algo- 
rithm (12) the number of function evaluations are 13n, where n is the number of equations. These 
evaluations can be made fully parallel. We have to remark that the error control by Richardson 
extrapolation require 12n sequential function evaluation for a fourth-order R-K method. But 
we have to remark that by using embedded R-K methods less sequential function evalution is 
enough. 
The following results are obtained by the algorithm (12) with implicit extension (16) fifth-order 
variant of above explained algorithms. We remark that applying the error control value 6 -- 0.02 
the number of the steps on this the interval [0, 20] was nearly 200. In Figure 2, one can see the 
numerical solution of our test problem (solid curve) while the circles show the solutions calculated 
by RKF45 built-in method. 
For the reader who uses the conventional numerical algorithms for the solution of ordinary 
differential equation, the result obtained by the algorithm (16) are curious. In Table 2, we show 
the truncated Taylor series for some set of subintervals generated by the automatic error control. 
5. CONCLUSIONS 
The implicit Taylor series method with numerical derivatives proposed in this article is such 
algorithm which can be competitive with the classical algorithm for numerical solution of initial 
value problems for ordinary differential equations for parallel computers. 
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1.5  ¸ 
0 .5  ¸ 
-0 .5  ¸  
-1 
-1 .5 
Figure 2. Comparison of numerical solution obtained by the proposed implicit Tay- 
lor series algorithm (solid line) and the standard RKF45 algorithm (circles), y l(t)  
denotes the yl (t) solution, etc. 
Table 2. Truncated Taylor series of approximate solution obtained by fifth-order 
implicit method. 
Endpoints of Interval Calculated Truncated Taylor Series of 
[xk, xk+l] Solution ~(xk  + s), i = 1,2,3,4 
[6.04186, 6.15731] 
[6.15731, 6.25919] 
Yl = 0.39180 + 0.815994s -- 1.15485s 2 -  
--1.65350s 3 -- 0.3900584+3.06550s s 
y2 = --0.39105 + 1.39555s + 1.15264s 2 -  
-0 .52099s3--2.10906s 4 -- 1.09105s 5 
#3 = 0.81599 - 2.30971s -- 4.96527s 2 -  
--1.56022s3+11.72630s4+28.34428s 5 
Y4= 1.39555 + 2.30525s -- 1.56297s 2 
--8.43627s 3 -- 8.01695s4+20.15132s ~ 
~1 = 0.46807 + 0.48347s - 1.70931s 2 -  
-1.39107s a + 1.72762s a + 3.51080s 5 
y2 = -0.21577 + 1.62688s + 0.78796s 2 -  
-1.610320059s a - 2.41283s a + 2.56880s 5 
~a = 0.48347 - 3.41862s - 4.17323s2+ 
+6.91050s a + 19.33865s 4 - 15.44589s s 
y4 = 1.62688 + 1.57592s - 4.83096s 2 -  
-1.61032s a - 2.4128384 + 2.56880s 5 
The  complex i ty  o f  these  Mgor i thms for para l le l  computers  can  be  bet ter  than  the  c lass ica l  
ones  because  the  funct ion  eva luat ions  can  be  per fo rmed fu l l y -para l le l  and  they  use  on ly  mat r ix -  
vector  operat ions .  These  methods  can  be  regarded  as  numer ica l -ana ly t i ca l  a lgor i thms.  The  
obta ined  resu l t s  conta in  more  in fo rmat ion  about  so lu t ion  and  th i s  is a p romis ing  feature  for  
the  const ruc t ion  fu r ther  a lgor i thms hav ing  some "qua l i ty  p roper t ies"  such  as  energy  preserv ing ,  
pos i t i v i ty  p reserv ing ,  etc .  
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The analytic-numeric structure of the approximate solution offers some new, easy error con- 
trol algorithms which could be useful for the stiff systems as well. The numerical experiments 
performed by the MAPLE V system show that the proposed algorithms work well. 
There are a lot of way to develop the basic algorithm, for example, the automatic step size 
control could be improved, the information obtained by the approximate solution could be used 
more intensively. The realization and test of the proposed algorithm for parallel computers is a 
perspective topic to develop [16]. Each of these investigations could be the subject of forthcoming 
papers. 
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