Abstract-Anywhere Augmentation pursues the goal of lowering the initial investment of time and money necessary to participate in mixed reality work, bridging the gap between researchers in the field, and regular computer users. Our paper contributes to this goal by introducing the GroundCam, a cheap tracking modality with no significant setup necessary. By itself, the GroundCam provides high frequency and high resolution relative position information similar to an inertial navigation system but with significantly less drift. We present the design and implementation of the GroundCam, analyze the impact of several design and runtime factors on tracking accuracy and consider the implications of extending our GroundCam to different hardware configurations. Motivated by the performance analysis, we developed a hybrid tracker that couples the GroundCam with a wide area tracking modality via a complementary Kalman filter, resulting in a powerful base for indoor and outdoor mobile mixed reality work. To conclude, the performance of the hybrid tracker and its utility within mixed reality applications is discussed.
Ç

INTRODUCTION
T RADITIONAL mixed reality applications are built on a series of assumptions about the environment they will operate in, often requiring time-consuming offline measurement and calibration for model construction purposes or instrumentation of the environment for tracking. This high start-up cost limits the general appeal of mixed reality applications, creating a barrier to entry that discourages potential casual mixed reality users. The goal of Anywhere Augmentation [1] is to create a class of mixed reality technologies and applications that require a minimum of setup using cheap commonly available hardware, bringing the field of mixed reality within the realm of an average computer user.
The choice of tracking technology used in a mixed reality application is heavily dependent on the environment and its setup, and calibration is often one of the time consuming initial steps of application deployment. An overview of the commonly available technologies is presented in Table 1 . It is apparent that no single tracking solution exists for the interesting and increasingly common case of wide area and high resolution applications such as outdoor architectural visualizations. The prevailing solution is to couple a global tracker such as GPS, which provides wide area, absolute, lowresolution data, with local tracking, for example, from inertial sensors, which provides high-resolution relative and drift prone positioning.
In this paper, we introduce the GroundCam (consisting of a camera and an orientation tracker-see Fig. 1 ), a local tracking technology for both indoor and outdoor applications. We use the optical flow of a video of the ground to determine velocity, inspired by the workings of an optical mouse. This is related to the visual odometry work done in the robotics community [14] , [15] , but here, we apply it to the much less constrained world of human tracking. By itself, the GroundCam provides high-resolution relative position information, but is subject to drift due to the integration of error over time. In Table 1 , it is clear that the GroundCam most similarly resembles an inertial tracker, which measures acceleration and integrates twice to get position. The GroundCam is a significant improvement over inertial tracking because its single integration accumulates error much more slowly, maintaining similar small-scale accuracy for a longer time.
To address the GroundCam's long term drift, we use a complementary Kalman filter to combine the GroundCam with a wide area sensor such as a GPS receiver (see Fig. 1 ), providing better accuracy over large environments. For wide area indoor operation, we simulate the signal from a beacon-based tracker such as the Cricket [12] or Locust Swarm [11] to demonstrate the hybrid performance. These wide area trackers provide periodic stable corrections to compensate for the GroundCam's drift while maintaining its fast and high-resolution data.
The advantages of the GroundCam include its favorable performance compared to other local tracking technologies, as well as its general applicability to a variety of mixed reality applications, including outdoor mobile augmented reality and indoor virtual reality. Hybrid indoor/outdoor applications can also use the GroundCam, as it handles large changes in illumination gracefully. Finally, the low cost and ease of construction of the GroundCam make it suitable toward our goal of Anywhere Augmentation by reducing the barriers to entry for mixed reality applications.
The rest of this paper is organized as follows: Previous results are surveyed in Section 2. Section 3 details the implementation of the GroundCam, and its performance is carefully analyzed in Section 4. The extension of the GroundCam to work with wide field of view cameras is detailed in Section 5. Motivated by the GroundCam analysis, Section 6 describes the implementation of the hybrid tracker, and its results are presented in Section 7. Concluding remarks and avenues for future work are in Section 8.
RELATED WORK
This paper is an extended version of work we presented at the Ninth International IEEE Conference on Virtual Reality [16] .
Related work falls into the following main categories: optical flow-based tracking techniques and hybrid tracking approaches with a focus on pedestrian navigation.
Optical Flow-Based Tracking
Using optical flow for camera tracking has been explored in many applications. The widest commercial distribution was reached by the modern optical mouse, which uses an LED to illuminate the mouse pad surface for a small camera that tracks texture motion across the visual field, generating a translation vector. For optical mice, the problem is drastically simplified by the assumption that the entire visual field will exhibit a single coherent translation. A similar concept is implemented as part of Haro et al.'s mobile UI work [17] , which uses optical flow from a cell phone camera as a 2D input to mobile application user interfaces. Many concessions must be made due to the phone's limited processing power-most importantly, the motion estimation is limited to one of four cardinal directions and very approximate measures of motion magnitude are used. Given our interest in accurate and robust tracking, we cannot make similar simplifying assumptions for the GroundCam.
Much of the previous work in camera tracking via optical flow is in the field of visual odometry for mobile robotics. A straightforward approach is taken by Lee and Song [18] , mounting an optical mouse near the ground on a wheeled robot. While the mouse does provide high-quality optical flow information, the fact that it needs to be within a few millimeters of the tracked surface inherently restricts the robot to a very smooth terrain. A more sophisticated solution is to mount a camera horizontally on the robot to provide an eyelike view of the world, as in Campbell et al.'s visual odometry evaluation [14] . While their work tests the performance of visual odometry in terrain that is difficult for robots such as ice and grass the ground is still required to be flat and free of distracting influences. The GroundCam's design allows it to be used in complex terrain including obstacles and debris, significant changes in height, and other moving agents.
Se et al.'s robot [15] handles complex environments by using SIFT features and a three camera stereo system. SIFT features are matched across images from the three cameras to build a 3D map, against which features in subsequent frames are matched. While the results are impressive, the algorithm is also very demanding computationally, operating at 2 Hz and restricting their robot to a speed of 0.4 m/s. Nistér et al. [19] use stereo imagery for visual odometry for ground vehicles, with good accuracy and ability to handle distractions. However, the updates are limited to 10 Hz, and necessary temporal filtering takes advantage of the low frequency of accelerations for a ground vehicle. Human tracking requires low-latency high-frequency updates for interactive applications.
High-Quality Wide Area Tracking
None of the methods discussed so far are sufficiently robust and/or precise to work for arbitrary wide area mixed reality applications. Therefore, tracking approaches for such environments are typically of a hybrid nature.
Foxlin and Naimark [9] propose the coupling of inertial sensors with vision-based tracking of fiducial markers that have to be attached to the ceiling or walls around the Range is the size of the region that can be tracked within. Setup is the amount of time for instrumentation and calibration. Resolution is the granularity of a single output position. Time is the duration for which useful tracking data is returned (before it drifts too much). Environ is the where the tracker can be used, indoors or outdoors. All values are expressed accurate to orders of magnitude. A common approach for tracking pedestrians in the outdoors is to couple GPS tracking with inertial-based dead reckoning to improve update rates and to bridge areas where GPS is unreliable [20] . Relying on inertial sensors as a direct position tracking modality is widely deemed to be of limited use, however, because of the rapid propagation of drift errors due to double integration [4] . Instead, many systems employ inertial sensors as a pedometer, detecting the event of the user taking a step [5] , [20] , [21] . For indoor navigation, Lee and Mase couple step-detection via inertial sensors with infrared beacons for absolute measurements [22] . For all these hybrid tracking techniques, the GroundCam provides an additional dead-reckoning sensor that could improve accuracy and reliability of the position tracking.
As hybrid tracking systems are often used to address the limitations of individual tracking modalities, there has been extensive research into techniques for optimally coupling these sensors. Foxlin [23] originally used a complementary separate-bias Kalman filter to combine gyroscopes, inclinometers, and a compass, while You and Neumann [24] use an extended Kalman filter with separate correction steps for vision and gyroscope updates. Jiang et al. [25] combine vision and gyroscope sensors in a more heuristic manner-the gyroscope measurement is used as an initial estimate to limit the vision feature search, and the vision measurement is used to limit the gyroscope drift. Finally, while coupling between sensors is often loose, there is also work in tightly coupled sensors such as GPS/inertial hybrids [26] . For our hybrid tracker, we loosely couple the GroundCam and GPS units for modularity and simplicity of design.
The GroundCam as a novel local tracking modality provides continuous high-frequency information, complementing any sporadic or low-frequency absolute position tracking in an advantageous fashion. It is very well suited for improving position tracking for mixed reality applications, which particularly rely on fast update rates and highresolution tracking [27] , [28] , [29] . As a sourceless tracking modality that works both indoors and outdoors, it is a valuable supporting and enabling technology component for the long-term goal of Anywhere Augmentation, making mixed reality possible in unprepared environments without incurring high start-up costs.
GROUNDCAM IMPLEMENTATION
The inspiration for the GroundCam is a desktop optical mouse. A camera is pointed directly at the ground from just above waist height, and the video of the ground moving in front of the camera is used to determine how the camera is moving in the plane of the ground. The result is a 2D position tracker. Depending on the environment the GroundCam is being used in, it could be more useful if it is directed at the ceiling, for example, an indoor location with a featureless floor but a textured ceiling. Operation is the same in either case.
The GroundCam takes a few straightforward steps to compute user motion. The pseudocode of this algorithm can be found in Fig. 2 . Since features are lost and must be added again each frame, there is no explicit initialization step-instead, the first frame is treated as the case where all the features were lost in the previous frame. This means the GroundCam can recover even in cases of total image loss such as sudden extreme dark or bright conditions, without any user intervention. For the algorithms used in the GroundCam, standard implementations from the OpenCV image-processing library [30] are used, unless stated otherwise.
Undistortion
(line 2 in Fig. 2 ) Offline intrinsic camera calibration is done using Zhang's procedure [31] . The distortion coefficients from this process are used to correct the resulting artifacts in the video frames by creating a corresponding undistortion image warp that is applied to each frame-this allows us to use image distances as direct measurements of distances in the scene. However, for cameras with a narrow field of view, the distortion effect is small enough that it does not produce a significant effect, and undistortion is unnecessary, saving CPU cycles-for example, we do not undistort the video for the camera in Fig. 1 , which has a field of view of 12.2 degrees.
Feature Detection
(line 4 in Fig. 2 ) In our system, features are small regions of image texture. Good features for tracking are selected from the video frames by Shi and Tomasi's algorithm [32] , which finds a set of all features of a certain quality and then greedily selects features from the set that are not within a minimum distance of the already selected features. After the initial set of features are found, new features are introduced with the same technique as features are lost.
Feature Tracking
(line 5 in Fig. 2 ) Features are tracked frame to frame using the image pyramid-based optical flow algorithm by Lucas and Kanade [33] . A hierarchy of images at different resolutions are used to efficiently match texture features from one frame with the most similar region in another frame. If the similarity between these two regions is below a threshold, the feature is considered lost and is removed from the set. This can happen when a feature goes outside the field of view or when changes in illumination or occlusion occur. Each feature is tracked independently of one another, so their motion may not be (and in most cases is not) uniform. This is a strength of the technique, as distractors can be accounted for so long as, overall, they represent a minority of the viewable scene.
Coherent Motion Estimation
(line 6 in Fig. 2 ) Coherent motion must be extracted from the set of features successfully found in consecutive frames, discarding the influence of outliers. We implemented the RANSAC algorithm [34] to accomplish this task. Only one sample is necessary to estimate the image's 2D translation. Other samples are tested against this estimate by separately thresholding the differences in magnitude and orientation. Once the final set of inliers is found, the image motion estimate is computed by taking the average of all the good samples. In the event that a consensus is not reached, a fall-back estimate is computed as the average of all the samples. Fig. 3 shows debug information for our feature tracking, overlaid on a camera frame obtained when walking on a wood patio. Features are shown as dots with attached line segments visualizing the estimated motion since the last frame. The green features represent the consensus set, red features represent outliers, and blue feature points are newly added features to make up for lost features and features that left the view frustum.
The computation to get world motion in real units from the image motion in pixels is straightforward. The camera (Fig. 4 ) is assumed to be perpendicular to the ground at some uniform height (measured offline). For a known height in meters H, camera horizontal field of view F , and camera width in pixels P , the relationship between image motion Áx in pixels and camera motion T in mm is given as
A 640 Â 480 image from our camera with a field of view of 12.2 degrees, mounted at 1.1 m (just above waist height), yields a factor of 0.37 mm per pixel. Our implicit assumption that the conversion between image distance and physical distance can be represented by a single scale factor is not actually correct. For different regions of the image, the distance from the camera to the ground varies, even assuming a flat ground and perfectly orthogonal viewing direction. The scale factor we computed is therefore not correct outside of the center of the field of view. Based on (1), we find that the relationship between the actual camera motion T , camera field of view Â, and camera motion measured near the edges of the image T 0 is
For our camera with a 12.2 degree field of view, (2) shows that a 0.5 percent error is introduced between computations at the center and the perimeter of the image. This is small enough that we can safely ignore it for our purposes.
World Coordinate Transformation
(lines 7-8 in Fig. 2 ) Our motion estimate is computed in the camera's frame of reference. In order to convert it to the world's coordinate system, we need to know the absolute orientation of the camera. An InterSense InertiaCube2 orientation tracker is used to obtain this information. A quick offline calibration is done to orient the InertiaCube2's output by obtaining angles for north, east, south, and west. During operation, the detected angle is linearly interpolated between these computed values to get the world stabilized camera orientation. The motion vector is then transformed by this orientation to yield the final world stabilized motion estimate.
ANALYSIS AND DISCUSSION
Numerous experiments using the GroundCam have yielded the following insights into its setup and operation in real-world conditions.
Performance
The output of the GroundCam is essentially a linear velocity measurement-some distance traveled over a small unit time. Therefore, integration is necessary to use it as a position tracker. However, it compares favorably to the primary alternative, a linear accelerometer, as the acceleration data requires double integration to yield position and so accumulates error much faster. Single integration means our drift over time is drastically reduced. Also similar is the use of a pedometer to track walking motion, which uses a known stride length and counts steps to arrive at a position estimate. However, pedometers are limited to the resolution of a stride and can drift significantly when the user walks with steps of unusual stride (for example, due to terrain considerations like stairs, or from repeated small steps when carefully adjusting ones position). The limiting factors in the GroundCam's feature tracking are the camera's image quality and frame rate and the size of the visible ground region. Good lighting and good optics improve the performance of the optical flow algorithm significantly-optics improve image quality, and bright light lowers the necessary exposure time, reducing image noise and motion blur (daylight or bright office illumination is generally sufficient). For our setup, we use a Unibrain Fire-i 400 camera with a 12.2 degree field of view lens mounted at 1.1 m, which yields a ground section of 0.24 m by 0.18 m. For half the features to still be visible, the ground can move at most half of this region, 0.09 m along the y-axis, in the time of a single frame. At 10 fps, that is, equivalent to a speed of 0.88 m/s, at 15 fps, 1.18 m/s, and at 20 fps, 1.76 m/s. Since forward motion is most common, mounting the camera rotated at 90 degrees (portrait versus landscape) gives 0.24 m of visible ground along the walking dimension and results in a trackable speed of 1.32 m/s at 10 fps, 1.76 m/s at 15 fps, or 2.35 m/s at 20 fps. Average walking speed is 3 mph or 1.34 m/s, and we consistently get between 15 fps and 20 fps; so, this is sufficient for basic walking behavior. Fast walking or running cause sufficient jitter of the camera's orientation, resulting in significant motion blur and noisy apparent motion, such that they cannot be accurately tracked in any case.
Detailed performance timings are in Table 2 . In general, we experience around 15 frames per second in the testing application, which, for testing convenience, runs off of a prerecorded MPEG encoded video and accompanying metadata file. For narrow field of view cameras, the cost of undistortion can be eliminated by not carrying out that step, which saves an additional 23 ms per frame. The performance can be further improved by distributing the load of finding new feature points across many frames. Since features are not likely to be lost in a single frame, they can be searched for periodically rather than every frame. How aggressively this can be done depends on how frequently features are lost and need to be reacquired, which is a function of the field of view of the camera and the speed of motion. Faster camera motion means the features will be in the field of view for fewer frames and so must be reacquired more often. If the video includes significant amounts of distractions, more features will be necessary consistently for better robustness to noise. These considerations are important on a per-application basis.
Feature Selection
Our choice of 50 tracked features bears justification. A manual comparison was done of the GroundCam's coherent motion estimate output for different target numbers of tracked features, from 25 to 200 (since some number of features are lost each frame, the actual set of features present in two consecutive frames is less than the target). At 25, there were few enough points that a coherent estimate often was not possible, or else, it was very likely to get distracted by random noise over low texture terrain. At 100 and above, the probability of achieving a coherent estimate was very high, but it was necessary to increase the number of inliers required for RANSAC to succeed; so, the overall gain in detection was small. However, the additional CPU drain in tracking and replenishing lost features was significant. Having 50 features is a compromise between CPU cost and likelihood of detecting coherent motion. It may be possible to fine-tune this parameter for particular known types of terrain, but we preferred a single static value.
Orientation Estimation
The need for an orientation tracker is not necessarily clear in light of research such as Davison's single camera SLAM [8] . In his work, the camera's 6DOF pose is completely determinable from the video stream. However, the dependable high contrast of the texture in his work makes the tracking much more reliable than for the GroundCam. Over high-contrast terrain such as well-lit grass or gravel, there may be enough information to extract the camera's orientation as well, but on terrain such as concrete, asphalt, or hard dirt, there is enough optical flow noise that it is difficult to reliably extract the translation motion estimate. Techniques to improve the quality of feature tracking for these types of terrain could make the individual feature motion information reliable enough for full 6DOF pose estimation.
Tracking Distractions
There are a number of possible distractions that can reduce the accuracy of the tracking result. The user's lower legs and feet may appear in the camera's field of view, which can create a strong enough optical flow to influence the motion estimate (see Fig. 5a ). It would be possible to create a color model of the lower legs and feet, which is likely different from the ground terrain, and use it to mask them out of the ground image before tracking features on it. Alternately, proper mounting of the camera (for example, on the back of a backpack containing the wearable computer) with a narrow field of view alleviates this problem by keeping the feet out of the video. 
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The preprocessing and tracking are broken up into their component stages, and timings are presented for each stage, as well as the frame total. The final total is the start to finish for each frame of the test application. Line numbers refer to pseudocode in Fig. 2 .
Motion of the user's shadow can have a similar effect, if the leg shadows are moving across the camera's view, by creating many strong features on the shadow boundary that move separately from the ground. Mounting the camera on the front or back diminishes the effect, as the forwardbackward motion of legs creates shadows with much less motion in those cases. It would also be possible to use image processing to remove large-scale illumination changes while keeping small local texture at additional CPU cost.
Changing illumination when moving from a well-lit area into a poorly lit one, such as crossing into the shadow of a building can create temporary confusion as the camera's exposure setting automatically adjusts, depending on the contrast and sharpness of the shadow (see Figs. 5c and 5d) . This is only a serious problem when the contrast creates under or over saturation of regions of the image, which then do not have trackable texture. As soon as the camera's exposure adjustment compensates (up to one second), tracking resumes as normal.
Finally, changes in the height of the ground plane, either from structures like stairs or random debris on the ground (for example, rocks), may introduce error in the conversion between motion in pixels to meters (see Fig. 5b ). Potentially, the use of SIFT features would allow determination of changing heights such as when going up or down stairs, which could then be used to improve the coherent motion estimate. For objects or debris of static height above the ground plane, more reliable feature tracking would be necessary to identify coherent patches of motion of different velocity than the majority of the image and then extract a height estimate. However, all of these possible distractions combined do not, in general, significantly impact the quality of the tracking result. They are all short temporary effects that introduce small amounts of random noise. The result is that they cause the integrated position to drift slightly faster than it would under ideal conditions, but this has not shown to be a problem.
Camera Parameters
The camera's height, angle, and field of view, are all important considerations. Since the GroundCam aims to track the position of the user while maintaining its position relative to the ground, it must be mounted on the hips or torso. It should not restrain the user from moving their arms or doing their work; so, the back is best. For wearable systems that include a backpacklike computer, the back of such a device is an ideal location (see Fig. 1 ).
The height of the camera is important in conjunction with the field of view-the resulting size of the viewable ground region affects the maximum speed that can be tracked, as discussed earlier. It also affects the size of texture features that can be used for tracking. Keeping the viewable ground region small has the advantage of reducing the potential for distractors such as feet to interfere with the tracking. On the other hand, it increases the potential for distractors to take over the majority of the field of view and significantly confound the tracking. These trade-offs must be considered per-application.
We chose to point the camera straight down, perpendicular to the ground. This choice has a few nice properties-first, it makes the motion estimation easy to compute, and the matching of samples to an estimate in the RANSAC algorithm is similarly easy. Second, pointing straight down minimizes the total volume of the viewing frustum of the camera, which means there is less volume for distractors to intrude. Third, this orientation makes tracking easier as features exhibit the smallest change in appearance moving across the field of view. Finally, since the camera is not rigidly held with respect to the ground, its orientation is likely to change slightly during operation-small changes from this orientation will have a smaller impact on the assumptions made than from other orientations. Based on (1), the relationship between the actual camera motion T , camera field of view Â, angular offset È, and measured camera motion T 0 is
For example, if the camera were to become misaligned by 5 degrees, (3) shows the error in the motion estimate would be 2 percent, which is small enough that it can be ignored. Vertical motion that occurs as a natural part of the user's walking gait will also introduce error to the motion estimate, as it introduces an offset to the measured height of the camera from the ground. During an average walking motion, the camera will undergo a vertical displacement of approximately 4.5 cm [35] , [36] . From (1), we can see that for actual camera motion T , with the camera's height measured as H with vertical displacement d, the measured camera motion T 0 will be
For our setup with a camera height of 1.1 m and a maximum vertical displacement of 4.5 cm, the error in the motion estimation is 4 percent. This effect is more consistent than error from the angular motion of the camera, as each step the user takes will exhibit this displacement. The error can be reduced by adjusting the measured camera height to be the median height rather than the height while the user is standing still. In that case, the maximum vertical displacement would be AE2.25 cm, and the error to the motion estimate would be 2 percent, which is once again small enough to be ignored.
Error Analysis
To more carefully quantify the effects of error on the GroundCam's tracking, we artificially added different types of noise to the stages of the algorithm in a simulated tracking situation and measured the resulting computed motion versus the ground truth.
The tracking simulation was carried out by constructing an artificial ground plane in OpenGL and rendering it into the image buffer normally filled with camera images. The scene consists of a grid of alphabetic characters spaced 3 cm apart for good corner features, on top of a low-frequency black to white gradient to show large-scale motion of the scene. The virtual camera was setup with a 12.2 degrees field of view, 1.1 m above the ground. For a single trial simulation, a sequence of 100 frames was tracked, during which the camera was translated by 5 cm to the right each frame at 20 fps, for a velocity of 1.0 m/s. The average difference between each measurement and the known translation was reported for each trial.
Image Noise
Noisy image data and motion blur both have the effect of adding random perturbations to the detected positions of features, so to test the impact of these effects, random noise is added to the positions of each feature. First, this effect is tested on just the motion computation to see how noise effects its accuracy, and second, the noise is added to the features before RANSAC and motion estimation together to see how the actual GroundCam will perform in light of noise. Fig. 6 shows how the motion estimation is affected by increasing pixel noise. The nonzero error value for zero input noise is because in this test, RANSAC is not being used for robustness against outliers, and in the simulated environment, the optical flow still sometimes incorrectly detects feature motion. As the amount of noise increases, the resulting error increases roughly linearly, which is reasonable since the motion estimation will simply take the average translation and convert it to real-world units. At 20 pixels of noise, that is, 7.4 mm of error (for 0.37 mm/pixel), whereas the measured error is approximately 1.75 mm. This is because the noise direction is random; so, it tends to cancel itself out over many features. For fewer features, the size of the error will increase until it directly matches the size of the input noise for a single feature. Because these errors are random, they will not cause systematic errors in the tracking but will cause it to drift over time. Fig. 7 shows the effect of noise on the complete RANSAC and motion estimation computation, as implemented in the GroundCam. Because RANSAC provides robustness to outliers, the error for zero input noise is very small, as the optical flow outliers in the simulated environment can be ignored. As the amount of noise increases, the error increases roughly linearly, but at a much faster rate than without RANSAC. This is because RANSAC finds a subset of the features that are roughly in agreement with one another to use for its estimate, so rather than averaging out the noise added to all the features, it selects a subset that has coherent noise and computes an estimate from those features. The expected amount of noise is an input parameter to the RANSAC implementation that determines when features are roughly in agreement with one another-in situations when larger amounts of image noise are expected, this parameter can be tuned to alleviate the effect and get performance similar to that shown in Fig. 6 . The error still increases linearly with more noise, for the same reason as in the test without RANSAC.
Distractions
To test the effect of distractions within the camera's field of view, coherent noise was applied to a subset of the tracked features within the test framework. This simulates the effect of a single large object that moves separately from the ground and should be ignored as outlier data in the motion estimation. Fig. 8 shows the error measured for adding significant coherent noise (standard deviation of 20 pixels, computed once per frame and applied to each feature) to growing portions of the set of features. Since RANSAC will cause a single coherent subset of features to be used for motion computation, in this case, there are two possible subsets, one with no noise and one with noise of 20-pixel standard deviation. Therefore, the error is more of a measure of how many out of the 100 frames in each trial sequence did RANSAC select the distraction features. Between 0.4 and 0.6, the error increases dramatically, because this threshold is where RANSAC becomes more likely to select the distraction (due to it taking up half the image) than the ground. Depending on the application, the RANSAC parameters can be tuned to perform optimally for a given expected size and frequency of distractions in the field of view.
WIDE FIELD OF VIEW
There are advantages to wide field of view cameras that make them desirable instead of narrow field of view cameras. Therefore, it is worthwhile to detail the considerations necessary in order to provide support for their use.
Undistortion
First of all, for wide field of view cameras, distortion of the image is significant enough that it will lower the quality of the motion estimation, making some sort of correction necessary. The optional image undistortion step described in Section 3 is one option, but applying a per-pixel warp to a 640 Â 480 image on the CPU impacts performance significantly (see Table 2 ). An alternative is to perform the optical flow computation on the distorted image and then to undistort each feature point's position individually. This can be done much faster and for 50 features takes a few tenths of a millisecond, removing the cost of image undistortion.
Motion Estimation
The error of the motion estimation computation becomes significant for a wide field of view camera as well. Equation (2) shows that while a 12.2-degree field of view camera has only 0.5 percent error, a 50-degree field of view camera has 10.3 percent, and a 90 degree has 41.4 percent. The source of the error is that the distance between the camera and the ground is no longer accurately approximated by the height H for pixels that are far away from the camera's center (that is, a large number of degrees away from the optical center of the camera). Since the scale factor varies significantly across the image, a single conversion cannot be used as in the narrow field of view case. Instead, the correct solution is to convert each feature point's image motion to the corresponding translation on the ground plane and then find a consensus among those measurements. The math to calculate this is slightly more complex. For a pixel x and a camera center point c, both in pixel coordinates, the angle between rays cast through x and c is
where p is the size of a pixel for an image plane 1 unit in front of the camera, with x-axis field of view f and w pixels wide, assuming square pixels
For a feature that moves from position x 1 to x 2 in the image, this is now enough information to find the ground translation T . See Fig. 9 for an illustration of these equations. Let the point on the ground directly below the camera's center point c be the ground coordinate origin, (0, 0). Let X i be the ground coordinate of the image point x i projected onto the ground. To compute X i , we combine the magnitude m i and direction d i , computed separately
Then, with X 1 and X 2 , computing T is straightforward:
By computing T for each tracked feature point, RANSAC can then be run to find a consensus among the ground translation vectors, which is the inverse of the camera motion.
Features and Motion
The larger field of view also means a larger region of the ground is visible, and thus, a larger maximum velocity can theoretically be tracked. For a 50-degree field of view Because the camera resolution does not increase with field of view, the larger the visible ground region, the larger features must be to be accurately tracked (see Fig. 10 ). Terrains such as carpet, asphalt, and concrete will not be trackable for wide field of view cameras, as their texture features are too fine to be tracked at the resulting low angular resolution of the video. For these environments, tracking will rely on the presence of debris on the ground (for example, cables, larger rocks, plants, breaks in the ground, etc.) to provide adequate trackable features. Terrain with larger scale features such as grass, gravel, and wood may still work for larger fields of view.
Finally, the larger field of view means that distractions such as the user's legs will definitely be in the image. To deal with the legs, as was stated earlier, segmentation could be used or that region of the image could simply be masked out. Other distractions are still likely to end up in the image as well such as other legs or objects on the floor. More careful tuning of RANSAC parameters will provide better performance in light of these distractions, but fundamentally, there still needs to be sufficient visible ground for tracking, just as in the narrow field of view case. The difference is that in highly cluttered or dynamic environments, a narrow field of view camera is more likely to be completely distracted (its entire field of view filled with a distractor), which will cause it to measure a coherent but incorrect translation, while a wide field of view camera is more likely to track many, differently moving distractors, which will cause RANSAC to fail to find a consensus. In these cases, hybridization with another sensor such as a linear accelerometer may help by providing a nonvision estimate of the motion to guide selection of ground features for measurement.
HYBRID TRACKING
The GroundCam by itself is not a sufficient wide area tracking solution because it tends to drift over prolonged operation. Instead, it is most appropriately used in concert with a wide area tracker like a GPS receiver. This loose coupling is achieved with a complementary Kalman filter.
Complementary Kalman Filter
Our complementary Kalman filter design is inspired by Foxlin's work on orientation tracker filtering [23] . The underlying concept is to filter the error signal between two sensors, rather than filtering the actual position estimate (see Fig. 11 ).
The signal from the GroundCam is high frequency (30 Hz), high resolution (1 mm), and includes small random errors (10 mm) and large systematic errors (drift is unbounded over time). There are two main sources of error-random errors in the motion estimates per update, and random underestimation of motion when RANSAC fails to find a coherent estimate. These errors accumulate over time due to integration of the GroundCam signal. The signal from a standard GPS receiver is low frequency (1 Hz), medium resolution (10 cm), and includes medium random and systematic errors (5 m). The main source of the error is due to changing atmospheric conditions, which delay the signals from GPS satellites differently, creating apparent differences in position. Generally, this error is randomly distributed around the true position, but prevailing weather conditions such as cloud cover or view obstructions such as buildings can create systematic errors in the signal over extended periods of time.
Ideally, the filtered output will be available at the high frequency and high resolution, which the complementary Kalman filter achieves with minimal processor load. We can model the error between the two signals as a smoothly varying random process with a Kalman filter and then use the filtered error signal to correct the GroundCam signal on the fly.
Let p h be the high-frequency signal from the GroundCam and p l be the low frequency signal from a GPS receiver. p is the ground truth position,p is the estimated position, p ¼ p À p h , and p is the estimated error signal. Since our filter operates on 2D data, p is actually the vector ½x; y T . Within the Kalman filter, there are six process dimensions and two measurement dimensions. Filter variable names are standard as used in [37] : 
B and u are both not used, and thus zero. Q and R are empirically determined depending on the particular sensor being coupled with the GroundCam, and P is initially set so measurements are preferred at start-up.
The result of a complementary filter setup such as this is that for each new high-frequency update, only a prediction and then subtraction is necessary, making the processor load very low for the frequent step. The expensive correction step is computed once per low-frequency update.
Potential for Coupling
There are a number of possible wide area trackers that could be integrated with the GroundCam in this manner, depending on the needs of the particular system. GPS is a straightforward choice for outdoor applications, as its signal is commonly available, and sensors are cheap. Applications without a clear view of the sky, however, such as dense urban environments or indoors, must consider alternative solutions. In these cases, a cheap and easily deployable beaconbased system, for example, on RF, ultrasound, or infrared basis [11] , [12] , [38] , [39] , may be more appropriate. Such systems provide position information in the sense that they identify which discrete region the user currently occupies. This information would be sufficient for applications such as audio annotations or situated content, but for visual overlays or immersive virtual content, coupling with a more accurate tracker like the GroundCam is necessary.
The coupling of the GroundCam with another sensor may be done differently as well, for different needs. For instance, a common problem with GPS signals is that while the user is standing still, error in the GPS signal will make it appear as though the user is moving slowly. This drift can make operations that require stationary actions very difficult. The GroundCam, on the other hand, is very good at determining when the user is standing still and could be used as a binary walking/standing behavior classification to selectively ignore GPS updates. Fig. 12 shows a typical run using the GroundCam and the GPS hybrid tracking system for approximately 90 seconds. The path includes avoiding obstacles and going up and down steps, with wood, gravel, and concrete terrain. As expected, the GroundCam exhibits some drift, partially from random errors in the motion estimate and also from updates where a coherent estimate cannot be generated. These errors cause different effects in the GroundCam path-random errors make the path less smooth, while missing coherent estimates create a shortening effect. However, the coupling with the GPS signal eliminates the effect of the GroundCam drift. Of particular importance is the much smoother quality of the filtered signal than the raw GPS signal, which makes the hybrid tracker very appropriate for mixed reality applications.
RESULTS
For comparison purposes, the run in Fig. 13 includes a hand-labeled ground truth-a rectangular path of approximately 18 m Â 12 m over 81 seconds on a residential street. The terrain is concrete and asphalt, which have lower contrast textures and are more prone to noise in the error estimates. For this particular trial, our GPS receiver experienced very little random noise but did exhibit a significant drift overall due to our GPS unit not receiving a WAAS signal at our location. While our filtered path stays close to the GPS signal, we cannot correct for systematic errors in the GPS position, which are propagated into our tracking result. In most US locations, the presence of a WAAS signal will improve the quality of the GPS data and subsequently improve the filtered data as well.
Slip Compensation
The problem of RANSAC not reaching a consensus is analogous to the problem of slipping wheels in the odometry of wheeled vehicles and results in estimated paths that are much shorter than the ground truth. Certain types of terrain are more prone to this sort of error (see Fig. 14) . Low-contrast terrains like concrete were much more prone to slipping than high-contrast terrains such as grass.
We made a simple attempt to compensate for some of this error, which we call slip compensation. The error is proportional to the rate at which RANSAC does not produce a coherent estimate, or the slip rate. Based on the slip rate over a short window of time, a successful coherent estimate is scaled to compensate for the missed estimates (for example, if the slip rate is s ¼ 0:8, then a coherent estimate is scaled by ð1 À sÞ À1 ¼ 5:0). Fig. 15 clearly shows that slip compensation helps achieve the appropriate scale of the GroundCam signal.
Beacon-Based Wide Area Sensors
To demonstrate the usefulness of the GroundCam in concert with wide area sensors other than GPS, we simulated a discrete beacon-based wide area sensor signal (similar in concept to the Cricket [12] and Locust Swarm [11] projects). We used ground truth to trigger a periodic signal that identified which discrete region the user currently occupied on a rectilinear grid of 6-m cells (roughly room size). This coarse wide area signal was used in place of the GPS signal in the complementary Kalman filter. Fig. 16 shows that the beacon-based signal provides a measure of drift correction that improves the GroundCam's raw result. For a longer path, the GroundCam drift would result in significant divergence from ground truth, while the beacon-based signal would make sure the filtered output stays within certain bounds of the true position.
Application Performance
To evaluate the utility of the GroundCam's performance, the tracking requirements for mixed reality applications need to be examined. Azuma posited that an outdoor system using GPS with a 3-m accuracy, viewing a scene at a distance of 100 m would have a registration error of 1.7 degrees [40] . The equation that provides this relationship is
where d is the distance to the scene, is the position error, and is the resulting registration error. For a maximum 1-degree error, the relationship between d and becomes
Therefore, 1.7 m is the allowable maximum position error for a scene 100 m away or 0.17 m for a 10 m scene. As the results in Fig. 15 show, after 30 seconds (half the run), the GroundCam's error was roughly 3 m, which make it insufficient as a lone tracking modality. Even if the error were an order-of-magnitude lower, over long tracking periods, it would still accumulate to large values because of the dead-reckoning nature of the GroundCam. However, when combined with a wide-area sensor such as GPS, the periodic absolute position updates limit the amount of error accumulated by the GroundCam to 1 second worth, or roughly 0.1 m, which meets our maximum registration error criteria.
CONCLUSION AND FUTURE WORK
We have presented the GroundCam tracking modality, a vision-based local tracker with high resolution, good shortterm accuracy, and an update rate appropriate for interactive graphics applications. We have also demonstrated the feasibility of a hybrid tracker, coupling the GroundCam with a GPS receiver, and a discrete beacon-based wide area sensor. In our trials, the GroundCam compares favorably to other similar tracking modalities. A recent focus in our mobile mixed reality work has been the joint use of local sensors, ubiquitously available GIS data sources such as aerial photographs of a user's environment and fast and direct human input, all in pursuit of Anywhere Augmentation [1] . Users are enabled to switch back and forth between an aerial view of their current location, and a first-person camera view, and to annotate either with simple interaction. The GroundCam significantly enhances the user experience in our application scenarios, as it gives us a means to determine robustly when a user interacts with the system from a static position as opposed to use while walking. When the data from the GroundCam indicates a static position, we can correct for GPS drift. In addition, our hybrid tracker's realtime update rate for reporting the user's position on the aerial photograph is a great improvement over the 1 Hz sample rate of our run-of-the-mill GPS unit. Toward the goal of Anywhere Augmentation, the GroundCam is cheap, readily available, and requires almost no time to setup in a new environment for high-quality tetherless tracking in mixed reality applications. The most promising avenue for future work is to extend the GroundCam to use a wide field of view camera to measure orientation, as well as translation, removing the need for the separate orientation unit. The motion estimation algorithm must be modified to compute 2D image translation and rotation simultaneously. Because the orientation would be prone to drift just as the GroundCam position measurement is, periodic correction can be generated by the recent velocity of the GPS unit under the assumption that users generally walk forward or backward, rather than left or right. This would remove the most expensive component from the GroundCam tracking solution, making it readily available to even casual mixed reality users.
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