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Abstract
This thesis reports advances in the theory of design, characterization and sim-
ulation of multi-photon multi-channel interferometers. I advance the design of
interferometers through an algorithm to realize an arbitrary discrete unitary trans-
formation on the combined spatial and internal degrees of freedom of light. This
procedure effects an arbitrary nsnp × nsnp unitary matrix on the state of light
in ns spatial and np internal modes. The number of beam splitters required to
realize a unitary transformation is reduced as compared to existing realization by a
factor n2p/2. I thus enable the optical implementation of higher dimensional unitary
transformations.
I devise an accurate and precise procedure for characterizing any multi-port
linear optical interferometer using one- and two-photon interference. Accuracy
is achieved by estimating and correcting systematic errors that arise due to spa-
tiotemporal and polarization mode mismatch. Enhanced accuracy and precision
are attained by fitting experimental coincidence data to a curve simulated using
measured source spectra. The efficacy of our characterization procedure is verified
by numerical simulations.
I develop group-theoretic methods for the analysis and simulation of linear
interferometers. I devise a graph-theoretic algorithm to construct the boson
realizations of the canonical SU(n) basis states, which reduce the canonical subgroup
chain, for arbitrary n. The boson realizations are employed to construct D-functions,
which are the matrix elements of arbitrary irreducible representations, of SU(n) in
the canonical basis. I show that immanants of principal submatrices of a unitary
matrix T are a sum ∑tD(λ)tt (Ω) of the diagonal D-functions of group element Ω,
with t determined by the choice of submatrix, and the irrep (λ) determined by the
immanant under consideration. The algorithm for SU(n) D-function computation
and the results connecting these functions with immanants open the possibility of
group-theoretic analysis and simulation of linear optics.
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Chapter 1
Introduction
1.1 Research problem and objectives
Here I define my research problem and objectives in multi-photon multi-channel in-
terferometry for quantum information processing (QIP). QIP advances computation
and communication by exploiting quantum mechanics. Efficient quantum algo-
rithms can solve problems for which no efficient classical algorithm is known [6–9].
Quantum communication protocols are computationally secure [10, 11]. Numerous
physical systems are being investigated for implementing QIP; nonclassical light is
a strong candidate for QIP implementations because it promises long coherence
times and ease of transmission.
QIP protocols that require nonlinear media have been proposed [12–15] but
existing natural or electromagnetically induced nonlinearities are too weak and too
noisy to be useful [16]. In contrast, linear optics is important for implementing
QIP tasks because of its relative ease of implementation.
Numerous QIP tasks can be implemented on linear optics. The problem of
sampling the output coincidence distribution of a linear optical interferometer,
i.e., the BosonSampling problem, is hard to simulate on a classical computer [17].
BosonSampling involves sampling from the photon-coincidence distribution at the
output of an interferometer when single photons are incident at each input port.
Sampling from this distribution is computationally hard classically but is easy
with a linear-optical interferometer [17, 18]. Single-photon detectors and linear
optical interferometers allow for efficient universal quantum computation via linear
optical quantum computing (LOQC) [19]. Linear optics can simulate the quantum
quincunx [20] and quantum random walks [21]. Linear optics coupled with laser-
manipulated atomic ensembles enables long-distance quantum communication [22].
A wide class of communication protocols can be realized with coherent states and
linear optics [23].
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On the experimental front, recent advances in photonic technology includ-
ing photonic circuits on silicon chips [24–28], noise-free high-efficiency photon
number-resolving detectors [29–33], high-fidelity single-photon sources [34–37] have
engendered the experimental implementation of multi-photon multi-channel linear
optical interferometry. Reconfigurable interferometers that can perform arbitrary
linear transformations on the spatial modes of light have been demonstrated [38–40].
Despite advances in the experimental implementations, the theory of design,
characterization and simulation of linear optics is still in its nascent stages. The
scalability of implementing linear optics on spatial modes is limited because aligning
and stabilizing beam splitters in multi-channel interferometers is challenging. Char-
acterization of optical processes using classical light requires that the device being
characterized be stable with respect to the probing set-up on a sub-wavelength
scale. A linear optical interferometer can be characterized using one- and two-
photon statistics but the current characterization procedure lacks the accuracy
and precision required for application to QIP. The classical simulation of a linear
optical interferometer under indistinguishable single-photon inputs (i.e., photons
with identical spectra arriving simultaneously at the interferometer) is well studied,
but methods for simulating partially distinguishable photons (i.e., photons with
different spectra or those with different arrival times) are oversimplified and sub-
optimal. I aim to make linear optics a viable system for QIP by overcoming these
challenges in the theory of multi-photon multi-channel linear optics.
In my PhD thesis, I report advances to the theory of design, characterization
and simulation of linear optics. In collaboration with Sandeep K. Goyal, I tackle
the inadequacy of current interferometer design procedures by devising a realization
of arbitrary discrete unitary transformations using spatial and internal modes of
light, thereby reducing the beam splitter requirement and improving scalability.
My collaborators and I construct a procedure to characterize a linear optical
interferometer accurately and with known precision and demonstrate the efficacy
of the procedure by simulations and experiments. Finally, I contribute to the
simulation of interferometry under partially distinguishable single-photon inputs
by means of two results that enable a deeper analysis and faster simulation of
photon measurement probabilities. The results include (i) an algorithm to compute
matrix elements (D functions) of the irreducible representations (irrep) of the
special unitary group (SU(n)) in the canonical basis and (ii) results connecting
D-functions to immanants of the interferometer transformation matrix.
The remainder of this chapter summarizes the results reported in this thesis.
Section 1.1 details my research problem and objective regarding the design, charac-
terization and simulation of multi-photon multi-channel interferometry. Section 1.2
elucidates our results on the design of arbitrary linear optical interferometers. We
describe our procedure for the accurate and precise interferometer characterization
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in Section 1.3. Section 1.4 details our contribution to group-theoretic methods in
the context of interferometer simulation. The chapter concludes with an overview
of the thesis in Section 1.5.
1.2 Realization of linear optics in spatial and
internal degrees of freedom
This section overviews our procedure for realizing arbitrary discrete unitary trans-
formations in spatial and internal degrees of freedom (DOFs) of light. Linear
optical transformations can be realized on various DOFs of light. For instance,
any 2 × 2 unitary transformation on the polarization DOF can be decomposed
into elementary operations that are implemented using quarter- and half-wave
plates [41–43]. Any unitary transformation on an arbitrary number of spatial
modes can be realized as an arrangement of beam splitters, phase shifters and
mirrors [44–46] and of temporal modes using nested fiber loops or dispersion [47–49].
Finally, unitary transformations on orbital-angular-momentum modes of light can
be realized using beam splitters, phase shifters, holograms and extraction gates [50].
Current experimental implementations choose the spatial DOF to perform quan-
tum walks [51–53], BosonSampling [28,54–57], bosonic transport simulations [39]
and photonic quantum gates [24,58,59]. Implementing linear optical transforma-
tions on n spatial modes requires aligning O (n2) (see footnote1 for a definition of
big-O notation) beam splitters [44]; this requirement poses the key challenge to
the scalability of linear optical implementation of QIP protocols.
One approach to realizing larger unitary transformations is to use internal DOFs,
such as polarization, arrival time and orbital angular momentum in addition to the
spatial DOF. Specifically, any lossless transformation on ns spatial and np internal
modes is described by an nsnp × nsnp unitary transformation. However, there was
no known method to effect an arbitrary nsnp × nsnp unitary transformation on the
state of light in ns spatial and np internal modes.
We aimed to devise an efficient realization of an arbitrary unitary transformation
using spatial and internal DOFs. By efficient I mean that the cost of realizing the
transformation, as quantified by the number of required spatial and internal optical
1 For functions f and g defined on some subset of the real numbers, I write [60]
f(x) = O (g(x)) (1.1)
if and only if there exist positive constant M and real number x0 such that
|f(x)| ≤ M |g(x)| for all x ≥ x0, (1.2)
i.e., g(x) grows faster than f(x) for asymptotically large values of x.
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elements, scales no faster than a polynomial in the dimension of the transformation.
Specifically, we construct an algorithm to decompose an arbitrary nsnp × nsnp
unitary transformation into a sequence of O (n2s) beam splitters and O (n2s) internal
transformations, each of which acts only on the np internal modes of light in one
spatial mode.
In contrast to the Reck et al. approach, which allows the realization of any
discrete unitary transformation in spatial modes, our approach enables the real-
ization into spatial and internal modes. The Reck et al. procedure decomposes
arbitrary n× n unitary matrices into a product of 2× 2 unitary matrices, which
are realized as beam splitters and phase shifters. On the other hand, incorporating
np-dimensional internal DOFs requires decomposing into 2np × 2np beam splitter
matrices and np × np unitary matrices representing internal transformations. Thus,
the Reck et al. procedure cannot incorporate internal DOFs.
Although the Reck et al. approach cannot be used to design interferometers
that transforms the spatial and internal modes of light, we can realize arbitrary
nsnp × nsnp transformations exclusively on the spatial modes. Such a realization
requires nsnp spatial modes and O
(
n2sn
2
p
)
beam splitters. At the cost of increasing
the required number of internal optical elements by a factor of two, we reduce the
required number of beam splitters by a factor of n2p/2 as compared to the Reck et
al. method. Another difference between our method and the Reck et al. method is
that our method requires only balanced beam splitters, which are easier to construct
accurately [61].
Reducing the required number of beam splitters at the cost of increasing
the number of optical elements is desirable both in free-space and in on-chip
implementations of linear optical transformations. Free-space implementations of
linear optics require beam splitters to be stable with respect to each other at sub-
wavelength length scales. On-chip beam splitters rely on evanescent coupling [62],
which requires overcoming the challenge of aligning different optical channels. On
the other hand, operations on internal elements do not require mutual stability
and are typically easier to align. For these reasons, operations on internal elements
are preferred over beam splitters both in free-space and in on-chip implementations
of linear optical transformations.
Moreover, our approach is advantageous experimentally because of its flexibility
in the choice of np and ns. For instance, consider the realization of a 6× 6 unitary
matrix. The Reck et al. approach allows for a realization of this transformation on
an interferometer with six spatial modes. Depending on experimental requirements,
our procedure allows for a realization of the 6× 6 transformations (nsnp = 6) using
either (i) six spatial modes (ns = 6, np = 1), (ii) three spatial and two internal
modes, for instance polarization (ns = 3, np = 2), (iii) two spatial and three internal
modes (ns = 2, np = 3) or (iv) one spatial and six internal modes (ns = 1, np = 6).
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In summary, our procedure enables the realization of arbitrary nsnp × nsnp
linear optical interferometers on ns spatial and np internal DOFs thereby reducing
the beam splitter requirement by a factor of n2p/2. Chapter 4 details this procedure
for realizing arbitrary unitary transformation on the spatial and internal modes of
light.
1.3 Accurate and precise characterization of
linear optics
This section details our procedure for the accurate and precise characterization
of linear optics and summarizes the numerical and experimental evidence of the
superiority of the procedure over existing procedures. The accurate and precise
characterization of linear optics is important in quantum information processing
tasks such as BosonSampling, LOQC and quantum walks. The classical hardness of
the BosonSampling problem crucially depends on bounds on the error in the imple-
mented interferometer [63]. The proposed practical applications of BosonSampling,
in quantum metrology and in the computation of molecular vibronic spectra, rely on
the accurate implementation and characterization of linear optics [48,64]. Accurate
and precise characterization is important in LOQC because a high success proba-
bility of the employed non-deterministic linear-optical gates relies on implementing
the desired gates with high fidelity [16]. Furthermore, linear interferometers used
in photonic quantum walks require accurate characterization especially if quantum
walks are employed for solving classically hard problems [51,65,66]. In other words,
the accurate and precise characterization of interferometers enables a verifiable
quantum speedup of linear-optical protocols over classical computers.
Classical-light procedures [67,68] for linear optics characterization are unsuitable
for Fock state based experiments because the interferometer parameters change
when classical light sources and homodyne detectors are coupled to and decoupled
from the interferometer ports. This change could result from a drift of interferometer
parameters in the time required to couple (decouple) sources and detectors or as the
result of the mechanical process of coupling (decoupling) itself. Characterization
procedures that rely on Fock-state (rather than classical-light) inputs enable
interferometer characterization without altering the experimental setup if the
implemented QIP task employs Fock states. Thus, Fock-state characterization
procedures would thus be accurate in BosonSampling and LOQC implementations
The Laing-O’Brien procedure [69] uses Fock states (one and two photons) for
characterizing linear optical interferometers and does not require sub-wavelength
stability. This procedure assumes perfect matching in source field and large-number
statistics on the detected photons. Hence, implementations of this procedure are
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inaccurate due to spatiotemporal and polarization mode mismatch in the source
field and imprecise due to shot noise.
We aimed to devise an accurate and precise procedure that uses one and two
photons for the characterization of linear optical interferometers and to devise a
rigorous method to estimate the standard deviation in the interferometer parame-
ters [70]. Furthermore, we aimed to provide a correct alternative to the χ2-test,
which has been used to estimate the confidence in the characterized interferometer
parameters in current BosonSampling implementations [28,52,71]2.
The above aims were attained via a procedure to characterize a linear optical
interferometer accurately and precisely using one- and two-photon interference.
Five strengths of our approach over the Laing-O’Brien procedure [69] are that
our procedure (i) accounts for and corrects systematic error from spatial and
polarization source-field mode mismatch via a calibration procedure; (ii) increases
accuracy and precision by fitting experimental coincidence data to curve simulated
using measured source spectra; (iii) accurately estimates the error bars on the
characterized interferometer parameters via a bootstrapping procedure; (iv) employs
maximum-likelihood estimation to determine the unitary transformation matrix
that best represents the characterization data and (v) reduces the experimental time
required to characterize interferometers using a scattershot procedure. Chapter 5
details the characterization procedure.
The efficacy of our characterization procedure has been verified both numerically
and experimentally. Experimentally, beam splitters (two-channel interferometers)
were characterized using our procedure and using the Laing-O’Brien procedure,
and these reflectivities were compared with the correct values obtained from
single-photon measurement. Reflectivities obtained from our procedure match
those obtained from single-photon measurements within 95% confidence intervals
whereas those obtained from the Laing-O’Brien procedure do not. Numerically,
we simulated 1000 characterization experiments using measured spectra with
varying shot-noise and mode mismatch. Our procedure yields one to two orders of
magnitude improvement over existing procedures in the accuracy as measured by
the trace distance between the expected and observed unitary. Chapter 6 details the
numerical and experimental verification of our accurate and precise characterization
2The χ2-test [72–74] is used to quantify the goodness of fit between probability distribution
functions of two categorical variables, which can take a fixed number of values. Coincidence-count
curves and visibilities are not probability distribution functions of categorical variables, but rather
are collections of many categorical variables (variables that can take on one of a fixed finite
number of possible values), one variable corresponding to each time-delay value chosen in the
experiment. Hence, quantifying the goodness of fit between two coincidence curves using the
χ2-test is incorrect. This incorrectness undermines the claim that the data are consistent with
quantum predictions and disagree with classical theory [28,71] and leaves the choice of unitary
matrices [52] unjustified.
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procedure.
1.4 SU(n) and Sn group theory for simulation of
linear optics
This section elaborates on my contribution to the theory of the special unitary and
the symmetric groups for application to linear optics. I outline our algorithms for
computing irreducible representations of SU(n) and our result on the connection
between immanants and D-functions of SU(n) matrices and submatrices. The
special unitary group SU(n), whose elements represent all n-channel interferometers
and the permutation group Sn, which manifests the bosonic exchange symmetries,
enable a deep analysis of photons interfering at a linear interferometer.
Motivated by recent progress in linear optics implementations, we aimed to
develop group-theoretic methods for a realistic theory of photon coincidences that ac-
commodates multimode photon pulses, multimode detection and non-simultaneous
arrival of photons. My contribution to SU(n) and Sn group theory for interfer-
ometer simulation comprises (i) an algorithm to compute SU(n) D-functions in
the canonical basis and (ii) results connecting SU(n) D-functions to immanants
of fundamental representations. These two results pave the way for a complete
group-theoretic analysis of multi-photon multi-channel interferometry for arbitrary
numbers of photons and channels.
Recent application of SU(3) group theory to three-photon interferometry in-
spire our SU(n) D-function calculation algorithm. SU(3) D-functions enable a
symmetry-based interpretation of the action of a three-channel linear interferometer
on partially distinguishable single-photon inputs [71,75]. Exploiting the permuta-
tion symmetries manifest in multi-photon systems reduces the cost of computing
interferometer outputs in comparison to brute-force techniques [76].
The D-function calculator relies on boson realizations, which map operators
and states of groups to transformations and states of bosonic systems. We devise
a graph-theoretic algorithm3 to construct the boson realizations of the canonical
SU(n) basis states, which reduce the canonical subgroup chain, for arbitrary n.
The boson realizations are employed to construct D-functions, which are the matrix
elements of arbitrary irreducible representations, of SU(n) in the canonical basis.
The algorithm, which I detail in Section 7, comprises the following key steps (i) a
mapping of the weights of an irrep to a graph and (ii) a graph-theoretic algorithm
3 A graph is a mathematical structure that captures pairwise relations between objects.
Specifically, a graph is defined as an ordered pair G = (V, E) comprising a finite set V of vertices
or nodes or points together with a set E of edges or arcs or lines, which are 2-element subsets of
V. Graph theory is a branch of discrete mathematics the deals with the study of graphs.
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to compute boson realizations of the canonical basis states of SU(n) for arbitrary
n. The algorithm offers a significant advantage over the two competing procedures,
namely factorization and exponentiation as I demonstrate in Section 7.1.
My second result is a theorem relating SU(n) D-functions with immanants of
the fundamental representation of SU(n). My collaborators and I expand a result of
Kostant [77] on immanants of an arbitrary n× n unitary matrix T ∈ SU(n) to the
submatrices of T . Specifically, we show that immanants of principal submatrices of
a unitary matrix T are a sum of the diagonal D-functions of a group element Ω,
with t determined by the choice of submatrix, and the irrep (λ) determined by the
immanant under consideration. This result connects photon output probabilities,
which depend on immanants of submatrices of the interferometer matrix, with
SU(n) D-functions. The theorem is stated and proved in Section 7.2.
1.5 Overview of chapters
Chapters 2 and 3 present the relevant background for the results reported in this
thesis. I define linear optics and detail the action of a linear optical interferometer
on one- and two-photon inputs in Chapter 2. One- and two-photon inputs are
employed in our procedure for the characterization of linear optics. Chapter 5 details
the characterization procedure. Chapter 6 presents the numerical and experimental
evidence of the accuracy and precision of our characterization procedure.
Chapter 3 includes the group theory of SU(n) group and its algebra, and I define
determinant, immanants and permanents, which are relevant to my results on the
group theory of linear optics. My results on SU(n) and Sn group-theoretic method
for simulation of linear optics are presented in Chapter 7. Chapter 3 also presents
the cosine-sine decomposition of unitary matrices. The cosine-sine decomposing is
the key building block for our procedure for the relations of linear optics in spatial
and internal modes, which I detail in Chapter 4. I conclude this thesis with a
summary and a list of open problems in Chapter 8.
Chapter 2
Background: Linear Optics
This chapter presents relevant definitions and background on linear optical transfor-
mations. The action of a multi-mode linear optical interferometer on single photons
entering one or two input ports and vacuum entering the other ports is detailed.
Section 2.1 defines linear optics as transformations performed by materials in
which the electric polarization is linearly dependent on the incoming electric field
and describes linear optical transformations as unitary operations. Section 2.2
presents expressions for the probability of detecting single photons at given output
ports when single photons are incident at given input ports and of coincident
photon detections when two controllably delayed photons are incident on the
interferometer.
2.1 Definition of linear optics
Here I define linear optical media by their linear response to light. I parameterize
the discrete unitary transformation effected by an interferometer and present a
treatment of losses and dephasing at the interferometer ports.
Definition 1 (Linear optics [78]). Linear optics is defined as the set of transfor-
mations effected by media whose response to electromagnetic fields is linear. In
other words, the electric polarization
P
def= D − 0E = 0χE (2.1)
is linear in the electric field E, where 0 is the vacuum permittivity, D the electric
displacement and χ is the electric susceptibility tensor.
I consider the propagation of light in one-dimensional non-magnetic medium,
which is a medium with zero magnetic susceptibility. The Hamiltonian describing
9
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the energy of the system is [78]
H =
∫∫
dω dx
[
1
2µ0
B2(x, ω) + 02 E
2(x, ω)
]
+
∫∫
dω dω′ dx
[1
2 χ(ω, ω
′)E(x, ω)E(x, ω′)
]
, (2.2)
where x is the spatial coordinate, ω refers to frequency, B is the magnetic field
and µ0 is the vacuum permeability. I consider electromagnetic fields with finite
spatial and temporal extent, i.e.,
Eˆ(x, t) = Eˆ0(x, t)eikx−iωt + c.c. (2.3)
for complex valued envelope Eˆ0, wavenumber k, c.c. representing complex conjugate
and the quantities with caret denoting the Fourier transform of the respected
quantities without caret. Assuming bandwidth (standard deviation of E0(ω))
narrow as compared to the central frequency (mean frequency of E0(ω) ) and
performing canonical quantization by replacing the E and B fields with the
corresponding free-field Hilbert space operators gives us [16]
H =
∫
dω
∑
jk
Ajka
†
j(ω)ak(ω), (2.4)
which is bilinear in the creation and annihilation operators for complex {Ajk}.
The Hamiltonian (2.4) effects photon-number preserving transformations on the
state of the incoming light. The interferometer transforms the photonic creation
and annihilation operators according to
a†j(ω)→
m∑
i=1
Vij(ω)a†i (ω) (2.5)
and its complex conjugate, where V (ω) is the transformation matrix of the inter-
ferometer. In general, the elements {Vij(ω)} of the transformation matrix depend
on the frequency of transmitted light. I assume that the spectral functions E0
of the incoming light are narrow compared to frequencies over which the entries
{Vij} change noticeably and thus treat V to be frequency-independent. Under this
assumption, photon-number conservation imposes unitarity
V †(ω)V (ω) = 1 (2.6)
of the transformation matrix V (ω) for all real ω. Thus, linear optical interferometers
effect unitary transformations on the incoming state of light.
Following [69], we parameterize the unitary matrix V to aid the clarity of our
characterization procedure (Chapter 5). If only Fock states are incident at the
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interferometer and only photon-number-counting detection is performed on the
outgoing light, then the measurement outcomes are invariant under phase shifts
at each input and output port. That is, interferometer Vˆ = D1V D†2 produces the
same measurement outcome as V for any diagonal unitary matrices D1 and D2.
Mathematically, if D1, D2 are diagonal unitary matrices, then
V ∼ Vˆ ⇐⇒ Vˆ = D1V D†2 (2.7)
is an equivalence relation. Members of the same equivalence class defined by this
equivalence relation produce the same number-counting measurement outcomes on
receiving Fock-state inputs.
U
U lossy
Figure 2.1: Schematic diagram of the interferometer. U effects a unitary transfor-
mation on a multimode state of light. The dotted lines represent the couplings
of the interferometer with light sources and detectors. The beam splitters at the
input and output modes model the linear losses because of imperfect coupling and
detector inefficiency. The vacuum input to these beam splitters is not shown. One
of the beam splitter outputs enters the interferometer whereas the other one is
lost. The triangles represent the random dephasing at the input and output ports.
The dashed box labelled U lossy represents the combined effect of the dephasing, the
losses and the unitary interferometer.
Each equivalence class can be represented by a unique matrix U whose first row
and first column consist of real elements. The complex matrix entries of the class
representative U ∼ V are
Uij = tijeiθij : tij ∈ R+, θij ∈ (−pi, pi], θi1 ≡ 0, θ1j = 0∀i, j ∈ {1, 2, . . . ,m}. (2.8)
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The constraints θi1 ≡ 0, θ1i ≡ 0∀i ∈ {1, 2, . . . ,m} on the input and output phases
of the transformation matrix are obeyed in the following parameterization of U
U = L× A×M,
def=

1 0 · · · 0
0
√
λ2 · · · 0
... ... . . . 0
0 0 · · · √λm


1 · · · 1
1 · · · α2meiθ2m
... . . . ...
1 · · · αmmeiθmm


√
µ1 0 · · · 0
0 √µ2 · · · 0
... ... . . . 0
0 0 · · · √µm
 .
(2.9)
Thus, the values {λi}, {αij}, {θij}, {µj} completely parametrize the class represen-
tative matrix U .
Next, I model the losses at the input and output ports of the interferometer. I
assume time-dependent linear loss and dephasing at each interferometer port. I
model losses using parameters νj and κi, which are the respective probabilities of
transmission at the input mode j and output mode i. Dephasing is modelled using
parameters ξj and φi, which are the arbitrary multiplicative phases at the input
and output ports. Hence, the actual transformation effected by the interferometer
is given by the matrix U lossy, which has matrix elements
U lossyij = eiφi
√
κi Uij
√
νjeiξj
= eiφi√κi
√
λi αijeiθij
√
µj
√
νjeiξj . (2.10)
Figure 2.1 depicts the relation between the representative matrix U and the actual
transformation U lossyij that is effected by the interferometer.
This completes the definition and parameterization of the linear optical interfer-
ometer. Our characterization procedure (Chapter 5) employs one- and two-photon
inputs to estimate the values of parameters {λi}, {αij}, {θij}, {µj} of (2.10). In
the next section, I recall the expectation values of measurements performed on
interferometer outputs when one- and two-photon states are incident at the input
ports.
2.2 One- and two-photon inputs to linear
optical interferometer
The section details the action of an m-mode interferometer on one- and two-photon
inputs. Our characterization procedure employs single-photon counting to estimate
the complex amplitudes {αij} of the representative matrix U entries. The complex
arguments {θij} of U are estimated using two-photon coincidence counts.
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Consider a single photon entering the i-th mode of an m-mode interferometer.
The monochromatic1 photonic creation and annihilation operators acting on the
i-th and the j-th ports obey the canonical commutation relation[
ai(ω1), a†j(ω2)
]
= δijδ(ω1 − ω2)1 (2.11)
for positive real frequencies ω1, ω2.
Definition 2 (State of single photon). The state of a single photon entering the
i-th mode is
|1〉i =
∫ ∞
−∞
dωfi(ω)a†i (ω) |0〉 , (2.12)
where fi(ω) is the normalized square integrable spectral function, |0〉 is the m-mode
vacuum state.
The state of two photons entering modes i and j 6= i of the interferometer is
|11〉ij =
∫ ∞
−∞
dω1
∫ ∞
−∞
dω2 fi(ω1)fj(ω2)a†i (ω1)a
†
j(ω2)|0〉 (2.13)
with exchange symmetry holding if fi(ω) = fj(ω). One- and two-photon states
are transformed into superpositions of one- and of two-photon states respectively
under the action of the linear interferometer.
I consider the case of single-photon transmission. The interferometer transforms
the single-photon input state (2.12) to the state at the output ports according
to (2.10). A photon is detected at the i-th output port with a probability
Pij =
∣∣∣U lossyij ∣∣∣2 = κiλiα2ijµjνj (2.14)
when a single-photon is incident on the j-th input port.
Whereas the values of {αij} are estimated using single photon counting, {θij}
values are estimated using two-photon coincidence measurement. Now I present
probabilities of detecting two-photon coincidence at the interferometer outputs
when controllably delayed pairs of photon are incident at the input ports. If a
controllably delayed photon pair is incident at input ports j and j′, then the
probability Cii′jj′(τ) of coincidence measurement at detectors placed at output
ports i and i′ is
Cii′jj′(τ) =κiκi′νjνj′
[ (
t2ijt
2
i′j′ + t2ij′t2i′j
) ∫
dω1dω2 |fj(ω1)fj′(ω2)|2
+ 2tijtij′ti′jti′j′
∫
dω1dω2fj(ω1)fj′(ω2)fj(ω2)fj′(ω1)
× cos (ω2τ − ω1τ + θij − θij′ − θi′j + θi′j′)
]
. (2.15)
1Two monochromatic photons are distinguishable based on the ports that they occupy and
on their respective frequencies ω1 and ω2.
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Figure 2.2: Schematic diagram of single-photon counting at the output of an
interferometer when single photons are incident at one input port. The star symbol
represents a source of single-photon pairs. Single photons are incident at one of the
input ports whereas vacuum state is input to the remaining input ports (not shown
in figure). The semicircles at the output ports represent single-photon detectors
and the circles with the included # represent the photon-counting logic connected
to the detectors.
On substituting according to (2.8), we obtain [79]
Cii′jj′(τ) =κiκi′λiλi′µjµj′νjνj′
[ (
α2ijα
2
i′j′ + α2ij′α2i′j
) ∫
dω1dω2|fj(ω1)fj′(ω2)|2
+ 2γαijαij′αi′jαi′j′
∫
dω1dω2fj(ω1)fj′(ω2)fj(ω2)fj′(ω1)
× cos (ω2τ − ω1τ + θij − θij′ − θi′j + θi′j′)
]
. (2.16)
where τ is the time delay between the two photons, fj(ω), fj′(ω) describe source-
light spectrum and γ is the mode-matching parameter, which I describe in the
remainder of this section.
Two-photon coincidence probabilities (2.16) depend on the mode matching in
the source field. Spatial and polarization mode mismatch is quantified by the
mode-matching parameter γ [79]. Perfectly indistinguishable light sources, such as
light from a single-mode fibre, have relative mode matching γ = 1 whereas γ = 0
indicates that the sources are completely distinguishable.
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U
Figure 2.3: Schematic diagram for coincidence measurement the interferometer
output when single-photon pairs are incident on two different input ports of an
interferometer. The star symbol represents a source of single-photon pairs and the
semicircles at the output ports represent single-photon detectors. The coincidence
logic, which is depicted by ⊗, counts two-photon coincidence events at the detectors.
2.3 Summary
In summary, I have defined linear optics and have presented a description of linear
optical transformations as unitary transformations (2.5) acting on the incoming
states of light. I have defined the representative matrix (2.8) of the equivalence class
of unitary transformations that produce identical number-counting measurements
on Fock-state inputs and have presented a treatment (2.10) of linear loss and
dephasing at the input and output ports of the interferometer.
I have defined the state (2.12) of a photon and detailed the probability (2.14) of
single-photon transmission from an input port to an output port of a linear interfer-
ometer. Finally, I have presented expressions for the coincidence probability (2.16)
of obtaining coincidence measurement when two-controllably delayed photons of a
given mode mismatch are incident at a linear interferometer.
Chapter 3
Background: SU(n) and Sn
methods in linear optics
This chapter presents relevant background in SU(n) and Sn group theory. I
introduce relevant SU(n) and Sn methods before presenting their connection with
three-photon interferometry. The chapter is structured as follows. Section 3.1
comprises definitions regarding the special unitary group SU(n) and its algebra
su(n). In Section 3.2, I define and provide expressions of the boson realizations
of su(n) operators. Section 3.3 includes definitions of determinants, immanants
and permanents of matrices and examples for two- and three-dimensional matrices.
Section 3.4 presents the relevant Section 3.5 presents the relevant background of
the cosine-sine decomposition, which is a key building block of the realization
procedure that is presented in Chapter 4.
3.1 The special unitary group and its algebra
Here I recall the relevant properties of special-unitary group SU(n) and its algebra
su(n). I explain how the su(n) ⊃ su(n− 1) ⊃ · · · ⊃ su(2) subalgebra chain is used
to label the basis states of the unitary irreps of SU(n). I present the background
for n = 2 before dealing with SU(n) for arbitrary n.
Consider the special unitary group
SU(2) = {V : V ∈ GL(2,C), V †V = 1, detV = 1} (3.1)
of 2× 2 special unitary matrices. Each element of SU(2) can be parametrized by
three angles Ω = (α, β, γ). The defining 2× 2 representation of an element V (Ω)
of SU(2) is given by
V(Ω) =
(
e− 12 i(α+γ) cos β2 −e−
1
2 i(α−γ) sin β2
e 12 i(α−γ) sin β2 e
1
2 i(α+γ) cos β2
)
. (3.2)
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The Lie algebra corresponding to Lie group SU(2) is denoted by su(2) and is spanned
by the operators Jx, Jy, Jz, which satisfy the angular momentum commutation
relations
[Jx, Jy] = iJz , [Jy, Jz] = iJx , [Jz, Jx] = iJy. (3.3)
I transform the basis (3.3) of su(2) to the complex combinations
C1,2 = Jx + iJy , C2,1 = Jx − iJy , H1 = 2Jz, (3.4)
which satisfy the commutation relations
[H1, C1,2] = 2C1,2 , [H1, C2,1] = −2C2,1 , [C1,2, C2,1] = H1. (3.5)
These commutation relations (3.5) facilitate the construction of a (2J+1)-dimensional
irrep with carrier space spanned by basis states {|J,M〉 : −J ≤M ≤ J} [80]. The
integer 2M is the weight of the eigenstate |J,M〉 for
H1 |J,M〉 = 2M |J,M〉 . (3.6)
The operators C1,2 and C2,1 act on eigenstates of H1 by raising or lowering the
weight 2M of the states
C1,2 |J,M〉 =
√
J(J + 1)−M(M + 1) |J,M + 1〉 , (3.7)
C2,1 |J,M〉 =
√
J(J + 1)−M(M − 1) |J,M − 1〉 , (3.8)
where 2J is the highest eigenvalue of H1.
Each basis state of a finite-dimensional irrep of SU(2) is labelled by integral
weight 2M ∈ {−2J,−2J+2, . . . , 2J−2, 2J}. The unique basis state |J, J〉 is called
the highest-weight state (HWS) and is annihilated by the action of the raising
operator C1,2. The representation is labelled by the largest eigenvalue 2J of H1.
Basis states of an SU(2) irrep are visualized as collections of points on a line with
the location of each point related to the weight of the state. Figure 3.1 gives a
geometrical representation of the action of su(2) operators and illustrative examples
of SU(2) irreps.
Next I consider the case of arbitrary n. The unitary group U(n) is the Lie
group of n× n unitary matrices
U(n) def= {V : V ∈ GL(n,C), V †V = 1}. (3.9)
The corresponding Lie algebra is denoted by u(n). The complex extension of
u(n) is spanned by n2 operators {Ci,j : i, j ∈ 1, 2, . . . n} satisfying the canonical
commutation relations
[Ci,j, Ck,l] = δj,kCi,l − δi,lCk,j. (3.10)
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C1,2
H1
C2,1
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∣∣ 1
2 ,
1
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〉∣∣ 1
2 ,− 12
〉
|2,−2〉 |2,−1〉 |2, 0〉 |2, 1〉 |2, 2〉
(b)
Figure 3.1: (a) Generators of the su(2) Algebra. The action of the raising and
lowering operators C1,2, C2,1 on the basis states is represented by the directed lines.
The basis states are invariant under the action of the Cartan operator H1, which is
represented by the dot at the centre. (b) SU(2) irreps labelled by highest weights
2M = 1 and 2M = 4 respectively. The dots represent the basis states whereas
the lines connecting the dots represent the transformation from one basis state to
another by the action of the su(2) raising and lowering operators. The red dot
represents the HWS, which is annihilated by the action of the raising operator C1,2.
The group SU(n) is the subgroup of those U(n) transformations that satisfy the
additional property detV = 1; i.e.,
SU(n) def= {V : V ∈ U(n), detV = 1}. (3.11)
The U(n) D-functions differ from the SU(n) D-functions by at most a phase, and I
concentrate here on the SU(n) case.
The operator N = C1,1 + C2,2 + · · · + Cn,n is in the centre1 of u(n). The Lie
algebra su(n) is obtained from u(n) by eliminating the operator N . The n − 1
operators
Hi = Ci,i − Ci+1,i+1 ∀i ∈ {1, 2, . . . , n− 1} (3.12)
commute with each other and span the Cartan subalgebra of su(n). Hence, I have
the following definition of the su(n) algebra.
Definition 3 (su(n) algebra [80]). The algebra su(n) is the span of the operators
{Ci,j : i, j ∈ {1, 2, . . . , n}, i 6= j} and {Hi : Hi = Ci,i − Ci+1,i+1, i ∈ {1, 2, . . . , n −
1}} where the operators {Ci,j} obey the commutation relations
[Ci,j, Ck,l] = δj,kCi,l − δi,lCk,j. (3.13)
The linearly independent (LI) su(n) basis states span the carrier space of su(n)
representations. Each basis state is associated with a weight, which is the set of
integral eigenvalues of the Cartan operators.
1The centre of an algebra u comprises those elements x of u such that xu = ux for all u ∈ u.
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Definition 4 (Weight of su(n) basis states [80]). The weight of a basis state is
the set Λ = (λ1, λ2, . . . , λn−1) of n− 1 integral eigenvalues of the Cartan operators
{H1, H2, . . . , Hn−1}. su(n) basis states have well defined weights.
Of the n2 − 1 elements, n− 1 Cartan operators generate the maximal Abelian
subalgebra of su(n). The remaining operators satisfy the commutation relation
[Hi, Cj,k] =
βi,jkCj,k, ∀j < k,−βi,jkCj,k, ∀j > k, (3.14)
for Cartan operators Hi of Definition 3 and for positive integral roots βi,jk. The
operators {Cj,k : j < k} define a set of raising operators. The remaining off-diagonal
operators {Cj,k : j > k} are the su(n) lowering operators. Each irrep contains a
unique state that has nonnegative integral weights K = (κ1, . . . , κn−1) and is
annihilated by all raising operators. This state is the HWS of the irrep.
Definition 5 (Highest-weight state). The HWS of an SU(n) irrep is the unique
state that is annihilated according to
Ci,j
∣∣∣ψKhws〉 = 0 ∀i < j, i, j ∈ {1, 2, . . . , n} (3.15)
by the action of all the raising operators.
The weight of the HWS also labels the irrep; i.e., two irreps with the same highest
weight are equivalent and two equivalent representations have the same highest
weight. Hence, I label an irrep by K = (κ1, κ2, . . . , κn−1) if the HWS of the irrep
has weight Λ = K.
Whereas in SU(2) the weight 2M and the representation label J are enough to
uniquely identify a state in the representation, this is not so for SU(n) representa-
tions. In general, more than one SU(n) basis state of an irrep could share the same
weight. For example, certain states of the K = (2, 2) irrep of SU(3) irrep have
the same weight (Fig. 3.2). The number of basis states that share the same SU(n)
weight Λ = (λ1, λ2, . . . , λn−1) is the multiplicity M(Λ) of the weight [77]. Hence,
uniquely labelling the SU(n) basis states requires a scheme to lift the possible
degeneracy of weights.
One approach to labelling the SU(n) basis states involves specifying the trans-
formation properties under the action of the subalgebras of su(n). We restrict our
attention to the canonical subalgebra chain
su1,2,...,n(n) ⊃ su1,2,...,n−1(n− 1) ⊃ · · · ⊃ su1,2(2), (3.16)
where su1,2,...,m(m) is the subalgebra generated by the operators {Ci,j : i, j ∈
{1, 2, . . . ,m} , i 6= j} and {Hk : k ∈ {1, 2, . . . ,m− 1}}. Details about the choice of
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C1,2
C1,3C2,3
C2,1
C3,1 C3,2
Figure 3.2: (a) Generators of the su(3) algebra. The action of the raising operators
{C1,2, C1,3, C2,3} and lowering operators {C2,1, C1,3, C2,3} on the canonical basis
states and their linear combinations is represented by the directed lines. (b) The
SU(3) irrep labelled by its highest weight (κ1, κ2) = (2, 2). The dots and circles
represent the canonical basis states. The dimension of the space of states at a
given vertex is the sum of the number of dots and the number of circles at the
vertex, for instance weights associated with dimension two are represented by one
dot and one circle. The lines connecting the dots represent the transformation from
states of one weight to those of another by the action of SU(3) raising and lowering
operators. The red dot represents the highest weight of the irrep. A unique HWS
occupying this weight is annihilated by the action of each of the raising operator.
subalgebra chain are presented in C. Henceforth, I drop the subscript and denote
su1,2,...,m(m) by su(m).
The canonical basis comprises the eigenstates of the su(m) generators for all
m ≤ n according to the following definition.
Definition 6. (Canonical basis states) The canonical basis states of SU(n) irrep
K(n) are those states ∣∣∣∣ψK(n),...,K(3),K(2)Λ(n) ,...,Λ(3), Λ(2)
〉
(3.17)
that have well defined values of
1. irrep labels K(m) for su(m) algebras for all {m : 2 ≤ m ≤ n} and
2. su(m) weights Λ(m), i.e., eigenvalues of the Cartan operators of su(m) algebras
for all {m : 2 ≤ m ≤ n}.
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Consider the example of the (κ1, κ2) = (1, 1) irrep of SU(3). There are two basis
states with the weight (λ1, λ2) = (0, 0). We can identify these two states by
specifying
1. the su(3) irrep label K(3) = (κ1, κ2) = (1, 1) and the su(2) irrep label
K(2) = (κ1) = (0) or K(2) = (κ1) = (1).
2. the su(3) weights Λ(3) = (λ1, λ2) = (0, 0) and su(2) weight Λ(2) = (λ1) = (0).
The connection between our labelling of canonical basis states of Definition 6
and the Gelfand-Tsetlin patterns [81] is detailed in D. The canonical basis state∣∣∣∣ψK(n),...,K(3),K(2)Λ(n) ,...,Λ(3), Λ(2)
〉
for which K(m) = Λ(m) for all m ∈ {2, . . . , n} is the highest weight
of the irrep K(n).
The relative phases between the canonical basis states are fixed by comparing
with the phase of the HWS [81]. Matrix elements of the simple raising operators
C`,`+1, ` ∈ {1, . . . , n − 1} are set as positive [82]. Thus, I impose the following
additional constraint on the canonical basis states〈
ψhws
∣∣∣∣cp1,21,2 cp2,32,3 · · · cpn−1,nn−1,n ∣∣∣∣ψK(n),...,K(3),K(2)Λ(n) ,...,Λ(3), Λ(2)
〉
≥ 0, (3.18)
for all canonical basis states, for positive integers p`,`+1.
D-functions are the matrix elements of SU(n) irreps. The rows and columns of
SU(n) matrix representations are labelled by SU(n) basis states. The expression
for SU(n) D-functions generalize those of the SU(2) D-functions (3.25) with M,M ′
replaced by suitable labels for weights and J replaced by suitable subalgebra labels.
Definition 7 (D-functions). D-functions of an SU(n) transformation V (Ω) are
DK(n),...,K(3),K(2);K′(n),...,K′(3),K′(2)Λ(n) ,...,Λ(3), Λ(2) ;Λ′(n) ,...,Λ′(3), Λ′(2) (Ω)
def=
〈
ψK
(n),...,K(3),K(2)
Λ(n) ,...,Λ(3), Λ(2)
∣∣∣∣V (Ω)∣∣∣∣ψK′(n),...,K′(3),K′(2)Λ′(n) ,...,Λ′(3), Λ′(2)
〉
,
(3.19)
where Ω = {ω1, ω2, . . . , ωn2−1} is the set of n2 − 1 independent angles that parame-
terize an SU(n) transformation [44].
Note that SU(n) D-functions (3.19) are non-zero only if the left and the right states
belong to the same SU(n) irrep, i.e.,
K(n) 6= K ′(n) =⇒ DK(n),...,K(3),K(2);K′(n),...,K′(3),K′(2)Λ(n) ,...,Λ(3), Λ(2) ;Λ′(n) ,...,Λ′(3), Λ′(2) (Ω) = 0. (3.20)
D-functions of an irrep K refer to those D-functions for which K(n) = K ′(n) =
K. The notation (3.19) is employed in our D-function algorithm presented in
Section 7.1.
We approach the task of constructing SU(n) D-functions by using boson realiza-
tions of SU(n) states. In the next section, I define boson realizations and illustrate
the construction of SU(2) D-functions using SU(2) boson realizations.
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3.2 Boson realizations of SU(n)
In this section, I describe boson realizations, which map su(n) operators and
carrier-space states to operators and states of a system of n− 1 species of bosons
on n sites respectively. We first present the mapping for n = 2 and illustrate SU(2)
D-functions calculation using the SU(2) boson realization. The section concludes
with a discussion of boson realizations of SU(n) for arbitrary n.
The commutation relations (3.5) of {C1,2, C2,1, H1} are reproduced by number-
preserving bilinear products of creation and annihilation operators that act on a
two-site bosonic system. Specifically, the su(2) operators have the boson realization
C1,2 7→ c1,2 def= a†1a2 , C2,1 7→ c2,1 def= a†2a1 , H1 7→ h1 def= a†1a1 − a†2a2, (3.21)
where the bosonic creation and annihilation operators obey the commutation
relations [
ai, a
†
j
]
= δij1, [ai, aj] =
[
a†i , a
†
j
]
= 0. (3.22)
Here and henceforth, I use lower-case symbols for boson realizations of the respective
upper-case symbols. Explicitly,
[h1, c1,2] = 2c1,2 [h1, c2,1] = −2c2,1 [c1,2, c2,1] = h1. (3.23)
The operators {c1,2, c2,1, h1} also span the complex extension of the su(2) Lie
algebra.
Boson realizations map the states in the carrier space of SU(2) to the states of
a two-site bosonic system. Specifically, each basis state of the (2J + 1)-dimensional
SU(2) irrep maps
|J,M〉 7→ (a
†
1)J+M(a†2)J−M√
(J +M)!(J −M)!
|0〉 (3.24)
to the state of a two-site system with J +M and J −M bosons in the two sites
respectively.
The (2J + 1)-dimensional irreps of SU(2) map to number-preserving transfor-
mations on a two-site system of 2J bosons in the basis of Equation (3.24). The
elements of these (2J + 1)× (2J + 1) matrices are the SU(2) D-functions
DJM ′M(Ω) def= 〈J,M ′|V (Ω) |J,M〉 (3.25)
for irrep J and row and column indices M ′,M . The expression for D-functions (3.25)
of SU(2) element V (Ω) can be calculated by noting that the creation operators
transform under the action of V of Equation (3.2) according to
a†1 → V11a†1 + V12a†2,
a†2 → V21a†1 + V22a†2, (3.26)
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where V is the 2× 2 fundamental representation of V (Ω). The state |J,M〉 (3.24)
thus transforms to
|J,M〉 →
(
V11a
†
1 + V12a†2
)J+M (
V21a
†
1 + V22a†2
)J−M√
(J +M)!(J −M)!
|0〉 (3.27)
as the vacuum state |0〉 is invariant under the action V . Using Equations (3.24)
and (3.27), I obtain
DJM ′M(Ω) =
〈
0
∣∣∣∣∣∣
aJ+M
′
1 a
J−M ′
2
(
V11a
†
1 + V12a†2
)J+M (
V21a
†
1 + V22a†2
)J−M√
(J +M ′)!(J −M ′)!
√
(J +M)!(J −M)!
∣∣∣∣∣∣0
〉
, (3.28)
which can be evaluated using the commutation relations of the creation and
annihilation operators (3.22).2
In Chapter 7, our objective is to generalize Equations (3.21) and (3.24) sys-
tematically from n = 2 to arbitrary n. In the remainder of this section, I define
boson realizations of operators and carrier-space states of su(n). Furthermore, I
construct the boson realization for the HWS of arbitrary SU(n) irreps.
SU(n) boson realizations map SU(n) states
∣∣∣∣ψK(n),...,K(3),K(2)Λ(n) ,...,Λ(3), Λ(2)
〉
and su(n) opera-
tors to states and operators of a system of bosons on n sites. Bosons are labelled
based on the site i ∈ {1, 2, . . . , n} at which they are situated and by an internal
DOF, which is denoted by an additional subscript on the bosonic operators. The
bosonic creation and annihilation operators on this system are
a†i,j : i ∈ {1, 2, . . . , n}, j ∈ {1, 2, . . . , n− 1}, (Creation) (3.30)
ak,l : k ∈ {1, 2, . . . , n}, l ∈ {1, 2, . . . , n− 1}, (Annihilation), (3.31)
where the first label in the subscript is the usual index of the site occupied by the
boson. The second index refers to the internal degrees of freedom of the boson.
Each boson can have at most n − 1 possible internal states to ensure that basis
states can be constructed for arbitrary irreps. In photonic experiments, this internal
DOF could correspond to the polarization, frequency, orbital angular momementum
or the time of arrival of photons.
2 A useful computational shortcut involves the map
a†k → xk , a` →
∂
∂x`
, k, ` ∈ {1, 2}, (3.29)
which preserves the boson commutation relations. The map (3.29) transforms the vec-
tor |J,M〉 (3.24) into a formal polynomial and the corresponding dual vector 〈J,M | into a
linear differential operator in the dummy variables x1, x2. The D-function (3.28) is thus evaluated
as the action of a linear differential operator on a polynomial in x1, x2.
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The su(n) operators are mapped to number-preserving bilinear products of boson
creation and annihilation operators. Specifically, raising and lowering operators
Ci,j of su(n) map to bosonic operators ci,j according to
Ci,j 7→ ci,j def=
n−1∑
k=1
a†i,kaj,k. (3.32)
Operators {ci,j} make bosons hop from site j to site i. The operators hi are the
image of the Cartan operators Hi:
Hi 7→ hi def= a†iai − a†i+1ai+1. (3.33)
Operators {hi} count the difference in the total number of bosons at two sites and
commute among themselves. As usual, I used the upper-case symbols to denote
the su(n) elements and the corresponding lower-case symbols for the respective
boson operators.
The boson realizations of the basis states of SU(n) are obtained by the action
of polynomials in creation operators
{
a†i,j : i ∈ {1, 2, . . . , n}, j ∈ {1, 2, . . . , n− 1}
}
on the n-site vacuum state |0〉. Each term in the polynomial is a product of
NK = κ1 + 2κ2 + · · ·+ (n− 1)κn−1 (3.34)
boson creation operators for basis states in irreps K = (κ1, κ2, . . . , κn−1). Therefore,
an SU(n) basis state is specified by the coefficient of a polynomial consisting of
terms that are products of NK creation operators.
Now I introduce a compressed notation for D-functions. The compressed nota-
tion is based on the boson realization of SU(n) states and on the orthogonality (3.20)
of D-functions. In this notation, the D-function
DK(n),...,K(3),K(2);K′(n),...,K′(3),K′(2)Λ(n) ,...,Λ(3), Λ(2) ;Λ′(n) ,...,Λ′(3), Λ′(2) (Ω); K(n) = K ′(n) (3.35)
is represented by
DK(n)ν1...νn,K(n−1),...,K(2);ν′1...ν′n,K′(n−1),...,K′(2) (3.36)
where ν1 . . . νn are the bosonic occupation numbers of the respective states, suffice
to uniquely identuify each of the weights {λ(m); 1 < m ≤ n}. Sections 3.4 and 7.2
employ the compressed notation (3.36).
The HWS of a given SU(n) irrep can be explicitly constructed in the boson
realization (as polynomials in creation and annihilation operators) according to
the following lemma.
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Lemma 8 (Boson realization of HWS [83,84]). The bosonic state
∣∣∣ψKHWS〉 = det

a†1,1 . . . a
†
1,n−1
... . . . ...
a†n−1,1 . . . a
†
n−1,n−1

κn−1
· · · det
(
a†1,1 a
†
1,2
a†2,1 a
†
2,2
)κ2
det
(
a†1,1
)κ1 |0〉
(3.37)
is a HWS for a given SU(n) irrep K = (κ1, κ2, . . . , κn−1).
One can verify that the state
∣∣∣ψKhws〉 (3.37) is annihilated
cj,k
∣∣∣ψKhws〉 = 0 ∀j < k (3.38)
by the action of any of the raising operators.
Thus, the HWS of any irrep can be constructed analytically using Lemma 8.
In the Section 7.1, I present an algorithm to construct each of the basis states of
arbitrary SU(n) irreps. Furthermore, I present an algorithm to compute expressions
for SU(n) D-functions in terms of the entries of the fundamental representation.
The next section shows how D-functions and immanants are connected to outputs
of linear interferometry.
3.3 Determinants, immanants and permanents
of a matrix
This section presents relevant definitions and background on the immanants of
matrices, which include determinants and permanents as special cases. The im-
manants of the interferometer transformation matrix are important in multi-photon
interferometry because they manifest the permutation symmetries of the interfering
photons [76]. I define determinants, permanents and immanants before detailing
the connection between immanants and interferometer output probabilities in the
next section.
The determinant and permanent of a matrix are defined respectively as follows.
Definition 9 (Determinant and permanent of a matrix). The determinant of an
n× n matrix T is the antisymmetric sum
det(T ) def=
∑
σ
sgn(σ)T1σ(1)T2σ(2) . . . Tmσ(m) , (3.39)
where the sum is over all permutations σ over {1, 2, . . . , n} and sgn(σ) represents
the parity of the permutation. Likewise, the permanent of T is the symmetric sum
per(T ) def=
∑
σ
T1σ(1)T2σ(2) . . . Tmσ(m) (3.40)
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1 σab
def= {P12}
λ χλ(1) χλ(σab)
1 1
1 -1
Table 3.1: Character table for S2. The first row labels the different elements of the
permutation group and the first column comprises the S2 irreps.
over all permutations σ over {1, 2, . . . , n}.
Although the determinant of an n × n complex matrix can be computed or ap-
proximated in time polynomial in n, the approximation of a matrix permanent
is a #P-complete problem [85, 86]. In fact, the proof [17] of hardness of the
BosonSampling problem relies on the hardness of approximating the permanent.
Immanants are matrix functions whose hardness is intermediate between deter-
minants and permanents [87].
Definition 10 (Immanant of a matrix). The immanant imm{τ}(T ) of the m×m
matrix T , associated with the partition {τ}, is defined as [80]
imm{τ}(T ) def=
∑
σ
χ{τ}(σ)T1σ(1)T2σ(2) . . . Tmσ(m) , (3.41)
where σ ∈ Sm permutes k to σ(k), and χ{τ}(σ) is the character3 of σ in the irrep {τ}
of Sm.
The determinant and permanent of a matrix are the immanants associated with
the alternating (χ{τ}(σ) = sgn(σ)) and the trivial (χ{τ}(σ) = 1) characters of Sn
respectively.
For S2, the determinant, which is labelled by , and the permanent are the
only two immanants
=U11U22 − U12U21 (3.42)
=U11U22 + U12U21. (3.43)
In the case of S3, there are three immanants, including the permanent , determi-
nant and another immanants labelled by the partially symmetric representation
3The character of an element σ of an Sn representation {λ} is the trace of the matrix
representing σ. For instance, the trivial representation of S3 represents each element of S3 as
a 1× 1 matrix with entry unity. Thus, χ (σ) = 1 for all σ ∈ S3. The character functions for S2
and S3 are presented in Tables 3.1 and 3.2 [80].
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1 σab
def= {P12, P13, P23} σabc def= {P123, P132}
λ χλ(1) χλ(σab) χλ(σabc)
1 1 1
2 0 -1
1 -1 1
Table 3.2: Character table for S3. The first row labels the different elements of
the permutation group. The first column comprises the three S3 irreps, which are
identified with the permanent, immanant and determinant respectively
of the permutation group. The three immanants of 3×3 matrix U can be expressed
in terms of matrix elements as
=U11U22U33 − U11U23U32 − U12U21U33 + U12U23U31 + U13U21U32 − U13U22U31
(3.44)
= 2U11U22U33 − U12U23U31 − U13U21U32 (3.45)
=U11x22U33 + U11U23U32 − U12U21U33 + U12U23U31 + U13U21U32 + U13U22U31.
(3.46)
In summary, I have defined the immanants of an n × n matrix and have given
examples of immanants for two- and three-channel interferometers.
The probability of detecting photon coincidence permanent value of the trans-
formation submatrix if indistinguishable single-photons are incident [88]. If mutual
time delay is introduced between the photons, other immanants also arise in the
coincidence expression, as I detail in the next section for the three-photon case.
3.4 SU(3) and S3 methods for three-photon
interferometry
Here I present the connection between three-photon coincidence probabilities and
the immanants and D-functions of the transformation matrix. Specifically, I present
expressions for three-fold coincidence probabilities when three controllably-delayed
single photons are incident at an interferometer.
Consider three photons with square-integrable spectra f(ω) incident at a three-
channel interferometer U at arrival times τ1, τ2 and τ3 respectively. The probability
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of obtaining a three-fold coincidence at the output of the interferometer is
℘ =
∫
dω1 dω2 dω3 |f(ω1)|2 |f(ω2)|2 |f(ω3)|2∣∣∣∣U11U22U33ei(ω1τ1+ω2τ2+ω3τ3) + U11U23U32ei(ω1τ1+ω3τ2+ω2τ3) + U12U21U33ei(ω2τ1+ω1τ2+ω3τ3)
+ U12U23U31ei(ω2τ1+ω3τ2+ω1τ3) + U13U21U32ei(ω3τ1+ω1τ2+ω2τ3) + U13U22U31ei(ω3τ1+ω2τ2+ω1τ3)
∣∣∣∣2.
This coincidence probability can be expressed in terms of sums of specific SU(3)
D-functions using the Schur-Weyl duality [76]
U1iU1jU1k ≡D(1,0)i,(100)D(1,0)j,(010)D(1,0)k,(001)
= cijkD(111)1;(111)1 + cijk,(11)D(111)1;(111)1 + cijk,(00)D(111)0;(111)0
+ cijk,(10)D(111)1;(111)0 + cijk,(01)D(111)0;(111)1 + cijkD(111)0;(111)0 (3.47)
for constants c{λ}ijk where I have used the compressed D-function notation (3.36).
Similarly immanants. Although expressions for the case of arbitrary time delay
τ
def= (τ1, τ2, τ3) depend on each of the six D-functions of Equation (3.47), certain
time-delay values contain fewer D-functions.
For instance, consider the case of two photon arriving simultaneously and one
photon delayed by time τ with respect to the other two and assuming Gaussian
spectra for simplicity. The coincidence probability is
℘ = |A|2 + |B|2 + |C|2 + e−σ2τ2
[
(A∗ +B∗)C + (A∗ +C∗)B + (B∗ +C∗)A
]
, (3.48)
where the functions A, B and C can be expressed in terms of D{λ}-functions by
A = 13
(
D(111)1;(111)1 + 2D(111)1;(111)1
)
B = 13
(
D(111)1;(111)1 −D(111)1;(111)1 +
√
3D(111)0;(111)1
)
(3.49)
C = 13
(
D(111)1;(111)1 −D(111)1;(111)1 −
√
3D(111)0;(111)1
)
.
Alternatively, A, B and C can be expressed in terms of immanants by using the
following identity [89]
= D(3)111(1);111(1)(Ω) ,
= D(11)111(1);111(1)(Ω) +D
(11)
111(0);111(0)(Ω) , (3.50)
= D(0)000(0);000(0)(Ω) = 1 ,
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which connects the D-functions and immanants of the fundamental matrix rep-
resentation of the interferometer transformation. Permuting the columns of the
interferometer matrix, the functions A, B and C are related to immanants by [76]
A = U11U22U33 + U11U23U32 =
1
3 ( + 123 + 132) ,
B = U12U21U33 + U12U23U31 =
1
3 ( + 213 + 231) , (3.51)
C = U13U22U31 + U13U21U32 =
1
3 ( + 312 + 321) ,
where the subscripts refer to the permutation operation acted upon the columns of
interferometer matrix.
Note that the immanants of the form or the D functions do not arise in these
expressions. Symmetry arguments justify the only certain immanants and certain
D-functions arise in the expression.
In conclusion, I have presented a treatment of three-photon three-channel
interferometry in terms of immanants and D-functions of the interferometer trans-
formation. Chapter 7 presents methods that enable the generalization of these
group-theoretic methods to the multi-photon multi-channel case.
3.5 Cosine-sine decomposition
This section presents the relevant background for our procedure to realize arbitrary
discrete unitary transformation on the spatial and internal modes of light. The
procedure, which is presented in Chapter 4, relies on iteratively performing the
cosine-sine decomposition CSD [90–92]. In this section, I detail the CSD and
present a CSD-based realization of a 4× 4 unitary matrix using two spatial and
two polarization modes of light.
The CSD factorizes an arbitrary unitary (m+ n)× (m+ n) unitary matrix into
a product of three block-diagonal matrices as follows.
Theorem 11. For each (m+n)× (m+n) unitary matrix Um+n, there exist unitary
matrices Lm+n, Sm+n,Rm+n, such that
Um+n = Lm+n (S2m ⊕ 1n−m)Rm+n, (3.52)
where Lm+n and Rm+n are block-diagonal
Lm+n =
(
Lm 0
0 L′n
)
, Rm+n =
(
R†m 0
0 R′†n
)
(3.53)
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and S2m is an orthogonal cosine-sine (CS) matrix
S2m ≡ S2m(θ1, . . . , θm)
def=

cos θ1 sin θ1
. . . . . .
cos θm sin θm
− sin θ1 cos θ1
. . . . . .
− sin θm cos θm

. (3.54)
The decomposition of Um+n into Lm+n, S2m and Rm+n is depicted in Fig. 3.3.
Here and in the remainder of this section, the subscripts of the matrix symbols
denote the respective dimensions of the matrix.
Um+n →
S2m
Lm R†m
L′n R′†n
Figure 3.3: Depiction of the CSD. Um+n is an (m+ n)× (m+ n) unitary matrix.
The CSD factorizes Um+n into the block diagonal matrices Lm+n, S2m and R†m+n.
The boxes labelled Lm and L′n represent the block diagonal matrix Lm+n = Lm⊕L′n.
Likewise for R′†m+n = R′†m ⊕R′†n and Sm+n = Sm+n ⊕ 1n−m.
A constructive proof of Theorem 11 is presented in Appendix A. The matrices
Lm+n, S2m and Rm+n can be constructed using the singular value decomposition
as follows. In order to perform CSD on Um+n, I express it as a 2× 2 block matrix
Um+n ≡
(
A B
C D
)
, (3.55)
where A and D are square complex matrices of dimension m × m and n × n
respectively, and B and C are rectangular with respective dimensions m× n and
n×m. Each row of the matrix Lm (Rm) is a left-singular (right-singular) vector of
A, as is proved in Appendix A. Similarly, L′n and R′n are the left- and right-singular
vectors of D. Finally, {cos θi} is the set of singular values of A. The singular vectors
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and values of any complex matrix can be computed efficiently using established
numerical techniques [93–96].
Now I illustrate the realization of an arbitrary 4 × 4 unitary matrix as a
linear optical transformation on two spatial and two polarization modes [97]. The
realization is enabled by the CSD, which decomposes the given matrix U4 according
to
U4 =
(
L2
L′2
)
S4
(
R†2
R′†2
)
(3.56)
for m = n = 2. The decomposition of unitary matrix U4 is depicted in Fig. 3.4(a).
By definition, U4 acts on the four-dimensional space H4, which I identify with the
combined space
H4 = H(s)2 ⊗H(p)2 (3.57)
of spatial and polarization modes. Thus, the 2×2 matrices L2 and R†2 are identified
with transformations acting on the two polarization modes of light in the first
spatial mode. Likewise, L′2 and R
′†
2 correspond to transformations on polarization
in the second spatial mode. Each of these operators L2, L′2, R
†
2, R
′†
2 can be realized
with two quarter-wave plates, one half-wave plate and one phase shifter [41,42].
The matrix S4 in Equation (3.56) is a CS matrix of the form
S4(θ1, θ2) =

cos θ1 sin θ1
cos θ2 sin θ2
− sin θ1 cos θ1
− sin θ2 cos θ2
 . (3.58)
This matrix can be decomposed further according to
S4(θ1, θ2) = (B2 ⊗ 12)(Θ2 ⊕Θ†2)(B†2 ⊗ 12), (3.59)
where
B2 def= 1√2
(
1 i
i 1
)
, (3.60)
Θ2 def=
(
eiθ1 0
0 eiθ2
)
. (3.61)
The transformation (B2⊗12) in Equation (3.59) represents balanced beam splitters,
whereas, the transformations Θ2 ⊕ Θ†2 can be realized using wave plates acting
separately on the polarization of light in the two spatial mode. Figure 3.4(b) depicts
the optical circuit for the realization of U4 using beam splitters, phase shifters and
wave-plates.
Although the realization of arbitrary 4× 4 transformations on two spatial and
two polarization modes was known [97], there was no known realization of an
arbitrary nsnp × nsnp transformation on ns spatial and np internal modes. Such a
decomposition is presented in the next chapter.
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U4 → S4
L2 R
†
2
L′2 R
′†
2
S4R
†
2 L2
R′†2 L
′
2
bs
mirror
Figure 3.4: Realization of a 4× 4 unitary matrix U4 as a transformation on two
spatial and two polarization modes of light. (a) The CSD factorizes U4 into the
left and right matrices L2, L′2, R
†
2, R
′†
2 and the CS matrix S4. (b) The left and right
matrices are realized as combinations of quarter- and half-wave plates, and the CS
matrix is realized using two beam splitters and a half-wave plate.
Chapter 4
Realization of arbitrary discrete
unitary transformations on spatial
and internal modes of light
This chapter details our procedure for the realization of arbitrary discrete unitary
transformations. I present the decomposition algorithm in Section 4.1. The cost of
realizing an arbitrary unitary matrix is discussed in Section 4.2. I conclude with a
discussion of our decomposition algorithm in Section 4.3.
The majority of the material in this chapter is taken from my article published
in Physical Review A [1]. New material is added or existing material is shifted
or eliminated to improve presentation. Those parts that are reproduced verbatim
from our journal paper are listed in “Thesis content previously published”.
4.1 Algorithm to design efficient realization
Here I describe the algorithm to decompose an arbitrary unitary matrix into
beam-splitter and internal transformations. This section is structured as follows.
Subsection 4.1 details the inputs and outputs of the decomposition algorithm. The
first of the two stages of the algorithm is a step-by-step decomposition of the
unitary into internal and CS matrices and is presented in Subsection 4.1. The
next stage involves factorization of the CS matrices into beam-splitter and internal
transformations as described in Subsection 4.1.
Inputs and outputs of algorithm
In this section, I present the inputs and outputs of our decomposition algorithm.
The algorithm receives an nsnp × nsnp unitary matrix as an input. The algorithm
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returns a sequence of matrices, each of which describes either a beam splitter
acting on two-spatial modes or an internal unitary operation, which acts on the
internal DOF in one spatial modes whereas leaving the other modes unchanged.
The remainder of this subsection describes the basis and the form of the matrices
yielded by our algorithm.
The operators returned by the algorithm act on the combined space
H = Hs ⊗Hp, (4.1)
where Hs and Hp are spanned
Hs = span{|s1〉 , |s2〉 , . . . , |sns〉}, (4.2)
Hp = span{|p1〉 , |p2〉 , . . . ,
∣∣∣pnp〉} (4.3)
by the ns spatial modes and the np internal modes respectively for positive integers
ns and np. Each operator acting on the combined state of light can be represented
by an nsnp × nsnp matrix in the combined basis
{|ck`〉 def= |sk〉 ⊗ |p`〉 : k ∈ {1, . . . , ns} , ` ∈ {1, . . . , np}} (4.4)
of the spatial and the internal modes. Our algorithm returns the matrix represen-
tations of the operators in this combined basis {|ck`〉}.
The matrices returned by the algorithm represent either internal or beam-splitter
transformations. Each internal transformation acts on the internal state of light in
a spatial mode but not on the light in the other spatial modes. In the composite
basis, the internal transformations acting on the k-th spatial mode are represented
as
U (k)np
def= 1np(k−1) ⊕ Unp ⊕ 1np(ns−k) (4.5)
for np × np unitary matrix Unp .
The algorithm also returns beam-splitter matrices, which mix each of the corre-
sponding internal modes of light in two spatial modes. The matrix representation
of this operator in the composite basis is given by
B(k)2np def= 1np(k−1) ⊕
(
B2 ⊗ 1np
)
⊕ 1np(ns−k−1) (4.6)
for B2 as defined in Equation (3.60) representing a balanced beam splitter. To
summarize, the algorithm returns a sequence of matrices, each of which is an
internal transformation in the form of Equation (4.5) or is a balanced beam-splitter
transformation in the form of Equation (4.6).
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Decomposition of unitry matrix into internal and CS
matrices
In this subsection, I present the first stage of our algorithm. This stage decomposes
the given unitary matrix into matrices representing internal transformations (4.5)
and CS transformations
S
(k)
2np(θ1, . . . , θnp)
def=1np(k−1) ⊕ S2np(θ1, . . . , θnp)
⊕ 1np(ns−k−1),
(4.7)
which enact the CS matrix S2np ≡ S2np(θ1, . . . , θnp) (3.54) on the internal degrees
of light in two spatial modes without affecting the light in other modes.
The first stage comprises ns−1 iterations. Of these, the first iteration factorizes
the given nsnp × nsnp unitary matrix into a sequence of internal and CS matrices
and one (ns − 1)np × (ns − 1)np unitary matrix. This smaller unitary matrix is
factorized in the next iteration. Figure 4.1 depicts the first of the ns − 1 iterations
that comprise the first stage.
In general, the j-th iteration receives an (ns + 1− j)np× (ns + 1− j)np unitary
matrix. This iteration decomposes the received unitary matrix into a sequence
of internal and CS matrices and a smaller (ns − j)np × (ns − j)np unitary matrix
which is decomposed in the next iteration.
Now I describe the j-th iteration of the decomposition algorithm in detail. First,
the given unitary matrix U(ns+1−j)np is CS decomposed by setting m = np and
n = (ns − j)np in the CSD. This CSD yields the following sequence of matrices
U(ns+1−j)np =Lnp+(ns−j)np
(
S2np ⊕ 1(ns−1−j)np
)
×Rnp+(ns−j)np , (4.8)
for block diagonal unitary matrices
Lnp+(ns−j)np =
 Lnp 00 L′(ns−j)np
 ,
Rnp+(ns−j)np =
 R
†
np 0
0 R′†(ns−j)np
 , (4.9)
and orthogonal CS matrix S2np .
In other words, the first CSD of the j-th iteration factorizes the received unitary
transformation acting on ns + 1− j spatial modes into (i) a 2np × 2np CS matrix
S2np acting on the j-th and (j + 1)-th spatial modes, (ii) internal unitary matrices
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Lnp and R†np , each of which act on the internal degrees of the j-th spatial mode and
(iii) left and right unitary matrices L′(ns−j)np and R
′†
(ns−j)np acting on the remaining
ns − j spatial modes. Figure 4.1(a) depicts this first CSD for the first iteration.
Next the matrix L′(ns−j)np is CS decomposed. The resultant R
′†
(ns−j−1)np from
this second CSD commutes with CS matrix S2np yielded by the first CSD1. Hence,
the operators R′†(ns−j−1)np and S2np can be swapped, following which I multiply
R′†(ns−j−1)np by R
′†
(ns−j)np . Figure 4.1(b) depicts this second round of CSD and of
the multiplication of the two right matrices.
The left unitary matrices thus obtained are repeatedly factorized using the CSD.
The resultant right unitary matrices are absorbed into the initial right unitary
matrix R′†(ns−1)np . Thus, we are left with internal and CS matrices and with a
unitary matrix
U(ns−j)np =
ns−j−1∏
`=0
R′†(ns−j−`)np (4.10)
obtained by multiplying each of the right unitary matrices. This completes a
description of the j-th iteration of the algorithm.
In summary, at the end of the j-th iteration, the algorithm decomposes the
received U(ns+1−j)np transformation into internal and CS matrices and U(ns−j)np
as depicted in Fig. 4.1(c). The (j + 1)-th iteration of the algorithm receives this
smaller U(ns−j)np unitary matrix and decomposes it into internal and CS matrices
and an even smaller unitary matrix. The algorithm iterates over integral values of
j ranging from 1 to ns − 1. Figure 4.2 depicts the output of the algorithm at the
end of the final, i.e., (ns − 1)-th, iteration. This completes a description of the first
stage of the algorithm.
At the end of the first stage, the given unitary matrix has been factorized into
a sequence of internal (4.5) and CS matrices (3.54). The internal matrices can
be implemented using optical elements if a suitable realization is known for the
internal DOF; such realizations are known for polarization [41,42], temporal [47]
and orbital-angular-momentum [50] DOFs. In the next subsection, I present a
realization of the CS matrix using beam splitters acting on spatial modes and
internal transformations.
Decomposition of CS unitary matrix into elementary
operators
Here I show how the CS matrices can be decomposed into a sequence of beam-splitter
transformations and internal unitary matrices. Specifically, we construct a factoriza-
1The transformations R′†(ns−k−1)np and S2np act on mutually exclusive spatial modes so their
action is independent of the order of enacting the transformations.
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Unsnp →
S
(1)
2np
L(1)np R
(1)†
np
L
′(1)
(ns−1)np R
′(1)†
(ns−1)np
(a)
S
(1)
2np
L(1)np R
(1)†
np
S
(2)
2np
L(2)np R
(2)†
np
L
′(2)†
(ns−2)np R
′(2)†
(ns−2)np
R
′(1)†
(ns−1)np
→
(b)
S
(1)
2np
L(1)np R
(1)†
np
S
(2)
2np
L(2)np R
(2)†
np
S
(3)
2np
L(3)np R
(3)†
np
L(4)np
U(ns−1)np
→
(c)
Figure 4.1: A depiction of the first iteration of the algorithm for the decomposition
of a given unitary Unsnp into internal (green) and CS (brown) matrices. (a) First,
the Unsnp unitary matrix is CS decomposed into (i) a 2np × 2np CS matrix S(1)2np
acting on the first two spatial modes, (ii) internal unitary matrices L(1)np and R(1)†np ,
each of which act on the internal degrees of the first spatial mode and (iii) left
and right unitary matrices L′(1)np(ns−1) and R
′(1)†
np(ns−1) acting on the remaining ns − 1
spatial modes. (b) The matrix L′(1)np(ns−1) is further CS decomposed. The resultant
R
′(2)†
np(ns−2) from the second decomposition commutes with CS matrix S
(1)
2np and can
thus be absorbed into R′(1)†np(ns−1). (c) The algorithm repeatedly decomposes the
left unitary matrices. The resultant right unitary matrices are absorbed into the
initial right unitary matrix. At the end of one iteration, the algorithm decomposes
Unsnp unitary operation into CS matrices, internal unitary matrices and the matrix
Unp(ns−1). The next iteration of the algorithm decomposes the smaller Unp(ns−1)
unitary matrix.
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Figure 4.2: A depiction of the output of the first stage of our decomposition
algorithm (Subsection 4.1) for the case of ns = 4 spatial modes and np internal
modes. The given 4np × 4np unitary matrix is decomposed into 42 = 16 internal
matrices (green) and ns(ns − 1)/2 = 6 CS matrices (brown). As usual, the right
subscript of the matrices is the dimension of the space that the respective operators
act on. The right superscript represents the spatial mode that the operators act on.
The left subscript specifies the index of iteration that constructed the respective
matrices.
tion of any 2np × 2np CS matrix S2np , which is in the form of Equation (3.54), into
a sequence of two balanced beam-splitter matrices and two internal-transformation
matrices.
Our decomposition of the CS matrix relies on the following identity
S2np(θ1, . . . , θnp) =
(
B2 ⊗ 1np
) (
Θnp ⊕Θ†np
) (
B†2 ⊗ 1np
)
, (4.11)
where B2 ⊗ 1np represents a balanced beam splitter (3.60) and
Θnp
def=

eiθ1
. . .
eiθnp
 . (4.12)
is a transformation on the internal modes. Thus, any CS matrix can be realized
using two balanced beam splitters and two internal transformations.
To summarize, the first stage of the algorithm decomposes the given unitary
matrix into internal (4.5) and CS matrices (4.7). The next stage factorizes the
CS matrices returned by the first stage into internal and beam splitter (4.6)
transformations, thereby completing the algorithm. matlab code for the CSD and
for the decomposition algorithm is available online [98].
4.2 Cost Analysis: Number of optical elements
in realization
Here I discuss the cost of realizing an arbitrary nsnp × nsnp unitary matrix using
our procedure, where the cost is quantified by the number of optical elements
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required to implement the matrix. Optical elements required by the decomposition
algorithm include balanced beam splitters, phase shifters and elements acting on
internal modes. We conclude this section with a specific example of decomposing
a 2n × 2n transformation into spatial and polarization DOFs. In this case, this
decomposition reduces the required number of beam splitters to half with the
additional requirement of wave plates as compared to using only spatial modes.
Consider the decomposition of an arbitrary nsnp× nsnp unitary transformation.
Realization of this transformation using the Reck et al. method requires nsnp
spatial modes and nsnp(nsnp − 1)/2 biased beam splitters [44]. In comparison, our
decomposition requires ns(ns − 1) beam splitters. Thus, we reduce the number of
beam splitters required to realize an nsnp × nsnp transformation by a factor of
η = nsnp(nsnp − 1)/2
ns(ns − 1) > n
2
p/2. (4.13)
Although our decomposition reduces the required number of beam splitters,
the number of optical elements required for internal transformations increases by a
factor of 2. The Reck et al. approach requires nsnp(nsnp + 1)/2 phase shifters to
effect an nsnp × nsnp unitary transformation on spatial modes.
Our approach relies on decomposing to beam splitter and internal unitary
transformations, so we count the number of internal optical elements required in
the transformation. Realizing an np × np internal transformation typically requires
n2p internal optical elements [42,47,50]. Our decomposition requires n2s arbitrary
internal transformations, which are represented by matrices {Lnp , L′np , Rnp , R′np}
in the output. These arbitrary transformations can be realized using a total
of n2sn2p internal optical elements. Furthermore, our decomposition also requires
ns(ns − 1) internal transformations in the form of Θnp (4.12). Each of these
transformations can be realized using np optical elements for the polarization,
temporal and orbital angular momentum modes2. In summary, our decomposition
requires a total of nsnp(nsnp + ns − 1), which is an increase by a factor
ξ = nsnp(nsnp + ns − 1)
nsnp(nsnp + 1)/2
= 2 + O (1/np) (4.14)
over the cost of the Reck et al. approach.
Now we consider the example of using polarization as the internal DOF. Specif-
ically, we compare the cost of realizing an arbitrary 2n× 2n transformation using
2For the polarization DOF the Θnp=2 matrix can be constructed using two elements: a
quarter-wave plate and a phase shifter. Similarly, for the temporal DOF, the matrix Θnp can
be realized by setting the reflectivity of the variable beam splitter to zero and the transmission
amplitude to eiθj at an appropriate time [47]. The matrix Θnp for the orbital-angular-momentum
DOF of light can be constructed using a spatial light modulator (hologram) [99]. In all these
realizations of the matrix Θnp no more than np optical components are required.
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(i) the Reck et al. approach on only spatial modes and (ii) our decomposition on
the spatial and polarization modes of light, i.e., ns = n and np = 2. The Reck et al.
decomposition requires 2n spatial modes, n(2n− 1) beam splitters and n(2n+ 1)
phase shifters. In comparison,my approach requires n(n− 1) balanced beam split-
ters, n2 phase shifters and 3n(n − 1)/2 wave plates. Thus, our decomposition
reduces the required number of beam splitters and phase shifter by a factor of 2
each at the expense of an additional 3n(n− 1)/2 wave plates.
To summarize this section, our realization of an arbitrary nsnp × nsnp unitary
matrix reduces the number of beam splitters required by a factor of n2p/2. This
completes the analysis of the cost of our decomposition.
4.3 Conclusion
In conclusion, we devise a procedure to efficiently realize any given nsnp × nsnp
unitary transformation on ns spatial and np internal modes of light. Our realization
uses interferometers composed of beam splitters and optical devices that act on
internal modes to effect the given transformation. Such interferometers can be
characterized by using existing procedures [2, 69] based on one- and two-photon
interference on spatial and internal DOFs [100–103]. We thus enable the design
and characterization of linear optics on multiple degrees of freedom.
We overcome the problem of decomposing the given unitary transformation
into internal transformations by performing the CSD iteratively. We also open the
possibility of using an efficient iterative CSD in problems where the single-shot
CSD is currently used [104–106].
By employing np internal modes, the number of beam splitters required to
effect the transformation is reduced by a factor of n2p/2 at the cost of increasing
the number of internal elements by a factor of 2. Our procedure facilitates the
realization of higher dimensional unitary transformations for quantum information
processing tasks such as linear optical quantum computation, BosonSampling and
quantum walks.
Chapter 5
Characterization of linear optical
interferometer
This chapter details our procedure for the characterization of linear optical inter-
ferometers. Section 5.1 details the accurate and precise characterization using one-
and two-photon measurements and the bootstrapping-based procedure to estimate
the precision of the characterized interferometer parameters. Section 5.2 presents
a scattershot approach to reducing the experimental time by performing all one-
and two-photon measurement in parallel. I present our approach to removing the
numerical instability that adversely effect the accuracy and precision of existing
characterization procedures in section 5.3. Section 5.4 comprises a nontechnical
summary of the characterization and comparison with existing procedure.
The majority of the material in this chapter is taken from my article [2] that I
co-authored with Abdullah Khalid, He Lu and Barry C. Sanders. New material is
added or existing material is shifted or eliminated to improve presentation. Those
parts that are reproduced verbatim from our journal paper are listed in “Thesis
content previously published”.
5.1 Characterization procedure
In this section, I describe our procedure to characterize linear optical interferometers.
The outline of this section is as follows. Subsection 5.1 describes the experimental
data required by our characterization procedure. This experimental data are
processed by various algorithms to determine the transformation matrix (2.9). The
algorithm to determine the amplitudes {αij} of the transformation-matrix elements
is presented in Subsection 5.1. In Subsection 5.1, I describe the calibration of
the source field by determining the mode-matching parameter γ. The estimation
of {θij} using two-photon interference is detailed in Subsection 5.1. Maximum-
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likelihood estimation is employed to find the unitary matrix U that best fits the
calculated {αij}, {θij} values and serves as the representative matrix (2.9). We
discuss the calculation of the best-fit unitary representative matrix in Subsection 5.1.
Experimental procedure and inputs to algorithms
Our characterization procedure relies on measuring (i) the spectral function fj of
the source light, (ii) single-photon detection counts, (iii) two-photon coincidence
counts from a beam splitter and (iv) two-photon coincidence counts from the
interferometer. The measurement data constitute the inputs to our algorithms,
which then yield the representative matrix. Before presenting the algorithms, I
detail the experimental procedure and the inputs received by the algorithm in this
subsection.
We characterize the spectral function f(ωi) of the incoming light for a discrete
set Ω = {ω1, ω2, . . . , ωk} of frequencies. The integer k of frequencies at which the
spectral function is characterized is commonly equal to the ratio of the bandwidth
to the frequency step of the characterization device. The characterized spectral
function f(ωi) is used to calculate the coincidence probabilities as detailed in
Algorithm 1.
The amplitudes {αij} are determined by impinging single photons at the
interferometer and counting single-photon detections at the outputs. Single-photon
counting is repeated multiple (B ∈ Z+) times in order to estimate the precision of
the obtained {αij} values. Specifically, the number
Nijbj ∈ Z+ : i, j ∈ {1, . . . ,m}, bj ∈ {1, . . . , B} (5.1)
of single-photon detection events are counted at all m output ports {i} for single
photons impinged at the j-th input ports in the bj-th repetition. The counting is
then performed for each of the input ports j ∈ {1, . . . ,m} of the interferometer.
Algorithm 2 uses
{
Nijbj , bj ∈ {1, . . . , B}
}
values to estimate αij and the standard
deviation of the estimate. The experimental setup for {αij}measurement is depicted
in Figure 2.2.
Arguments {θij} are calculated by fitting curves of measured coincidence counts
to curves calculated using measured spectra according to (2.16). Appendix B
elucidates the inputs and outputs of the curve-fitting procedure, such as the
Levenberg-Marquardt algorithm [107, 108], employed by our algorithms. Before
calculating {θij}, we calibrate the source field for imperfect mode matching by
measuring coincidence counts on a beam splitter of known reflectivity. Controllably
delayed single-photon pairs are incident at the two input ports of the beam splitter
and coincidence counting is performed on the light exiting from its two output
ports. Algorithm 3 details the estimation of γ using coincidence counts Ccal(τ) for
time delay τ between the incoming photons.
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Algorithm 1 Coincidence: Calculates the expected coincidence rate for
two-photon interference for a given 2 × 2 submatrix of an arbitrary SU(m)
transformation.
Input:
• k,Ω = {ω1, ω2, . . . ωk−1, ωk} ∈ (R+)k . Frequencies at which f1, f2 are
given.
• f1, f2 : Ω→ R+ . measured spectra.
• `, T = {τ1, τ2, . . . , τ`} ∈ (R ∪ 0)` . Time delay values.
• A← {αij, αij′ , αi, αi′j′} ∈ (R+ ∪ 0)4 . Amplitudes of 2× 2 submatrix of
A (2.9).
• Θ← θij, θij′ , θi′j, θi′j′ ∈ (−pi, pi] . Phases of 2× 2 submatrix of A (2.9).
• γ ∈ [0, 1] . Mode-matching parameter of photon source.
Output:
• C : T → R+ . Two-photon coincidence probabilities correct up to
multiplicative factor.
1: procedure Coincidence(k,Ω, f1, f2, `, T, A,Θ, γ)
2: for τ in T do
3: C(τ)← Integrate [F (A,Θ, f1, f2, γ, ωi, ωj, τ), {ωi ∈ Ω, ωj ∈ Ω}] .
. Numerically integrate RHS of (2.16) over ωi, ωj with κi = κi′ = νj = νj′ = 1.
4: end for
5: return C
6: end procedure
The absolute values and the signs of the arguments {θij ∈ (−pi, pi]} are calculated
separately. To estimate the absolute values {|θij|} of the arguments, pairs of single
photons are incident at two input ports 1 and j ∈ {2, . . . ,m} and coincidence
measurement is performed at two output ports 1 and i ∈ {2, . . . ,m}. The choice
of the input and output ports labelled by index 1 is arbitrary. The signs
sgn θij def=

−1 if θij < 0,
0 if θij = 0,
1 if θij > 0
(5.2)
of the arguments are estimated using an additional (m− 1)2 coincidence measure-
ments. Algorithm 6 details the choice of input and output ports for estimating
{sgn θij}. A schematic diagram of the experimental setup for {θij} estimation is
presented in Figure 2.3.
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Single-photon transmission counts to estimate {αij}
(Algorithm 2)
Now I present our procedure to estimate {αij} values using single-photon counting.
Single-photon transmission probabilities are connected to the amplitudes {αij}
according to the relation Pij = κiλiα2ijµjνj (2.14). Although the {αij} values can
be calculated from single-photon transmission counts, the factors {λi}, {µj} cannot.
The transmission probabilities depend on the products of the factors {λi}, {µj}
and the loss terms {κi}, {νj}, so {λi}, {µj} cannot be measured without prior
knowledge of the losses. The loss terms are usually unknown and can change
between experiments. Hence, we calculate the values of {αij} from single-photon
measurements and choose {λi} and {µj} such that U = LAM is unitary.
The amplitudes {αij} are determined by estimating transmission probabilities.
The probabilities P11, Pi1, P1j, Pij of single-photon detection at output ports 1, i
when single photons are incident at input ports 1, j are expresses in terms of the
αij values according to
P11Pij
P1jPi1
= |r1λ1α11µ1s1|
2
|r1λ1α1jµjsj|2
|riλiαijµjsj|2
|riλiαi1µ1s1|2
=
∣∣∣∣∣α11αijα1jαi1
∣∣∣∣∣
2
. (5.3)
The probabilities P11, Pi1, P1j, Pij are estimated by counting transmitted photons.
The definition (2.9) of αij implies that α11 = αi1 = α1j = 1. Hence, the values of
αij are connected to the single-photon transmission probabilities according to
αij =
√
P11Pij
P1jPi1
, (5.4)
which is independent of the losses at the input and the output ports.
The transmission probabilities Pij are estimated by counting transmitted pho-
tons as follows. The estimated values of {αij} are random variables that are
amenable to random error from under-sampling and experimental imperfections.
Thus, data collection is repeated multiple times. For accurate estimation of αij and
its standard deviation δαij , the number B of repetitions is chosen such that the stan-
dard deviation of {Nijbj : bj ∈ {1, . . . , B}} converges in B for all i, j ∈ {1, . . . ,m}.
The mean and standard deviation of {Nijbj : bj ∈ {1, . . . , B}} converge for large
enough B if the cumulants of the distribution are finite [109].
The probabilities Pij are estimated by counting single-photon detection events.
Suppose Nijbj photons are transmitted from input port j to the detector at output
port i when Nbj photons are incident and bj ∈ {1, . . . , B}. For large enough B, the
transmission probability converges according to
Pij ← mean
{
Nijbj
Nbj
: bj ∈ {1, . . . , B}
}
. (5.5)
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Algorithm 2 AmplitudeEstimation: Uses single-photon detection counts
to calculate the amplitudes of the complex entries of the transformation matrix.
•˜ represents our estimate of •.
Input:
• m ∈ Z+, . Number of modes of interferometer.
• Nijbj : {1, . . . ,m} × {1, . . . ,m} × {1, . . . , B} → Z+
. Single-photon detection counts.
• B ∈ Z+ . Number of times single-photon counting is repeated .
Output:
• {α˜ij} ∈ (R+ ∪ 0)m
2
. Estimate of {αij} (2.9).
1: procedure AmplitudeEstimation(m,Nijbj , B)
2: for i, j ∈ {1, . . . ,m} × {1, . . . ,m} do
3: α˜ij ← Mean
(√
N11b1Nijbj/N1jbjNi1b1 : b1, bj ∈ {1, . . . , B}
)
4: end for
5: return {α˜ij}
6: end procedure
Likewise, the amplitudes {αij} are estimated by averaging the single-photon detec-
tion counts according to
αij =
√
P11Pij
P1jPi1
← mean

√√√√N11b1
Nb1
Nijbj
Nbj
Nbj
N1jbj
Nb1
Ni1b1
: b1, bj ∈ {1, . . . , B}

= mean

√√√√N11b1Nijbj
N1jbjNi1b1
: b1, bj ∈ {1, . . . , B}
 . (5.6)
The estimate of αij relies on single-photon counts measured by impinging photons at
the first input port repeatedly (repetition index b1 ∈ {1, . . . , B}) and independently
at the j-th input port (with repetitions labelled by a different index bj ∈ {1, . . . , B}).
Henceforth, we represent our estimate of any parameter • by •˜. The estimate α˜ij
calculated using (5.6) is independent of Nbj and thus resistant to variations in the
incident-photon number Nbj over different input modes j and different repetitions
bj. Thus, our estimates {α˜ij} are accurate in the realistic case of fluctuating
light-source strength and coupling efficiencies.
Finally, the standard deviations σ(α˜ij) of our estimates are calculated according
to
σ(α˜ij)← std. dev.
√√√√N11b1Nijbj
N1jbjNi1b1
: b1, bj ∈ {1, . . . , B}
 , (5.7)
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which converges for a large enough B. In line with standard nomenclature, I refer
to these standard deviations as error bars. Algorithm 2 details the estimation of
{α˜ij} and error bars on the obtained estimates.
Calibration to estimate mode-matching parameter γ
(Algorithm 3)
In this subsection, I describe the procedure to calibrate our light sources for
imperfect mode matching. The mode-matching parameter γ is estimated using one-
and two-photon interference on an arbitrary beam splitter. First, the reflectivity of
the beam splitter is determined using single-photon counting [69]. Next, controllably
delayed photon pairs are incident at the beam splitter inputs and coincidence
counting is performed on the beam splitter output . We introduce a curve-fitting
procedure to estimate the value of γ such that (2.16) best fits the measured
coincidence counts.
The beam-splitter reflectivity, which is denoted by cosϑ, is estimated as follows.
A beam splitter of reflectivity cosϑ effects the 2× 2 transformation
Ubs =
(
cosϑ i sinϑ
i sinϑ cosϑ.
)
=
(
1 0
0 i
)(
1 0
0 tanϑ
)(
1 1
1 − cot2 ϑ
)(
cosϑ 0
0 sinϑ
)(
1 0
0 i
)
, (5.8)
which is in the form of (2.9) with α22 def= cot2 ϑ. The value of α22 is estimated using
single-photon counting as described in Algorithm 2. The estimated beam-splitter
reflectivity is
cos ϑ˜ =
√
α22
1− α22 . (5.9)
The error bar on cos ϑ˜ is estimated by repeating the photon counting along the
lines of Algorithm 2.
Next we estimate γ using two-photon coincidence counting. Controllably delayed
pairs of photons are incident at the two input ports of the beam splitter. Coincidence
measurement is performed at the output ports for different values of time delay
between the two photons. A curve-fitting algorithm is employed to find the best-fit
value of γ, i.e., the value γ˜ that minimizes the squared sum of residues between
the measured counts and the coincidence counts expected from (2.16) for the beam
splitter matrix (5.8). Algorithm 3 details the calculations of γ˜, which is used to
estimate {θij} values accurately.
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Algorithm 3 Calibration Calculates the mode-matching parameter γ of
source-field using a beam splitter of known reflectivity.
Input:
• k,Ω = {ω1, ω2, . . . ωk−1, ωk} ∈ (R+)k . Frequencies at which f1, f2 are
given.
• f1, f2 : Ω→ R+ . Given spectral functions.
• `, T = {τ1, τ2, . . . , τ`} ∈ (R ∪ 0)` . Time delay values coincidence is
measured at.
• Ccal : T → R+ . Measured coincidence curve.
• ϑ ∈ (−pi, pi] . cosϑ is reflectivity of calibrating beam splitter.
Output:
• γ˜ ∈ [0, 1] . Estimate of mode-matching parameter of photon source.
1: procedure Calibration(k,Ω, f1, f2, `, T, Ccal, ϑ)
2: A← {cosϑ, sinϑ, sinϑ, cosϑ} . Beam splitter of reflectivity R (5.8)
3: Φ← {0, pi/2, pi/2, 0} . Beam splitter of reflectivity R (5.8)
4: C(τ, γ) def= Coincidence(Ω, f1, f2, T, A,Φ, γ) . The quantities Ω, f1, f2, Rcal
are given. γ is unknown. Coincidence(Ω, f1, f2, T, Rcal, γ) depends on γ and
τ
5: return γ˜ ← Fit(C(τ, γ), Ccal(τ), 1/Ccal(τ), InitGuesses) . Least-squares
curve fitting to obtain the value of γ that minimizes
∑
τ∈T |Ccal(τ)−C(τ,γ)|2
Ccal(τ) . The
argument 1/Ccal(τ) is the weight function [110] that accounts for experimental
noise, which is assumed to be proportional to
√
C(τ). Ignore values of τ
at which C(τ) = 1. Appendix B details the choice of initial guesses to the
algorithm.
6: end procedure
Two-photon interference to estimate {θij} (Algorithms 4-6)
In this subsection, I describe our procedure to estimate the arguments {θij} of
the representative matrix U (2.9). Our procedure requires the measurement of
coincidence counts for 2(m− 1)2 different choices of input and output ports. Of
these measurements, (m− 1)2 are used to estimate the absolute values {|θij|} of
the arguments and the remaining (m− 1)2 are used to estimate the signs {sgn θij}.
The absolute values {|θij|} are estimated as follows. Single-photon pairs are
incident at input ports 1 and j and coincidence measurements are performed at
output ports 1 and i for i, j ∈ {2, . . . ,m}. The state (2.13) of a photon pair is
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transformed under the action of the 2× 2 submatrix
Ui1j1 =
(√
κ1 0
0 √κi
)(√
λ1 0
0
√
λi
)(
1 1
1αijeiθij
)(√
µ1 0
0 √µj
)(√
ν1 0
0 √νj
)
(5.10)
of U labelled by the rows 1 and i and columns 1 and j. The probability of detecting
a coincidence at the output ports 1, i is
Ci1j1(τ) =κjκ1λjλ1νiν1µiµ1
[ {
α2ij + 1
} ∫
dω1dω2|fj(ω1)f1(ω2)|2
+ 2γαij
∫
dω1dω2fj(ω1)f1(ω2)fj(ω2)f1(ω1) cos (ω2τ − ω1τ + θij)
]
,
(5.11)
which is obtained by setting i′ = j′ = 1 in (2.16).
The measured coincidence counts are used to estimate the value of |θij| as follows.
The shape of the coincidence-versus-τ curve (5.11) depends on the values of αij
and θij. The shape does not depend on the parameters κ1, κi, λ1, λi, µ1, µj, ν1, νj,
which lead to a constant multiplicative factor to the coincidence expression. Further-
more, the shape is unchanged under the transformation θij → −θij for θij ∈ (−pi, pi]
if the spectral functions are identical. Hence, |θij| can be estimated using the
shape of the coincidence function (5.11) and the values {α˜ij} estimated using Algo-
rithm 2. A curve-fitting algorithm estimates the value |θ˜ij| ∈ [0, pi] that best fits the
measured coincidence counts. The calculation of {|θ˜ij|} is detailed in Algorithm 4.
Our procedure computes the signs by using an additional (m− 1)2 coincidence
measurements. First we arbitrarily set θ22 as positive
sgn θ22 = 1 (5.12)
because of the invariance1 of one- and two-photon statistics under complex con-
jugation U → U∗ [69]. The signs of the remaining arguments {θij} are set using
the coincidence counts between output ports {i, i′} when photon pairs are incident
at input ports {j, j′} for a suitable choice of {i′, j′} as I describe below. The
coincidence probability at the output ports i, i′ is
Cii′jj′(τ) =κiκi′λiλi′µjµj′νjνj′
[ (
α2ijα
2
i′j′ + α2ij′α2i′j
) ∫
dω1dω2|fj(ω1)fj′(ω2)|2
+ 2γαijαij′αi′jαi′j′
∫
dω1dω2fj(ω1)fj′(ω2)fj(ω2)fj′(ω1)
× cos (ω2τ − ω1τ + βii′jj′)
]
, (5.13)
1 Expectation values of Fock-state projection measurement with Fock-state inputs are un-
changed under U → U∗ if the spectral functions are equal f1(ω) = f2(ω). Otherwise, the sign
of −α22 can be ascertained using the difference in the τ > 0 and τ < 0 coincidence counts in
C2,2,1,1(τ).
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Algorithm 4 Argument2Port: Calculates the unknown complex argument
in the entries of a 2× 2 transformation using a two-photon coincidence curve.
Input:
• k,Ω = {ω1, ω2, . . . ωk−1, ωk} ∈ (R+)k . f1, f2 are measured at frequencies
Ω.
• f1, f2 : Ω→ R+ . measured spectra.
• `, T = {τ1, τ2, . . . , τ`} ∈ (R ∪ 0)` . Time delay values coincidence is
measured at.
• Cexp : T → R+ . Measured coincidence curve.
• A← {αij, αij′ , αi′j, αi′j′} . Complex amplitudes of 2× 2 submatrix of
A (2.9).
• Θ← {θij′ , θi′j, θi′j′ ∈ (−pi, pi]} . Three complex arguments of submatrix.
• γ . Mode-matching parameter of photon source.
Output:
• |θ˜ij| . Estimated magnitude of the unknown complex argument.
1: procedure Argument2Port(k,Ω, f1, f2, `, T, Cexp, A,Θ, γ)
2: Φ def= {θij, θij′ , θi′j, θi′j′}. Set of three known phases and one unknown phase.
3: C(τ, θij) def= Coincidence(Ω, f1, f2, T, A,Φ, γ)
4: return θ˜ij ← |LM(C(τ, θij), Cexp(τ), 1/Cexp(τ))|
. Use curve fitting to compute the θij value that minimizes∑
τ∈T |Cexp(τ)−C(τ,γ)|2
Cexp(τ) .
5: end procedure
where
βii′jj′
def= |θi′j′ − θij′ − θi′j + θij| ∈ [0, pi]. (5.14)
Curve fitting is employed to estimate the value of βii′jj′ that best fits the measured
coincidence counts.
The estimated value of βii′jj′ is employed by Algorithm 5 to ascertain the sign
of θij. Algorithm 5 relies on the identity
sgn θij = sgn
(
|βii′jj′ − β−ii′jj′| − |βii′jj′ − β+ii′jj′|
)
, (5.15)
and on known values of
β±ii′jj′
def= |θi′j′ − θij′ − θi′j ± |θij||, β±ii′jj′ ∈ [0, pi] (5.16)
to ascertain the sign of θij . If the sign of θij is positive, then βii′jj′ = β+ii′jj′ and (5.15)
returns a positive sgn θij. Otherwise, βii′jj′ = β−ii′jj′ , in which case (5.15) gives a
negative sign.
CHAPTER 5. CHARACTERIZATION OF LINEAR OPTICAL
INTERFEROMETER 50
Algorithm 5 SignCalc: Calculates the complex-phase sign of an element of
the 2× 2 submatrix of an interferometer transformation matrix.
Input:
• β ≡ |θi′j′ − θij′ − θi′j + θij| . As defined in (5.15).
• θi′j′ , θij′ , θi′j, |θij| . Equations (5.15-5.16).
Output:
• sgn θij . Sign of θ ∈ (−pi, pi] is defined in (5.2)
1: procedure SignCalc(β, θi′j′ , θij′ , θi′j, |θij|)
2: β+ ← |θi′j′ − θij′ − θi′j + |θij|| . If θij < 0, then β = β−.
3: β− ← |θi′j′ − θij′ − θi′j − |θij|| . If θij > 0, then β = β+.
4: sgn θij ← sgn |β − β−| − |β − β+|
5: return sgn θij
6: end procedure
Algorithm 6 iteratively chooses indices i, i′, j, j′ such that the signs of θij′ , θi′j, θi′j′
have already been ascertained before ascertaining the sign of θij. In each iteration,
the values of β±ii′jj′ are calculated by substituting |θij|, |θij′|, |θi′j|, |θi′j′|, sgn θij′ , sgn θi′j, sgn θi′j′ .
The algorithm estimates βii′jj′ by curve fitting measured coincidence counts to (5.13).
Algorithm 5 is ascertains the sign of θij using the estimates of βii′jj′ and β±ii′jj′ . One
suitable ordering of indices ii′jj′, which I depict in Figure 5.1, is
• set i′ = 2, j′ = 1 to determine sgnθi2 for i ∈ {3, . . . ,m} (Figure 5.1b),
• set i′ = 1, j′ = 2 to determine sgnθ2j for j ∈ {3, . . . ,m} (Figure 5.1c),
• set i′ = 2, j′ = 2 to determine sgnθij for (i, j) ∈ {3, . . . ,m} × {3, . . . ,m}
(Figure 5.1d).
In summary, sgn θij is determined using the values of βii′jj′ , which are estimated
by curve fitting and of β±ii′jj′ , which are computed using the signs and amplitudes
of θij′ , θi′j, θi′j′ . Algorithms 4-6 detail the step-by-step procedure to determine the
absolute values and the signs of {θij}.
For certain interferometers U , the ordering of indices ii′jj′ depicted in Figure 5.1
can lead to instability in the characterization procedure. 5.3 elucidates on this
instability and presents strategies to counter the instability. This completes our
procedure to characterize the matrix A for representative matrix U = LAM . In
the next subsection, I present a procedure to estimate the matrix that is most
likely for the characterized matrix A.
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Algorithm 6 ArgumentCalc: Calculate {θij} using two-photon coincidences
Input:
• k,Ω = {ω1, ω2, . . . ωk−1, ωk} ∈ (R+)k . f1, f2 are measured at frequencies
Ω.
• f1, f2 : Ω→ R+ . measured spectra.
• `, T = {τ1, τ2, . . . , τ`} ∈ (R ∪ 0)` . Time delay values coincidence is
measured at.
• Cexpii′jj′(τ) for (i, i′, j, j′) ∈ {1, 2} × {1, . . . ,m} × {1, 2} × {1, . . . ,m}, i 6=
i′, j 6= j′
. Measured coincidence at output ports i′, j′ when photons that have
mutual delay τ are incident at input ports i, j.
• α˜ : {2, . . . ,m} × {2, . . . ,m} → R+ . Complex amplitudes (2.9).
• γ ∈ [0, 1] . Mode-matching parameter estimated using Algorithm 3.
Output:
• θ˜ij : {1, . . . ,m} × {1, . . . ,m} → (−pi, pi] . Complex Arguments (2.9).
1: procedure ArgumentCalc(k,Ω, f1, f2, `, T, Cexpii′jj′(τ), αij, γ)
2: for i in {1, . . . ,m} do
3: θi1, θ1i, sgn θi1, sgn θ1i ← 0 . The first row, column are real valued.
4: end for
5: for (i, j) in {2, . . . ,m} × {2, . . . ,m} do
6: A← {1, 1, 1, αgh}, Φ← {0, 0, 0} . 2× 2 matrix: rows 1, i, columns 1, j.
7: |θ˜ij| ← Argument2Port
(
Cexp1i1jT,Ω, f1, f2, T, A,Φ, γ
)
8: end for
9: sgn θ22 ← 1 . The sign of θ22 is positive by definition.
10: for (i, i′, j, j′) ∈ {2} × {3, . . . ,m} × {2} × {3, . . . ,m} ∪ {1} × {2} × {2} ×
{3, . . . ,m} ∪ {2} × {3, . . . ,m} × {1} × {2} do
11: A← {0, 0, 0},Φ← {0, 0, 0}
12: βi,i′,j,j′ ← Argument2Port(Cexpii′jj′(τ),Ω, f1, f2, T, A,Φ, γ)
13: end for
14: for i in {3, . . . ,m} do
15: θ˜i2 ← |θ˜i2|SignCalc(β122i, 0, θ22, 0, |θi2|, ));
16: θ˜2i ← |θ˜2i|SignCalc(β2i12, 0, θ22, 0, |θ2i|, ));
17: end for
18: for (i, j) in {3, . . . ,m} × {3, . . . ,m} do
19: θ˜ij ← |θ˜ij|SignCalc(βii′jj′ , θ22, θi2, θ2j, |θij|)
20: end for
21: return {θij}
22: end procedure
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(d)
Figure 5.1: A depiction of the sign estimation procedure in Lines 9–22 of Algorithm 6.
(a) The first row and first column arguments {θi1}, {θ1j} are zero, so their signs
are arbitrarily set as positive. θ22 is set as positive according to (5.12). (b) The
sign of each second row argument θi2 is set using the known values |θ22|, |θi2| and
coincidence measurement for input ports 1, 2 and output ports 2, i as in Line 15.
(c) The sign of each second column argument θ2j is set using the known values
|θ22|, |θ2j| and coincidence measurement for input ports 2, j and output ports 1, 2
as in Line 16 of Algorithm 6. (d) The signs of each remaining argument θij is
set using the known values |θ22|, |θi2|, |θ2j| and coincidence measurement for input
ports 2, j and output ports 2, i in Line 19 of Algorithm 6.
Maximum-likelihood estimation for finding unitary matrix
At this stage, we have estimated the matrix A (2.9). The diagonal matrices L
and M can be uniquely determined from A as follows. The representative matrix
U = LAM is unitary so we have
UU † = 1, (5.17)
which, upon substitution U = LAM , implies that
LAMM∗A†L∗ = 1
=⇒ AMM∗A† = L−1L∗−1. (5.18)
Considering the first columns of the matrices (5.18) gives
AijM
∗
jjMjjA
†
j1 =

1
0
...
0
 (5.19)
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or
A

µ1
µ2
...
µm
 =

1
0
...
0
 . (5.20)
Similarly, using U †U = 1 we obtain
A†

1
λ2
...
λm
 = 1µ1

1
0
...
0
 . (5.21)
Equations (5.20) and (5.21) are systems of linear equations that can be solved for
L and M respectively using standard methods [111]. The solutions L and M of the
linear systems and the characterized matrix A give us the representative matrix
U = LAM .
Algorithm 7 MaxLikelyUnitary: Calculates unitary matrix that has
maximum likelihood of generating estimated {αij}, {θij}
Input:
• α˜ : {1, . . . ,m} × {1, . . . ,m} → R+ ∪ 0. Estimated amplitudes of A (2.9).
• θ˜ : {1, . . . ,m} × {1, . . . ,m} → (−pi, pi] . Estimated arguments of A (2.9).
Output:
• W ∈ SU(n) . Unitary matrix with maximum likelihood of generating A.
1: procedure MaxLikelyUnitary(αij, θij)
2: λ1 ← 1
3: {µ˜i : i ∈ {1, . . . ,m}} ← solution of system (5.20) of linear equations.
4: {λ˜i : i ∈ {2, . . . ,m}} ← solution of system (5.21) of linear equations.
5: U˜ij ← λ˜iα˜ijeiθ˜ij µ˜j
6: W ←
(
U˜ U˜ †
)− 12 U˜ . Assumption: Uij − U˜ij is an iid Gaussian random
variable with zero mean for all i, j ∈ {1, . . . ,m}.
7: end procedure
The experimentally determined A˜ is different from the actual A because of
random and systematic error in the experiment, where I denote the experimentally
determined values of interferometer parameter • by •˜. Similarly, the L˜ and M˜
matrices obtained by solving Equations (5.20) and (5.21) for A˜ (rather than A)
differ from the actual L and M respectively. The estimated U˜ = L˜A˜M˜ is thus
a non-unitary matrix and is not equal to U in general. Furthermore, U˜ is a
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random matrix, which depends on the random errors in the one- and two-photon
experimental data.
We employ maximum-likelihood estimation to calculate the unitary matrix
W that best fits the collected data. First, bootstrapping techniques are used to
estimate the probability-density functionpdf of the entries of the random matrix
U˜ [112,113]. Next, standard methods in maximum-likelihood estimation [114] are
employed to find the unitary matrix W . Maximum-likelihood estimation simplifies
under the assumption that the error on U˜ is a Gaussian random matrix ensemble, i.e,
that the matrix entries
{
U˜ij
}
are complex independent and identically distributed
(iid) Gaussian random variables centred at the correct matrix entries. In this case,
the most likely unitary matrix W is the one that minimizes the Frobenius distance
from U˜ [115]. The unitary matrix
W =
(
U˜ U˜ †
)− 12 U˜ , (5.22)
minimizes the Frobenius distance from U˜ [116]. Thus, if the random errors {Uij −
U˜ij} in the matrix elements are iid Gaussian random variables with mean zero,
then W is the best-fit unitary matrix. Figure 5.2 is a depiction of the actual, the
estimated and the most likely transformation matrices. Algorithm 7 computes W .
This completes our procedure to estimate the most-likely unitary matrix W
that represents the linear optical interferometer. In the next section, I present a
procedure to estimate the error bars on the entries of the estimated representative
matrix W accurately.
Bootstrapping to estimate error bars (Algorithm 8)
In this section, I present a procedure to estimate the error bars on the matrix
entries {Wij} of the characterized representative matrix W . The entries {Wij}
computed by Algorithms 1–7 are random variables because of random error in
experiments. Obtaining accurate error bars on these random variables is important
for using characterized linear optical interferometers in quantum computation and
communication. Current procedures compute error bars under the assumption that
Poissonian shot noise is the only source of error in experiment [38,40].
We choose to employ bootstrapping on the data determine error bars [112,113,
117–119]. Monte-Carlo simulation is widely used but this technique is not applicable
here because the Poissonian shot noise assumption is not reliable given the presence
of other sources of error some of which are not understood. Bootstrapping is
preferred because the nature of the error need not be characterized and instead
relies on random sampling with replacement from the measured data. Bootstrapping
can be employed to yield estimators such as bias, variance and error bars.
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Figure 5.2: A depiction of the error in reconstruction of the interferometer matrix U .
The matrix U represents the unitary transformation effected by the interferometer.
U˜ is the complex-valued transformation matrix returned by the reconstruction
procedure. Algorithm 7 returns W , which represents the unitary matrix that is
most likely to have generated the data collected in the characterization experiment.
Algorithm 8 calculates the error bars σ(Wij) using estimates of the {Wij} pdf’s,
which are obtained using bootstrapping as follows. The algorithm simulates N
characterization experiments using the one- and two-photon data, i.e., the inputs
to Algorithms 1–7. In each of the N rounds, the one- and two-photon data are
randomly sampled with replacement (resampled) to generate simulated data. The
data thus simulated are given as inputs to Algorithms 1–7, which return the
simulated representative matrices{
W ′b : b ∈ {1, . . . , N}, N ∈ Z+
}
. (5.23)
The pdf’s of the simulated-matrix entries {W ′bij : b ∈ {1, . . . , N}} converge to the
pdf’s of the respective elements {Wij} for large enough N [120,121].
The simulated data are obtained in each round by resampling from the one-
and two-photon experimental data as follows. Single-photon detection counts are
simulated by resampling from the set {Nijbj : bj ∈ {1, . . . , B}} of experimental
detection counts (Line 17 of Algorithm 8). Two-photon coincidence counts are simu-
lated by shuffling residuals obtained on curve-fitting experimental data. Specifically,
the algorithm (Line 12) resamples from the set
{r(τ) = Cexpii′jj′(τ)− Cii′jj′(τ) : τ ∈ T} (5.24)
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of residuals obtained by fitting experimentally measured coincidence counts to
function Cii′jj′(τ) (2.16). The resampled residuals are added to the fitted curve
to generate the simulated data (Line 14).2 Algorithms 1–7 are used to obtain the
simulated elements Wij of the representative matrix. Finally, the error bars on the
{Wij} are estimated by the standard deviation of the pdf of the elements.
This completes the characterization of representative matrix W and the error
bars on its elements. The next section details a procedure for the scattershot
characterization of the interferometer to reduce the experimental time required for
characterizing a given interferometer.
5.2 Scattershot characterization for reduction
in experimental time
In this section, I present a scattershot-based characterization approach to effect a
reduction in the characterization time [57, 124]. Our scattershot approach reduces
the time required to characterize an m-mode interferometer from O (m4) to O (m2)
with constant error in the interferometer-matrix entries.
The straightforward approach of characterization involves coupling and decou-
pling light sources successively for each one- and two-photon measurement. In
contrast, the scattershot characterization relies on coupling heralded nondetermin-
istic single-photon sources to each of the input ports of the interferometer and
detectors to each of the output ports. Controllable time delays are introduced at
two input ports, which are labelled as the first and second ports. All sources and
detectors are switched on and the controllable time-delay values are changed first
for the first port and then for the second port.
Single-photon data are collected by selecting the events in which exactly one of
the heralding detectors and exactly one of the output detectors register a photon
simultaneously. Two-photon coincidence events at the outputs are counted when
two heralding detectors register photons. The controllable time delays introduced
at the first and second input ports ensure that each of the 2(m− 1)2 coincidence
measurements is performed. Note that our characterization procedure (Algorithms 1–
8) yields accurate estimates of interferometer parameters even when photon sources
with different spectral functions are used. In summary, the required characterization
data are collected by selectively recording one- and two-photon events. The setup
for the scattershot characterization of an interferometer is depicted in Figure 5.3.
2 The pdf of the residuals is different for different values of τ . We assume that the pdf’s for
different τ are of the same functional form, albeit with different widths. The distribution of the
residuals for different values of τ are determined using standard methods for non-parametric
estimation of residual distribution [122, 123]. Algorithm 8 normalizes the residuals before
resampling from the residual distribution.
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Algorithm 8 Bootstrap: Estimate error bars on {Wij}.
Input:
• k,Ω, f1, f2 : Ω→ R+ . Spectral functions: same as Algorithm 3.
• `, T = {τ1, τ2, . . . , τ`} ∈ (R ∪ 0)` . Time delay values.
• m,Ccal(τ), Cexpii′jj′(τ) for τ ∈ T and (i, i′, j, j′) . Same as Algorithms 3
and 6.
• B,Nijbj : {1, . . . ,m} × {1, . . . ,m} × {1, . . . , B} → Z+ as in Algorithm 2.
• N . Number of bootstrapping samples.
Output:
• σ (reWij) , σ(imWij) : {1, . . . ,m} × {1, . . . ,m} → R+ . Error in W
elements.
1: procedure Bootstrap(k,Ω, f1, f2, `, T, γ, Cexpii′jj′(τ), θij, B,Nijb, N)
2: A← {cosϑ, sinϑ, sinϑ, cosϑ}, Φ← {0, pi/2, pi/2, 0}
3: Residualscal(τ)← Ccal(τ)−Coincidence(k,Ω, f1, f2, `, T, A,Θ, γ)
4: NormalResidualscal(τ)← Residualscal(τ)
Cfit(τ) . Assumption: Residuals
cal(τ) pdf
width ∝ Cfit(τ).
5: for (i, i′, j, j′) ∈ {1, 2} × {1, . . . ,m} × {1, 2} × {1, . . . ,m}, i 6= i′, j 6= j′ do
6: A← {αi′j′ , αi′j, αij′ , αij}, Φ← {θi′j′ , θi′j, θij′ , θij}
7: Cfitii′jj′ ← Coincidence(k,Ω, f1, f2, `, T, A,Θ, γ)
8: Residualsii′jj′(τ)← Cexpii′jj′(τ)− Cfitii′jj′(τ)
9: NormalResidualsii′jj′(τ)← Residualsii′jj′ (τ)Cfit
ii′jj′ (τ)
10: end for
11: for n = 1 to N do
12: ShuffledNormalResidualscal(τ) ← Resample |T | residuals from
NormalResidualscal(τ)
13: ShuffledResidualcal(τ)← Cfit(τ)× ShuffledNormalResidualscal(τ)
14: Cn(τ) = Cfit(τ) + ShuffledResidual(τ)
15: γn ← Calibration(k,Ω, f1, f2, `, T, Cb, ϑ)
16: for (i, i′, j, j′) ∈ {1, 2} × {1, . . . ,m} × {1, 2} × {1, . . . ,m}, i 6= i′, j 6= j′
do
17: αnij ←Mean
√
N11b1Nijbj/N1jbjNi1b1 from B values each of b1, bj
drawn with replacement from {1, . . . , B}
18: ShuffledNormalResidualsii′jj′(τ) ← |T | entries in
NormalResidualsii′jj′(τ)
19: ShuffledResidualii′jj′(τ) ← Cfitii′jj′(τ) ×
ShuffledNormalResidualsii′jj′(τ)
20: Cnii′jj′(τ) = Cfitii′jj′(τ) + ShuffledResidualii′jj′(τ)
21: end for
22: {θnij} = ArgumentCalc(k,Ω, f1, f2, `, T, Cnii′jj′(τ), αij, γ)
23: {W ′bij} =MaxLikelyUnitary
({
αnij}, {θnij
})
24: end for
25: for (i, j) in {1, . . . ,m} × {1, . . . ,m} do
26: σ(reWij) = std. dev. ({reWij}) ; σ(imWij) = std. dev. ({imWij})
27: end for
28: end procedure
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U
Figure 5.3: Schematic diagram of the procedure for scattershot characterization of
a five-mode interferometer U . Heralded single-photon sources are coupled to the
inputs of the interferometer and controllable time delays are introduced at the first
two ports. All sources and detectors are switched on and the controllable time delay
values are changed for the first port and then for the second port. The required
characterization data are collected by selectively recording one- and two-photon
events.
Now I quantify the experimental time required in the characterization of a
linear optical interferometer. Our characterization procedure requires Bm2 single-
photon counting measurements and 2(m− 1)2 coincidence-counting measurements
to characterize an m-mode interferometer. We estimate the time required for
each of these measurements such that random errors in the {αij}, {θij} estimates
remain unchanged with increasing m. To ensure constant error in the {αij}, {θij}
estimates, we require that the number of one- and two-photon detection counts
remain unchanged with increasing m. The probability of photon detection at the
output decreases with increasing m because of the concomitant decrease in the
transmission amplitudes {αij}.
The amplitudes {αij} drop as O (1/√m) because of the unitarity of U [5]. Hence,
one- and two-photon transmission probabilities (2.14,2.16) decrease as 1/m and
1/m2, respectively. More photons need to be incident at the interferometer input
ports to offset this decrease in transmission probabilities. Therefore, maintaining a
constant standard deviation in the {αij} and {θij} measurements requires O (m)
and O (m2) scaling respectively in the number of incident photons, which amounts
to an overall O (m4) scaling in the experimental time requirement. Scattershot
characterization allows (m − 1)2 different sets of the one- and two-photon data
to be collected in parallel thereby reducing the time required to characterize
the interferometer by a factor of (m − 1)2. The overall time required for the
characterization decreases from O (m4) to O (m2) if the scattershot approach is
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employed.
Our analysis of scattershot characterization assumes that the coupling losses
are small and that weak single-photon sources are used, i.e., that the probability of
multi-photon emissions from the heralded sources is small as compared to single-
photon emission probabilities. These assumptions are expected to hold for on-chip
implementations of linear optics that have integrated single-photon sources and
detectors.
Light sources used at each input port in our scattershot-based characterization
procedure differ spectrally in generally. Our characterization procedure is accurate
despite this difference because we measure source-field spectra and using these data
in the curve-fitting procedure.
We have developed the scattershot approach which has advantages and dis-
advantages but on balance is a superior experimental approach to consecutive
measurement. The advantage is that the time requirement for characterization if
reduced by a factor that scales as O (m2). The disadvantage is the overhead of
requiring one source at each input port and one detector at each output port. The
disadvantage is not daunting because these requirements are commensurate with
other active investigations of QIP such as LOQC and scattershot BosonSampling.
In fact, state of the art implementations [57] meet our increased requirements for
scattershot characterization.
5.3 Removal of instability in sgn θij estimation
In this section, I describe an instability in our characterization procedure, which
can yield large error in the {Wij} output for small error in the experimental data
Cexpii′jj′(τ) in case of certain interferometers W . We present a strategy to circumvent
this instability by means of collecting and processing additional experimental data.
The instability in the characterization procedure arises because of an instability
in estimation of {sgn θij} (Algorithm 5). Small error in the measured coincidence
counts can lead to the wrong inference of sgn θij, which can lead to a large error
‖W − U‖ in the characterized matrix W . Recall that Algorithm 5 uses the
identity sgn θij = sgn
(∣∣∣βii′jj′ − β+ii′jj′ ∣∣∣− ∣∣∣βii′jj′ − β−ii′jj′∣∣∣) (5.15) to determine the
sign of the arguments, where β±ii′jj′
def= |θi′j′ − θij′ − θi′j ± |θij|| and the values of
βii′jj′ , θi′j′ , θi′j, θij′ , |θij| are estimated by curve fitting.
Random and systematic error in measured coincidence counts can lead to
estimate of variables βii′jj′ , θi′j′ , θi′j, θij′ , |θij| differing from their actual values. The
estimation of sgn θij is unstable if the θi′j′ − θi′j − θij′ term (5.15) is close to 0 or pi
because, in this case, a small error in the βii′jj′ estimate can lead to an incorrect
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Figure 5.4: An illustration of the instability in the θij characterization procedure
for an interferometer with m = 5 modes. (a) If the value of |θ22− θ52− θ24| is close
to 0 or pi, then small error in Cexp2524(τ) can lead to an error in the estimation of
sgn(θ54). (b) The instability in the θ54 can be removed by collecting two-photon
coincidence data for output ports 2, 5 and input ports 3, 4, and using the values of
θ23, θ53, θ24 instead of θ22, θ52, θ24 values.
sgn θij estimate. In other words, the sign estimates are unstable if the values of
θrefii′jj′ = min [θi′j′ − θij′ − θi′j, pi − (θi′j′ − θij′ − θi′j)] , (5.25)
are small compared to the error in our βii′jj′ , θi′j′ , θi′j, θij′ , |θij| estimates.
We mitigate the sign-inference instability by making two modifications to our
characterization procedure; the first modification removes instability from the
sign-inference of the second row and second column elements whereas the second
modification prevents incorrect inference of the remaining signs. The inference of
{sgn θi2}, {sgn θ2j} (Lines 14–17, Figures 5.1b, 5.1c) is unstable if
θrefi2j2 = min(θ22, pi − θ22) (5.26)
is small as compared to the error in the βi2j2, θ22, θ2j, θi2, |θij| estimates. Hence, we
relabel the interferometer ports such that θ22 is as far away from 0 and pi as possible.
Specifically, after the amplitudes of the phases have been estimated (Line 8 of
Algorithm 6), we choose i, j for which |θij − pi/2| is minimum, and we swap the
labels of input ports 2, j and output ports 2, i. We measure two-photon coincidence
counts based on this new labelling and process it using Algorithm 6. The instability
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in the procedure for estimation of the {θi2}, {θ2j} signs is removed as a result of
the relabelling.
The second modification is aimed at removing the instability in the remaining
signs. The procedure estimates the remaining signs by using {Cexpii′jj′(τ)} values
for i′ = j′ = 2. The estimation of θij is unstable if θrefi2j2 is small as compared to
the error in the βi2j2, θ22, θ2j, θi2, |θij| estimates. We make a heuristic choice of a
threshold angle θT that accounts for the error in these variables, and we reject any
sgn θij inferred using θrefi2j2 ≤ θT. Additional two-photon coincidence counting is
performed and employed to estimate these values of θij , as detailed in the following
lines that can be added to the algorithm to remove the instability
17 + 1: for (i, j) in {3, . . . ,m} × {3, . . . ,m} do
2: if θri2j2 < θT then
3: Choose i′ 6= 1, i and j′ 6= 1, j such that |θi′j′ − θij′ − θj′j| is closest to
pi/2.
4: Cexpii′jj′(τ)← Coincidence counts for input ports j, j′ and output ports
i, i′.
5: A← {0, 0, 0},Φ← {0, 0, 0}
6: βii′jj′ ← Argument2Port(Cexpii′jj′(τ),Ω, f1, f2, T, A,Φ, γ)
7: θij ← θijSignCalc(βii′jj′ , θi′j′ , θij′ , θi′j, |θij|)
8: end if
9: end for
Figure 5.4 illustrates the rejection of those i, j choices for which θrefi2j2 ≤ θT and the
use of Cexpii′jj′(τ), j′ 6= 2 counts to obtain a correct estimate of sgn θij. We thus remove
the instability in the estimation of {θij} and in the estimation of the representative
matrix W .
5.4 Summary of procedure and discussions
In this section, I summarize our characterization procedure for a less formally
oriented audience. We describe the processing of the collected experimental data
by the various algorithms presented in Section 5.1. We compare our procedure with
the existing procedure for the characterization of linear optics using one- and two-
photon interference [69]. We provide numerical evidence that our characterization
procedure promises enhanced accuracy and precision even in the presence of shot
noise and mode mismatch.
The experimental data required by our procedure to characterize an m-mode
interferometer includes the following one- and two-photon measurements. The
number Nijbj (5.1) of single-photon detection events is counted at the j-th output
port when single photons are incident at the i-th input port. This single-photon
counting is repeated B times for each of the input ports and output ports, where
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B is chosen such that the cumulants of the set {Nijbj : bj ∈ {1, . . . , B}} converge.
The single-photon counts {Nijbj} are received by Algorithm 2, which returns the
{αij} (2.9) estimates using Equation (5.6).
The spectral function fj(ω) (2.12) of the light incident at each input port
j is measured. This function is used by Algorithm 1 to calculate the expected
two-photon coincidence curves using Equation (2.16). Fitting experimental data
to these coincidence curves yields an accurate estimate of the mode-matching
parameter during calibration and the arguments {θij} in the argument-estimation
procedure. Thus, the spectral function fj(ω) serves as an input to the algorithms
for the estimation of the mode-matching parameter and of the arguments {θij}
(Algorithms 3–6).
The mode-matching parameter γ is estimated by performing coincidence mea-
surement on a beam splitter that is separate from the interferometer but is con-
structed using the same material. First, we use single-photon data to estimate
the reflectivity cosϑ of the beam splitter according to Equation (5.9). Imperfect
mode-matching changes the shape of the coincidence curve, and we find γ by com-
paring the shapes of (i) the curve expected for reflectivity cosϑ and (ii) the curve
obtained experimentally. The estimated beam splitter reflectivity, the measured
spectra and the coincidence counts are received as inputs by Algorithm 3, which
returns an estimate of γ.
Algorithm 6 uses two-photon coincidence counts to estimate the arguments
{θij}. Coincidence counts are measured for the input ports j, j′ and output ports
i, i′ for the 2(m− 1)2 sets
(i, i′, j, j′) ∈ {1, 2} × {1, . . . ,m} × {1, 2} × {1, . . . ,m}, i 6= i′, j 6= j′ (5.27)
of input and output ports. In other words, coincidence counts are measured for
different choices of two input ports and two output ports, such that each of the
choices includes (i) either the first or the second input ports and (ii) either the first
or the second output port. Algorithm 6 receives as input the measured spectra, the
{αij} values estimated by Algorithm 2, the γ value estimated by Algorithm 3 and
the two-photon coincidence data for the choice (5.27) of input ports. The algorithm
returns the {θij} estimates. The computed estimates of {αij} and of {θij} yield the
representative unitary matrix W (5.22) that has maximum likelihood of describing
the characterized interferometer (Algorithm 7). This completes a summary of our
procedure for characterization of the interferometer.
Algorithm 8 employs bootstrapping to find the error bars on the elements
{Wij} of the characterized unitary matrix. The bootstrapping procedure uses the
experimental data that is received by Algorithms 1–7 and repeatedly simulates
experiments by resampling from the experimental data. The number N of repe-
titions is chosen such that the pdf’s of the {Wij} elements over many rounds of
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simulation converge. The error bars on the {Wij} elements are computed based on
the estimated pdf’s of the elements. Our procedure thus enables the estimation of
meaningful error bars on the characterized unitary matrix.
Bootstrapping is employed to test the goodness of fit between the experimental
curve and expected curves [125]. Experiments [28,71] can employ bootstrapping
instead of the incorrect χ2-confidence measure to test if the data are consistent
with quantum predictions or with the classical theory.
Finally, we recommend a scattershot approach for reducing the experimental
time required to characterize interferometers. The approach involves coupling
heralded nondeterministic single-photon sources at each of the input ports and
single-photon detectors at each of the output ports. All the sources and the detectors
are switched on in parallel. Single-photon counts are recorded selectively as two-
photon coincidences between the heralding detectors and the output detectors,
whereas two-photon events are recorded when two heralding detectors and two
output detectors record photons. Controllable time delays are introduced at the first
and second input ports so coincidences between each of the 2(m− 1)2 choices (5.27)
of input and output ports are recorded. The scattershot approach reduces the
experimental time required to characterize an m-mode interferometer from O (m4)
to O (m2).
Now we compare and contrast our procedure with the Laing-O’Brien proce-
dure [69]. Our procedure is inspired by the Laing-O’Brien procedure in that it
employs (i) a ‘real-bordered’ parameterization (2.9) of the representative matrix
and modelling of linear losses at the interferometer ports, (ii) a ratio of single-
photon data to estimate the complex amplitudes of the matrix elements and (iii) an
iterative procedure that uses two-photon data to estimate the amplitudes of the
complex arguments and to estimate the signs of the complex arguments.
Our procedure differs from the Laing-O’Brien [69] procedure in that we use
averaged value (5.6) of the ratio of single-photon detections over many runs rather
than the ratio of averaged values. This difference ensures accuracy of our procedure
even under fluctuation in the number of incoming photons. Such fluctuations might
arise from fluctuations in pump strength of the single photon source or in the
strength of coupling between photon source and interferometer.
Another advance in our method is the curve-fitting procedure for estimating
complex arguments of interferometer matrices. The Laing-O’Brien procedure
requires coincidence-curve visibilities to estimate complex arguments αij. Whereas
the Laing-O’Brien procedure recommends coincidence probabilities be measured
at zero time delay and also at time delays large as compared to the temporal
spread of the wave-packet, in practice, current implementations determine the
visibilities by fitting experimental data to Gaussian curves [52, 55, 126–129]. These
implementations are flawed because source spectra differ from Gaussian in general.
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Our procedure is accurate because the data are fit to curves computed from spectral
functions, rather than fitting to Gaussians.
We introduce the calibration subroutine, which relies on the estimation of the
mode mismatch in the source field. Spatial and polarization mode mismatch is
not an issue of major concern in waveguide-based interferometers, which typically
operate in the single-photon regime. In these interferometers, the calibration step of
our procedure can be neglected without decreasing accuracy. The mode-mismatch
parameter γ, which is an input of the curve-fitting procedure, is set to unity.
In the context of bulk-optics, our calibration step ensures accuracy and precision
if (i) γ is identified as the maximum-possible source overlap in the spatial and
polarization degrees of freedom and (ii) the experimentalist adjusts the setup to
maximize coincidence visibility for the calibrating beam splitter and for each choice
of interferometer inputs ports. Such an adjustment will ensure that the source
overlap acquires its maximum-possible value γ in each of the coincidence-curve
measurements. This maximum value is a property of the sources used and is
independent of source alignment and focus so is expected to remain unchanged
between different confidence measurements.
Other advances made in our characterization procedure over existing procedures
include (i) a maximum likelihood estimation approach to determine the unitary
matrix that best fits the data (ii) a bootstrapping based procedure to obtain
meaningful estimates of precision and (iii) a scattershot-based procedure to improve
the experimental requirements of characterization.
5.5 Conclusion
In conclusion, we devise a one- and two-photon interference procedure to charac-
terize any linear optical interferometer accurately and precisely. Our procedure
provides an algorithmic method for recording experimental data and computing
the representative transformation matrix with known error.
The procedure accounts for systematic errors due to spatiotemporal mode
mismatch in the source field by means of a calibration step and corrects these
errors using an estimate of the mode-matching parameter. We measure the spectral
function of the incoming light to achieve good fitting between the expected and
measured coincidence counts, thereby achieving high precision in characterized
matrix elements. We introduce a scattershot approach to effect a reduction in the
experimental requirement for the characterization of interferometer. The error bars
on the characterized parameters are estimated using bootstrapping statistics.
Bootstrapping computes accurate error bars even when the form of experimental
error is unknown and is, thus, advantageous over the Monte Carlo method. Hence,
our bootstrapping-based procedure for estimating error bars can replace the Monte
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Carlo method used in existing linear-optics characterization procedures. We thus
open the possibility of applying bootstrapping statistics for the accurate estimation
of error bars in photonic state and process tomography.
Chapter 6
Numerical and experimental
verification of accurate and
precise characterization of linear
optics
This chapter presents experimental and numerical evidence of the accuracy and
precision of our characterization procedure that was detailed in the preceding
chapter. Section 6.1 comprises numerical simulations to compare our procedure
with existing procedures. Section 6.2 presents experimental data comparing the
accuracy and precision of our procedure with existing procedures.
The majority of the material in Section 6.1 is taken from my article [2] that I co-
authored with Abdullah Khalid, He Lu and Barry C. Sanders. Those parts that are
reproduced verbatim from our journal paper are listed in “Thesis content previously
published”. A manuscript reporting the experimental verification presented in
Section 6.2 is in preparation.
6.1 Numerical verification
This section comprises the methods and results of the numerical simulations
performed to verify the accuracy and precision of our characterization procedure
as compared to existing procedures. We simulated one- and two-photon data
using experimentally measured spectra and performed characterization many times
using different procedures. Our procedure showed substantial advantage over
alternative characterization procedures. I detail the methods employed in our
numerical simulations in Section 6.1 before presenting the results of the simulation
in Section 6.1.
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Numerical verification: Methods
Here I detail the numerical methods employed to compare the accuracy of our
procedure with existing procedures. We repeatedly simulated experimental data for
randomly sampled interferometer matrices, simulated characterization on the sam-
pled interferometer and computed the error between the expected and characterized
interferometer matrices.
Two aspects in which our procedure differs from the Laing-O’Brien procedure are
that we fit to curves calculated from experimental spectra rather than to Gaussian,
and that we perform calibration to estimate the mode mismatch rather than
assuming perfect mode matching. In these simulations we test the efficacy of our
characterization procedure as compared to characterizing without calibration and
characterizing by fitting to Gaussian. Specifically, I repeated following step-by-step
procedure 1000 times.
1. Generate a random unitary matrix W sampled uniformly from the Haar
measure using a QR-decomposition based procedure [130].
2. Simulate single-photon detection data by computing single photon transmis-
sion probabilities (2.14) and sampling under Poissonian shot noise assumption.
3. Simulate two-photon coincidence data by computing two-photon coincidence
probabilities (2.16) and assuming Poissonian shot noise. The simulated two-
photon coincidence data comprises the coincidence measurements performed
for calibration (Algorithm 3) and for argument estimation (Algorithm 6).
Use experimentally measured spectral functions to simulate coincidence rates
for different values of time-delay.
4. Process simulated experimental data using Algorithms 1–8 to obtain the char-
acterized representative unitary matrix W˜Acc. Use experimentally obtained
spectra in the calibration and argument estimation algorithms.
5. Process same data using Algorithms 1–8 but without calibration, i.e., artifi-
cially setting mode-matching parameter γ = 1, to obtain the characterized
representative unitary matrix W˜NoCal. Use experimentally obtained spectra
in the calibration and argument estimation algorithms.
6. Process same data using Algorithms 1–8 but using Gaussian fitting function,
i.e., using Gaussian spectra as inputs to the calibration and argument esti-
mation algorithms, to obtain the characterized representative unitary matrix
W˜Gauss.
7. Find the error
εi = dist(W, W˜i) (6.1)
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in the three procedures that are labelled by index i and are described in steps
4–6 above. The operator list(•, •′) refers to the trace distance between the
two matrices • and •′
We compare (i) the mean error (6.1) incurred from our characterization procedure
and the Gaussian-fitting procedure for different values of Poissonian shot noise
and (ii) the mean error incurred by our procedure with and without calibration for
different values of mode-matching parameter γ. The results of these comparisons
are presented in the next section.
In summary, we used experimental spectral data to repeatedly generate one-
and two-photon measurement data for interferometer matrices sampled randomly
from the Haar measure. Poissonian shot noise was simulated on the generated data.
The data were used as inputs to our characterization procedure and to existing
procedures. The error in the characterization was computed as the trace distance
between the actual and the characterized interferometer transformation matrix for
each set of simulated data.
Numerical verification: Result
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Figure 6.1: The fitting of coincidence data to curves obtained from spectra us-
ing (2.16) and to Gaussian functions. Coincidence counts are simulated using
experimentally measured spectra.
Here I present the results of the numerical simulation by comparing the accuracy
of our procedure with the accuracy of existing procedures. First, we compared
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the error in characterization using our curve-fitting procedure, which relies on
experimentally measured spectra for calculating fitting curves, and the standard
practice of fitting to Gaussians [52,55,126–129]. Figure 6.1 illustrates the distinction
between fitting experimental coincidence counts to the coincidence function (2.16)
simulated using spectra and fitting to Gaussian functions. Figure 6.2 demonstrates
the increase in accuracy and precision of characterization by using the correct
curve-fitting function.
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Figure 6.2: A plot showing the effect of fitting-curve choice on the accuracy and
precision of the characterization procedure. The two curves depict the mean error
for the two different choices of fitting curves, where the error is the trace distance
between the expected and the actual unitary transformations and the mean is over
1000 simulated characterization experiments. One- and two-photon interference
data was simulated for a five-channel interferometer using experimentally measured
spectra and simulated Poissonian shot-noise. Characterization was performed by
fitting coincidence curves to Gaussians (red curve) and to correct curves according
to our procedure (blue curve). matlab code for the simulations depicted in this
figure is available on GitHub.
Next we demonstrate the increase in accuracy by employing the calibration
subroutine. Figure 6.3 depicts how imperfect mode matching, i.e., γ < 1, alters the
observed two-photon coincidence counts. Our calibration procedure estimates and
CHAPTER 6. NUMERICAL AND EXPERIMENTAL VERIFICATION OF
ACCURATE AND PRECISE CHARACTERIZATION OF LINEAR OPTICS 70
−2 −1 0 1 20
0.1
0.2
0.3
0.4
0.5
Cγ=1(0)
Cγ=0.8(0)
C(∞)
τ
C
(τ
)
 
 
γ = 1
γ = 0.8
γ = 0
Figure 6.3: Plots of coincidence probability versus time delay for different values
of γ for a lossless balanced beam splitter. The time delay τ is in units inverse
special width of incoming photons.
accounts for imperfect mode matching, which is assumed to be constant over the
runtime of the characterization experiment.
We simulated the characterization experiment for different values of γ us-
ing (i) our calibration procedure and (ii) our calibration procedure without the
calibration subroutine, i.e., by artificially setting γ = 1. Figure 6.4 presents such
this comparison for different values of γ. Observe that even for almost perfect mode
matching (γ = 0.99), our calibration procedure reduces characterization error by
one order of magnitude. This completes our numerical verification of the advantage
offered by our characterization procedure.
6.2 Experimental verification of beam splitter
characterization
This section presents experimental results verifying the accuracy and precision of
our characterization procedure. The experiment was performed at the Shanghai
branch of the University of Science and Technology of China, and a manuscript
reporting these results is in preparation.
The experiments involved the characterization of a two-channel interferometer
(beam splitter) using our procedure and existing procedures. The collected data
were used to test (i) the assumption that the mode-matching parameter γ is constant
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mode mismatch = 1-γ
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Figure 6.4: A plot showing the effect of calibration on the accuracy and preci-
sion of the characterization procedure. The two curves depict the mean error for
characterization with (blue curve) and without calibration (red curve), where the
error is the trace distance between the expected and the actual unitary transfor-
mations and the mean is over 1000 simulated characterization experiment. The
simulations comprised generating one- and two-photon interference data based on
experimentally measured spectral functions and performing characterization by our
procedure. matlab code for the simulations depicted in this figure is available on
GitHub.
over different characterization experiments (Section 6.2) and (ii) our claims [2] that
our characterization procedure yields a more accurate characterization of linear
optical interferometers (Section 6.2).
Testing the constant γ assumption
Our characterization procedure assumes that the mode-matching parameter is
unchanged over different characterization experiments. Here I present experimental
evidence for the validity of this assumption.
We estimate γ for four beam splitters using two-photon coincidence curves
and reflectivity values ascertained from single-photon transmission data. Our
experimental procedure is as follows.
1. Single-photon transmission data and two-photon coincidence data are col-
lected for the four beam splitters labelled by index i ∈ {1, 2, 3, 4}.
CHAPTER 6. NUMERICAL AND EXPERIMENTAL VERIFICATION OF
ACCURATE AND PRECISE CHARACTERIZATION OF LINEAR OPTICS 72
2. The single-photon data are employed to estimate the reflectivity cosϑi of
each of the beam splitters using Equations (5.6) and (5.9).
3. The reflectivity estimate obtained in Step 2 and the measured two-photon
coincidence data are used to estimate the mode-matching parameter γi via
curve-fitting. Appendix B details the inputs, procedure and outputs of the
curve-fitting method.
4. The error bars σ(γi) on γi are estimated using a bootstrapping-based proce-
dure.
Table 6.1 presents the estimated values of γi and σ(γi), and the ratio of these two
estimates.
i γi σ(γi) σ(γi)/γi
1 0.960 0.027 0.0281
2 0.981 0.007 0.0071
3 0.956 0.011 0.0115
4 0.985 0.019 0.0193
Table 6.1: On the promise of constant mode-matching parameter γ. The first
column presents the beam splitter labels. The estimates of γi in the second column
are computed using one- and two-photon data. The error bars σ(γi) on γi estimates
are computed using bootstrapping.
The mode-matching parameters obtained for the four beam splitters agree with
each other to within 95% confidence or two standard deviations; i.e.,
|γi − γj| < 2σ(γi − γj) (6.2)
for beam splitter labels i, j ∈ {1, 2, 3, 4} and the standard error of the difference
γi − γj estimated according to
σ(γi − γj) ≈
√
σ2(γi) + σ2(γj). (6.3)
Hence, our assumption of constant mode-mismatching is valid with 95% confidence
level. In the next section, I provide evidence that our characterization procedure
offers significant advantage over existing procedures.
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Comparison of beam-splitter reflectivity estimates
Here I compare the accuracy of the beam-splitter reflectivity estimates obtained
using various procedures to process two-photon coincidence data. As in the
numerical verification (Section 6.1), we consider the effect of calibration of source-
light for mode mismatch and the effect of using Gaussian functions for fitting the
measured coincidence curves.
Beam splitter i = 2 i = 3 i = 4
Characterization using single-photon data:
Reflectivity Rspi 0.4712 0.4741 0.3570
Error bars σ(Rspi ) 0.0028 0.0032 0.0033
Two-photon characterization: (γ = 0.960, σ(γ) = 0.027)
Reflectivity Rcali 0.4851 0.4632 0.3690
Error bars σ
(
Rcali
)
0.0196 0.0317 0.0170∣∣∣Rcali −Rspi ∣∣∣/σ(Rcali −Rspi ) 0.7021 0.3421 0.6929
Two-photon characterization without calibration: (γ = 1, σ(γ) = 0)
Reflectivity Rnocali 0.4422 0.4228 0.3513
Error bars σ
(
Rnocali
)
0.0069 0.0106 0.0074∣∣∣Rnocali −Rspi ∣∣∣/σ(Rnocali −Rspi ) 3.8945 4.6331 0.7035
Two-photon. No calibration. Gaussian fitting: (γ = 1, σ(γ) = 0)
Reflectivity Rgi 0.4402 0.4108 0.3473
Error bars σ(Rgi ) 0.0081 0.0082 0.0068
|Rgi −Rspi |/σ(Rgi −Rspi ) 3.6171 7.1913 1.2833
Table 6.2: Reflectivity values for beam splitters (labelled by index i) obtained
using different methods. The four section of the table present the reflectivity
estimates obtained using (i) single-photon data, (ii) our two-photon characterization
procedure, (iii) two-photon characterization without calibration and (iv) two-photon
characterization using Gaussian curve-fitting and without using calibration.
Table 6.2 presents the reflectivity estimates of beam-splitters i ∈ {2, 3, 4}
obtained using various procedures. The first section of Table 6.2 presents the
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beam splitter reflectivity values that are estimated using single-photon data. The
reflectivity values estimated from different two-photon procedures are compared
with these single-photon estimates of reflectivity. The second section of the table
presents the reflectivity values estimated using our characterization procedure,
where the mode-matching parameter γ is obtained using two-photon coincidences
on beam splitter i = 1. The third section presents reflectivity values estimated
using our characterization procedure without calibration, i.e., with the assumption
that γ = 1 and σ(γ) = 0. The final section of Table 6.2 contains reflectivity values
estimated without calibration and using Gaussian curve-fitting (instead of fitting
to curves calculated from spectral functions).
We compare the accuracy values of different beam splitters by comparing the
respective differences between the reflectivity values obtained from the procedure
and those obtained from single-photon data. Specifically, we compare
|Rproci −Rspi |
σ (Rproci −Rspi )
, (6.4)
for beam splitters labelled i ∈ {2, 3, 4} and reflectivity estimates Rproci obtained from
different procedures. The denominator in Equation (6.4) normalizes the distances
with respect to the error bars on the estimated reflectivity. Table 6.2 illustrates
that these distances are consistently smaller than unity for our characterization
procedure, whereas those for other procedures are not. We conclude that our
procedure is accurate whereas other procedures are not. This completes the
experimental verification of our procedure for the characterization of linear optics.
6.3 Conclusion
In summary, I have presented numerical and experimental evidence for the ad-
vantage of our characterization procedure over existing procedures. Numerically,
we sampled 1000 Haar-random unitary interferometer matrices and simulated the
characterization of interferometers using different procedures. Experimentally,
we characterized four beam-splitter reflectivities using different characterization
procedure. Both numerically and experimentally, our characterization procedure
significantly reduced the error in characterization as compared to existing proce-
dures.
Chapter 7
SU(n) Representation theory for
simulating linear optics
This chapter presents my contribution to the representation theory of SU(n), namely
algorithms for D-functions of SU(n) and relations between SU(n) D-functions
and immanants. These contributions enable a deeper analysis of multi-photon
multi-channel interferometry and enable a speedup in the simulation of linear
optics. Section 7.1 details the algorithms to compute SU(n) states and D-functions.
Section 7.2 presents our results on the relation between D-functions and immanants
of the fundamental representation of SU(n).
A majority of the material in Section 7.1 and 7.2 is taken from two articles.
One article is co-authored with Barry C. Sanders and Hubert de Duise [3]. The
other article is coauthored with Hubert de Guise, Dylan Spivak and Justin Kulp [4].
New material is added or existing material is eliminated to improve coherence and
readability. Those parts that are reproduced verbatim from our articles are listed
in “Thesis content previously published”.
7.1 Algorithms for boson realizations of SU(n)
states and D-functions
This section presents our algorithms for the computation of D-functions via boson
realizations. D-functions of a group element are the entries of irreps of the element.
D-functions of the special unitary group SU(2) are important in nuclear, atomic,
molecular and optical physics [84, 131–136]. SU(1, 1) is the iconic non-compact
semi-simple Lie group, and its D-functions appear in connection with Bogolyubov
transformations, squeezing and parametric downconversion [137,138]. Methods for
construction of intelligent states and the analysis of cylindrical Laguerre-Gauss
beams employ D-functions of SU(1, 1) [139,140]. D-functions of other Lie groups
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enable exact solutions to problems in quantum optics [141,142]. Recently, SU(n)
D-functions for arbitrary n have found application to the BosonSampling problem
as detailed in Section 1.4.
Two existing procedures for computing SU(n) D-function are based on factor-
ization and on exponentiation. Both procedures have drawbacks, which we describe
as follows. Factorization-based methods, which compute SU(n) D-functions in
terms of D-functions of subtransformations, are well developed for groups of low
rank [45, 143–146]. However, generalizing these algorithms to higher n requires
SU(n− 1) coupling and recoupling coefficients, which have limited availability for
n > 3, i.e., restricted to certain subgroups of SU(3) [147–149]. Hence, methods for
D-functions of higher groups are underdeveloped despite the application of their
corresponding algebras to diverse problems [150–153].
The second approach to computing SU(n) D-functions involves exponentiating
and composing the matrix representations of the algebra [154, 155]. This approach
has three hurdles. For one, this method requires knowledge of all the matrix
elements of each generator to be exponentiated. Certain applications require
closed-form expressions of D-functions in terms of elements of the fundamental
representation; exponentiation-based methods are infeasible for these applications
because of the difficulty of exponentiating matrices analytically, especially for n > 5.
Furthermore, if only a limited number of D-functions are required, exponentiation
is wasteful because it computes the entire set of D-functions.
We overcome the shortcomings of current approaches by utilizing boson real-
izations, which map the algebra and its carrier space to bosonic operators and
spaces respectively. Boson realizations arise naturally when considering the groups
Sp(2n,R), SU(n) and some of their subgroups. For instance, SU(1, 1), SU(2) and
SU(3) boson realizations are used to study degeneracies, symmetries and dynamics
in quantum systems [156–164]. A wide class of problems in theoretical physics rely
on boson realizations of the symplectic group [165–169].
Here we aimed to devise an algorithm to construct the D-functions of arbitrary
representations of SU(n) for arbitrary n. We approach the problem of limited
availability of SU(n) D-functions [170, 171] by presenting (i) a graph-theoretic
algorithm to construct boson realizations of basis sets for each weight of a given
su(n) irrep (Algorithm 9 in Subsections 7.1), (ii) an algorithm to compute boson
realizations of the canonical basis states of SU(n) for arbitrary n (Algorithms 10
in Subsection 7.1) and (iii) an algorithm that employs the constructed boson
realizations to compute expressions for D-functions as polynomials in the matrix
elements of the defining representation (Algorithm 11 in Subsection 7.1).
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Mapping to graphs
Before delving into the algorithms, I present a mapping from SU(n) weights and
su(n) transformations to the vertices and edges of a graph. Algorithms 9 and 10
rely on mapping the SU(n) irrep to a graph and systematically traversing the
graph to obtain basis states. The vertices of the irrep graph are identified with the
weights of the given irrep of SU(n) and the edges with the action of the elements
of the Lie algebra su(n) on the states. Specifically, the irrep graph G = (V , E) of
an SU(n) irrep is defined as follows.
Definition 12 (Irrep graph). The bijection
v : {Λ1,Λ2, . . . ,Λd} → V (7.1)
maps the set {Λ1,Λ2, . . . ,Λd} of the d weights in the given irrep to the vertices
V = {v(Λ1), v(Λ2), . . . , v(Λd)} (7.2)
of its irrep graph. Vertices v(Λk) and v(Λ`) are connected by an edge ej =
(v(Λk), v(Λ`)) ∈ E iff ∃ ci,j,Λk,Λ` such that
ci,j 6=i |ψΛk〉 = |ψΛ`〉 , (7.3)
where |ψΛk〉 and |ψΛ`〉 are SU(n) states that have weights Λk and Λ` respectively.
In general, states |ψΛk〉 and |ψΛ`〉 are linear combinations of canonical basis states.
Edges E together with the vertices V define the irrep graph G = (V , E).
More than one basis state can have the same weight. The number of basis states
sharing a weight Λi is defined as the multiplicity M(Λi) of the weight. In other
words, each vertex v(Λi) is identified with an M(Λi)-dimensional space spanned
by those canonical basis states that have weight Λi. The vertex space and vertex
basis sets are defined as follows.
Definition 13 (Vertex spaces). The vertex space of v(Λi) is
Ψ(Λi) = span
(∣∣∣ψ1Λi〉 , ∣∣∣ψ2Λi〉 , . . . , ∣∣∣ψM(Λi)Λi 〉) (7.4)
of the canonical basis states (Definition 6) that have the weight Λi.
The set
{∣∣∣ψ(1)Λi 〉 , ∣∣∣ψ(2)Λi 〉 , . . . , ∣∣∣ψ(M(Λi))Λi 〉} of canonical basis states is not the only set
that spans the vertex space Ψ(Λi) of v(Λi). In general, basis sets of Ψ(Λi) can be
defined as follows.
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Definition 14 (Vertex basis sets). The set{∣∣∣φ(1)Λi 〉 , ∣∣∣φ(2)Λi 〉 , . . . , ∣∣∣φ(M(Λi))Λi 〉} (7.5)
is called the basis set of a vertex v(Λi) if it spans the vertex space Ψ(Λi) (7.4) of
v(Λi), i.e.,
span
(∣∣∣φ1Λi〉 , ∣∣∣φ2Λi〉 , . . . , ∣∣∣φM(Λi)Λi 〉) = Ψ(Λi). (7.6)
The states
{∣∣∣φ(1)Λi 〉 , ∣∣∣φ(2)Λi 〉 , . . . , ∣∣∣φ(M(Λi))Λi 〉} are linear combinations of the canonical
basis states
{∣∣∣ψ(1)Λi 〉 , ∣∣∣ψ(2)Λi 〉 , . . . , ∣∣∣ψ(M(Λi))Λi 〉}. Algorithm 9 computes basis sets of the
spaces Ψ(Λi) for each of the d weights Λi that occurs in a given irrep.
Basis-set algorithm (Algorithm 9)
Figure 7.1: The first step of the basis-set computation algorithm (Algorithm 9)
illustrated for the (2, 2) irrep of SU(3), where the dimension of the space of states
at a given vertex is the sum of the number of dots and the number of circles at
the vertex. The algorithm constructs the HWS (occupying the red vertex) using
Lemma 8. The lowering operators can transform states at one vertex to states at
another vertex along different paths connecting the starting and the target vertex,
for instance the two paths coloured green and blue. Lowering along the different
paths to reach a target vertex will generate the same number of LI as the weight
multiplicity. In our illustration, we obtain a basis set that contains two independent
states at the target vertex. The algorithm traverses the irrep graph systematically
until all basis sets are calculated.
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Algorithm 9 Basis-Set Algorithm
Input:
• HWS
∣∣∣ψKhws〉 . Degree NK (3.34) polynomial in bosonic creation
operators.
• m ∈ Z+ .
∣∣∣ψKhws〉 is a HWS of SU(m) irrep K.
Output:
• {Λ1,Λ2, . . . ,Λd : Λi ∈ (Z+ ∪ 0)m−1} . List of weights in the irrep graph of
K.
• d, Basis sets (7.7){∣∣∣φ(1)Λ1〉 , ∣∣∣φ(2)Λ1〉 , . . . , ∣∣∣φ(M(Λ1)Λ1 〉} ,{∣∣∣φ(1)Λ2〉 , ∣∣∣φ(2)Λ2〉 , . . . , ∣∣∣φ(M(Λ2))Λ2 〉} , . . . ,{∣∣∣φ(1)Λi 〉 , ∣∣∣φ(2)Λi 〉 , . . . , ∣∣∣φ(M(Λi))Λi 〉} , . . . ,{∣∣∣φ(1)Λd〉 , ∣∣∣φ(2)Λd〉 , . . . , ∣∣∣φ(M(Λd))Λd 〉} .
1: procedure BasisSet(m,
∣∣∣ψKhws〉)
2: Initialize empty statesList, empty weightList and currentStateQueue ←∣∣∣ψKhws〉
3: while currentStateQueue is not empty do
4: currentState ← Dequeue(currentStateQueue)
5: for CurrentOperator ∈ set of su(m) lowering operations do
6: newState ← CurrentOperator(currentState)
7: if newState 6= 0 then
8: if weight of currentState is already in stateList then
9: if currentState is LI of stateList states with same weight then
10: independentState ← Normalize(newState)
11: Enqueue independentState in currentStateQueue
12: Add independentState to stateList
13: Add weight of independentState to weightList
14: end if . Else, do nothing.
15: else
16: Enqueue newState in currentStateQueue
17: Add {weight(newState),newState} to stateList
18: end if
19: end if
20: end for
21: end while
22: Return stateList
23: end procedure
CHAPTER 7. SU(N) REPRESENTATION THEORY FOR SIMULATING
LINEAR OPTICS 80
This section details the basis-set algorithm1and presents proofs of termination an
correctness of the algorithm. The basis-set algorithm (Algorithm 9) finds the basis
sets for a given SU(m) irrep and is the key subroutine of our canonical-basis-state
algorithm (Algorithm 10).
Algorithm 9 requires inputs
∣∣∣ψKhws〉 and m, where ∣∣∣ψKhws〉 is a HWS of the irrep K
of su(m) algebra. The state
∣∣∣ψKhws〉 is a bosonic state, which is expressed as a sum-
mation over products of NK (3.34) creation operators {a†i,j : i ∈ {1, 2, . . . ,m}, j ∈
{1, 2, . . . ,m − 1}}. This summation acts on the m-site bosonic vacuum state to
give an NK-boson state. The algorithm returns multiple sets{∣∣∣φ(1)Λ1〉 , ∣∣∣φ(2)Λ1〉 , . . . , ∣∣∣φ(M(Λ1)Λ1 〉} ,{∣∣∣φ(1)Λ2〉 , ∣∣∣φ(2)Λ2〉 , . . . , ∣∣∣φ(M(Λ2))Λ2 〉} , . . . ,{∣∣∣φ(1)Λi 〉 , ∣∣∣φ(2)Λi 〉 , . . . , ∣∣∣φ(M(Λi))Λi 〉} , . . . ,{∣∣∣φ(1)Λd〉 , ∣∣∣φ(2)Λd〉 , . . . , ∣∣∣φ(M(Λd))Λd 〉} (7.7)
of su(m) states, with each set spanning the space Ψ(Λi) (7.4) at a different vertex
v(Λi) in the SU(m) irrep K. The states in the output basis sets are represented as
polynomials in lowering operators acting on the HWS, or equivalently as polynomials
in creation and annihilation operators acting on the n-site vacuum state. Figure 7.1
is an illustrative example of the algorithm.
A modified breadth-first search (BFS) graph algorithm [172–174] is used to
traverse the irrep graph for states. As in usual BFS, we maintain a queue2, called
currentQueue, of the states that have been constructed but whose neighbourhood is
yet to be explored. The algorithm starts with the given HWS in currentQueue and
iteratively dequeues a state from the front of the queue. States neighbouring the
dequeued state are obtained by enacting one-by-one each of the lowering operators
of the algebra. The newly found states are enqueued into the rear of currentQueue,
and the current state and its weight are stored.
We modify BFS to handle vertices with weight multiplicity greater than unity
as follows. While traversing the irrep graph, the algorithm directly enqueues the
first state that is found at each vertex. When the same vertex is explored along
a different edge, i.e., by enacting different lowering operators, a different state
is found in general. If the newly constructed state is LI of the states already
constructed at the vertex, then the new state is enqueued into currentQueue.
The algorithm truncates when a state in currentQueue is annihilated by all of
the lowering operators and there is no other state in the queue. This final state
1 In Algorithms 9–11, we denote operations in capital case and SmallCaps font. Variables
are denoted by roman font and are in lower case.
2A queue [174] is a first-in-first-out data structure whose entries are maintained in order.
The two operations allowed on a queue are enqueue, i.e., the addition of entries to the rear and
dequeue, which is the removal of entries from the front of the queue. Both the enqueue and
dequeue operations require constant, i.e., O(1) time.
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must exist because the number of LI states in a given SU(n) irrep is finite according
to the following standard result in representation theory.
Lemma 15 (Dimension of an SU(n) irrep [151]). The dimension ∆K of the carrier
space of an SU(n) irrep K is
∆K def=M(Λ1) +M(Λ2) + · · ·+M(Λd)
= (1 + κ1) (1 + κ2) · · · (1 + κn−1)
(
1 + κ1 + κ22
)(
1 + κ2 + κ32
)
· · ·
(
1 + κn−2 + κn−12
)(
1 + κ1 + κ2 + κ33
)(
1 + κ2 + κ3 + κ43
)
· · ·
(
1 + κn−3 + κn−2 + κn−13
)
· · ·
(
1 + κ1 + κ2 + · · ·+ κn−1
n− 1
)
. (7.8)
Now we prove that the basis-set algorithm terminates. The proof relies on the
fact that the carrier space of SU(m) irrep is finite-dimensional (Lemma 15). The
algorithm’s computational cost is quantified by the number of times the lowering
operators are applied on the HWS or on states reached by lowering from the HWS.
We show that the computational cost of Algorithm 9 is linear in the dimension ∆K
of the irrep whose HWS is given as input and polynomial in n.
Theorem 16 (Algorithm 9 terminates). Suppose Algorithm 9 receives as input an
HWS
∣∣∣ψKhws〉 of an SU(m) irrep K. Then the algorithm terminates after no more
than ∆Km(m− 1)/2 applications of lowering operators.
Proof. The proof is in two parts. Firstly, the number of states that enters cur-
rentStateQueue is bounded above by the dimension ∆K (7.8) of the irrep space.
Secondly, as each state that enters currentStateQueue is acted upon by no more
than n(n− 1)/2 lowering operators, the number of lowering operations performed
is less than or equal to ∆Kn(n− 1)/2.
We show that the number of states that enter currentStateQueue is no more
than ∆K as follows. As each currentState is a linear combination of states obtained
by acting lowering operators (Line 6) on the given HWS, each state that enters
currentStateQueue is in the irrep labelled by the HWS. Moreover, each state
entering the queue is tested for linear independence (Line 9) with respect to the
states already obtained. Any state that is not LI is discarded. Therefore, each
enqueued state (Algorithm 9, Line 16) is in the correct irrep K and is LI of each
other enqueued state. Thus, the number of states that ever enter currentStateQueue
is no more than the number ∆K of LI states in irrep K.
In each iteration of the algorithm, each of the lowering operators are applied
on the states in currentStateQueue. The number of lowering operations is thus
bounded above by the product ∆Kn(n− 1)/2 of the number of states that enter
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currentStateQueue and of the number of lowering operators in the su(n) algebra.
The algorithm thus terminates after no more than ∆Kn(n− 1)/2 applications of
lowering operators. 
We now prove that the algorithm returns the correct output on termination.
The proof requires the following lemma stating that each canonical basis state can
be obtained by enacting only with the lowering operators on the HWS.
Lemma 17 (Every basis-state can be reached by lowering from the HWS [175]).
No canonical basis-state of a given SU(n) irrep K is LI of the states obtained by
lowering from the HWS by the action
cik,jk · · · ci2,j2ci1,j1 |ψhws〉 i` ≤ j` ∀1 ≤ ` ≤ k (7.9)
of k ≤ ∑i κi number of su(n) lowering operators on the HWS of the irrep.
Lemma 17 implies that each basis state can be constructed by linearly combining
states obtained on lowering from the HWS. Algorithm 9 leverages from the con-
struction of Equation (7.9) and from testing linear independence to construct the
basis sets.
The correctness of the basis-set algorithm is proved as follows. We show that
each state obtained by enacting any number of lowering operators on the HWS
is LD on the states returned by the algorithm. Each canonical basis state is LD
on the states obtained by lowering from the HWS in turn, so each canonical basis
state is LD on the algorithm output. The algorithm only constructs states in the
correct irrep so Algorithm 9 returns a complete basis set at each weight of the irrep
on truncation.
Theorem 18 (Algorithm 9 is correct). The sets{∣∣∣φ(1)Λ1〉 , ∣∣∣φ(2)Λ1〉 , . . . , ∣∣∣φ(M(Λ1)Λ1 〉} ,{∣∣∣φ(1)Λ2〉 , ∣∣∣φ(2)Λ2〉 , . . . , ∣∣∣φ(M(Λ2))Λ2 〉} , . . . ,{∣∣∣φ(1)Λi 〉 , ∣∣∣φ(2)Λi 〉 , . . . , ∣∣∣φ(M(Λi))Λi 〉} , . . . ,{∣∣∣φ(1)Λd〉 , ∣∣∣φ(2)Λd〉 , . . . , ∣∣∣φ(M(Λd))Λd 〉}
of states returned by Algorithm 9 span the respective vertex spaces Ψ(Λi) (7.4) at
each vertex Λi of the given irrep K.
Proof. We first prove by induction that each state in the form of Equation (7.9) is
LD on states in the algorithm output. Our induction hypothesis is that each state
cik,jk · · · ci2,j2ci1,j1 |ψhws〉 , (7.10)
which is obtained by acting ` lowering operators on the HWS, is LD on the states
returned by the algorithm ∀` ∈ Z+. The proof of the hypothesis follows from
mathematical induction over `.
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The induction hypothesis is true for base case k = 1. In the first iteration,
the algorithm enacts all the lowering operators on the HWS (Algorithm 9 Line 6)
and saves each of the obtained states. No k = 1 state (7.10) is omitted because
the vertices neighbouring the HWS vertex are all being explored for the first time.
Hence, all the states that can be reached by lowering once from the HWS are added
to currentStateQueue and, eventually, to stateList.
Assume that the induction hypothesis holds for k = `, i.e., each k = ` state
is LD on the states in stateList. We prove that the hypothesis holds for k =
` + 1 by contradiction. Suppose there exists a state that can be reached by
enacting ` + 1 lowering operators on the HWS but is LI of stateList. Let |ψ〉 =
ci`+1,j`+1ci`,j` · · · ci2,j2ci1,j1 |ψhws〉 be such a state.
Consider now the state |ϕ〉 = ci`,j` · · · ci2,j2ci1,j1 |ψhws〉 obtained by enacting one
less lowering operation from the HWS; i.e., |ψ〉 = ci`+1,j`+1 |ϕ〉. We have assumed
that the induction hypothesis holds for k = `. Therefore, |ϕ〉 is LD on the states
constructed by a algorithm. In other words,
∣∣∣ϕ〉 = J∑
j=1
aj |φj〉 (7.11)
is LD on the stateList elements {|φj〉 : j ∈ {1, 2, . . . , J}} for complex numbers aj.
The algorithm enacts the lowering operator ci`+1,j`+1 on each |φj〉 and the
resulting states are either stored in stateList or are LD on elements in stateList.
Therefore, the elements of the set {ci`+1,j`+1 |φj〉 : j ∈ {1, 2, . . . , J}} are LD on the
elements of stateList. Hence, the element ci`+1,j`+1 |ϕ〉 is also LD on the elements
of stateList. This dependence contradicts the supposition that |ψ〉 = ci`+1,j`+1 |ϕ〉
is LI of stateList, thereby proving the induction hypothesis for k = `+ 1.
The induction hypothesis is true for ` = 1 and is shown to hold for k = `+ 1 if
it holds for k = `. Thus, our induction hypothesis is true for all ` ∈ Z+. Every
state obtained of irrep K obtained by lowering from the HWS is linearly dependent
(LD) on the basis sets that are returned by the algorithm.
We know from Lemma 17 that each canonical basis state is LD on the states
obtained by lowering. Hence, each canonical basis state is LD on the states obtained
at the output of the algorithm. Therefore, the state returned by the algorithm
span the space of irrep K states, and the output basis sets span the set of all basis
states of the given irrep K. 
We have proved that Algorithm 9 terminates and that it returns the correct
basis sets on termination. Now I present our algorithm for the construction of the
canonical basis states. Furthermore, I prove the correctness and termination of the
canonical-basis-states algorithm.
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Canonical-basis-states algorithm (Algorithm 10)
The algorithm for constructing the canonical basis-states of SU(n) requires inputs
n ∈ Z+ and the irrep label K. The algorithm returns expressions for all the
canonical basis states in the given irrep. Figure 7.2 illustrates SU(3) basis-state
construction using our algorithm. Algorithm 10 details the step-by-step construction
of the canonical basis states.
Figure 7.2: Diagrammatic representation of the main algorithm for n = 3. The
dots and circles represent the canonical basis states. The dimension of the space of
states at a given vertex is the sum of the number of dots and the number of circles
at the vertex, for instance weights associated with dimension two are represented by
one dot and one circle. The lines connecting the dots represent the transformation
from states of one weight to those of another by the action of SU(3) raising and
lowering operators. We use Algorithm 9 to construct basis sets for each vertex
in the SU(n) irrep graph. Once the basis sets for the SU(n) irreps are computed,
the algorithm enacts the su(n− 1) raising operators on the (n− 1)-dimensional
sub-irreps to find the su(n− 1) HWS. Then the algorithm starts with the su(n− 1)
HWS and employs the basis-set construction (Algorithm 1) to find all the states in
the su(n− 1) irrep labelled by the HWS. The states thus obtained are subtracted
from the set of su(n) states. A new state is chosen from the weight of highest
multiplicity and the process repeated until all the su(n− 1) irreps are found.
The canonical-basis-states algorithm proceeds by partitioning su(n) basis sets
into su(m) basis sets for progressively smaller m over n − 1 stages. In the first
stage, the algorithm employs Lemma 8 to construct the HWS of the given irrep K
(Algorithm 10, Line 2). Algorithm 9 is then used to construct the basis sets of the
SU(n) irrep of the constructed HWS (Line 3).
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Algorithm 10 Canonical-basis-states algorithm
Input:
• n ∈ Z+ . Algorithm constructs basis sets of su(n) algebra.
• K = (κ1, κ2, . . . , κn−1) ∈ (Z+ ∪ {0})n−1 . Label of SU(n) irrep.
Output:
•
{(∣∣∣∣ψK(n),...,K(3),K(2)Λ(n) ,...,Λ(3), Λ(2)
〉
;K(n), . . . , K(2); Λ(n), . . . ,Λ(2)
)}
. List of all
canonical basis states and weight labels in the irrep K(n) = K.
1: procedure CanonicalBasisStates(n, K)
2: Initialize empty basisStatesList, HWS ←
∣∣∣ψKhws〉
3: SUmStates, SUnStates ← BasisSet(n,HWS)
4: while SUnStates is not empty do
5: for m ∈ {n, n− 1, . . . , 2} do
6: Λmax ← su(m) weight with highest number of states in SUmStates.
7:
∣∣∣ψ(m)max〉← arbitrary superposition of states at Λmax in SUmStates.
8: Apply su(m− 1) raising operators on
∣∣∣ψ(m)max〉; reach su(m− 1) HWS∣∣∣ψ(m−1)hws 〉.
9: K(m−1) ←Weight
(∣∣∣ψ(m−1)hws 〉).
10: SUmStates ← BasisSet
(
m− 1,
∣∣∣ψ(m−1)hws 〉).
11: if m = 2 then
12: for All states |ψ〉 in SUmStates do
13: {Λ(n), . . . ,Λ(2)} ←Weights(|ψ〉) . su(m) weights ∀m ≤ n.
14: Concatenate
(
|ψ〉 ;K(n), . . . , K(2); Λ(n), . . . ,Λ(2)
)
basisStates-
List
15: Subtract SUmStates from SUnStates.
16: end for
17: end if . Else, do nothing.
18: end for
19: end while
20: for All states
∣∣∣ψ(i)〉 in statelist do
21: Act {C1,2, C2,3, . . . , Cn−1,n} on
∣∣∣ψ(i)〉 until HWS ∣∣∣ψ(i)hws〉 is reached.
22:
∣∣∣ψ(i)〉← eiφ(i) ∣∣∣ψ(i)〉 for ∣∣∣ψ(i)hws〉 = eiφ(i) ∣∣∣ψKhws〉.
23: end for
24: Return basisStatesList
25: end procedure
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By the (n−m)-th stage, the algorithm has partitioned the entire su(n) space
into basis states of the SU(m+ 1) irreps. In this stage, each of the su(m+ 1) basis
sets is partitioned into su(m) basis sets by using su(m) operators. The algorithm
searches each SU(m+ 1) irrep graph for the vertex that has the highest multiplicity.
An arbitrary linear combination of the basis states at this vertex is chosen. The
algorithm then enacts all the raising operators in the su(m) subalgebra on this
linear combination until the action of each of the raising operators annihilates the
state. The state thus obtained is the HWS of an SU(m) irrep, whose label K(m)
can be calculated by enacting the Cartan operators on the state.
Next the algorithm performs the basis-set construction algorithm on the su(m)
HWS employing only the su(m) lowering operators. This procedure gives us sets
of basis states that belong to the SU(m) irrep K(m). The irrep K(m) basis sets
are stored and are then subtracted from the SU(m + 1) states. The algorithm
iteratively (i) starts from the highest multiplicity vertex of SU(m+ 1) irrep graphs,
(ii) constructs a HWS by raising, (iii) stores the basis sets of SU(m) irreps corre-
sponding to this HWS and (iv) subtracts them from SU(m+ 1) states until all the
states in the su(m+ 1) are partitioned.
At the end of n− 1 stages, we have a list of basis sets of the SU(n− 1) irreps.
We iteratively perform the process of finding basis sets for smaller subgroups until
we reach SU(2) basis sets, which are known to have unit multiplicity. Hence, the
algorithm returns the basis states that are eigenvectors of the Cartan operators of
all SU(m) : m ≤ n groups.
The relative phases between the basis states are fixed by imposing Equa-
tion (3.18). Each of the constructed basis states is acted upon by the simple raising
operators {C1,2, C2,3, . . . , Cn−1,n} until the HWS is reached. The phase of this HWS
obtained by raising is required to be the same for all basis states. Our algorithm
multiplies each of the basis states by a phase factor (Line 22) to impose the phase
convention Equation (3.18) and returns the set of canonical basis states.
Now we prove that the canonical basis states algorithm terminates. The proof of
termination uses the facts that the number of basis states is equal to the dimension
∆K of the irrep and that each basis state is added to currentStateQueue no more
than once.
Theorem 19 (Algorithm 10 terminates). Algorithm 10 terminates after the action
of no more than ∆Kn(n− 1)2/2 lowering operators.
Proof. In each of the n − 1 stages of Algorithm 10, the states that are added
to currentStateQueue are LI of each other because of the conditions imposed
in the algorithm. There are no more LI states in the given SU(n) irrep than
the dimension ∆K of the irrep space. Thus, the total number of states that are
added to currentQueue in each of the n − 1 stages is no more than ∆K . No
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more that n(n − 1)/2 lowering operators are applied on the states that enter
currentQueue. Thus, each stage terminates after the application of ∆Kn(n− 1)/2
lowering operations. Furthermore, the algorithm terminates after n− 1 stages and
the application of no more than ∆Kn(n− 1)2/2 lowering operations. 
Finally, we prove that the canonical-basis-states algorithm returns the correct
output when it terminates.
Theorem 20 (Algorithm 10 is correct). The SU(n) states∣∣∣∣ψK(z),...,K(3),K(2)Λ(n) ,...,Λ(3), Λ(2)
〉
(7.12)
yielded by Algorithm 10 are the canonical states of Definition 6.
Proof. The theorem holds if the states yielded by Algorithm 10 have well defined
weights and have well defined irrep labels. First we show that the weight of each
state in the output of the algorithm is well defined. Each state in the output is
obtained either by enacting lowering operators on the HWS or by taking linear
combinations of states that have the same weight. Linear combination of states
with the same weights have well defined weights themselves. Thus, all the output
states have well defined weights for SU(m) irreps for all 2 ≤ m ≤ n.
We prove that the states have well defined SU(m) irrep label separately for
m = n and for 2 ≤ m ≤ n− 1. The correctness of the su(m) HWS follows from
Lemma 8. Every state in the output is a linear combination of states obtained
by lowering from the constructed su(m) HWS. Thus, every state is in the correct
SU(n) irrep K(n).
The algorithm (Line 8) enacts raising operators on linear combinations of
su(m+ 1) basis states at one weight until each of the raising operators annihilates
the raised state. The su(m) state thus obtained are legitimate su(m) HWS’s or
possibly linear combinations of su(m) HWS’s by construction. The uniqueness of
the HWS is guaranteed by the existence of the canonical basis [175]. Each of the
canonical basis states is obtained by lowering from these su(m) HWS’s using su(m)
lowering operators and thus have well defined irrep labels for all 2 ≤ m ≤ n− 1.
We have shown that the states yielded by the algorithm have well defined values
of irrep labels K(m) for su(m) algebras for all {m : 2 ≤ m ≤ n} and of su(m)
weights Λ(m) for all {m : 2 ≤ m ≤ n}. Thus, these states are the canonical SU(n)
basis states. This completes the proof of correctness of Algorithm 10. 
We have proved that Algorithm 10 terminates and returns the canonical basis
states on termination. The states constructed by the canonical-basis-states algo-
rithm are employed to compute arbitrary SU(n) D-functions using an algorithm
presented in the next subsection.
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D-function algorithm
Our task is to construct the D-function
DK(n),...,K(3),K(2);K′(n),...,K′(3),K′(2)Λ(n) ,...,Λ(3), Λ(2) ;Λ′(n) ,...,Λ′(3), Λ′(2) (Ω) (7.13)
for given labels {K(m)}, {Λ(m)}, {K ′(m)}, {Λ′(m)} of the SU(n) element V (Ω) given
by the parametrization Ω. The D-function (7.13) is computed as the inner product
between the state ∣∣∣∣ψK(n),...,K(3),K(2)Λ(n) ,...,Λ(3), Λ(2)
〉
(7.14)
of Equation (7.16) and the transformed state
V (Ω)
∣∣∣∣ψK′(n),...,K′(3),K′(2)Λ′(n) ,...,Λ′(3), Λ′(2)
〉
. (7.15)
Algorithm 11 constructs the fundamental representation, i.e., the n× n matrix, Vij
of the SU(n) element V (Ω) [44]. Then, the expressions for the basis states∣∣∣∣ψK(n),...,K(3),K(2)Λ(n) ,...,Λ(3), Λ(2)
〉
,
∣∣∣∣ψK′(n),...,K′(3),K′(2)Λ′(n) ,...,Λ′(3), Λ′(2)
〉
(7.16)
corresponding to the given labels are computed using the canonical-basis-states
algorithm. The basis states thus obtained are expressed as summations over
products of creation and annihilation operators. V (Ω) acts on the boson realization
by transforming each boson independently according to
a†i,j → a†′i,j =
∑
k
Vik(Ω)a†k,j, (7.17)
where {Vik(Ω)} are the matrix elements of the n× n representation of V (Ω). The
algorithm transforms the second basis state of Equation (7.16) under the action
of V (Ω) by replacing each of the creation and annihilation operators of the state
according to Equation (7.17).
The D-function is evaluated as the inner product using the commutation
relations (3.22) or equivalently by using the Wick’s theorem [176]. The correctness
and termination of Algorithm 11 follows directly from Theorems 19 and 20, which
completes our algorithms for the computation of boson realizations of SU(n) states
and of D-functions.
Conclusion
In summary, we have devised an algorithm to compute expressions for boson
realizations of the canonical basis states of SU(n) irreps. Boson realizations are
CHAPTER 7. SU(N) REPRESENTATION THEORY FOR SIMULATING
LINEAR OPTICS 89
ideally suited for analyzing the physics of single photons, providing a tractable
interpretation to basis states as multi-photon states and to transformations on
these states as optical transformations. Furthermore, we have devised an algorithm
to compute expressions for SU(n) D-functions in terms of elements of the funda-
mental representation of the group. Our algorithm offers significant advantage
over competing algorithms to construct D-functions. Furthermore, our D-function
algorithm lays the groundwork for generalizing the analysis of optical interferometry
beyond the three-photon level [71,75,76].
This work is the first known application of graph-theoretic algorithms to SU(n)
representation theory. We overcome the problem of SU(n) weight multiplicity
greater than unity by modifying the breadth-first graph-search algorithm. Our
procedure for generating a basis set can be extended to subgroups of SU(n). In
particular, the boson realization of the HWS of O(2k) and O(2k + 1) irreps can be
constructed along the lines of Lemma 8 [177–179]. Graph-search algorithms can be
employed to construct O (n) basis states and D-functions if the problem of labelling
O (n) basis states can be overcome. Our approach opens the possibility of exploiting
the diverse graph-algorithms toolkit for solving problems in representation theory
of Lie groups.
7.2 D-functions and immanants of unitary
matrices and submatrices
Introduction and basic result
In this section I present result on the connection between immanants and group
functions (or D-functions) for the unitary groups. We extend a result of Kostant [89]
to submatrices of the fundamental representation of these groups.
Immanants of totally non-negative and of Hermitian matrices have been studied
in [180–182]; our results instead are applicable to unitary matrices and depend on
the well-known duality between representations of the unitary and of the symmetric
groups [170,183]. This duality identifies some irreps of SU(m) with irreps of SN
with N ≤ m. If {λ} = {λ1, λ2, . . . , λN} is a partition of λ = ∑k λk labelling an
irrep of SN , we choose to label irreps of SU(m) using the round brackets (λ) with
m− 1 entries defined by (λ1 − λ2, . . . , λN−1 − λN , λN ) and trailing zeroes omitted.
Thus, the irrep {21} of S3 corresponds to the SU(4) irrep (110) ∼ (11), the SU(5)
irrep (1100) ∼ (11) etc.
Kostant [89] has shown a simple connection between immanants (3.41) of the
fundamental representation T of SU(m) group elements and group functions D(λ)tt of
SU(m) with t running over each of the zero-weight states in irrep (λ). Specifically,
let Ω ∈ SU(m) and T (Ω) (no superscript) is the defining m×m representation of
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Ω. Further define the matrix D(τ)(Ω) by(
D(τ)(Ω)
)
rt
= D(τ)rt (Ω) (7.18)
with r, t restricted to labelling zero-weight states in the irrep (τ). Then we have [89]
imm{τ}(T (Ω)) = Tr
[
D(τ)(Ω)
]
. (7.19)
For SU(2), this result simply states that the permanent of the matrix
T (Ω) =
 e−( 12 )i(α+γ) cos (β2) −e−( 12 )i(α−γ) sin (β2)
e( 12 )i(α−γ) sin
(
β
2
)
e( 12 )i(α+γ) cos
(
β
2
)  , (7.20)
where Ω = (α, β, γ) ∈ SU(2), is the SU(2)-function imm{2}(T (Ω)) = D100(α, β, γ) =
cos β whereas the determinant imm{1,1}(T (Ω)) = D000(α, β, γ) = 1. The trace of
Equation (7.19) contains a single term in both SU(2) cases as the zero-weight
subspaces in irreps J = 1 and J = 0 are both one-dimensional. Here and henceforth
we follow the physics notation of labelling SU(2) irreps using the angular momentum
label J = 12λ, such that 2J is an integer. Thus, D100(Ω) is an SU(2) D-function in
the three-dimensional irrep J = 1.
Recap of notation and an illustration
Here I recall the relevant notation of boson realization of SU(n) states and su(n)
operators (Section 3.2) and present and example of the connection between D-
functions and immanants. We first introduce a basis for H(1)p , which is the p-th
copy of the carrier space for fundamental irrep {1} ≡ (1) of SU(m). I write this
basis in terms of harmonic oscillator states according to
H(1)p = span{a†k(ωp) |0〉 , k = 1, . . . ,m} . (7.21)
The label ωp can be thought of as an internal DOF, say the frequency, of the p-th
oscillator. We introduce the (reducible) Hilbert space H(N) def= H(1)1 ⊗H(1)2 . . .⊗H(1)N ,
which is spanned by the set of harmonic oscillator states of the type
a†k(ω1)a†r(ω2) . . . a†s(ωN) |0〉 , k = 1, . . . ,m ; r = 1, . . . ,m , etc (7.22)
Now I detail the action of the permutation group SN on our basis states.The
action of P (σ) is defined as
P (σ)a†k(ω1)a†r(ω2) . . . a†s(ωN) |0〉 = a†k(ωσ−1(1))a†r(ωσ−1(2)) . . . a†s(ωσ−1(N)) |0〉 .
(7.23)
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Alternatively, one may consider each of the sets {a†k(ωp); k = 1, . . . ,m}, which are
labelled by p, as a tensor operator that carries the defining irrep (1) of su(m). |0〉
is invariant under the action of SN and su(m) elements.
Specifically, algebra u(m) is spanned by the SN -invariant operators
Cˆij =
N∑
k=1
a†i (ωk)aj(ωk) i, j = 1, . . . ,m. (7.24)
The su(m) subalgebra is obtained from u(m) by removing the diagonal operator∑m
k=1 Cˆkk, so the Cartan subalgebra of su(m) is spanned by the traceless diagonal
operators
hˆi
def= Cˆii − Cˆi+1,i+1, i = 1, . . . ,m− 1. (7.25)
Furthermore, a basis for the irrep (λ) of su(m) is given in terms of the harmonic
oscillator occupation number n according to∣∣∣ψ(λ(n))n; Λ〉 = ∣∣∣(λ)n1n2, . . . , nm; (λ(n−1)) . . . (Λ(2))〉 , (7.26)
where n def= (n1, n2, . . . , nm) and nk indicates the number of excitations in mode
k ≤ m. The weight of this state is equals the (m − 1)-tuple [n1 − n2, n2 −
n3, . . . , nm−1 − nm]. Finally, the multi-index Λ := (λ′) . . . (J) refers to a collection
of indices, each of which labels irreps in the subalgebra chain
su(m) ⊃ su(m− 1) ⊃ . . . ⊃ su(2)
(λ(n)) (λ(n−1)) (λ(2)) , (7.27)
and is needed to fully distinguish states having the same weight. The representation
labels are all integers. We take the subalgebra su(k − 1) ⊂ su(k) to be spanned by
the subset of the k × k hermitian traceless matrices of the form
0 0 . . . 0
0 ∗ ∗ ∗
... ∗ ∗ ∗
0 ∗ ∗ ∗
 , (7.28)
where ∗ denote possible non-zero entries in su(k − 1).
As an illustration of the connection betweenD-function and immanants, consider
n = 3. The matrix representation of Ω ∈ SU(3) in the fundamental representation
(which is denoted by (1) once the trailing 0 has been eliminated) of SU(3) as
T (Ω) =

D(1)100(0);100(0)(Ω) D(1)100(0);010(1)(Ω) D(1)100(0);001(1)(Ω)
D(1)010(1);100(0)(Ω) D(1)010(1);010(1)(Ω) D(1)010(1);001(1)(Ω)
D(1)001(1);100(0)(Ω) D(1)001(1);010(1)(Ω) D(1)001(1);001(1)(Ω)
 , (7.29)
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with Ω ∈ SU(3). The result of Kostant [89] applied to su(3) then states that
per(T (Ω)) = imm{3}(T (Ω)) =D(3)111(1);111(1)(Ω) ,
imm{21}(T (Ω)) =D(11)111(1);111(1)(Ω) +D(11)111(0);111(0)(Ω) , (7.30)
det(T (Ω)) = imm{111}(T (Ω)) =D(0)000(0);000(0)(Ω) = 1 ,
For convenience, we use the symbols T and Ω to respectively denote matrices
and elements in different SU(m) without indicating m; this does not affect our
conclusions as our results apply to any m.
Our novel contribution is to extend result of [89] encapsulated in Equation (7.19)
to submatrices of the fundamental representations. Our results enable application
of SU(n) methods to the m-photon n-channel interferometry for n > m. I present
a proof of our result in the next section.
Proving the theorem: the case N = m
We consider the state |Ψ123...m〉 = a†1(ω1)a†2(ω2) . . . a†m(ωm) |0〉, which lives in the
(reducible) tensor product space H(m) = H(1)1 ⊗H(1)2 . . . ⊗H(1)m . The first lemma
deals with the weight of this state.
Lemma 21. The SU(m) weight of |Ψ123...m〉 is 0. This is immediate since every
mode is occupied once, so ni = 1∀ i. Since the component k of the weight is
nk − nk+1, hˆi |Ψ123...m〉 = 0 ∀ i. 
From Lemma 21, we write |Ψ123...m〉 as an expansion over zero-weight states in
all irrep occurring in H(m) according to
|Ψ123...m〉 =
∑
αλ`
c˜
(λ)α
`
∣∣∣ψ(λ)α` 〉 , c˜(λ)α` = 〈ψ(λ)α` ∣∣∣Ψ123...m〉 , (7.31)
where (λ)α is the α-th copy of the irrep (λ)α of SU(m), and ` labels those basis
states that have 0-weight in the irrep (λ)α of SU(m).
Lemma 22. With the notation above:
∑
σ
χ{τ}(σ)P (σ) |Ψ123...m〉 = m!dim(τ)
∑
αt
c˜
(τ)α
t
∣∣∣ψ(τ)αt 〉 . (7.32)
Proof. The proof of Lemma 2 relies on the duality between representations of the
symmetric and the unitary groups. From duality, the basis states {
∣∣∣ψ(τ)αt 〉} are
CHAPTER 7. SU(N) REPRESENTATION THEORY FOR SIMULATING
LINEAR OPTICS 93
also basis states for the irrep {τ} of Sm. Hence, using Equation (7.23) we obtain
P (σ) |Ψ123...m〉 =
∑
αλ`
∣∣∣ψ(λ)α` 〉 〈ψ(λ)α` ∣∣∣P (σ) |Ψ123...m〉 , (7.33)
=
∑
α`λk
∣∣∣ψ(λ)α` 〉Γ{λ}`k (σ) 〈ψ(λ)αk |Ψ123...m〉 , (7.34)
=
∑
α`λk
∣∣∣ψ(λ)α` 〉Γ{λ}k` (σ−1) c˜(λ)αk , (7.35)
where Γ{λ} is the unitary irrep {λ} of Sm. Writing χ{τ}(σ) = ∑t Γ{τ}tt (σ) gives us
∑
σ
χ{τ}(σ)P (σ) |Ψ123...m〉 =
∑
αkλ`
c˜
(λ)α
`
∣∣∣ψ(λ)α` 〉
[∑
σt
Γ{τ}tt (σ)Γ
{λ}
`k (σ−1)
]
, (7.36)
= m!dim(τ)
∑
αt
c˜
(τ)α
t
∣∣∣ψ(τ)αt 〉 , (7.37)
where we have used the orthogonality of characters to arrive at Equation (7.37).
Because the action of Ω ∈ SU(m) commutes with the action of σ ∈ Sm, we have
imm{τ}(T (Ω)) =
∑
σ
χ{τ}(σ)P (σ) [T11(Ω)T22(Ω) . . . Tmm(Ω)] , (7.38)
= 〈Ψ123...m| [T (Ω)⊗ T (Ω) . . .⊗ T (Ω)][∑
σ
χ{τ}(σ)P (σ)
]
|Ψ123...m〉 , (7.39)
=
∑
αrt
(c˜ταr )∗ c˜ταt
m!
dim(τ)D
(τ)
rt (Ω) . (7.40)
Introducing the scaled coefficients c(τ)αt = c˜
(τ)α
t
√
m!
dim(τ) , we finally obtain
imm{τ}(T (Ω)) =
∑
rt
[∑
α
(c(τ)αr )∗ c
(τ)α
t
]
D(τ)rt (Ω) , (7.41)
where the sums over t and r is a sum over zero-weight states in (τ)α. 
This result is not unexpected as the operator
Πˆ{τ} =
[∑
σ
χ{τ}(σ)P (σ)
]
, σ ∈ Sm (7.42)
is a projector to that subspace of Sm which has permutation symmetry {τ}, and
hence (by duality) is a projector to a subspace that carries (possibly multiple copies
of) the irrep (τ) of SU(m) in the m-fold product (1)⊗m.
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Theorem 23. (Kostant [89])
imm{τ}(T (Ω)) =
∑
t
D(τ)tt (Ω) (7.43)
Proof. We present a proof that will eventually allow us to dispense with the
requirements that N = m and that states have zero-weight. Construct the matrix
W
{τ}
rt =
∑
α
c
(τ)
αt (c(τ)αr )∗ . (7.44)
Equation (7.41) then becomes
imm{τ}(T (Ω)) =
∑
rt
W
{τ}
rt D(τ)rt (Ω) = Tr
[
W {τ}D(τ)(Ω)
]
, (7.45)
with D(τ)(Ω) defined in Equation (7.18). Our objective is to prove that W {τ} is
the unit matrix.
Any immanant has the property of invariance under conjugation by elements in
Sm i.e., the immanant of any matrix satisfies
imm{τ}(T (Ω)) =
∑
σ
χ{τ}(σ)P (σ) [T11(Ω)T22(Ω) . . . Tmm(Ω)]
=
∑
σ
χ{τ}(σ)P−1(σ¯)P (σ)P (σ¯) [T11(Ω)T22(Ω) . . . Tmm(Ω)] , (7.46)
with σ, σ¯ ∈ Sm. Under conjugation by σ¯, Equation (7.41) becomes
imm{τ}(T (Ω)) = Tr
[
Γ{τ}(σ¯)W {τ}Γ{τ}(σ¯−1)D(τ)(Ω)
]
,
= Tr
[
W {τ}D(τ)(Ω)
]
.
. (7.47)
Since D(τ)(Ω) is certainly not the unit matrix for arbitrary Ω, it follows that
Γ{τ}(σ¯)W {τ}Γ{τ}(σ¯−1) = W {τ}, (7.48)
i.e. the matrix W {τ} is invariant under any permutation. By Schur’s lemma W {τ}
must therefore be proportional to the unit matrix, i.e. we have W {τ}ts = ξ δts with ξ
the relevant constant of proportionality. The immanant thus takes the form
imm{τ}(T (Ω)) = ξ
(∑
t
D(τ)tt (Ω)
)
. (7.49)
To determine ξ, choose Ω = 1. Then T (1) is the m×m unit matrix, and Tk,σ(k)(1)
is zero unless σ = 1 ∈ Sm. The immanant for Ω = 1 is then just the dimension of
the irrep {τ} and we have
imm{τ}(T (1)) = χ{τ}(1) = dim(τ) = ξ,
(∑
t
1
)
= ξ dim({τ}) (7.50)
since D(τ)tt (1) = 1. Hence, ξ = 1 and the theorem is proved. 
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This completes our results on D-functions and immanants of the fundamental
matrix representation. The next section generalizes these results to submatrices of
the fundamental representation.
Results on submatrices: the case N < m.
We now consider the submatrices of T . In multi-photon interferometry, such
submatrices describe the unitary scattering from an input state of the form∣∣∣Ψk1...kp〉 = a†k1(ω1)a†k2(ω2) . . . a†kp(ωp) |0〉 , p < m , (7.51)
to an output state
∣∣∣Ψ`1...`p〉, which need not the identical to ∣∣∣Ψk1...kp〉. Both input
and output live in the reducible Hilbert space H(p) and have expansions of the form∣∣∣Ψk1...kp〉 = ∑
αλ`
D˜(λ)α`
∣∣∣ψ(λ)α` 〉 (7.52)
where
∣∣∣ψ(λ)α` 〉 has weight [k1 − k2, k2 − k3, . . . , kp−1 − kp].
First we select from T (Ω) a principal submatrix T¯ (Ω)k, i.e., T¯ (Ω)k is obtained
by keeping rows and columns k = (k1, k2, . . . , kp) with p < m. In such a case, input
and output states are identical. The permutation group Sp shuffles the p indices
k1, k2, . . . , kp amongst themselves. Although the submatrix T¯ (Ω)k is not unitary,
the proof of Theorem 3 does not depend on the unitarity of T (Ω) and so can be
copied to show
Theorem 24. The immanant imm{λ}k (T (Ω)) of a submatrix T¯ (Ω)k, which is a
principal submatrix of T , is given by
imm{λ}k (T (Ω)) =
∑
r
D(λ)rr (Ω) (7.53)
where (λ) is the irrep of SU(m) corresponding to the partition {λ} and where the sum
over r is a sum over all the states in (λ) with weight [k1−k2, k2−k3, . . . , kp−1−kp];
following Equation(7.52) this is the weight of
∣∣∣Ψk1...kp〉 in Equation (7.51) and need
not be zero.
As an illustration, if the third and fifth rows and columns are removed from
the 5× 5 fundamental matrix representation of SU(5), then the states entering in
the sum of Equation (7.53) are linear combinations of terms of the form
P (σ)
[
a†1(ω1)a†2(ω2)a†4(ω3) |0〉
]
(7.54)
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with weight [0, 1,−1, 1]. Using the su(k) ↓ su(k − 1) branching rules [151,184] to
label basis states, the {2, 1} immanant of this submatrix is the sum
imm{2,1}124 (T (Ω)) = D(1,1)11010(2)(1)(1);11010(2)(1)(1)(Ω) +D(1,1)11010(0,1)(1)(1);11010(0,1)(1)(1)(Ω) ,
(7.55)
where the labels (2)(1)(1) and (0, 1)(1)(1) refer to the su(4) ⊃ su(3) ⊃ su(2) chains
of irreps (recall that trailing 0s are omitted).
Now we consider our results applied to the most general submatrices of a matrix.
To fix ideas, we start with the 4× 4 matrix T and remove row 1 and column 2 to
obtain the submatrix T¯ :
T (Ω)→ T¯ (Ω) =
 T21(Ω) T23(Ω) T24(Ω)T31(Ω) T33(Ω) T34(Ω)
T41(Ω) T43(Ω) T44(Ω)
 (7.56)
The immanants of 3× 3 submatrix T¯ (Ω) are in the form
imm{λ}(T¯ (Ω)) =
∑
σ
χ{λ}(σ)P (σ) [T11(Ω)T22(Ω)T34(Ω)] (7.57)
=Πˆ{λ} [T11(Ω)T22(Ω)T34(Ω)] , (7.58)
where Πˆ{λ} is the immanant projector of Equation (7.42) and σ permutes the triple
(124).
Let {a†k(ωk) |0〉 , k = 1, . . . , 4} be a basis for the fundamental irrep of SU(4),
and define
|Ψ134〉 def=a†1(ω1)a†3(ω2)a†4(ω3) |0〉 , (7.59)
|Φ234〉 def=a†2(ω1)a†3(ω2)a†4(ω3) |0〉 (7.60)
as three-particle states elements of H{1}⊗{1}⊗{1}. Clearly there is σ′ ∈ S4 such that
|Ψ234〉 = P (σ′) |Φ134〉 . (7.61)
Indeed by inspection this element is given by P (σ′) = P12. More generally, if
|Φk〉 =a†k1(ω)a†k2(ω2)a†k3(ω3) |0〉 , k = (k1, k2, k3) , (7.62)
|Ψq〉 =a†q1(ω)a†q2(ω2)a†q3(ω3) |0〉 , q = (q1, q2, q3) , (7.63)
then there is σqk exists such that |Ψq〉 = P (σqk) |Φk〉. As the action of the permu-
tation group commutes with the action of the unitary group:
imm{λ}(T¯ (Ω))kq = 〈Φk|〉 [T (Ω)⊗ T (Ω) . . .⊗ T (Ω)] Πˆ{λ} P (σqk) |Φk〉 (7.64)
= 〈Φk|〉 Πˆ{λ} [T (Ω)⊗ T (Ω) . . .⊗ T (Ω)]P (σqk) |Φk〉 (7.65)
=
∑
rsα
〈Φk|〉Π{λ}
∣∣∣ψ(λ)αr 〉× 〈ψ(λ)αr ∣∣∣T (λ)(Ω)P (σqk) ∣∣∣ψ(λ)αs 〉 〈ψ(λ)αs |Φk〉
(7.66)
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Now, the permutation P (σqk) is represented by a unitary matrix in the carrier
space (λ)α. Thus, there exist Ωqk ∈ su(4) and a phase ζ such that P (σqk)
∣∣∣ψ(λ)αs 〉 =
eiζ T (Ωqk)
∣∣∣ψ(λ)αs 〉. This transforms our original problem back to the case of principal
submatrices, but with now an element Ω · Ωqk i.e.,
imm{λ}(T¯ (Ω)) =
∑
t
D(λ)tt (Ω · Ωqk) . (7.67)
Unfortunately, the action P (σqk)
∣∣∣ψ(λ)αs 〉 is in general non-trivial [45, 166,185] and
it is not obvious how to find Ω′, much less (Ω ·Ω′). Nevertheless, we found that the
sum of D-functions that occur on the right hand side of Equation (7.66) always
contains the same number of D as the dimension of the dual irrep {τ}, and that
the coefficients of these D’s is always one. This result relied on (i) evaluating the
appropriate group functions using the algorithm [3], (ii) explicitly constructing
each of the immanants of all possible 4× 4 submatrices and of all possible 3× 3
submatrices of the fundamental irrep of su(5) and (iii) explicitly constructing the
immanants of 3× 3 submatrices of the fundamental irrep of su(4) or su(5).
Thus, in the specific case of the submatrix given in Equation (7.56), we have
imm{21}(T¯ (Ω))(234)(134) = D(1,1)0111(2)(1);1011(2)(1)(Ω) +D(1,1)0111(11)(1);1011(11)(1)(Ω) . (7.68)
We also verified that a similar identity holds for all 3×3 submatrices of T (Ω) ∈ su(4).
For instance,
imm{21}(T¯ (Ω))(234)(124) =D(1,1)0111,(2)(1);1101(2)(1)(Ω) +D(1,1)0111(11)(1);1101(01)(1)(Ω) , (7.69)
imm{21}(T¯ (Ω))(134)(124) =D(1,1)1011(2)(1);1110(2)(1)(Ω) +D(1,1)1011(11)(1);1110(01)(1)(Ω) . (7.70)
Likewise, we have, for T (Ω) ∈ su(5),
imm{21}(T¯ (Ω))(1345)(1235) =D(1,1)01101(11)(2)(1),10110(2)(2)(1)(Ω) +D(1,1)01101(11)(01)(1),10110(01)(01)(1)(Ω) ,
imm{31}(T¯ (Ω))(235)(134) =D(2,1)10111(3)(3)(1),11101(3)(2)(1)(Ω) +D2,110111(11)(11)(1),11101(11)(2)(1)(Ω)
+D(2,1)10111(11)(11)(0),11101(11)(01)(1)(Ω) , (7.71)
this last being an example of a 4 × 4 submatrix not principal coaxial. We thus
conjecture that, even for generic submatrices, imm{λ}(T¯ (Ω))kq is a sum of dim {λ}
distinct D’s with coefficients equal to +1.
An application: Relations between D-functions
Here we present a relation between D-functions of SU(3) and those of SU(4). This
relation is obtained using Theorem 24 and a theorem due to Littlewood [80].
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Littlewood [80] has established relations between immanants of a matrix and
sums of products of immanants of principal coaxial submatrices. For instance, the
equality for Schur functions {3}{1} = {3, 1}+ {4} yields the immanant relation∑
ijk`
(
imm{3}ijk (T (Ω))
) (
imm{1}` (T (Ω))
)
= imm{3,1}(T (Ω)) + imm{4}(T (Ω))
where the sum over ijk` is a sum over complementary coaxial submatrices, i.e.
ijk ` ijk `
123 4 124 3
134 2 234 1
. (7.72)
This expands to a sum of products of immanants of submatrices given explicitly by
imm{3}123(T (Ω)) imm
{1}
4 (T (Ω)) + imm
{3}
124(T (Ω) imm
{1}
3 (T (Ω))
+ imm{3}134(T (Ω)) imm
{1}
2 (T (Ω)) + imm
{3}
234(T (Ω)) imm
{1}
1 (T (Ω))
= imm{3,1}(T (Ω)) + imm{4}(T (Ω)), (7.73)
which becomes an equality on the corresponding products of sum of SU(4) D-
functions:
D(3)1110(2)(1);1110(2)(1)(Ω)D(1)0001(1)(1);0001(1)(1)(Ω)
+D(3)1101(2)(1);1101(2)(1)(Ω)D(1)0010(1)(1);0010(1)(1)(Ω)
+D(3)1011(2)(2);1011(2)(2)(Ω)D(1)0100(1)(0);0100(1)(0)(Ω)
+D(3)0111(3)(2);0111(3)(2)(Ω)D(1)1000(0)(0);1000(0)(0)(Ω)
= D(21)1111(3)(2);1111(3)(2)(Ω) +D(21)1111(11)(2);1111(11)(2)(Ω)
+D(21)1111(11)(0);1111(11)(0)(Ω) +D(4)1111(3)(2);1111(3)(2)(Ω). (7.74)
The subgroup labels are obtained by systematically using the su(k) ↓ su(k − 1)
branching rules [3].
Conclusion
Immanants are connected to the interferometry of partially distinguishable pulses [71,
75, 76]; the associated permutation symmetries lead to novel interpretations of
immanants as a type of normal coordinates describing lossless passive interferome-
ters [71]. This connection immediately provides a physical interpretation to the
appropriate combinations of group functions corresponding to these immanants
and should stimulate further development of toolkits to compute group functions.
CHAPTER 7. SU(N) REPRESENTATION THEORY FOR SIMULATING
LINEAR OPTICS 99
Conjectures in complexity theory regarding the behaviour of permanents of
large unitary matrices may also provide an entry point towards understanding
the behaviour of D-functions in similar asymptotic regimes. It remains to see if
this line of thought can also be turned around it might be possible to use results
on the asymptotic behaviour of D-functions to establish some conjectures on the
behaviour of immanants of large matrices.
Finally, although the Schur-Weyl duality is not directly applicable to subgroups
of the unitary groups, the permutation group retains its deep connection with
representations of the classical groups, which are considered as subgroups of the
unitary groups [186,187]. Hence, it might be possible to extend the results of this
section to functions of the orthogonal or symplectic groups, thus generalizing the
result of Section 5 on immanants associated with plethysms of representations.
7.3 Conclusion
In summary, I have advanced group theoretic methods for linear optics by means
of algorithms for computing SU(n) D-functions and by finding relations between
D-functions and immanants of the interferometer transformation. Our algorithm
for D-functions enables the expression of interferometry outputs in terms of SU(n)
D-functions similar to the three-photon case (3.49). Furthermore, my results on
the connection between D-functions and immanants allow for the computation
of interferometer outputs using immanants similar to the case of three-photons
outputs (3.51). Thus, I contribute to group-theoretic methods for analyzing and
simulating multi-photon multi-channel interferometry along the lines of the three-
photon three-channel treatment of Section 3.4.
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Algorithm 11 D-function Algorithm
Input:
• n ∈ Z+ . Algorithm constructs D-functions of SU(n) elements.
• Ω = {ω1, ω2, . . . , ωn2−1} ∈ Rn2−1 . Parametrization of SU(n)
transformation.
• K(n), . . . , K(2) and Λ(n), . . . ,Λ(2) . Row Label.
• K ′(n), . . . , K ′(2) and Λ′(n), . . . ,Λ′(2) . Column Label.
Output:
• DK(n),...,K(3),K(2);K′(n),...,K′(3),K′(2)Λ(n) ,...,Λ(3), Λ(2) ;Λ′(n) ,...,Λ′(3), Λ′(2) (Ω)
1: procedureD(n,Ω, K(n), . . . , K(2), K ′(n), . . . , K ′(2),Λ(n), . . . ,Λ(2),Λ′(n), . . . ,Λ′(2))
2: Construct V ∈ GL(n,C) from parametrization Ω [44]
3: if K(n) = K ′(n) then
4:
∣∣∣∣ψK(n),...,K(3),K(2)Λ(n) ,...,Λ(3), Λ(2)
〉
← using CanonicalBasisStates(n,K(n)).
5:
∣∣∣∣ψK′(n),...,K′(3),K′(2)Λ′(n) ,...,Λ′(3), Λ′(2)
〉
← using CanonicalBasisStates(n,K ′(n)).
6: Construct
〈
ψK
(n),...,K(3),K(2)
Λ(n) ,...,Λ(3), Λ(2)
∣∣∣∣ from ∣∣∣∣ψK(n),...,K(3),K(2)Λ(n) ,...,Λ(3), Λ(2)
〉
by complex conju-
gation.
7: Construct V (Ω)
∣∣∣∣ψK′(n),...,K′(3),K′(2)Λ′(n) ,...,Λ′(3), Λ′(2)
〉
using a†i,k →
∑
j Vi,j(Ω)a†j,k ∀ ai,k, a†i,k.
8: Return D =
〈
ψK
(n),...,K(3),K(2)
Λ(n) ,...,Λ(3), Λ(2)
∣∣∣∣V (Ω)∣∣∣∣ψK′(n),...,K′(3),K′(2)Λ′(n) ,...,Λ′(3), Λ′(2)
〉
9: else
10: Return D = 0
11: end if
12: end procedure
Chapter 8
Summary
This chapter summarizes my contribution to the theory of design, characterization
and simulation of multi-photon multi-channel interferometry (Section 8.1). I
conclude the chapter and the thesis with a list of open problems related to the
contribution reported herein (Section 8.2).
8.1 Summary of results
In summary, I contribute to the theory of design, characterization and simulation
of multi-photon multi-channel interferometry. The advances that I have reported
in this thesis contribute to making linear optics a viable candidate for QIP.
In the design of linear optics, we devised a procedure that enables the realization
of arbitrary discrete unitary transformations on the spatial and internal degrees
of freedom of light. Our procedure receives as input the dimensions ns and np of
spatial and internal DOFs respectively and an nsnp×nsnp unitary matrix and yields
as output a sequence of matrices that correspond to either 2np × 2np beam-splitter
transformations or to arbitrary np × np internal transformations. By exploiting the
np-dimensional internal DOF, the required number of beam splitters is reduced
by a factor of n2p/2 as compared to realizing the same transformation on spatial
modes alone. Our procedure thus enables realizing larger unitary transformations
that are required for implementing QIP tasks.
My contribution to the characterization of multi-channel interferometers includes
an accurate and precise procedure that uses one- and two-photon interference.
Our procedure is advantageous to the existing procedures as it accounts for and
corrects systematic errors due to spatiotemporal mode mismatch in the source
field. Our procedure employs experimentally measured source spectra to achieve
accurate curve-fitting between measured and theoretical coincidence counts and
thus yields accurate transformation matrix elements. We use maximum-likelihood
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estimation to find the unitary matrix that best represents the measured data. A
scattershot approach is recommended for reducing the required characterization
time. A bootstrapping procedure is introduced to obtain meaningful error bars
on the characterized parameters even when the form of experimental error is
unknown. The efficacy of the characterization procedure is verified numerically
and experimentally.
I advance the theory of simulation of multi-photon multi-channel interferometry
by developing SU(n) group-theoretic methods for simulation of linear optics. I
devise an algorithm for computing boson realization of canonical SU(n) basis
states and to compute SU(n) D-functions. I find relations between these D-
functions and immanants of the matrices and submatrices of the fundamental SU(n)
representations. These results open the possibility speeding up the computation of
arbitrary multi-photon multi-channel measurement probabilities.
8.2 Open problems
Here I list the problems that have been opened by the advances reported in this
thesis. Section 8.2 presents two problems that deal with improvements in the linear
optical realization of discrete unitary transformations. A thorough experimental
verification of our characterization procedure is recommended in Section 8.2. In
Section 8.2, I suggest open problems regarding analyzing and improving the speed
and the complexity of our SU(n) methods and applying them to optimally compute
multi-photon multi-channel measurement probabilities.
Improved realization of linear optics on multiple degrees of
freedom
Our design procedure (Chapter 4) enables realizing unitary matrices on the com-
bined state of light in the spatial and one internal DOF but there is no known
procedure to transform the composite state of light in more than one internal
DOF. The key challenge to realizing such a transformation is the realization of
beam-splitter-like transformations that mix light among different DOFs. This
challenge can be overcome on a case-by-case basis for different internal DOFs.
Another direction related to the design of interferometers is to devise a realiza-
tion that requires the minimum number of beam splitters and internal elements. We
conjecture that our decomposition is optimal in its beam-splitter-number require-
ment. However, we think that other decompositions might reduce the requirement
of optical elements acting on internal modes and experimental implementations
would gain from such a decomposition.
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Experimental evidence for efficacy of characterization
procedure
Chapter 6 presents experimental evidence for the efficacy of our procedure for beam
splitter characterization (m = 2). A verification of the accuracy and precision
of our procedure on bigger (m > 2) interferometers is appealing. A comparison
of the accuracy and precision of our procedure with respect to classical-light
procedures [68] would also experimentally relevant.
Group-theoretic methods for simulation of linear optics
One open problem related to our boson-realization algorithm (Section 7.1) is to
devise algorithm that computes only a specific SU(n) state rather than the entire
set of SU(n) states of an irrep. Such an algorithm is expected to be faster than
our algorithm. One approach to constructing a specific SU(n) state to construct
the HWS of a given SU(n) irrep and systematically lower from this SU(n) HWS
via the correct SU(m) HWSs for 2 < m < n to the given SU(n) weight. A faster
algorithm to construct specific basic states would also enable a faster D-function
computation algorithm.
Finally, the problem of exploiting our group-theoretic methods to speedup the
computation the outputs of multi-photon multi-channel interferometry remains
open. Faster classical algorithms for simulating linear optics would make feasible
the benchmarking and simulations of this candidate system for QIP.
Appendix A
Constructive proof of the CSD
In this appendix, I present a constructive proof of Theorem 11 and a procedure
to construct the CSD. Recall that our CSD is a building block of our main
decomposition procedure, which is discussed chapter 4.
The output of our constructive proof matches the output of existing proce-
dures [90,91] but our proof emphasizes the key role of the singular value decom-
position in the CSD. Furthermore, numerical implementations of this proof are
expected to be more efficient and stable as compared to existing procedures be-
cause of the efficiency and stability of established singular-value-decomposition
algorithms [93, 94]. Note that efficiency of numerical implementations refers to
the computational cost of performing the decomposition and differs from the re-
quirement of efficient realization, which deals with the number of optical elements
required to experimentally realize the matrices.
Recall that the singular value decomposition factorizes any m × n complex
matrix M into the form
M = WΛMV † (A.1)
for m×m unitary matrix W , n×n unitary matrix V and real non-negative diagonal
matrix ΛM . The matrices W and V diagonalize MM † and M †M respectively. In
other words, the rows of W and V are the eigenvectors of MM † and M †M . These
rows are called the left- and right-singular vectors of M .
Now I describe the construction of metrics Lm+n, Sm+n,Rm+n in the CSD of a
given (m+ n)× (m+ n) unitary matrix U .
Proof of Theorem 7. In order to perform CSD of an arbitrary unitary matrix U , it
is expressed as a 2× 2 block matrix
U =
(
A B
C D
)
, (A.2)
for complex matrices A, B, C and D of dimensions m×m,n×m,m×n and n×n
respectively. The constructive proof is in three parts. First, I show the matrices
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A and C have the same left- and right-singular vectors and that B and D, too,
have the same left- and right-singular vectors. The next step is to show that these
common singular vectors can diagonalize each of the matrices {A,B,C,D}. Finally,
I show that diagonal form of the matrix U (A.2) is a CS matrix.
The unitarity of U implies the relations
U U † ≡
(
AA† +BB† AC† +BD†
C A† +DB† C C† +DD†
)
= 1m+n, (A.3)
U †U ≡
(
A†A+ C†C A†B + C†D
B†A+D†C B†B +D†D
)
= 1m+n. (A.4)
Considering the blocks on the diagonals of Equations (A.3) yields the matrix
equations
AA† +BB† = 1m, (A.5)
C C† +DD† = 1n. (A.6)
Equations (A.5) and (A.6) imply that
[AA†, B B†] = 0, (A.7)
[C C†, DD†] = 0, (A.8)
i.e., AA† commutes with BB† and C C† commutes with DD†. Furthermore, AA†
and BB† are normal matrices. Hence, AA† and BB† are diagonalized by the same
matrix; or A and B have the same (up to a phase) left-singular vectors, denoted by
the unitary matrix Lm. From Equation (A.8), C and D have the same left-singular
vectors, denoted by L′n.
From Equation (A.4), we have
A†A+ C†C = 1m, (A.9)
B†B +D†D = 1n. (A.10)
Following the same line of reasoning as the one used for obtaining common left-
singular vectors, we observe that matrices A and C have the same right-singular
vectors, say Rm, and B and D have the same right-singular vectors R′n.
The left- and right-singular vectors of the matrices {A, B, C, D} can be em-
ployed to diagonalize these matrices according to
A = LmΛAR†m, (A.11)
B = LmΛBR′†n , (A.12)
C = L′nΛCR†m, (A.13)
D = L′nΛDR′†n , (A.14)
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for diagonal complex matrices {ΛA,ΛB,ΛC ,ΛD}. The matrices consisting of the
absolute values of the corresponding complex elements of {ΛA,ΛB,ΛC ,ΛD} matrices
are denoted by |ΛA|, |ΛB|, |ΛC | and |ΛD| and comprise the singular values of
A, B, C and D matrices respectively. Equations (A.11) to (A.14) can be combined
into a single (m+ n)× (m+ n) matrix equation(
A B
C D
)
=
(
Lm
L′n
)(
ΛA ΛB
ΛC ΛD
)(
R†m
R′†n
)
=⇒ U = L˜m+nΛ˜m+nR˜m+n. (A.15)
Factorization (A.15) is similar to the CSD because L˜m+n and R˜m+n block-diagonal
unitary matrices and Λ˜m+n comprises diagonal blocks. In the remainder of this
appendix, we show that Λ˜m+n can be brought into the form of a CS matrix (3.54),
thereby completing the construction of the CSD.
If the matrices Lm (L′n) and Rm (R′n) are calculated from the singular value
decomposition of A (D), then ΛA (ΛD) is a real and non-negative diagonal matrix.
The matrices Lm, L′n, Rm and R′n also diagonalize the matrices C and D resulting
in ΛB and ΛC . Unlike ΛA and ΛD, which consist of real elements, these matrices
ΛB and ΛC are complex matrices in general. In other words, the diagonal matrices
ΛB and ΛC are of the form
ΛB = P |ΛB|
ΛC = −|ΛC |P †, (A.16)
where P is an m×m diagonal unitary matrix. The phases Pjj in Equation (A.16)
for C are complex conjugates of the phases for B because of the unitarity of Λ.
We can remove the matrix P from ΛB and ΛC by redefining Lm and Rm as
L˜m = LmP, (A.17)
R˜m = RmP. (A.18)
Thus Equation (A.15) can be rewritten as:
U =
(
LmP
L′n
)(
ΛA |ΛB|
−|ΛC | ΛD
)(
P †R†m
R′†n
)
(A.19)
or
U = Lm+nΛm+nRm+n. (A.20)
Note that the matrix Λm+n comprises only real elements. Furthermore, Λm+n is
unitary because it is a product Λm+n = L†m+nUR†m+n. Hence, λm+n is an orthogonal
matrix.
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The orthogonality of the Λ implies that any two rows and any two columns of
the matrix are orthogonal. Therefore, the 2× 2 block matrices
Λi =
(
Λi,i Λi,i+m
Λi+m,i Λi+m,i+m
)
(A.21)
is also an orthogonal matrix. Any 2× 2 orthogonal matrix is of the form
Λi =
(
cos θi sin θi
− sin θi cos θi
)
(A.22)
for 1 ≤ i ≤ m.
Next we consider the case of i > m. For the matrix ΛB all the columns with
the index i > m are zero. Similarly, for the matrix ΛC all the rows with the index
i > m are zero. From the unitarity of Λm+n, we see that each of the diagonal
elements in the last n−m columns and rows of the matrix ΛD is unity. In summary,
the matrix Λm+n is of the form
Λm+n = S2m ⊕ 1n−m (A.23)
for S2m a CS matrix in the form of Equation (3.54). 
This completes our procedure for factorizing a given unitary matrix using the
CSD. matlab code for our CSD procedure is available online [98].
Appendix B
Curve-fitting subroutine
Here I detail the inputs and outputs of the curve-fitting algorithm employed in our
accurate and precise characterization procedure (Chapter 5). The accurate and
precise characterization procedure (Chapter 5) employs curve fitting in Algorithm 3
to estimate the mode-matching parameter γ and in Algorithms 4–6 to estimate
the interferometer-matrix arguments {θij}. The curve-fitting algorithm uses the
experimental data and determines those values of unknown parameters that yield
the best between experimental and theoretical coincidence rates.
The curve-fitting algorithm receives the following inputs: (i) the choice of
parameters to be fitted; (ii) the coincidence counts {Cexpii′jj′(τ)}; (iii) an objective
function, which characterizes the least-square error between expected and experi-
mental counts; and (iv) the initial guesses for each of the fitted parameters. The
output of the curve-fitting subroutine is the set of parameter values that optimize
the objective function.
The first input to the subroutine is the choice of the parameters to be fit. The
curve-fitting subroutine fits three parameters. One of these three (namely the mode-
matching parameter γ in Algorithm 3 or the |θij| or βii′jj′ value in Algorithm 6)
is related to the shape of the curve, whereas the other two are related to the
ordinate scaling and the abscissa shift of the curve respectively. The ordinate
scaling factor comprises the unknown losses {κi, νj}, transmission factors {λi, µj}
and the incident photon-pair count. The horizontal shift factor accounts for the
unknown zero of the time delay between the incident photons. The algorithm
returns the values of the shape parameter, the abscissa shift and the ordinate
scaling that best fit the given coincidence curves.
The second input is the experimental data that are fit to the theoretical
coincidence curves, which are described in the third input: the objective function.
The objective function quantifies the goodness of fit between the experimental data
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Figure B.1: Simulated coincidence counts for output ports i, i′ and input ports j, j′
of interferometer with αii = αi′j′ =
√
3/4 and αii′ = αij′ = 1/4 and for different
values of βii′jj′ . The value of βii′jj′ in each respective figure is (a) pi, (b) 0, (c) pi/3
and (d) 2pi/3. The coincidence counts corresponding to τ = 0 and τ → ∞ are
marked on each plot by Cexp(0) and Cexp(∞) respectively.
and the parameterized curve. We use a weighted sum∑
τ∈T
w(τ)|Cexp(τ)− C ′(τ)|2 (B.1)
of squares between the experimental data and the fitted curve as the objective
function [110] for weighs w(τ). We assume that the pdfs of the coincidence counts
are proportional to
√
Cexp(τ) and we assign the weights
w(τ) =
1/Cexp(τ) if Cexp(τ) 6= 01 if Cexp(τ) = 0 (B.2)
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to the squared sum of residues. In case the pdf’s of the residuals for different values
of τ is not known, standard methods for non-parametric estimation of residual
distribution can be employed to estimate the pdf’s [122,123]. Thus, the curve fitting
algorithm returns those values of the fitting parameters that minimize weighted
sum of squared residues between experimental and fitted data.
The curve-fitting procedure optimizes the fitness function over the domain of
the fitting parameter values. Like other optimization procedures, the convergence
of curve fitting is sensitive to the initial guesses of the fitting parameters. The
following heuristics give good guesses for the three fitting parameters. We guess
the ordinate scaling as the ratio
Cexp(∞)
Cii′jj′(∞) (B.3)
of the experimental coincidence counts
Cexp(∞) def= C
exp(τ1) + Cexp(τ`)
2 , (B.4)
to the coincidence probability Cii′jj′(∞) for large (compared to the temporal length
of the photon) time-delay values. The γ value is guessed for Algorithm 3 as the
ratio of the visibility of the experimental curve to the expected visibility in the
curve. The initial guesses for ϑ ≡ |θij| and ϑ ≡ βii′jj′ are based on the known
estimate of γ and the visibility
V = 2γ cos
2 ϑ sin2 ϑ
cos4 ϑ+ sin4 ϑ . (B.5)
of the curve. As there are four kinds of curves (see Figure B.1) possible for different
values of the shape parameter (γ, |θij|, βii′j′), another approach is to perform curve
fitting four times, each time with a value from the set pi/4, 3pi/4, 5pi/4, 7pi/4 of
initial guesses and choose the fitted parameters that optimize the objective function.
Finally, the initial value of the abscissa shift parameter is guessed such that the
global maxima or minima (whichever is further from the mean of the coincidence-
count values over τ) of the coincidence curve is at zero time delay.
In summary, the curve fitting procedure uses the measured coincidence counts,
the objective function and the initial guesses to compute the parameters that yield
he best fit between theoretical and measured coincidence counts. This completes
our description of the curve-fitting procedure and of heuristics that can be employed
to computed the initial guesses for the fitted parameters.
Appendix C
Choice of subalgebra chain
This appendix elaborates on the different choices of sub algebra chain that can be
employed in the labelling of the SU(n) states and D-functions. Our algorithms
construct canonical basis states that reduce the subalgebra chain (3.16). Other
su(n) ⊃ su(n− 1) ⊃ · · · ⊃ su(2) subalgebra chains are possible and our algorithm
can be generalized to construct canonical basis states that reduce other chains, as
I discuss in this appendix.
Each su(m) subalgebra of su(n), m < n is specified by the sets of raising,
lowering and Cartan operators that generate it. For a given sequence
I(m) =
{
i
(m)
1 , i
(m)
2 , . . . , i
(m)
m
}
(C.1)
of m increasing integers, we can define the corresponding set of raising, lowering
and Cartan operators{
Ci1,i2 , Ci1,i3 , . . . , Ci1,im , Ci2,i3 , . . . , Ci2,im , . . . , Cim−1,im
}
(Raising) (C.2){
Ci2,i1 , Ci3,i1 , . . . , Cim,i1 , Ci3,i2 , . . . , Cim,i2 , . . . , Cim,im−1
}
(Lowering) (C.3){
Ci2,i2 − Ci1,i1 , Ci3,i3 − Ci2,i2 , . . . , Cim,im − Cim−1,im−1
}
(Cartan) (C.4)
that generate the algebra. Thus, each su(n) ⊃ su(n− 1) ⊃ · · · ⊃ su(2) subalgebra
chain is uniquely specified by the ordered sequences I(m) : m < n of integers, where
I(n−1) = {i(n−1)1 , i(n−1)2 , . . . , i(n−1)n−1 } ⊂ {1, 2, . . . , n}
I(n−2) = {i(n−2)1 , i(n−2)2 , . . . , i(n−2)n−1 } ⊂ I(n−1)
. . .
I(m−1) = {i(m−1)1 , i(m−1)2 , . . . , i(m−1)m } ⊂ I(m)
. . .
I(2) = {i(2)1 , i(2)2 } ⊂ I(3).
(C.5)
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Consider the example of su(2) subalgebras of su(3). The three subsets
{C1,2, C2,1, C1,1 − C2,2} (C.6)
{C1,3, C3,1, C1,1 − C3,3} (C.7)
{C2,3, C3,2, C2,2 − C3,3} (C.8)
of the generators {Ci,j : i, j ∈ {1, 2, 3}} of su(3) generate three distinct su(2)
algebras. Each of the three subsets (C.6)-(C.8) can be labelled with a two-element
subset of the {1, 2, 3} and can be employed to define canonical basis states of SU(n).
For instance, consider (λ, κ) = (1, 1) irrep of SU(3). The weight (λ2, λ1) = (0, 0) is
associated with a two-dimensional space. We can identify two basis states of this
space by specifying the following:
1. choice of su(2) algebra. For instance I(2) = {1, 2}, which corresponds to the
algebra generated by {C1,2, C2,1, C1,1 − C2,2},
2. su1,2,3(3) irreps label: K(3) = (1, 1), su(1,2)(2) irreps label: K(2) = (0) and (1)
for the two basis states.
3. su1,2,3(3) weights: (0, 0), su(1,2)(2) weights: (0).
Another basis set of the Λ = (0, 0) space of su(3) irrep K = (1, 1) is specified by
choosing a different su(2) subalgebra as follows.
1. choice of su(2) algebra. For instance I(2) = {1, 3}, which corresponds to the
algebra generated by {C1,3, C3,1, C1,1 − C3,3},
2. su1,2,3(3) irreps label: K(3) = (1, 1), su(1,3)(2) irreps label: K(2) = (0) and (1)
for the two basis states.
3. su1,2,3(3) weights: (0, 0), su(1,3)(2) weights: (0).
Thus, different choices of subalgebra chain give us different basis states.
In the main text, we have chosen the subalgebra chain (3.16). Our algorithms
can be modified to account for other choices of subalgbra chain by choosing a
different set of lowering operators in the basis-set subroutine. Thus our algorithms
can be used to construct states and D-functions in any of the bases that reduce
su(m) subalgebra chains.
Appendix D
Connection to Gelfand-Tsetlin
basis
In this appendix, I detail the mapping between our SU(n) basis states and the
canonical Gelfand-Tsetlin (GT) basis. The GT basis identifies each SU(n) irrep
with a sequence of n numbers
Sn = (m1,n, . . . ,mn,n) (D.1)
mk,n ≥ mk+1,n ∀1 ≤ k ≤ n− 1, (D.2)
where the first label in the subscript is the sequence index and the second label
identifies the algebra. The carrier space of every su(m) subalgebra is composed of
disjoint su(m− 1) carrier spaces
{(m1,n−1, . . . ,mn−1,n−1)} (D.3)
that obey the betweenness condition
mk,n ≥ mk,n−1 ≥ mk+1,n. (D.4)
Thus, each su(n) basis state |M〉 can be labelled by the GT pattern
|M〉 ≡

m1,N m2,N . . . mN,N
m1,N−1 . . . mN−1,N−1
. . . ...
m1,2 m2,2
m1,1
 , (D.5)
where
mk,` ≥ mk,n−1 ≥ mk+1,` , 1 ≤ k < ` ≤ n. (D.6)
The canonical basis states are eigenstates of the Cartan operators {Hi} (3.12)
as detailed in the following lemma.
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Lemma 25 (Connection to Gelfand-Tsetlin basis [188]). The canonical basis states
are connected to the GT basis according to
∣∣∣∣ψK(z),...,K(3),K(2)Λ(n) ,...,Λ(3), Λ(2)
〉
=

m1,N m2,N . . . mN,N
m1,N−1 . . . mN−1,N−1
. . . ...
m1,2 m2,2
m1,1
 (D.7)
Every state |M〉 in the GT-labeling scheme is a simultaneous eigenstate of all su(n)
Cartan operators,
H` |M〉 = λM` |M〉 , (1 ≤ ` ≤ N − 1), (D.8)
with eigenvalues
λ` =
∑`
k=1
mk,` − 12
(
`+1∑
k=1
mk,`+1 +
`−1∑
k=1
mk,`−1
)
, 1 ≤ ` ≤ N − 1. (D.9)
Thus, the canonical basis states of Def. 6 is uniquely mapped to the GT basis.
Furthermore, the weights λ` are also mapped via the boson realizations to
differences in number of bosons at sites ` and `+ 1. Hence, the difference
ν`+1 − ν` =
l∑
k=1
mk,` − 12
(
`+1∑
k=1
mk,`+1 +
`−1∑
k=1
mk,`−1
)
, 1 ≤ ` ≤ N − 1 (D.10)
in the number of bosons at sites `+ 1 and ` of the boson realization of a basis state
is also connected to its GT pattern. Once we recall the total number of bosons
in the system is ν1 + ν2 + · · ·+ νn = Nk, one can then invert the differences and
recover νp in term of the mk,`−1. Thus the canonical GT basis states are connected
to our SU(n) basis states.
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