Abstract Pooling of flood data is widely used to provide a framework to estimate design floods by the Index Flood method. Design flood estimation with this approach involves derivation of a growth curve which shows the relationship between X T and the return period T, where X T = Q T /Q I and Q I is the index flood at the site of interest. An implicit assumption with the Index Flood procedure of pooling analysis is that the X T -T relationship is the same at all sites in a homogeneous pooling group, although this assumption would generally be violated to some extent in practical cases, i.e. some degree of heterogeneity exists. In fact, in only some cases is the homogeneity criterion effectively satisfied for Irish conditions. In this paper, the performance of the index-flood pooling analysis is assessed in the Irish low CV (coefficient of variation) hydrology context considering that heterogeneity is taken into account. It is found that the performance of the pooling method is satisfactory provided there are at least 350 station years of data included. Also it is found that, in a highly heterogeneous group, it is more desirable to have many sites with short record lengths than a smaller number of sites with long record lengths. Increased heterogeneity decreases the advantage of pooling group-based estimation over at-site estimation. Only a heterogeneity measure (H1) less than 4.0 can render the pooled estimation preferable to that obtained for at-site estimation for the estimation of 100-year flood. In moderately to highly heterogeneous regions it is preferable to conduct at-site analysis for the estimation of 100-year flood if the record length at the site concerned exceeds 50.
INTRODUCTION
Statistical investigation of annual maximum (AM) flood series is required in order to determine the most suitable method of finding the flood magnitude return period (T) relationship: 1 -F(Q T ) = 1/T where F( ) is the cumulative frequency distribution of flood magnitude Q. This relationship is needed when analysing flood risk. The traditional method of estimating a T-year flood, Q T , is the at-site based method where flood data from the site of interest alone are used. A reasonable estimate of Q T using the at-site approach requires a long record of AM data. If the record is not sufficiently long, the standard error of estimate of Q T is large. Hosking and Wallis (1997) recommend in this context a criterion of N ≥ T, where N is available record length and T is required return period. Generally, due to lack of at-site flood data, the above criterion of N ≥ T is not met for the flood magnitudes of large return periods which are those of interest from a design point of view. Regionalization (FSR 1975) , also known as pooling analysis (FEH 1999) , is one of the possible methods used to provide a framework for design floods. In pooling analysis, flood data are pooled from other gauging stations that possess similar hydrological behaviours to the at-site station.
A very common way to implement the pooling is the Index Flood method proposed by Dalrymple (1960) . The Index Flood method is the most widely used regional flood frequency procedure (FSR 1975 , Hosking and Wallis 1997 , FEH 1999 , Castellarin et al. 2001 , Sveinsson et al. 2001 , Grover et al. 2002 , Sveinsson et al. 2003 , Gaal et al. 2008 . The Index Flood method using probability weighted moments (PWMs) was advocated by Cunnane (1988) as the best one when he reviewed twelve different methods of regional flood frequency analysis. Flood estimation based on this approach involves derivation of a growth curve which shows the relationship between X T and the return period T where X T = Q T /Q I and Q I is the index flood at the site of interest. Generally, the mean (FSR 1975) or median (FEH 1999 ) of the at-site AM flood series is taken as the index flood. An implicit assumption with the Index Flood procedure of pooling analysis is that the X T -T relationship is the same at all sites in a homogeneous pooling group, although this assumption would generally be violated to some extent in practical cases, i.e. some degree of heterogeneity exists. In fact, in only a relatively small proportion of cases is the homogeneity criterion effectively satisfied for Irish conditions (Das and Cunnane 2011) . Therefore it is necessary to assess the performance of the Index Flood pooling analysis considering that heterogeneity may have to be taken into account.
Several studies (e.g. Lettenmaier et al. 1987 , Stedinger and Lu 1995 , Hosking and Wallis 1997 have examined the performance of index flood quantile estimators considering regions with various degrees of heterogeneity. Different variants of the GEV distribution with the PWM estimation procedure are used to obtain the index flood quantile in Lettenmaier et al. (1987) . For moderately heterogeneous regions, the GEV/PWM index flood quantile estimator performed well in terms of giving the smallest mean squared errors in comparison with other at-site or regional quantile estimators. Modifying the assumptions about the underlying frequency distribution based on real-world evidence, Stedinger and Lu (1995) performed a similar kind of experiment to that designed by Lettenmaier et al. (1987) and concluded that index flood quantile estimators perform better in arid regions where CV values are usually large. Hosking and Wallis (1997) , using the regional L-moment algorithm, assessed the accuracy of index flood estimators taking into account the possibility of heterogeneity in the region, mis-specification of the frequency distribution and statistical dependence between observations at different sites. They concluded that regional analysis is generally preferable to single-site analysis even in regions with moderate amounts of heterogeneity, inter-site correlations and mis-specification of the frequency distribution.
In summary, these studies based on Monte Carlo simulation experiments show that the performance of regional index flood estimators degrades with the degrees of departure from the homogeneity assumption, but should still be useful if the amount of heterogeneity for sites in a region is moderate. In those studies the performance of index flood estimators was assessed in most cases by hypothesizing pooling regions that resemble moderate to high skewness regimes. In this study:
-the sensitivity of the index flood estimator to station years/number of sites, -the sensitivity of the index flood estimator to record length, -the sensitivity of the index flood estimator to heterogeneity, and -the improvement in the performance of the index flood quantile estimator over the at-site quantile estimator, are explored considering pooling regions hypothesized according to Irish low CV conditions, and the results so obtained are compared with the results of the above-mentioned studies, where relevant. The concept of classifying hydrological behaviour as low CV or high CV has been documented by Hosking et al. (1985) and Baker (1987) .
EXPERIMENTAL DESIGN
Definition of a pooling group is the first step in the experimental design procedure. The number of sites in the pooling group is then specified along with the statistical properties, e.g. the frequency distribution and record lengths at each site. These properties are chosen to accord with Irish low CV conditions.
Selection of pooling group size
The Region of Influence (ROI) approach of formation of a pooling group developed by Burn (1990) is considered to be the most appropriate and meaningful way of delineating a pooling group. The technique involves the identification of a ROI, i.e. a separate pooling group, for each gauging station in a region. The identification of a pooling group consists of selecting stations that are hydrologically similar to the site of interest. Similarity is quantified by a Euclidean distance measure obtained for the catchment descriptor space. Selection of stations for inclusion in the pooling group is based on distance measure values, the stations having the smallest distance measure values relative to the subject site being chosen. A practical way of choosing an appropriate size of a pooling group is proposed in the FEH (1999). The FEH (1999) used an error measure, the pooled uncertainty measure (PUM; see below) in its search to find a suitable pooling group size where pooling groups are formed using the ROI technique. Using UK data, a range of pooling group sizes was investigated and it was decided to adopt the 5T rule, namely, that the total number of station years of data to be included when estimating the T-year flood should be at least 5T. Later, Kjeldsen and Jones (2009) found that a fixed pooling group size consisting of 500 station years performed well for a range of return periods. Hosking and Wallis (1997) used 15 sites with each having 30 years of records when performing simulation experiments, i.e. a total of 450 station years.
In this study, PUM and the heterogeneity measures H1 and H2, as defined by Hosking and Wallis (1997) , are employed to select the pooling group size for Irish conditions. The PUM and the heterogeneity measures, H1 and H2 are defined in the Appendix. In the computation of PUM, the growth factor X T is calculated using the GEV distribution with equation (8). Pooled estimates of L-CV, t 2 , and L-skewness, t 3 , are required for the estimation of X p T for a pooling group. The pooled estimates of t 2 and t 3 are calculated by averaging the values of L-moment ratio obtained for each pooling group member. The magnitudes of PUM, and H1 and H2, have been computed for groups selected by the distance measure, d ij :
where AREA, the catchment area, SAAR, the standard average annual rainfall, and BFI, the baseflow index, are pooling variables, selected from a pool of 22 catchment descriptors made available by the OPW. These 22 descriptors are listed and described in Table 1 . The subscript i denotes the subject site and the subscript j denotes the jth pooled site. In equation (1) log-transformed AREA and SAAR data are used to reduce the variability among those data sets and all three variables are standardized by dividing each variable by the standard deviation of that variable. The above distance measure has been found to be suitable for pooling analysis in the Irish context (Das and Cunnane 2011) . The procedure of selection of pooling variables and the associated weights are described detail in Das and Cunnane (2011) , where two sets of catchment descriptors were selected as potential pooling variables:
-variables similar to those used in the FEH (1999), i.e. AREA, SAAR, BFI and FARL (flow attenuation by reservoir and lake); -on the assumption that homogeneity strongly depends on CV or L-CV, those catchment descriptors that could predict L-CV best were identified (in this case, MSL, FORMWET and ARTDRAIN, see Table 1 for description) and a selection of these were used to form d ij .
In the first case four descriptors were considered in eight combinations, while in the second case three 1961-1990 (mm) descriptors in six combinations were considered. The objective was to find which combinations lead to the pooling groups that are most effective at exploiting the information about the flood distribution contained within the pooling groups. This was assessed by means of a Monte Carlo simulation procedure using the GEV distribution which is considered to be representative of what is appropriate in Irish conditions. In identifying the weights associated with the selected set of variables, a trial-and-error approach was used when assigning a selection of weights, varying from 0 to 3, to each of the quantities, i.e. lnAREA, lnSAAR and BFI. Annual maximum flood data from 110 highgrade Irish stations as indicated by the Irish Office of Public Works are selected for this study. However, data of 85 stations which have BFI (base flow index) values available are used to calculate PUM, H1 and H2. Figure 1 shows the variation in the mean PUM values with the size of the pooling group obtained using 85 ROI pooling groups. It is seen from Fig. 1 that the PUM value does not decrease substantially for a pooling group of sizes greater than 450 station years, which is equivalent to 12 or 13 sites in a pooling group. Figure 2 shows the variation in the mean H1 and H2 values with the size of the pooling group, based on the same format as used in calculating the PUM values. It is seen from Fig. 2 that the heterogeneity, on average, increases with group size, an occurrence that is intuitively to be expected. A summary of the mean PUM values and the mean H1 and H2 values arranged according to the size of the pooling group is further tabulated in Table 2 . Based on these results, it is arbitrarily decided to form a pooling group of 13 sites with record lengths of, on average, 35 per site, i.e. a pooling-group of 455 station years. It should be noted, however, that the variation of PUM with pooling group size is relatively small.
Choice of statistical properties
For simulating heterogeneous regions, a model is needed to describe the variation of flood distribution parameters from site to site. This study follows the type of procedure that is described in Hosking and Wallis (1997, p. 131) .
This study selects the GEV distribution to describe the distribution of flood data. GEV has been widely used in the index flood procedure (FSR 1975 , Lettenmaier et al. 1987 , Stedinger and Lu 1995 , Hosking and Wallis 1997 . It was also suggested by Figure 3 shows the variation of t 2 with respect to record lengths in box-plot form, based on 110 stations, while Fig. 4 shows the variation for t 3 . It should be noted, as shown by Hosking and Wallis (1997, p. 28) , that the sample estimates of t 3 have relatively larger bias than t 2 . It is seen that the shortest record lengths are associated with the largest t 2 and t 3 values. Table 3 summarizes the average values of t 2 and t 3 for each category of range of record lengths, including the number of stations that are associated with each range. The average values of t 2 and t 3 depict an approximately linear relationship between these two statistics. Hosking and Wallis (1997) performed their experiment considering t 2 and t 3 to vary linearly for the sites in a group. They took the average value of t 2 and t 3 for a pooling group as 0.25 in evaluating the GEV/L-mom estimator; it is taken to be 0.2 in this part of the study.
Hypothesized pooling groups
Six pooling groups are hypothesized as representative examples for illustrating the performance of pooled analysis. Table 4 summarizes some relevant properties of those groups including their heterogeneity statistic H1. The groups PG0 (corresponding to a perfectly homogeneous group) and PG1 (corresponding to nearly a homogeneous group) represent practically homogeneous conditions, while PG2 and PG3 represent moderately heterogeneous conditions, and PG4 and PG5 represent highly heterogeneous conditions. This range of heterogeneity arose from the ROI approach of forming groups using Irish data as described in Das and Cunnane (2011) . As an example, Table 5 describes PG2 in detail. It serves as a prototype structure for all six pooling groups. The quantities t 2 and t 3 both vary linearly from 0.25 at Site 1 to 0.15 at Site 13, while record lengths have the tendency to vary in inverse proportion to the t 2 and the t 3 values, i.e. from 20 at Site 1 to 50 at Site 13. Lettenmaier et al. (1987) and Stedinger and Lu (1995) included this structure of record lengths in their experiments. 
Quantile estimators
The quantile estimation procedures used in this study are all based on the method of L-moments. The L-moments developed by Hosking (1990) are based on probability weighted moments (PWMs) introduced by Greenwood et al. (1979) . Two cases are considered for estimating quantiles: the at-site and the pooled estimator. The at-site estimator is applied independently to each site. The pooled estimator, on the other hand, based on an Index Flood approach, uses the information from all the sites in a pooling group. The estimators considered are as follows:
(a) GEV/site − an at-site GEV/L-moment quantile estimator with all three parameters estimated using only at-site data. (b) GEV/pool − a GEV/L-moment index-flood quantile estimator which uses the at-site sample median to scale a pooling estimator of the dimensionless quantile. The latter is estimated from pooled average estimates of t 2 and t 3 .
The GEV distribution is defined by Hosking and Wallis (1997) as:
(2) and the T-year event, which is the at-site estimator for the GEV distribution, is given as:
where:
where ξ is a location parameter, α a scale parameter and k a shape parameter; λ 1 and λ 2 being the first two L-moments. The GEV/pooled quantile estimator at each site is Q T = Q med × X T , where Q med is the sample median for that site and X T the T-year return period growth factor, defined in equation (8) and whose parameters k and β are estimated by equations (9) and (10), respectively. The pooled L-moment ratios, t R 2 and t R 3 , which are needed to estimate k and β are computed by taking the arithmetic average of L-moment ratios of individual sites in the pooling group. The dimensionless L-moment ratios t 2 and t 3 are calculated for each site. Pooled L-moment ratios for the target site, i, are then computed using the following equation:
where t (j) is the L-moment ratio (either t 2 and t 3 ) for the jth most similar site and w ij is a weighting term, taken here as 1. The dimensionless GEV growth curve (X T ) is defined by two parameters k and β:
where T is the return period.
The two parameters k and β are estimated as follows Hosking and Wallis (1997) :
where denotes the complete gamma function.
PERFORMANCE CRITERIA
The bias, root mean square error and the standard error are estimated at each site and for each estimation method. The general outline of the procedure was given by Hosking and Wallis (1997) . The following performance measures, the relative bias, the relative root mean square error and the relative standard error are calculated for each method as:
whereQ i T,s is the estimated T-year quantile at a site i at the sth repetition, Q i T is the true T-year quantile at site i, and S is the number of repetitions, taken as 10 000 in this study.
Summarized below is the accuracy of the estimated quantile over all of the sites (M) in the pooling group given by the pooling average relative absolute BIAS (ABIAS), RMSE, and SE of the estimated quantile:
In the above case, instead of BIAS, absolute bias (ABIAS) is considered. The reason is that, in a heterogeneous group, the estimated pooled growth curve tends to overestimate the true at-site growth curve at some sites and to underestimate it at others. In such cases, ABIAS indicates the magnitude of the bias at a typical site and is more useful than BIAS, in which the contributions of negative and positive biases may cancel out to give a misleadingly small value of BIAS (see Hosking and Wallis 1997, p. 107) .
RESULTS
The BIAS, SE and RMSE for the GEV/pool and GEV/site quantile estimators for each site are calculated based on the specified record lengths and the assigned t 2 -t 3 (L-CV-L-skewness) pairs for individual sites using Monte Carlo simulation. Inter-site correlations are neglected in pooling analysis: for a moderate inter-site correlation, inter-site dependence has no effect on the bias and has little effect on the variance of index-flood quantile estimators (Hosking and Wallis 1997) . Figure 5 shows the estimated BIAS, RMSE and SE for each site in the PG2 category, which is that of a moderately heterogeneous pooling group, for quantiles estimated with the GEV/pool at T = 10, 100 and 1000. The set of three plots demonstrates the variation in the statistical performance of the same estimators across the sites in the pooling group. The amount of BIAS of the GEV/pool quantile estimators varies almost linearly from sites 1 to 13 as the t 2 -t 3 pairs for individual sites vary linearly from sites 1 to 13. This BIAS is negative at sites 1 to 6, where the true quantile is greater than the average for the pooling group, and positive at sites 8 to 13 where the true quantile is less than the pooling group average. The explanation for their behaviour is that, in the first case, the model (t 2 -t 3 ) < the parent (t 2 -t 3 ), whereas in the second case, the model (t 2 -t 3 ) > the parent (t 2 -t 3 ). Figure 6 shows the estimated P-ABIAS, P-RMSE and P-SE for the six pooling groups described in Table 4 . The quantile estimator, the GEV/pool, is reported for T = 10, 100 and 1000. It is observed that the groups with larger heterogeneity register a larger pooled absolute bias. PG0 gives a very small ABIAS in comparison with the other groups. The variation of SE among the pooling groups does not differ widely as was the case with ABIAS. Thus, it can be said that the main contributing factor to RMSE in a heterogeneous pooling group arises from the BIAS. This finding corresponds to that of Hosking and Wallis (1997) , who showed that the main effect of heterogeneity is to introduce bias into the estimated quantiles. Table 5 . Figure 7 shows the variation in P-ABIAS, P-RMSE and P-SE of Q 100 , estimated using the GEV/pool, with the different sizes of pooling group. The record lengths at each site in the pooling group are equal to 35. The statistics are displayed for all the pooling groups. It is observed that the size of a pooling group is not a significant factor for estimating Q 100 as long as the number of station years is greater than 350, which is equivalent to 10 sites in a pooling group. Figure 8 shows the variation in P-ABIAS, P-RMSE and P-SE of Q 100 estimated using the GEV/pool with various record lengths. For the particular record length being considered, the record length is the same at each site in a group. The number of station years in a pooling group is considered fixed and is 450. The statistics are displayed for all six pooling groups. For a homogeneous group, sites with long record lengths produce smaller RMSE values compared with sites that have shorter record lengths, but for moderate to highly heterogeneous groups the converse is true (sites with long record lengths produce higher RMSE values compared with sites having shorter record lengths). This finding is in accordance with that of Hosking and Wallis (1997, p. 124) and Stedinger and Lu (1995, p. 69) . Thus in a highly heterogeneous group with a fixed 450 station years, it is more desirable to have many sites with short record lengths than a smaller number of sites with long record lengths.
The comparison between at-site and pooled estimation is also carried out by estimating a ratio defined as:
RMSE ratio = P-RMSE T for at-site estimation P-RMSE T for pooled estimation (17) It is a measure of the relative accuracy of the two estimation methods. The pooled estimation will be more reliable when the value of the ratio is greater than 1.
Figures 9 to 12 are plots based on the RMSE ratio. Figure 9 shows the RMSE ratio (equation (17)) for six different pooling groups for quantiles at T = 10, 100 and 1000, and shows that pooled estimation is preferable for groups PG0 and PG1. For groups in the PG2 and PG3 categories, which are mildly heterogeneous groups, pooled estimation fared well only for quantiles at the extremes, such as for T = 100 and T = 1000. For groups in the PG4 and PG5 categories, pooled estimation does not give reliable estimation at T = 10 or T = 100, but the estimation is still worthwhile for quantiles at T = 1000. Figure 10 plots the RMSE ratio as a function of the heterogeneity measure H1. Increased heterogeneity decreases the advantage of pooled estimation over that of at-site estimation as would intuitively be expected. A heterogeneity measure less than 4.0 renders the pooled estimation to be preferable at T = 100. Figure 11 shows the variation of the RMSE ratio with various record lengths, for six different pooling groups, for Q 100 . The arrangement of the experiment is similar to that described in Fig. 8 . As the record lengths increase, the relative performance of pooled estimation over at-site estimation decreases. A similar finding was also obtained by Stedinger and Lu (1995, p. 69) . The RMSE ratio is again plotted in Fig. 12 , this time as a function of the heterogeneity measure H1. As the amount of heterogeneity increases, pooled estimation fares well only for shorter record lengths. For a moderately heterogeneous pooling group, it is found to be preferable to estimate Q 100 using at-site data only if the record length exceeds 50.
CONCLUSION
The performance of flood frequency pooling analysis was assessed in a low CV context. The experimental design procedure for Monte Carlo simulation was chosen to accord with these conditions. The following conclusions are obtained from the above studies.
1. The performance of pooled estimation showed that the size of a pooling group is not a significant factor for Q 100 as long as the number of station years is more than 350 which, in the Irish context, is equivalent to 10 sites in the pooling group. It is also found that, in a highly heterogeneous group, it is more desirable to have many sites with short record lengths than a smaller number of sites with long record lengths. 2. The comparison between pooled and at-site estimation showed that pooled estimation is preferable for homogeneous groups for quantiles at the return period ranging from moderate to extreme (i.e. from T = 10 to 1000). For mildly heterogeneous groups, pooled estimation fared well only for quantiles at the extremes, such as for T = 100 and T = 1000. For highly heterogeneous groups, pooled estimation does not give reliable estimation at T = 10 and T = 100, but the estimation is still worthwhile for quantiles at T = 1000. 3. Increased heterogeneity decreases the advantage of pooled estimation over at-site estimation. A heterogeneity measure (H1) less than 2.0 is desirable for the estimation of flood quantiles. However for the estimation of Q 100 a heterogeneity measure (H1) of less than 4.0 can render the pooled estimation preferable to that obtained for at-site estimation. 4. Pooled estimation fares well only for shorter record lengths when the amount of heterogeneity increases. It is found preferable to conduct atsite analysis for the estimation of Q 100 if the record length at the site concerned exceeds 50 in moderately to highly heterogeneous conditions, as occurs in many practical applications.
