The Planck mission detected thousands of extragalactic radio sources at frequencies from 28 to 857 GHz. Planck's calibration is absolute (in the sense that it is based on the satellite's annual motion around the Sun and the temperature of the cosmic microwave background), and its beams are wellcharacterized at sub-percent levels. Thus Planck's flux density measurements of compact sources are absolute in the same sense. We have made coordinated VLA and ATCA observations of 65 strong, unresolved Planck sources in order to transfer Planck's calibration to ground-based instruments at 22, 28, and 43 GHz. The results are compared to microwave flux density scales currently based on planetary observations. Despite the scatter introduced by the variability of many of the sources, the flux density scales are determined to 1 − 2% accuracy. At 28 GHz, the flux density scale used by the VLA runs 2 − 3% ± 1.0% below Planck values with an uncertainty of ±1.0%; at 43 GHz, the discrepancy increases to 5 − 6% ± 1.4% for both ATCA and the VLA.
Introduction
Calibration of the flux density scale used by radio astronomers was for many years based on observations of a set of strong radio sources made with scaled horns or other instruments having well-determined optical properties (Baars et al. 1977) . More recently, flux density scales have been revised by Perley & Butler (2013a) in the 1-50 GHz frequency range, based on extensive observations of Mars made at the Karl G. Jansky Very Large Array (VLA) operated by NRAO. 1 A similar calibration at 30 GHz pinned to observations of Jupiter is presented by Hafez et al. (2008) . This calibration method depends on accurate knowledge of the planet's surface temperature and its variation over time. Perley & Butler used planetary temperatures adjusted to fit extensive observations of Mars by the WMAP satellite (Weiland et al. 2011) . The WMAP measurements are important because the WMAP ca-libration is absolute, since it is determined from the dipole signal induced in the 2.7255 K cosmic background radiation (CMB) by the satellite's yearly motion around the Sun (Hinshaw et al. 2009; Fixsen 2009 ).
Planck-based calibration
The European Space Agency's Planck 2 mission, like WMAP, is calibrated absolutely from the CMB dipole (Planck Collaboration I 2015) . Planck's higher resolution and greater sensitivity permit a more direct method of transferring its absolute calibration to ground-based radio telescopes. This paper describes the results obtained by this method. It is based on approximately simultaneous (explained below) observations of many strong radio sources using Planck and the more sensitive VLA and Australia Telescope Compact Array (ATCA). 3 The results reported here are based on a more thorough analysis than preliminary results reported in a recent Planck paper (Planck Collaboration XXVI 2015) .
Several of the standard sources calibrated by Perley & Butler (2013a), such as 3C 48 and 3C 286, were detected by Planck but at low significance; hence we made the choice to observe a set of stronger calibration sources. We also observed scores of sources rather than concentrating on a few with high flux densities as a further control over the variability of radio sources at high frequencies. Finally, linear polarization was measured for each source.
The Planck scan strategy (Planck Collaboration I 2011) is fixed. Thus the date at which a source at particular celestial coordinates was observed can be found, for instance, by the POFF tool (Massardi & Burigana 2010) . This information allowed us to coordinate the Planck and ground-based observations. The VLA is dynamically scheduled, so we did not know in advance the exact dates of these ground-based observations. We therefore selected sources that Planck was scheduled to scan sometime in the three-month period of 2013 April-June. The list included sources near the ecliptic poles, regions of the sky covered nearly continuously by Planck, as well as low-declination sources visible to the ground-based instruments in both hemispheres. We also included some fainter sources to allow us to increase the flux density range and to test the linearity of the flux density scales used at the VLA and ATCA; the direct VLA-ATCA comparison especially for frequencies lower than Planck's 28 GHz band, will be treated in a separate paper (Stevens & Perley 2015) . The locations of these sources, and the area of the sky scanned by Planck in the period 2013 April 1 to 2013 June 30, are shown in Figure 1 .
VLA observations were made at two epochs, roughly 4 weeks apart, to provide some information on the possible variability of the sources we used. The ATCA observations spanned a period of approximately two weeks in 2013 April. The issue of source variability is discussed further in Section 5.3.
Outline
In Sections 2, 3, and 4, we discuss the observations made with the VLA, ATCA, and Planck, respectively, and the methods used to determine flux densities from each instrument. The comparison of ground-based and satellite flux densities at 22, 28, and 43 GHz is made in Section 5. Polarization measurements are very briefly discussed in Section 6, and we summarize and discuss the results in Section 7.
This paper addresses the consistency of the fluxdensity scales used at the VLA and ATCA only at frequencies above ∼20 GHz, where the Planck data can be employed. A separate paper (Stevens & Perley 2015) treats the comparison of measurements at the two ground-based instruments made at lower frequencies.
VLA Observations and Data Reduction
The VLA observations were taken in two sessions, 30 h on 2013 May 3-4, while the array was in the most compact 'D' configuration, and 18 h on 2013 May 30, while the array was being reconfigured between 'D' and 'C' configurations. These observations were part of a regular observatory maintenance program; the data are used to check system performance, and to determine various system parameters. Observations were made in eight VLA frequency bands, using the 8-bit samplers, which limit the total bandwidth in each frequency band to 2048 MHz. The data from each observing band employed in this paper are orga- nized into 16 sub-bands, each of 128 MHz. The frequencies spanned are given in Table 1 . Only the data at frequencies above 20 GHz are used here; the lower frequency observations are discussed in Stevens & Perley (2015) . Because the observed sources are all fairly strong, there is no need to use the full bandwidth for the imaging; only a single 128 MHz-wide sub-band is needed. The center frequencies actually used to determine the flux density and polarization of the sources are given in Table 1 .
The data were calibrated with the AIPS calibration package, using the regimen described by Perley & Butler (2013a) as well as their revised flux density scale. The calibration took account of atmospheric opacity. Polarization calibration was established following the regimen described by Perley & Butler (2013b) , including the adjusted position angles for 3C 286 described in that paper.
Accurate flux density measurements using the VLA require corrections for three factors which change the antenna gains. (1) Changes in electronic gains are monitored by injecting at 10 Hz a small amount of wideband noise into the receiver from a stable noise diode. This contributed power is detected by the correlator. Variations in this detected power are proportional to changes in the receiver gain, and are used to correct the visibilities for these changes. (2) Errors in antenna pointing are minimized by employing the referenced pointing technique, whereby the local antenna pointing offsets are determined using a nearby calibrator source, and the offsets are then employed for the target source. For this set of observations, all sources were strong enough to employ the technique directly. This reduced the typical pointing error from 10-20 arcsec to ∼ 5 arcsec. (3) Finally, variations in antenna gain with elevation are measured by fitting a second-order polynomial in elevation to the measurements of sources of known flux density during the observations. There are typically 30 observations of such sources, over the full range of elevation available (typically 10-80 degrees), permitting an estimate of the antenna gain as a function of elevation to better than 1%. At 28 GHz, the typical change in power gain of the VLA antennas is ∼ 10%. At 43 GHz, it can be as high as 30%.
Following these corrections, the flux density scale is set by observations of 3C 286, a source known to be stable over the past thirty years (Perley & Butler 2013a) . At all frequencies above 10 GHz, the limiting factor in determining accurate flux densities with the VLA are the residual pointing errors (see Perley & Butler 2013a for a fuller discussion).
Flux density determinations were made through directly imaging the sources in Stokes parameters I, Q, and U, using well-established techniques for selfcalibration and deconvolution (see Perley & Butler 2013a for details). The VLA resolution varied because of the the configuration employed as well as the different declinations, δ, of the sources observed. Typically, the resolution for the 'D' configuration data is given by [60 × 60 csc(δ − 35
• )]/ν arcsec, with ν in gigahertz. For the second observing epoch, taken in a mixed configuration, the beam sizes are about half this size. The total flux density for a source was determined by integration of the source strength over an area encompassing all visible emission. This approach was taken since the Planck beams were far larger than the VLA beams. While we also computed peak brightness for each source, we consistently used total flux densities when making comparisons with Planck measurements. We also examined results in the visibility data to check for extended emission.
Any significant difference between total and peak brightness is an indication that the source may be resolved. Clear evidence of resolution was found for several sources such as J2107+4213 (NGC 7027) and J0813+4812 (3C 196) . In Section 5.2, we discuss the effect of excluding evidently resolved sources.
The uncertainties in these VLA flux density measurements were determined from the scatter in the individual observations of each source, as each object was typically observed five times during the course of each run. Potential systematic error in the flux density scale introduced by Perley and Butler arises from uncertainties in the model for emission by Mars (the average dielectric constant of the surface; the extent of and changes in the polar caps, etc.) and in the transfer of measurements from Mars to 3C 286. These issues are discussed more fully in Perley & Butler (2013a) , section 9. There, the estimated uncertainty in the flux density scale at 22 GHz is given as ∼ 2%, rising to ∼ 3% at 43 GHz.
ATCA Observations and Data Reduction

Observations
The Australia Telescope Compact Array (ATCA) observed the comparison sources between 2013 April 17 and 29, during the Planck observations described above (but days to weeks earlier than the VLA observations). The Compact Array Broadband Backend (CABB) system installed on ATCA (Wilson et al. 2011) provides two simultaneous sub-bands, each with 2048 MHz of bandwidth. On each day a different pair of simultaneous frequencies was observed, as detailed in Table 2 .
During each observing epoch, the sources were observed alternately for a few minutes at a time, so that each was observed over a range of hour angles and elevations. Since all of the sources had flux densities above 100 mJy, integration time was not a primary concern, and no source was observed for more than 25 min per epoch. Between scans on the target sources, a number of potential flux density calibrators were observed. These were the planets Venus, Mars, Uranus, and Neptune, and the gigahertz-peaked spectrum (GPS) source PKS 1934−638; this latter source is regularly used as the primary flux density calibrator for the ATCA for frequencies below 25 GHz. To limit the effect of antenna gain changes as a function of elevation, the calibrator sources were observed over the same range of elevations as the program sources. For at least one measurement for each source at each epoch, the elevation of the calibrator source PKS 1934-638 matched the program sources to better than 2.65 degrees. The measured gains vary by less than 1% over such an elevation range for frequencies below 30 GHz, and by approximately 1% in the worst case for higher frequencies. We therefore conclude that our measurements are not biased by systematic elevation dependencies. The system temperature of each antenna was constantly monitored by injecting noise at the receiver front-end, and variations in system temperature were compensated for by scaling the amplitudes in the correlator.
The ATCA was in its H214 configuration during the observations. Five of the six ATCA antennas were separated by between 82 and 247 m. Observations were scheduled in this compact array to better match Planck's resolution, to minimize possible resolution of complex sources, and to limit the effect of the atmosphere at the higher frequencies.
Data Reduction
All data reduction was done with the ATCA software reduction package Miriad (Sault et al. 2011) . At the very beginning of the data reduction process, corrections for atmospheric opacity changes were made using meteorological data recorded during the runs; the Miriad package uses the atmospheric models of Liebe (1985) to make these corrections. The gains derived through our calibration process displayed less than 3% variation over the range of zenith opacities experienced during our observations, indicating that our opacity corrections were successful to at least that precision. Elevation dependence of the gains was also corrected for at this stage.
Flux density model for PKS 1934−638
The Miriad software has a built-in model for the flux density of PKS 1934−638 as a function of frequency, based on the models of Reynolds (1994) and Sault (2003) . In this paper, we use a new model for PKS 1934-638 which is derived by including measurements of its flux density at frequencies between 92 and 96 GHz. These high-frequency measurements were performed on 2012 August 12, with the ATCA in its H75 configuration. Only five of the six antennas were used due to receiver constraints. Observations were made at night, in excellent, stable conditions. PKS 1934-638 was observed for a total of 63 minutes, and its flux density was measured by comparing it to that observed for the planet Uranus, using the de Pater (1990) model. Measurements were made in two independent 2048 MHz bands, centered at 93 GHz and 95 GHz. No opacity corrections were required during data reduction because atmospheric opacity changes are compensated for during the observations through regular observations of an absorbing paddle. Elevation-dependent gain changes were corrected for using the model of Subrahmanyan (2002) . In these observations, PKS 1934-638 covered the elevation range 32 to 44 degrees, while Uranus was observed at approximately 55 degrees elevation. The flux density of PKS 1934-638 was measured from the images made in each band, and assigned to the central frequency of that band. Both images had a synthesized beam size of 7.70 x 5.17 arcseconds, and the flux density was measured to be the same in each image, to within the uncertainties, at 0.11 ± 0.01 Jy. These flux densities, measured at such high frequency, are an excellent constraint on the flux density model for PKS 1934-638.
We chose to modify the Sault (2003) flux density model to incorporate these higher frequency flux density measurements, while assuming that the Sault (2003) model provides correct flux densities in the range 16 -24 GHz. We make this assumption in or-der that flux densities referenced against our modified model will closely match those made against the Sault (2003) model, which has been in use for ATCA data reduction since 2003.
To do this, we first evaluated the Sault (2003) model to get a list of the Stokes I flux density of PKS 1934-638 every 128 MHz between 10 GHz and 24 GHz. We assume a very conservative uncertainty of 0.1 Jy for each of these flux density values (slightly less than 10% uncertainty). The 93 GHz and 95 GHz measurements of PKS 1934-638, as listed above, are added to this list, and a first-order linear least-squares fit is made. The resulting flux density model fit is:
where S is the flux density in Jy, ν is the frequency in MHz, and the log is base-10. This paper aims in part at evaluating how closely this proposed model agrees with the absolute calibration provided by Planck without making any other presumptions about the quality of the proposed model.
Calibration
For each observation, data from two independent 2048 MHz bands were independently reduced. Calibration began with the determination of the bandpass response and an initial estimate of the time-dependent gain variation of one of the stronger sources observed during that epoch. In the 4 cm band (4-11 GHz), PKS 1934−638 can be used for this purpose, since it is quite strong ( > 2 Jy) and its flux density model is known; thus, the bandpass determination should not need further correction.
At higher frequencies we used the strong VLBI calibrator B1921−293 to determine the bandpass response. Because Miriad does not have a model for the flux density of B1921−293, a flat (α = 0) spectrum is the default during the bandpass determination. This is not entirely correct, but assuming that the actual flux density model has a power-law slope at these frequencies (an accurate assumption as it turns out) then a later correction for this slope is straightforward. This correction was done by transferring the bandpass solution to the flux density calibrator and then adjusting the bandpass slope to match the expected flux density behavior.
This flux calibrated bandpass solution was applied to all the other sources observed on the same day. The time-dependent gains were determined for each of the other sources independently.
Once each source was self-calibrated in this way, the visibility plane data for all sources were rescaled to the bandpass calibrator's flux density scale, and corrections were made for any slope variations introduced in the gain determination.
Measurements
Flux density measurements were made using Miriad from the vector-averaged spectra of each source. A first or second order linear least-squares fit was made to the observed Stokes I flux densities as a function of frequency over both of the simultaneously observed channels. The fit that best describes the spectra was used: this was determined by computing the rms of the residual amplitudes after the fitted model is subtracted from the spectra.
The ATCA did not observe the exact same bands as the VLA, so the fitted ATCA flux density models were evaluated at the VLA frequency that lay closest. The ATCA frequencies relevant for this paper are 17.422 GHz and 22.450 GHz in the 15 mm band, and 43.340 GHz and 48.425 GHz in the 7 mm band.
The Stokes I flux densities were the direct result of this process. The uncertainty for the Stokes I measurements is the rms scatter of the spectral amplitudes around the model fit.
Measurement Uncertainty
Since many of the comparison sources were observed in more than one of the seven epochs, we can look at the consistency of the measurements to get an estimate of the accuracy of our measurements. This estimate will include any inconsistencies introduced by unrecognized variability of the sources.
In the 15 mm band we observed eight sources in two separate epochs, and in the 7 mm band we observed ten sources in two or more epochs, with seven observed in three epochs.
The observations of the eight multiply-observed sources in the 15 mm band show that on average, the Stokes I flux densities of these sources vary by 1.3% between the epochs, and by no more than 3.7%. In the 7 mm band, the average Stokes I variance is 5%, and the maximum variance is 10.7%. Since we cannot be certain that any of the sources varied intrinsically over the seven epochs, we have to assume conservatively that the actual measurement uncertainty could be as large as 3.7% in the 15 mm band and 10.7% in the 7 mm band.
Planck Measurements
The Planck The design of Planck allows it to image the whole sky twice per year, with a combination of sensitivity, angular resolution and frequency coverage never before achieved.
For the results discussed here, flux densities at Planck's three lowest frequencies were derived from special maps including only data taken during the period 2013 April 1 to 2013 June 30. These maps were constructed by the LFI Data Processing Center (DPC) in Trieste (Italy). Flux densities were derived using a non-blind approach at the position of each VLA or ATCA source using the Mexican Hat Wavelet 2 (MHW2) algorithm López-Caniego et al. 2006 ). This algorithm preserves the amplitudes of compact sources while greatly reducing the effects of large scale structure (such as Galactic foregrounds, a random background of faint sources or fluctuations in the CMB) as well as small scale fluctuations (such as instrument noise). Further details about the implementation of the MHW2 are given in Planck Collaboration XXVI (2015) .
For all but the strongest sources (or those in confused regions at low Galactic latitude), flux density uncertainties for individual sources were ∼0.15 Jy at 28 GHz and ∼0.26 Jy at 44 GHz.
The overall calibration uncertainty for the Planck LFI instrument at 30, 44, and 70 GHz was 0.35%, 0.26% and 0.20%, respectively (Planck Collaboration II 2015) . As noted in Section 1, the calibration is absolute in the sense that it is determined from the satellite's orbital motion in the solar system (compared to the speed of light). It also depends on the absolute temperature of the cosmic microwave background, T o = 2.7255 ± 0.0006K (Fixsen 2009 ), but the uncertainty in that quantity is at the 0.02% level.
Beam Solid Angles
These special maps, like all Planck frequency maps, are presented in temperature units. To convert the measured intensity of a source to flux density, we need to know the size of Planck's effective beam: flux den-
where Ω is the entire solid angle of the beam and FWHM is the full width at half maximum, derived from Ω assuming a Gaussian beam for each receiver. Approximate values for each band are given in Table 3 . These were derived from FEBeCoP beams (see Planck Collaboration IV 2015 and Mitra et al. 2011 ) constructed for these maps; note that the beam shape and solid angle vary slightly from point to point in the sky. Extensive testing and calculations described in Planck Collaboration IV (2014) give us confidence that we know Planck's beam solid angle in the 30 GHz channel to a precision of ∼ 0.1%. The situation at 44 GHz is more complicated. Two of Planck's three 44 GHz receiver-horn assemblies are located on one side of its focal plane, and at a substantial distance from its center (see Planck Collaboration II 2011; Planck Collaboration IV 2015) . As a consequence, the beams for these two horns are substantially elliptical and are broader than the beam for the third, which is located on the other side of the focal plane. The FWHM figure in Table 3 is a weighted average accurate to ∼ 0.2% (Planck Collaboration IV 2015) . The weights used were the same as employed in the LFI mapmaking process (Planck Collaboration VI 2015) .
In Section 5.1.2, we treat separately the two sets of horns, and the measurements derived from each. Note that the large separation of the 44 GHz horns also means that a given source is observed at two separate epochs as the Planck beams scan across the sky; the separation between the two 44 GHz observations is ∼ 6 days. We return to this issue in Section 5 where we consider the effects of variability in the flux density of these sources.
Color Correction and Frequency Interpolation of Planck Measurements
Since Planck's calibration is based on the dipole signal induced in the CMB (which has a thermal spectrum with flux density roughly ∝ ν 2 ) but most of the sources in this study have spectral indices α (S ν ∝ ν α ) in a quite different range, 0 to −1, the Planck flux densities need to be color-corrected (see Planck Collaboration II 2015) . This color correction, as well as the (small) interpolation from Planck band centers of 28.4 and 44.1 GHz to the standard VLA frequencies of 28.45 and 43.34 GHz, was made individually for each source at each frequency. The corrections were based on spectral indices derived from the very precise VLA measurements. To correct the 28 GHz data, we calculated the spectral index from flux density measurements at 25.836 and 36.435 GHz, and at 44 GHz, we used the VLA measurements at 36.435 and 48.425 GHz. Typical values of these multiplicative corrections were 0.99-1.005 at 28 GHz and 0.98-1.00 at 44 GHz. For a given source, the color corrections and frequency interpolation can be made with a precision of ∼ 0.1% or better. The color corrections tabulated in Planck Collaboration II (2015), however, have an intrinsic uncertainty of up to 0.4% for the range of spectral indices we find. These uncertainties are included in our final error budget.
Extrapolation to VLA and ATCA Frequencies
As listed in Section 3, the ATCA frequencies most closely overlapping Planck's LFI bands were 22.45, 43.34, and 48.425 GHz. As for the VLA, the 43.34 GHz band was close to the Planck 44.1 GHz band center. Thus the color correction and extrapolation required for the Planck measurements were small, as noted above. As in the case of the VLA results, these corrections were made individually for each source, based on VLA spectral indices when available (and on ATCA 43.34 and 48.425 GHz measurements otherwise). Since the ATCA and VLA band centers match exactly, we included all 43.34 GHz observations made at either instrument when we compare the results to extrapolated Planck measurements. In taking this step, we assume that the 43.34 GHz flux density scales at the VLA and ATCA are consistent (confirmed below in Section 5.5).
We also also combined results from both groundbased instruments at 22.45 GHz. Comparing Planck observations with the VLA and ATCA results at 22.45 GHz, however, requires a much larger extrapolation in frequency, again based on spectral indices determined from VLA or ATCA measurements. The color correction to some degree cancels the frequency extrapolation, but the overall adjustment required for Planck data ranged from 0.7 to 1.3 (multiplicative).
Resulting Planck Measurements Interpolated to Ground-Based Frequencies
The interpolated and color-corrected Planck flux densities, adjusted to match the frequencies of the ground-based observations, are given in columns 10, 11, and 13 of Table 4 . The table also provides the approximate time intervals between Planck and VLA and/or ATCA observations. The tabulated Planck flux densities are averages over the entire three-month period. In some cases, sources were observed only once, over a period of a day or so; in other cases, especially for sources near the ecliptic poles, sources were observed for several days or more extended periods. In addition, as noted above, the 44 GHz measurements for each source occurred at two different epochs. We consider the effect of these complications further in Section 5.
Comparison of Flux Densities
Planck vs. ground-based Flux Density Measurements
In Figures 2, 3 and 4, we plot the fully corrected Planck flux densities against the corresponding VLA and ATCA measurements as described in Sections 2 and 3. Not every VLA and ATCA source was detected by Planck. In some cases, this was because the source was too faint (as noted in Section 1, sources were selected to cover a range of flux density). In other cases, at one or another of the Planck frequencies, the source fell just outside the area of the sky Planck scanned in the interval 2013 April 1 to June 30 (see Figure 1 ). For sources that were observed in both early and late May at the VLA, we treat the two VLA measurements as independent, and plot both against the Planck results.
For each frequency, we also plot the best-fit linear relation. Since the Planck flux density errors dominated, and were roughly equal for most sources, we did not weight the data. In addition, we forced these fits to pass through (0, 0); these are referred to below as "constrained fits." The consequences of this choice are discussed in Section 5.3.1.
If the Planck and ground-based flux density scales agreed exactly, we would expect an exactly linear relation with unit slope. Measurement uncertainty in the Planck values (indicated by error bars in the figures), as well as source variability, produces the scatter seen in the figures.
5.1.1. Comparison of Planck with VLA Measurements at 28.45 GHz Figure 2 shows the agreement between the corrected Planck and VLA measurements made at 28.45 GHz. The measured slope and the 1σ uncertainty of the relation are 0.964 ± 0.008, when the fit is constrained to pass through (0, 0). This is changed to S (VLA) = 0.948S (Planck) + 0.056 by allowing an unconstrained fit. We thus find that VLA flux densities run ∼ 4% (with a statistical scatter of ±0.8%) below the Planck measurements. This fit does not take into account any possible systematic errors in the Planck or ground-based measurements.
We next consider the potential systematic uncertainties in the Planck calibration, discussed in detail in Planck Collaboration III (2015) . There are three sources of systematic error, which we assume are independent. These include the uncertainty in the color correction mentioned above (taken as 0.4%); 0.06% uncertainty in the solid angle of the beam, taken from Planck Collaboration IV (2015); and 0.35% calibration uncertainty, taken from Planck Collaboration II (2015) . We combine these systematic errors in quadrature to arrive at an estimate of the systematic error. VLA flux densities run 3.6%±0.8%(stat)±0.5%(syst), or 3.6%±1.0% lower than those measured by Planck if we combine the two types of error in quadrature. This result is cited in Planck Collaboration XXVI (2015) . Estimates of the systematic uncertainties in the VLA and ATCA flux densities are given in sections 2 and 3.2.4.
Comparison of Planck with VLA and ATCA
Measurements at 22.45 GHz
As noted in Section 4.2.1, comparing Planck measurements made at 28.45 GHz to VLA and ATCA values at 22.45 GHz required a much larger extrapolation in frequency. This extrapolation (like the generally smaller color correction) made use of the spectral index for each source. We employed several means of calculating spectral indices for each source. First, for those sources observed by the VLA, the spectral index could be found directly from 22.45 and 28.45 GHz observations. For sources observed only at the ATCA, we calculated both a spectral index from 17 to 22 GHz and one from 22 to 43 GHz. For all but four of the sources involved, all the spectral indices agreed within errors, and we used an average for the extrapolation and color correction.
For the other four cases, we compared results using the largest value for the derived spectral index for a given source with the results with the smallest value. This resulted in a ∼ 1σ shift in the overall slope. The results we adopted are based on taking that value for the spectral index of these 4 sources which produced the lowest scatter in the fit. As shown in Figure 3 , we find a slope of 0.967 ± 0.007(stat). In the case of the 22 GHz measurements, ground-based flux densities again run low, but agree within the assumed ATCA and VLA uncertainties with the Planck values. Figure 4 demonstrates the agreement between the flux density scales used by Planck and by the two ground-based instruments at 43.34 GHz. The constrained linear fit to all the data shows that the groundbased measurements are on average 6.2%±1.3% lower than Planck's. Allowing an unconstrained fit gives S (ground based) = 0.933S (Planck)+0.018. While the extrapolation from the Planck band center of 44.1 GHz to the VLA and ACTA frequency of 43.34 GHz is slightly larger than at 28.45 GHz, it is partially offset by the spectral-index dependent color correction. At 43.34 GHz, the overall uncertainty is dominated by the 1.3% statistical error in the slope of the fit, induced by Planck measurement errors and variability.
Comparison of Measurements at 43 GHz
We estimate the systematic error as the quadrature sum of the uncertainty in the color correction (0.4%), the beam uncertainty < 0.2% (Planck Collaboration IV 2015) , and the overall calibration < 0.26% (Planck Collaboration II 2015) . We thus end with an observed difference in the flux density scales of 6.2% ± 1.3%(stat) ± 0.5%(syst); the ground-based measurements are fainter than Planck values by 6.2% ± 1.4%.
This discrepancy is much larger than either the color correction or the uncertainty in Planck's beam solid angle, and also exceeds the quoted 3% accuracy of the flux density scale introduced by Perley & Butler (2013a) . The discrepancy between Planck and groundbased flux densities is not significantly changed if we consider only the VLA measurements: if we omit the smaller number of ATCA measurements, the slope changes from 0.9384 to 0.9343. 
Treating the 44 GHz Horns Separately
To explore this discrepancy further, we also considered separately the Planck measurements made with the single 44 GHz horn on one side of the focal plane, and measurements made by the two other horns on the other side of the focal plane. The separate measurements were noisier. We found a 1.7σ difference: the flux densities recorded by the single horn for these sources were on average 4.6% ± 2.7% higher. Even if we exclude all measurements made by this horn, however, we still find that the remaining Planck measurements at 44 GHz run high compared to ground-based ones.
The Effect of Resolved Sources and Possible Confusion
The VLA beams have far smaller solid angles than Planck's. As a consequence, four sources were heavily resolved by the VLA but not by Planck: J0813+4812 (3C 196), J1229+0203 (3C 273), J1411+5212 (3C 295) and J2107+4213 (the planetary nebula NGC 7027). Although in comparing measurements from the two instruments we always used the total VLA flux density, which nominally corrects for resolution, we examined the effect that dropping these four sources had on the slopes of the fit. If some flux were missed at the VLA due to resolution, we would expect the slopes to increase slightly when dropping these sources. At 43.34 GHz, dropping these sources had only a small effect on the slope: it did increase slightly to 0.941 ± 0.013. At 28.45 GHz, the effect of dropping resolved sources was equally small, but in the opposite direction: the slope decreased to 0.958 ± 0.008. The same was true at 22.45 GHz: the slope changed to 0.963 ± 0.007.
We also investigated the possibility that Planck's larger beam could incorporate radio sources other than the target source (loosely, "confusion"). To first order, the Mexican Hat Wavelet 2 algorithm used to derive Planck's flux densities corrects for a random distribution of weak sources. In addition, we computed the probability of finding a weak source within Planck's 32 arcminute beam at 28 GHz, employing 30 GHz source counts taken from Planck Collaboration XIII (2011). That probability falls below unity for sources with flux density > 10 mJy, which in turn is 2.5% or less of the flux density of even the weakest target sources we consider. At 44 GHz the counts (ibid) are lower and the beam solid angle is somewhat smaller, so the probability of finding a source > 10 mJy falls to 20%.
A referee pointed out that the distribution of radio sources near our bright target sources might not be random. Radio sources, unlike dusty galaxies, are only weakly correlated -see, for example, Cress et al. (1996) -so our assumption of a random distribution is not unreasonable. Nevertheless, we performed a check by searching the NVSS catalog (Condon et al. 1998 ) for other sources within 10 arcmin of our target sources. This catalog is constructed at 1.4 GHz a much lower frequency than we employed, but covers much of the sky. Not surprisingly, given the wellestablished source counts at 1.4 GHz, we found a few weak sources around many of the target sources (the number ranged from 0 to 8). We also checked 20 random positions and found comparable numbers of weak sources in the same search area. Thus we found no indication of a significant increase in the number of weak radio sources near our bright target sources. Furthermore, none of the weak sources except one near J1037-2934 had a measured 1.4 GHz flux density > 6% of the flux density of the target source in that search area. While the flux densities of most of these sources are unknown at the higher frequencies of Planck given typical synchrotron spectral indices, we expect them to be 4-30 times lower at 22 to 44 GHz. We end by noting that in the particular case of J1037-2934, the Planck flux densities were observed to be slightly below, not above, the VLA values.
The Effect of Source Variability
Although we aimed to make the Planck and groundbased observations as close in time as possible, all the VLA observations were made at just two epochs in May, and the ATCA observations ended in late April. As columns 14 and 15 of Table 4 show, the intervals between ground and space-based measurements ranged from less than a day to 45 days as a consequence. Since many of our sources are AGN (including many blazars) we expect them to vary. Variability will introduce scatter into our plots, but should not in principle bias them.
Possible effects of bias
One could argue, however, that some form of selection bias would make it less likely for Planck to detect marginal sources when they happen to be in their low luminosity states, thus artificially boosting the average Planck flux densities at the faint end. Indeed, there is evidence in Figure 4 that the 44 GHz Planck measurements at the faint end may be subject to an effect that biases the Planck flux density measurements high for the faintest sources (see the detailed discussion in Crawford et al. 2010) . We reduce the impact of this effect by forcing the fits to pass through (0, 0). We also made a trial of dropping all 44 GHz sources with Planck flux densities < 1.4 Jy. The result was to shift the slope of the constrained fit slightly to 0.943 ± 0.013. The unconstrained fit to the strong (S > 1.4 Jy) 44 GHz sources has a much flatter slope of 0.87. Bias in the flux densities of weak sources is evidently not responsible for the discrepancy between Planck and ground-based measurements at 43 GHz. The closer spacing in time of the ATCA observations made such a test less useful for those data.
Dropping known variable or resolved sources
As one way of assessing the effect of source variability on our comparisons, we looked first at the sources (about half the sample) observed twice at the VLA, once in early May and once at the end of the month. At 43 GHz, five sources changed observed flux density by more than ∼ 6% over that interval: J0813+4812 (resolved), J0958+6533, J1037−2914, J2107+4213 (NGC 7027, resolved), and J2146−1525.
In addition, J0854+2006 and J1849+6705 varied at 28 GHz. Note that two of these apparently "variable" sources J0813+4812 and J2107+4213 are among the four resolved sources discussed in Section 5.2 above. Although we always employed total flux densities, the apparent change in VLA flux density of the two heavily resolved sources is certainly in large part due to the different beam solid angles resulting from the different configurations used in early and late May. At 43.34 GHz, as these variable sources were dropped one by one, the slope settled to 0.941±0.013. As expected, variability introduces scatter but no significant bias in the fits. J2253+1608 = 3C 454.3 is a special case. While the observed change in flux density between the two epochs of the VLA observations happened to be small at all frequencies, the source clearly did vary during the (longer) Planck mission (Planck Collaboration XV 2011). VLA and Planck measurements at 43 GHz differ by 15-18%. If we also drop this source on grounds of assumed variability, the derived slope at 43 GHz moves to 0.958 ± 0.013, a ∼ 1.5σ change.
Thus dropping variable and/or resolved sources reduces, but does not eliminate, the discrepancy between Planck and ground-based flux densities at 43 GHz.
In contrast, a more systematic change was found at 28.45 GHz as variable sources (five in this case) were dropped one by one. In Figure 5 , we show the result of dropping more and more sources (in various orders): the slope averaged to 0.97 ± 0.0075. Again, J2253+1608 had a particularly large effect; also dropping just that source produced a ∼ 1σ change in the slope to 0.977 ± 0.0075. On the other hand, dropping variable and/or resolved sources had little effect on the 22 GHz data: the slope remained in the range 0.963 to 0.972.
Restricting the allowed time interval between Planck and ground-based observations
We also tried restricting the fits to sources observed by Planck within one week of one of the VLA or ATCA runs. That left only about half of the data. As expected, this restriction reduced the scatter in the plots of ground-based vs. Planck flux density. At 28.45 GHz, the slope changed by approximately 1σ to 0.980 ± 0.009. At 43.34 GHz, the same restriction led to a change in slope from 0.9384 ± 0.013 to 0.940±0.012 (note that the uncertainty barely changed even though we retained only about half the data, because the scatter in the data induced by variability was Given these results, we conclude that variability does not alter the overall conclusion that the groundbased flux density scales run below those established by Planck. The ground-based flux densities run roughly 3% below the Planck flux densities at 22 and 28 GHz, and 5-6% below them at 43 GHz.
The Effect of Color Corrections
As noted in Section 4.2, the Planck data needed to be color corrected as well as interpolated to match the VLA and ATCA central frequencies. We performed two tests on the effect of the small color corrections made to the Planck data. First, we compared the uncorrected Planck observations in the 30 GHz band to the VLA results. Omitting the color corrections changed the observed slope from 0.964 to 0.968. We also separated the Planck data into two parts, one having a very small (1.000 ± 0.005) color correction, the other with a larger and more spectral-index-dependent color correction. The difference in the resulting fits to VLA data was at the 0.1σ level.
Comparison of VLA and ATCA Flux Density
Scales at 43.34 GHz
We turn next to a direct comparison of flux density scales employed by the two major interferometric arrays, the VLA in the north and the ATCA in the south. We note that questions have been raised (see Sajina et al. 2011 ) about the agreement of calibration scales at 22 GHz, before the recent re-estimates of flux density scales described in Sections 2 and 3 above. These direct comparisons between the new Perley-Butler and the new Stevens scales are treated in Stevens & Perley (2015) and cover a much wider range of frequencies than those considered here, as well as a wider range of flux density. Since we have combined 43.34 GHz observations by the two instruments when making the comparison to Planck, however, we need to be certain that the flux density scales used at the two interferometers agree at that frequency. We checked this by directly comparing VLA and ATCA measurements for 14 sources observed in common at 43.34 GHz: on average, VLA measurements were 0.990±0.011 those of ATCA measurements of the same source -at the highest frequencies, the new Perley-Butler and Stevens flux density scales agree well.
Best estimates of VLA-Planck flux density comparison
We summarize this section by giving our best estimates of the small difference between flux densities observed by Planck and the ground-based instruments. We take account of source variability as discussed in Section 5.3. At 28.45 GHz, we find that VLA flux densities are lower than Planck's by 2-3% with a combined systematic and statistical error of 1%. At 22.45 GHz, ATCA and VLA flux densities are 3-3.5% lower than Planck's, again with a combined error of ∼ 1%. At 43.34 GHz, on the other hand, the discrepancy is larger: Planck flux densities are higher by 5-6% than those from either ground-based instrument, with a combined systematic and statistical error of 1.4%. At both 28.45 and 43.34 GHz, these results are consistent with, but more precise than, the values based on a less complete analysis of these data in Planck Collaboration XXVI (2015).
Polarization
We attempted to compare Planck measurements of polarized flux density with those obtained at the VLA and ACTA. Very few of the sources observed in this program had enough polarized flux to be robustly detected by Planck. One of these was 3C 273. The Planck 30 GHz polarized flux density (color-corrected and extrapolated to 28.45 GHz for comparison with the VLA) was 835 ± 70 mJy, while the VLA observed 813 ± 70 mJy. At 43.34 GHz the Planck polarized flux density was 567 ± 97 mJy, as compared with 623 ± 70 mJy seen by the VLA. At both frequencies, the measured polarization angles agreed to ±2
• . Further refinements of the Planck polarization measurements are planned, including more scrutiny of the possible leakage of total power into polarization. At this point, we simply report that there are no evident discrepancies between the Planck and ground-based polarization.
Summary and Discussion
In conclusion, we see that the comparison of Planck data with VLA data at 28.45 GHz yields acceptable agreement: the VLA data run on average 2-3% fainter than Planck's, which is within the margin of error of the VLA flux density scale. Similarly, the Planck 28.45 GHz data that have been extrapolated and compared to the VLA and ATCA data at 22.45 GHz are about 3 − 3.5% higher than the ground-based measurements, which is just within the margin of statistical and systematic error. The more problematic comparison is that between Planck 44.1 GHz data (extrapolated to 43.34 GHz) and the ground-based instruments at 43.34 GHz. Planck data were consistently 5-6% higher than the ground-based measurements. This remained largely unchanged when the Planck data were compared with the VLA and ATCA individually, when the two sets of 44 GHz Planck horns were compared separately to the ground-based instruments, when four resolved sources from the VLA data were dropped, and when variable sources were dropped (individually and in all combinations). We suggest therefore that the difference in flux measurements in the 43 GHz range results from a difference in calibration. This discrepancy could affect precision flux density comparisons between instruments, and would also affect source spectra that included 43 GHz data.
We end by asking whether the difference in flux density scales we have demonstrated could be due to a calibration mismatch between Planck and WMAP, since the VLA flux density scale is based on the WMAP calibration. Planck-WMAP calibration has been examined in detail in Planck Collaboration II (2015) and Planck Collaboration V (2015) for the Planck bands considered here. Following the initial release of Planck data in 2013, there was a small upward adjustment of the Planck calibration (which brings it closer to the WMAP calibration). The shifts were +0.45% and +0.64% at 28 and 44 GHz, respectively. Even with these slight shifts, the WMAP calibration remains ∼ 1% higher than Planck's, so the difference is unlikely to explain why the VLA flux densities appear to be a bit low. It is important to note, however, that the comparison of Planck and WMAP calibration is based on observations of the CMB (both the dipole and CMB fluctuations at degree scales). These have a different spectrum than the radio sources considered here, and have larger angular scales. A better comparison is between Planck and WMAP observations of planets (essentially point sources for both instruments). Measurements of Jupiter are compared in Planck Collaboration V (2015). These indicate that Planck's measurements of the brightness temperature of Jupiter agree with WMAP's to 0.2±1.0% at 28 GHz, and ∼ 0.0 ± 1% at 44 GHz. Thus we currently have no convincing explanation for the observed discrepancy. We can speculate on possible contributing factors: errors in the model for secular changes in the emission of Mars, or in corrections for atmospheric absorption, or in the beam solid angles of one of the satellite experiments. Further refinements of the Planck data and analysis, expected in the next year, may allow us to check the last of these.
We are deeply indebted to Kris Gorski, Sanjit Mitra, and Luca Pagano of the FEBeCoP team who helped in the construction of the beams used to derive flux densities from the Planck maps. The dates that Planck observed each source were supplied by Jonathan Leon Tavares , et al. 2011, ApJS, 192, 19 Wilson, W. E., Ferris, R. H., Axtens, P., et al. 2011, MNRAS, 416, 832 This 2-column preprint was prepared with the AAS L A T E X macros v5.2. Table 4 Flux Density Measurements Note.-Columns 1-8 present the ground-based measurements, in Jy. In column 9, we give the Planck 28 GHz measurements before color correction and extrapolation:
the color corrected and extrapolated values are given in columns 10 and 11. The same pattern is followed in columns 12 and 13 for Planck 44 GHz measurements. Cols. 14 and 15 list the minimum intervals between Planck and ground-based measurements of a source, expressed in days, when they could easily be determined. Sources with more than a single entry were either observed twice by the VLA (late May observations listed first, early May observations below) or by both the VLA and ATCA.
