Abstract-We consider MIMO (Multiple Input Multiple Output) wiretap channels, where a legitimate transmitter Alice is communicating with a legitimate receiver Bob in the presence of an eavesdropper Eve, and communication is done via MIMO channels. We suppose that Alice's strategy is to use an infinite lattice codebook, which then allows her to perform coset encoding. We analyze Eve's probability of correctly decoding the message Alice meant to Bob, and from minimizing this probability, we derive a code design criterion for MIMO lattice wiretap codes. The case of block fading channels is treated similarly, and fast fading channels are derived as a particular case. The Alamouti code is carefully studied as an illustration of the analysis provided.
I. INTRODUCTION

W
IRETAP channels [22] are broadcast channels, where a legitimate transmitter Alice communicates with a legitimate receiver Bob through a noisy communication channel, in the presence of an eavesdropper Eve. They have attracted a recent regain of interest, in particular in the context of physical layer security. We consider MIMO (Multiple Input Multiple Output) wiretap channels, for which the secrecy capacity, that is the maximum amount of information that Alice can transmit confidentially to Bob, is known [10] , [14] , [12] . We consider an alternative approach, which consists of studying the probability that Eve correctly decodes the message meant to Bob, as initiated in [2] , [15] for Gaussian channels. An early work by Hero [9] proposed a non-information theoretical approach to secrecy in MIMO channels, where a code design was proposed, assuming that Eve is doing a non-coherent decoding. In [21] , the model of wiretap channel is further used to study secret sharing over fast fading MIMO channels.
We consider the case where Alice transmits lattice codes using coset encoding, which requires two nested lattices Λ e ⊂ Λ b , and Alice encodes her data in the coset representatives of Λ b /Λ e . Both Bob and Eve decode via coset decoding. It was shown in [2] for Gaussian channels that a wiretap coding strategy is to design Λ b for Bob (since Alice knows Bob's channel, she can ensure he will decode with high probability), Manuscript received April 21, 2012 ; revised November 14, 2012, January 31 and May 4, 2013. The editor coordinating the review of this paper and approving it for publication was A Khisti.
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while Λ e is chosen to maximize Eve's confusion, characterized by a lattice invariant called secrecy gain, under the assumption that Eve's noise is worse than the one experienced by Bob. The contribution of this work is to generalize this approach to MIMO channels (and to block and fast fading channels in particular). We compute Eve's probability of making a correct decoding decision, and deduce how the lattice Λ e should be designed to minimize this probability. A MIMO wiretap code then consists of two nested lattices Λ e ⊂ Λ b where Λ b ensures Bob's reliability, while Λ e is chosen to increase Eve's confusion. More precisely, we prove that to minimize Eve's average probability of correct decoding, a code design is
where n e is Eve's number of antennas, T is the coherence time of the MIMO channel, x is the vectorized codeword X, and X * is the Hermitian transpose of X. As a corollary, we derive a design criterion for block fading channels where all numbers of antennas are the same, namely min Λe x∈Λe\{0} 1 ( n i=1 ||xi|| 2 ) 1+T which in turn gives a criterion for a fast fading channel: min Λe x∈Λe\{0}
This paper is organized as follows: in Section II, we recall how Eve's probability of correct decision is derived for Gaussian channels, and extend the computation to include the case where low dimensional lattice codes are used. Section III is the chore part of this paper, which contains Eve's probability of correctly decoding the confidential message when her channel from Alice is a MIMO channel. We consequently treat the case of block and fast fading channels in Section IV. The relevance of our approach is illustrated in Section V where the Alamouti code is studied following the newly introduced techniques.
II. GAUSSIAN CHANNELS
We first consider a Gaussian wiretap channel, modeled by
over n complex channel uses, where x ∈ C n is the transmitted signal, v b ∈ C n and v e ∈ C n denote the Gaussian noise at Bob, respectively Eve's side, both with coefficients which are zero mean, and have respective variance σ 2 b and σ 2 e , where σ e is assumed larger than σ b . We assume that Alice knows Bob's channel σ b , and uses Z[i]−lattice codes, namely x ∈ Λ, where Λ is an m-dimensional complex lattice 1 , which can be 1 In the theoretical computer science literature, the dimension of a lattice is the number of rows of M , whereas its rank is the number of columns of M .
0090-6778/13$31.00 c 2013 IEEE described by its generator matrix M [5] :
m }, and the columns of M form a linearly independent set of vectors in C n (so that m ≤ n) which form a basis of the lattice. We will assume that Alice uses an infinite lattice (see e.g. [16] ), to avoid to deal with a shaping region.
Alice performs coset encoding [22] : she chooses a lattice Λ b that she partitions into a union of disjoint cosets Λ e + c, with Λ e a sublattice of Λ b and c an n-dimensional vector which encodes her data. Alice then chooses a random vector r ∈ Λ e so that the transmitted lattice point x ∈ Λ b is finally
Why coset encoding is actually beneficial for wiretap lattice codes is illustrated in [15] . When m = n [2] 2 , the probability P c of correct decision when doing coset decoding is
is the Voronoi region of Λ b and u = y − x − t. Equality holds for infinite lattice constellations (this gives an upper bound on finite lattice constellations). Since Bob's received vector y is most likely to lie in the Voronoi region around the transmitted point, the terms corresponding to t = 0 are negligible, which yields the known bound on the probability P c,b of Bob's correct decision:
To bound Eve's probability P c,e of correct decision in doing coset decoding, note that 
We next discuss the case m < n. The notation refers to Bob's channel, the same holds for Eve's. The decoding rule for (1) when m < n is similar to the case m = n: min x ||y − x|| 2 , where y = x + v b is Bob's noisy message when x = M u is sent, and x = M u where M is an n × m complex matrix.
A QR decomposition of M yields M = QR = Q R 0 with R an upper triangular m × m matrix, and Q a unitary n × n matrix. Thus min x ||y − x|| 
where v b is the noise vector v b without its last n − m rows (R u + v contains the first m elements of Q * y), and decoding an m-dimensional lattice in an n-dimensional space is reduced to perform the decoding in an m-dimensional space. What matters is thus the dimension of the lattice. Hence
when Alice sends an m-dimensional lattice (in C n ) to Bob.
III. THE MIMO CASE
We now consider the case when the channel between Alice and Bob, resp. Eve, is a quasi-static MIMO channel with n t transmitting antennas at Alice's end, n b resp. n e receiving antennas at Bob's, resp. Eve's end, and a coherence time T :
where the transmitted signal X is an n t × T matrix, the two channel matrices are of dimension n b × n t for H b and n e × n t for H e , and V b , V e are n b × T , resp. n e × T matrices denoting the Gaussian noise at Bob, respectively Eve's side, both with coefficients zero mean, and respective variance σ e . The fading coefficients are complex Gaussian i.i.d. random variables, and in particular H e has covariance matrix Σ e = σ 2 He I ne . As for the Gaussian case (in Section II), we assume that Alice transmits a lattice code, via coset encoding, and that the two receivers are performing coset decoding of the lattice, thus n b , n e ≥ n t . Indeed, if the number of antennas at the receiver is smaller than that of the transmitter, the lattice structure is lost at the receiver. This case will not be treated.
That n e ≥ n t might be assumed without loss of generality, since in this case Eve is in a more advantageous situation than if she had less antennas 4 . Finally, we denote by γ e = σ 2 He /σ 2 e Eve's SNR. We do not make assumption on knowing Eve's channel or on Eve's SNR, since we will compute bounds which are general, though their tightness will depend on Eve's SNR.
We first vectorize the received signal (5) and obtain
which emphasizes the lattice structure of the n t × T codeword X. Indeed, we may write
and M b is the T n t × T n t generator matrix of the Z[i]−lattice Λ b intended to Bob. This can be done if X is a space-time code coming from a division algebra [18] , or more generally if X is a linear dispersion code [8] where T n t symbols QAM are linearly encoded via a family of T n t dispersion matrices. By a lattice point x ∈ Λ b , we mean that x = vec(X) = M b u, and similarly for a lattice point x ∈ Λ e , we have
, we rewrite (6) and (7) as 
where M e u = x = vec(X) ∈ Λ e and ||H e X|| (8) can be seen as the Gaussian wiretap channel
where
We focus on Eve's channel, since we know how to design the lattice Λ b corresponding to a good space-time code [20] . We know from (4) that Eve's probability of correctly decoding is
using (9) - (10), with x = vec(X) ∈ Λ e . Note that the exponent of 2πσ 2 e depends on the dimension n t T of the transmitted lattice (Section II). We derive Eve's average probability of correct decision, by averaging (13) over H e (see e.g. [20] ). 
where D W is the set of all n t × n t positive definite Hermitian matrices 5 . Since n t ≤ n e (see Theorem 2.1 in [13] 
p+k [6] where D W is here the set of p × p positive definite Hermitian matrices.
We finally obtain that an upper bound on the average probability of correct decoding for Eve is
and γ e = is Eve's SNR. To design MIMO wiretap lattice codes, we derive a code design criterion from (16) . We suppose that the space-time code used to transmit data to Bob satisfies the rank criterion [20] . Thus if X = 0 and T ≥ n t then, rank(X) = n t . If γ e is high compared to the minimum distance of Λ e , or Λ e is designed that way assuming Alice knows Eve's channel:
(17) We thus conclude that to minimize Eve's average probability of correct decoding, the design criterion is now
Remark 1: We discuss the meaning of the bound in (17). The higher γ e , the higher should be Eve's probability of correct decoding. The bound (17) is decreasing as a function of γ e around the origin, a regime not considered (as we assumed γ e big enough), and is indeed increasing elsewhere. The minimum value of this upper bound (computed by taking its derivative) is achieved for γ e,min = ne T x∈Λe\{0} det (XX * )
−ne−T 1 n t (ne+T ) .
Remark 2:
The above upper bound was computed using an infinite lattice Λ e . In some rare cases (e.g., the Alamouti code discussed later) the bound happens to be finite even though the lattice is not. In general, it is not, and the criterion (18) needs to be restated in terms of a sum over x ∈ Λ e ∩ R, where R is a bounded shaping region that determines a finite constellation. The proof is similar to that provided here. The same holds for the bounds below for block and fast fading channels.
IV. BLOCK AND FAST FADING CHANNELS
As a corollary of the MIMO case, we consider the particular fading channels where H b , H e are diagonal matrices. Setting n t = n b = n e = n, the channel (5) can be rewritten as
which corresponds to a block fading channel with n transmit antennas emitting one after the other, coherence time T and
However, we cannot use the final result for MIMO channels, since the integral over all positive definite Hermitian matrices does not hold anymore. Moreover, (15) 
We finally obtain an upper bound of the average probability of correct decision for Eve for the wiretap block fading channel:
and as before, γ e = σ 2 he σ 2 e . We next derive a wiretap code design criterion from (21):
We suppose that the code used to transmit data to Bob is designed according to the minimum product distance criterion. Thus, if x = 0, then, x i = 0 for any i. If as before γ e is high compared to the minimum distance of Λ e , or Λ e is designed that way assuming Alice knows Eve's channel, we get
This expression is decreasing as a function of γ e around the origin, a regime again not considered (γ e is big enough), and is increasing elsewhere. The minimum value of this upper bound is achieved for γ e,min = x∈Λe \{0}
We thus conclude that to minimize Eve's average probability of correct decoding, the design criterion is now
.
When furthermore T = 1 (and X is thus a n × 1 vector x) in (19), we get a fast fading channel:
where all vectors are n-dimensional complex vectors corresponding to n usages of the channel, and diag(h b ), diag(h e ) are as in (20) . We thus immediately apply the (21) to get
where C FF = vol(Λ b )/π n and again, γ e = σ 
We recover the expressions of [3] , though here in the complex case, which explains the difference in the exponent 6 .
V. A MIMO EXAMPLE: THE ALAMOUTI CODE
In this section, we illustrate the code design criterion derived above using the Alamouti code [1] with QAM constellation, n t = 2, n e ≥ 2 and T = 2. The Alamouti code does not form a Z[i]-lattice, but a Z-lattice, nevertheless it was chosen since it is the best understood MIMO code available. It is not difficult to check that our analysis and resulting code design holds for real lattices. An Alamouti codeword is of the form
The criterion (18) requires to study
where we recognize the Epstein zeta function ζ Λe (2 (n e + 2)) of a scaled lattice μΛ (μ > 0), defined by 6 Please note an erratum in [3] , since the sum derived there is over all lattice points, while of course, the zero vector should be removed from the sum. 
or D 4 , in which case the vector x above is coded, and belongs to D 4 7 instead of Z 4 , which in turn involved the Epstein zeta function of D 4 (see Proposition 4 also in Appendix)
In both cases, ζ(s) = n>0 . Set s = 2n e + 4. Combining (26) and (24), we obtain
which we compare with ζ Z 4 (s) (25). We define the gain ς D4 obtained by using D 4 instead of Z 4 (the uncoded case) as
We illustrate on Figure 1 the upper bound (17) on Eve's probabilityP c,e of correct decision, divided by C MIMO , for the Alamouti code with Λ e either Z 4 or D 4 . When γ e is small, the upper bound (17) is loose as it is a decreasing function in γ e , while we expectP c,e (γ e ) to be increasing. This motivates to discuss the tightness of this bound. We go back to the tighter upper bound (16) . 7 The complex construction 1, 2 ) may be used, for instance, where (2, 1, 2) is the repetition code of length 2.
Set a = 1 γe , s = 2(n e + 2). We are thus interested in
Proof: The Mellin transform of e
for some positive a ∈ R. Now write M(e
To exchange the integral and sum, we check that ∀t in the integration range n k=0
converges, that is ∀t in the integration range n k=0
Since we only have strictly positive terms, comparing the nth term with the (n + 1)th term yields, recalling that since s = 2(n 2 + 2), Γ(s + n) = (s + n − 1)!: a n+1 s+n ||x|| 2 whose limit needs to be < 1, that is lim n→∞ a n+1 s+n ||x|| 2 = a ||x|| 2 < 1, thus the computation holds when a < ||x|| 2 . Comparing (28) and
We are now ready to prove the following result for Z 4 (see Proposition 2 for the equivalent result for D 4 ).
Proposition 1:
where r 4 (j) counts the number of vectors of norm j in Z 4 . In particular if 0 < a < 2, we have
Proof: Since Z 4 has vectors of norm 1, ||x|| 2 ≥ 1 if x = 0, and we need a < 1 for the above lemma. For lattice points with norm at least q instead, we can use a < q. Then
where ζ Λe (s) is the Epstein zeta function of Λ (24). We could exchange both infinite sums since ζ Λe (s + k) converges, and thus so does
j s+k , for every k ≥ 0, and
converges as well, which follows from
is upper bounded by (a+ x 2 ) s is given by
recalling the definition of Gamma functions for positive integers. Recognizing the generalized binomial coefficients yields
If q = 4, we note (this first inequality holds for any q but not the rest) that
The condition q = 4 ensures the convergence of the 2nd series.
where r D4 (j) denotes the number of vectors of length j in D 4 . In particular,
Proof: The following computed above for
Note that D 4 has no vector of norm 1, and 24 of norm 2. From Proposition 4, the Epstein zeta function of
, and as before for
If q = 2, we simplify the above expression to get
while if q = 4, using that D 4 has no vector of length 3 gives
The implications of these computations for the error probability are summarized below for γ e > 1/2. Similar expressions can be obtained for γ e > 1/4 (or smaller values of γ e ). See Figure 2 for an illustration of the new bounds. We compare the loose upper bounds with the tight ones (Fig. 3) , and our bounds on the probability of correct decision for Eve with simulations (Fig. 4) . The lattice Λ e is Z 4 (resp. D 4 ) while Λ b is 1/2Z 4 (resp. 1/2D 4 ), for a secret spectral efficiency of 1 bit per real dimension. For simulations, we used the original ML Alamouti decoder [1] , and the Wagner decoder of the binary parity check (4,3) code for D 4 .
VI. CONCLUSION
We considered a MIMO wiretap channel, where Alice uses lattice codes via coset encoding to communicate with Bob in the presence of an eavesdropper Eve. We showed, by analyzing Eve's probability of correctly decoding the message meant to Bob, that this probability can be minimized by designing the lattice codes according to a suitable design criterion. The cases of block and fast fading channels are treated similarly. We also applied our analysis to the Alamouti code, making explicit an interesting connection to Epstein zeta functions. Current and future work involve a more systematic design of such lattice wiretap codes, including finite constellations, which will involve to take into account power constraints and shaping. 
where r Λ (n) counts vectors of Λ with a squared norm equal to n. Note that r Λ (n) similarly appears in the theta series of Λ: Θ Λ (q) = 1 + x∈Λ\{0} q
where r N (n) is the number of solutions to k 
Proof:
The lattice D 4 is the checkerboard lattice i.e., the set of all 4-dimensional integer vectors whose components have an even sum. Its theta series is [5] Θ D4 (q) = and ϑ 4 (q) 4 = 1 + n>0 (−1) n r 4 (n)q n since k 1 + k 2 + k 3 + k 4 ≡ k 
