We provide a systematic comparison of punishment from unaffected third parties and affected second parties using a within-subject design in ten simple games. We apply the classification analysis by ElGamal and Grether (1995) and find that a parsimonious model assuming subjects are either envious or selfish best explains the punishment from both third and second parties. Third and second parties punish richer co-players, even if they chose a socially or Pareto-efficient allocation or if they are merely bystanders who made no choice. Despite their unaffected position, we do not find that third parties punish in a more impartial or normative manner.
1.

Introduction
Third parties play a crucial role in many institutions: they serve in courts, as referees or arbitrators. The US legal system, for instance, relies on their judgment in juries when it comes to the application of sanctions. Third parties are also important with regard to informal sanctions (Homans, 1961) and, in fact, their interventions seem to be essential in the explanation of norm enforcement, as they are often more numerous than affected second parties (Bendor and Swistak, 2001) or the only parties present (Greif, 1993 (Greif, , 1994 , and hence their sanctions are potentially more damaging than those from second parties.
Despite the importance of third parties' actions, little is known about how they sanction others. In particular, it is unclear whether third parties sanction in a different manner than second parties. In principle, third parties might sanction in a more impartial, "normative", and controlled manner, and less egocentrically (Fehr and Fischbacher, 2004) . Adam Smith apparently had this idea in mind when he introduced the concept of the "impartial spectator" in his Theory of Moral Sentiments, a party who is not personally affected, making decisions from beyond the limitations of egocentric biases. In fact, the prevalence of institutions that rely on third parties implies that they are likely to make more appropriate decisions. However, it also seems plausible that even third parties cannot completely eliminate egocentric biases (Ross et al., 1976; Babcock et al., 1995) ; the concerns about the selection of jury members in many law cases suggest that third parties can make very inappropriate decisions in the context of sanctioning (e.g. Kennedy, 1997) . This paper uses laboratory experiments to study and systematically compare the motives for sanctioning from third and second parties, applying a within-subject analysis and the classification method by El-Gamal and Grether (1995) . Our experiment consists of a second party (2P) and a third party punishment treatment (3P), and participants in each treatment play ten different games consisting of two stages. In the first stage, one player (the first party) chooses between two allocations of payoffs between himself or herself and another player (the second party). In the second stage, either the second party can punish the first party (in treatment 2P), or an unaffected third party can punish the first party and/or the second party, who is now a bystander (in treatment 3P). In total, we observe 3100 punishment decisions. Our paper provides several important insights into how third and second parties punish.
First, the classification analysis shows that a parsimonious model assuming that subjects are either envious or selfish can capture the occurrence of third and second party punishment across our ten games better than any other equally parsimonious alternative.
While models that also include small fractions of spiteful (in 3P and 2P) and reciprocal (in 2P) types are slightly more accurate; they come at the cost of increased complexity. We find that both third and second-party punishment is often directed towards richer co-players, even if (i) they are merely bystanders who make no choice (in 3P), or if (ii) they chose a socially efficient allocation -i.e. one maximizing the sum of payoffs -even in case of Pareto efficiency: Richer players are punished even if their previous choices inflicted no harm on another party. Second, we also observe that the strength of punishment depends heavily on the size of the payoff disadvantage (in 3P and 2P) and the sole existence of harm (in 2P). Third, and contrary to the idea that third parties are less "infected" by egocentric or "non-normative" motives than second parties, we observe that third party punishment generally resembles second party punishment. Furthermore, we find no support for the conjecture that third parties are impartial, in the sense of valuing any co-player's welfare equally.
The existing experimental literature on punishment overwhelmingly examines the decisions of personally affected second parties. A large body of experimental research shows that subjects are often willing to spend money to reduce another player's payoff -i.e. to punish her -even if no future benefits can follow from this behavior. In the ultimatum game, responders frequently punish proposers for making make unfair offers (Güth et al. 1982 , Camerer and Thaler 1995 , Roth 1995 , while non-contributors are often punished in public goods games with a punishment stage (Fehr and Gächter 2000) . However, this experimental literature on punishment has a completely different focus than ours because it is restricted to second party punishment and also because the analyzed games are not well suited for discriminating the motives behind punishment. In the ultimatum game, responders might reject offers due to envy, inequity-aversion, reciprocity, spite, or to punish a violation of an equity norm, while punishment in the public goods game can be explained in terms of envy, inequity-aversion, reciprocity, spite, or as a reaction to a transgression of cooperation norms.
showing that third parties punish unfair allocation choices in a dictator game and defectors in a prisoner's dilemma game, although less strongly than second parties do. However, it remains unclear why third parties punish in these games (it could be because they punish violations from norms of cooperation/equity, but also because of envy, spite, or because they are type-reciprocal á la Levine, 1998) and why they punish less than second parties (this might be an artifact of their experimental design, as the payoff disadvantage was larger between first and second parties than between first and third parties). The study by Falk et al. (2005) investigates whether inequity aversion, spite, or reciprocity models better account for second party punishment in two variants of a prisoner's dilemma game with a punishment possibility. They observe that punishment is mainly targeted towards previous defectors, regardless of whether punishment is cheap or expensive -i.e. when payoff differences cannot be reduced -thus concluding that "retaliation seems to be the most important motive behind fairness-driven informal sanctions" (ibid, p. 2017) . 4 In contrast, Dawes et al. (2007) show that the "egalitarian motive", which often coincides with envy, explains most punishment in a modified public goods game.
While these studies (and all other studies about punishment we are aware of) draw their inferences from a between-subjects design, we provide a detailed analysis using a within-subjects design. This helps reveal whether subjects consistently follow one motivation, hence offering an arguably more systematic and accurate picture of heterogeneity in individual behavior, which can be used to classify subjects as envious, reciprocal, etc. This classification analysis is especially worthwhile in view of the abundant experimental evidence suggesting that subjects have heterogeneous social preferences. Falk et al. (2005) , for example, report the existence of different types of punishers, as some defectors punished cooperators (especially when punishment was cheap), which cannot be reconciled with retaliation or inequity-aversion. Charness and Rabin's (2002) large study of many different experimental games stresses the existence of subjects who follow different motivations (maximizing social welfare, minimizing income differences, etc).
To the best of our knowledge, the present study is the first to investigate whether third parties are impartial and less prone to punish in an egocentric or "non-normative" manner than second parties. Another new feature of this study is that we analyze punishment of socially efficient but inequitable choices, a surprisingly under-studied topic in view of the great interest that exists on finding out whether deciders choose socially efficient allocations 4 However, their results are also consistent with a model of envy predicting punishment of richer parties even when that does not reduce the payoff distance (note that unilateral defectors get the largest payoff). Our experimental design allows us to discriminate between such a model of envy and models of reciprocity.
even at their own material disadvantage (Charness and Rabin 2002, Engelmann and Strobel 2004; Fehr et al. 2006) . We also are first to provide a systematic study about the punishment (or damage) of bystanders, an important topic given the casual evidence that bystanders often become victims of punishment.
Our results indicate that it can be misleading to assume that third parties are impartial, make less egocentric choices, and enforce (informal) rules in a normative manner. In addition, this study gives important implications for the further development of recent theories of social preferences. Envy appears to be an indispensable factor in explaining the occurrence and strength of second and third party punishment, while reciprocity and spite play an important, although relatively minor role, in explaining the occurrence of second party punishment. In particular, we believe that reciprocity should not be used alone in predicting punishment in general, as it fails to explain any third party punishment.
The rest of the paper proceeds as follows. The next section presents the experimental design and procedure. Section three provides an overview of the punishment behavior and an analysis of the factors affecting the occurrence and strength of second and third party punishment. In section four, we compare third to second party punishment, report reactions to socially efficient choices, and study further topics like the punishment of bystanders and the impact of strictly equal allocations on punishment. The fifth section concludes.
Experimental Design and Procedures
There are two treatments in our experimental design: A second party punishment treatment (2P) and a third party punishment treatment (3P). Participants in 2P play ten twoplayer games, while participants in 3P play ten three-player games. All these games have a two-stage structure. In the first stage of both treatments, one player (the first party) chooses between a left-hand and right-hand allocation of payoffs between herself and another player (the second party). Table 1 shows the two allocations available in each game. They are identical in 2P and 3P and presented in points (10 points = 1 SFR). The second stage differs in the two treatments. In any game of 2P, the second party can spend points out of her allocation share to reduce the first party's payoff -i.e., to punish her. In any game of 3P, a third player (the third party) can punish the first or/and the second parties, while the second party in 3P makes no decision, i.e. she is a "bystander". The third party is endowed with 200 points in each allocation of each game meaning the first party's choice never affects her payoff in the first stage. The punishment technology is the same in 2P
and 3P: Up to 50 points can be used to punish and each point spent reduces the payoff of the punished player by three points. Hence, if the first party chooses the allocation in a game in 2P and the second party punishes her with ) , (
SP FP
for the third party.
We picked the various allocations in our ten different games for four main reasons.
First of all, our selection allows us to discriminate between recent models of social preferences that provide a rationale for costly punishment, including some which have not yet been studied before in the literature. Take game 6 (280/240 vs. 390/240) for instance. An envious individual punishes both allocations because she has a lower payoff than her counterpart (no matter whether she is a second or third party), while a reciprocal individual punishes neither allocation because she cannot be harmed in this game. In contrast, an individual who punishes deviations from a norm of equity would punish the choice of the allocation (390/240) because it is more inegalitarian than the alternative (280/240), and an individual who punishes deviations from a norm of social efficiency would punish the allocation (280/240) because the joint payoff is bigger in the alternative allocation (390/240).
In table 5 of the appendix we present the predictions in each of the games for the different motives, and we describe the different theories considered in section 3.2.1.
Second, we chose games 1-6 to close a gap in the literature on punishment which has until now neglected to investigate the reactions of second and third parties to the choice of socially efficient allocations, i.e. those maximizing the sum of the players' payoffs. Consider, for instance, game 3 (560/60 vs. 120/140) where the left-hand allocation is socially efficient.
We were interested whether second parties were willing to accept a small disadvantage and refrain from punishing if this small disadvantage is associated with a comparatively large advantage for their counterpart. Moreover, we wanted to find out whether third parties react differently to the choice of socially efficient allocations like (560/60) in game 3. Are they less willing to punish since they are unaffected by the allocation choice? This question is also related to the next point.
Third, our ten games enable a thorough comparison of second and third party punishment. Game 7 (250/80 vs. 80/250), for instance, provides the opportunity to investigate whether third parties are less prone to "self-serving" arguments than second parties. To be precise, the allocations are symmetric -i.e., a permutation of each other -so that an "impartial" party who uniformly values each player's welfare should regard both allocations as equally fair and punish them less than a second party. 5 Finally, we wanted to analyze whether second and third party punishment is influenced by the availability of a strictly equal allocation, as in game 8 (100/100 vs. 50/150). More precisely, we investigate whether deviations from strictly equal allocations are more heavily punished than deviations from slightly unequal allocations and whether choices for strictly equal allocations are less punished compared to choices for slightly unequal allocations.
We ran eight sessions and each proceeded as follows. Subjects were randomly assigned to be a first or second party (or third party in 3P) and anonymously matched in groups of two (in 2P) or three (in 3P). Each subject received instruction sheets (dependent on role and treatment) which explained the extensive form of the games (without giving information about the payoff constellations of the ten games). Subjects had to fill out control questions to make sure that they understood the rules. We used neutral language and avoided terms such as "punishment". Every subject always played the ten games in the same role and no subject participated in both treatments. The ten games were presented one at a time, and the order in which they were played was randomly predefined for each group. Subjects were never told about their counterparts' previous choices to prevent repeated game effects. After the subjects played the ten games, only one game was randomly selected for payment in order to prevent income effects. 6 We employed the strategy method to elicit the punishment behavior in the second stage, i.e. the subjects had to indicate for both allocations in each of the ten games whether 5 We add two remarks. First, in the literature on Welfare Economics, a social welfare function W is said to be symmetric if W(u) = W(u') whenever the utility vector u constitutes a permutation of vector u'. We have this kind of idea in mind when we refer to impartiality. Second, an impartial spectator might still consider the choice of allocation (250/80) unfair because it fails to be courteous -i.e. by choosing this, the first party signals that she cares more for herself than for the second party. We take care of this issue and investigate later whether third parties follow such a kind of reasoning and punish "greedy" first parties but we do not find evidence in favor of it. 6 It could be argued that this dilutes monetary incentives because subjects make more decisions for the same amount of money. However, a meta-study by Camerer and Hogarth (1999) suggests that this is not the case.
and they wanted to punish the other subject(s) and if so, by how much. In principle, the strategy method might induce a different behavior than the specific response method, where subjects face given, known choices for one allocation or the other. 7 However, Falk et al. (2005) investigate this issue and find no differences in subjects' punishment patterns, although the strength of punishment is somewhat lower overall with the strategy method.
Thus, the present evidence suggests that the strategy method does not affect the pattern of punishment, but might possibly lead to an under-representation of actual punishment.
The key reason for using the strategy method was to prevent subjects from receiving any feedback about the first party's choices in any of the ten games, something that would lead to serious confounds: Punishers' mood could change depending on the first party's prior behavior, and this could generate order or history effects which would severely complicate the data analysis. 8 In our view, the use of the strategy method seems unavoidable for the study of punishment behavior with a within-subjects design and a large set of games (unless the researcher has access to huge samples in order to control for order effects). Additionally, it maximizes the amount of statistical data gathered.
The experiment was conducted with the Z-tree software (Fischbacher 2007 ) and the participants were recruited with the software "ORSEE" (Greiner 2004 which included a show-up fee of 10 SFR (this fee could be accordingly reduced if one subject got a negative point score as a result of heavy punishment, although this never happened).
The sessions lasted approximately 60 minutes.
3.
Experimental Results I
This section starts with a brief analysis of the occurrence of third and second party punishment on an aggregate level. The major part of this section is, however, devoted to the analysis of third and second party punishment on the individual level, where we present a classification procedure and then report its results. We finish this section with an analysis of the determinants of the strength of third and second party punishment.
The Occurrence of Third and Second Party Punishment: Aggregate Analysis
We observe frequent punishment in both treatments. In 3P, 54 percent of the third parties punish at least once. Furthermore, third parties spend on average 12.7 points per game to punish, more precisely, 8.6 and 4.1 points on the first and the second party, respectively. Table 2 summarizes the frequency and strength of third party punishment, distinguishing between punishment for first and second parties. In 2P, 60 percent of the second parties punish at least once. Second parties spend on average 13.8 points per game to punish. Table 3 illustrates the frequency and strength of second party punishment in each allocation of each game. In eight of the ten games, third (second) parties punish the first party more strongly in one allocation (p<0.05; Wilcoxon-Signed Rank-Test). The behavior of the first parties in 3P
and 2P can be seen in Table 4 in the appendix. 
RESULT 1: Disadvantageous inequity (envy) seems to be the key factor in explaining the occurrence of third party punishment. Disadvantageous inequity as well as harm (reciprocity)
seem to be the key factors in explaining the occurrence of second party punishment.
In 3P, the envy theories of Fehr and Schmidt (1999) and Falk and Fischbacher (2006) predict that third parties punish another player only if she gets a larger material payoff. This prediction can be reconciled with the data from 14 out of the 15 allocations where a first or a second party is punished by more than 20 percent of the third parties (and/or their average punishment is larger than 3 points). Figure 1 illustrates the individual punishment decisions dependent on the size of the payoff differences between the third and the other two parties. On the left side of the horizontal axis are the allocations where the third party has a higher payoff than the first or second party and on the right side are the allocations where the first or the second party has a higher payoff than the third party. The location of the dots indicates the average amount of money spend in an allocation from a third party that punishes at least once.
The size of the dots is proportional to the quantity of observations. Hence, a dot becomes larger if more than one third party spends the same amount to punish in the same allocation.
We can see that payoff differences appear to play an important role in the decision to punish.
In fact, third parties rarely punish if their payoff is higher than that of the first/second party, but often and severely if their payoff is lower. Explanations other than envy seem to play a much less important role in the occurrence of third party punishment. To start, note that reciprocity cannot play any role in 3P because the third party is unaffected by the first and second party, i.e. cannot be harmed. In turn, the model by Bolton and Ockenfels (2000) , which predicts punishment of any other player only if the third party's relative payoff is smaller than 1/3 of the total, i.e. the equitable relative payoff in three-player games, seems to be missing an important point. For example, this model never predicts punishment in games 7 (250/80 vs. 80/250), 9 (250/150 vs. 110/290), and 10 (250/150 vs. 330/70), where we observe considerable punishment. Spite (an important ingredient of Levine, 1998) cannot account for why there are so many allocations where there is hardly any or no punishment. It also seems that third parties do not punish deviations from a social norm. For instance, the evidence from game 6 (280/240 vs. 390/240), where we observe punishment of the first player in both allocations, suggests that third parties do not punish deviations from a norm like an equity, maximin or social efficiency norm.
In 2P, we frequently observe considerable punishment in the allocations where it is either predicted by envy or reciprocity theories. In many allocations, the behavior points to the importance of envy. In game 6 (280/240 vs. 390/240), for instance, about one third of the second parties punish the first party in either allocation, even though the first party's choice did not harm them, i.e. the second party's payoff is the same in either allocation. There is also considerable punishment in both allocations of game 10 (250/150 vs. 330/70), even when the choice (250/150) is clearly "very kind" towards the second party -the first party actually sacrifices money to increase the second party's payoff. However, reciprocity also seems important. For instance, envy predicts that second parties should never punish in game 5 (220/260 vs. 220/400), while reciprocity predicts punishment in the allocation (220/260).
Consistent with this, 40 percent of the second parties punish considerably in the allocation (220/260). There is also some punishment of the allocation (100/100) in game 2 (100/100 vs. 50/530). Other explanations seem not to add much to the understanding of punishment in 2P.
In fact, average punishment in any 2P game allocation is stronger than 4 points if and only if it is predicted by envy or reciprocity. The previous section provided an aggregate and therefore rather imprecise picture of the motives behind third and second party punishment. We now turn to a more precise analysis on an individual level and provide answers to important questions like: Do third and second parties follow any consistent behavioral patterns? Can we classify the punishers into different types? Which parsimonious theory fits our data best? For this, we use the classification procedure from El-Gamal and Grether (1995) . More precisely, we posit that third and second parties follow deterministic decision rules which may differ from subject to subject, but also that they tremble with probability 0 > ε , in which case their behavior is random. This classification procedure has several favorable attributes. By selecting the decision rule that best fits each subject's behavior, we can classify subjects in types. It also helps us find the best single decision rule in 2P and 3P, or the combination of two, three, etc.
decision rules that best account for the behavior in all ten games. Given this, we can then apply the Akaike information criterion to infer the number of decision rules necessary to provide an accurate but parsimonious explanation of punishment in our games. Importantly, the procedure circumvents the multicollinearity problems that would appear in a classical regression analysis if the decision rules entered as independent variables and allows appropriate inferences even when testing all possible decision rules -no matter how similar their predictions are-at the same time.
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9 The only exception is game 8. In section 4.4 we provide a possible explanation. 10 Multicollinearity problems may occur as soon as decision rules share predictions in some allocations (a very common thing in our games). For instance, this is the case for the decision rules that predict no punishment of the second party in 3P and hence share predictions in 20 out of 40 allocations.
Decision Rules in 2P and 3P
In this section, we specify the decision rules that we tested for 2P and 3P. For simplicity, we restrict our analysis in 2P and 3P to some appealing decision rules and only use binary decision rules, that is, rules indicating only whether the subject punishes and not the strength of punishment. Since second parties in 2P make a total of 20 decisions (one for each of the two allocations in each of the ten games), a decision rule in 2P consists of a vector of 20 ones and zeros: It takes value one if the rule predicts punishment at the corresponding allocation and zero if it predicts no punishment. Thus, there are in principle 2 20 possible binary decision rules in 2P. For simplicity, however, we only considered eight decision rules in 2P that seem to be especially appealing (which we denoted as the "selfish", "envy", "reciprocity", "spite", "greed", "efficiency", "equity" and "maximin" decision rule). 11 Letting refer to the left-hand and to the right-hand allocation at any game (with FP denoting first party and SP denoting second party), they are defined as follows: (1) the "selfish" rule consists of a vector of 20 zeros and predicts never punishment, (2) the "envy" rule (Fehr and Schmidt, 1999; Bolton and Ockenfels, 2000; Falk and Fischbacher, 2006) predicts punishment only at those allocations where , for , (3) the "reciprocity" rule (Rabin, 1993; Dufwenberg and Kirchsteiger, 2004; Cox et al., 2007) predicts punishment at any allocation
, that is, if the second party was harmed by the first party, (4) the "spite" rule (inspired by Levine, 1998) consists of a vector of 20 ones, i.e. predicts punishment at all allocations
12 -, (5) the "greed" rule (also inspired by Levine, 1998) predicts punishment if , for ; subjects who follow this rule punish the first party if she chooses the allocation maximizing her own money payoff, the intuition being that subjects enjoy punishing selfish or greedy first parties, (6) the "efficiency" rule (inspired by López-Pérez, forthcoming) predicts punishment in allocation if
and no punishment otherwise; the intuition being that subjects punish deviations from a norm of efficiency, (7) the "equity" rule (inspired by Elster, 1989 and López-Pérez, forthcoming) predicts punishment in allocation only if
; that is, in this case subjects punish deviations from a norm of equity, and (8) the "maximin" rule (inspired by Charness and Rabin, 2002) Table 5 in the appendix indicates the predictions of these rules (and of some 3P ones) in our ten games.
In 3P, third parties make two different punishment decisions in each of the 20 allocations (they can punish the first and/or the second party). Therefore, decision rules in 3P consist of vectors of 40 ones and zeros. We consider eleven decision rules to investigate third party punishment (which we denoted as the "selfish", "envy", "spite", "greed", "efficiency", "equity", "maximin", "indirect reciprocity", "ERC", "envy-active" and "envy-perspective" decision rule). The first seven of them are based on the 2P rules mentioned above: (1) The "selfish" rule consists of a vector of 40 zeros, (2) the "envy" rule (Fehr and Schmidt, 1999; Falk and Fischbacher, 2006 ) is a logical extension of the envy rule in 2P predicting punishment of the first and/or second party when they have a larger payoff than the third party, (3) the "spite" rule is a vector of 40 ones, and the (4) "greed", (5) "efficiency", (6) "equity" and (7) "maximin" rules are defined like in 2P (they never predict punishment of the second party in 3P). In addition, we include (8) 
Estimation of the Error Rate
The classification procedure posits that each subject follows one of the above mentioned decision rules but allows for mistakes. More precisely, subjects may tremble in 13 In other words, this rule predicts punishment for the first party if she does not choose the maximin allocation, maybe because that constitutes a "maximin norm" transgression. Charness and Rabin (2002) report that dictators are often willing to sacrifice part of their own material payoff to increase the payoff of all recipients, especially that of low-payoff recipients. 14 Important: This rule is not in line with pure reciprocity models, e.g. Rabin (1993) , which predict no punishment in the 3P treatment.
each allocation with probability 0 > ε , in which case it is assumed that they randomize with equal probability between punishing or not punishing. 15 Consequently, the probability that a subject s deviates from her rule at any allocation is 2 ε , while the probability that she follows her rule times out of her d choices (20 in 2P, 40 in 3P) is:
To find the maximum likelihood estimate εˆ of the error rate, consider first the simplest case: All subjects follow the same decision rule. In that case, εˆ maximizes the overall likelihood across all n players
One can then prove by applying standard optimization techniques (consult the appendix) that εˆ coincides with twice the proportion of overall deviations, that is,
By computing εˆ for every possible rule of each treatment, we can then find the optimal decision rule in the maximum likelihood sense, i.e. that maximizing function (1) given the data. This procedure can be extended to the case where different agents use different rules. If we assume that there are two types of players, for instance, we can find the optimal pair of rules by applying the following three-step algorithm to any pair of possible rules A and B: (a) We assign each individual s to the rule that minimizes the number of actual deviations (in case of a tie, we assign "half" of an individual to each rule), (b) we use expression (2) and the experimental data to find s X d − εˆ, and (c) we compute the probability that our data has been generated by the partition of the players generated in step (a), that is,
15 To simplify the analysis, we assume that all subjects tremble with the same probability in any allocation. This is probably a realistic assumption in view that the punishers' decision problem is, from a strategic point of view, undemanding, so that no change of ε through time (due to learning effects) should be expected. 16 In computing this, we posit that choices across allocations and games are independent -i.e., the probability of following the rule at any allocation does not depend on what the subjects did before. This seems reasonable in our experiment because (1) subjects are given no feedback and hence there appears to be no reason for changes in mood, and (2) since the punisher's decision problem is arguably easy, we do not expect any learning effects.
The optimal pair of rules maximizes equation (3). Finally, if we assume that our subject pool follows three or more rules, the procedure applies analogously.
Results of the Classification Procedure
Tables 6 and 7 summarize the results of the classification procedure in 2P and 3P. The second column in each table indicates the best single rule in that treatment, the best pair of rules, and so on. The third column indicates the number of second and third parties that follow each rule. The fourth column reports the estimated error εˆ -recall that the probability that a subject deviates from her rule at any allocation is equal to 2 ε . Note in this regard that the success of our model (measured by how smallεˆ is) increases as the number of rules k increases. This is intuitive as the overall likelihood (3) increases as k increases.
17 However, our model also becomes more complex as k increases and hence it would be desirable to introduce a penalty for allowing "too many" decision rules. To provide an indication of the optimal number of rules in each treatment, the fifth column of each table reports the loglikelihood -for the best two rules, for instance, this is the log value of (3) As Table 6 shows, the classification procedure detected the following behavioral patterns for third parties: (1) if we force the algorithm to choose only one rule, the selfish rule is picked. A large number of subjects never punish and hence the selfish rule fits their behavior perfectly, and the error rate is already considerably small (0.309 in 3P We make two additional remarks; first, the relative success of the envy-perspective rule is somewhat surprising but also an illustration of how this classification procedure can be used to provide new intuitions on punishment. 20 From our knowledge, no experimental paper has provided evidence on this rule before. We speculate that the third parties who follow this rule might be motivated to alleviate the distress of the poorest, weakest party in case that party cannot defend herself (i.e., if she is passive). More experimental evidence, in any case, is required for a better understanding of this kind of behavior.
Second, the previous results can be clearly used for predictive purposes. To provide an example, it is a very natural question how a change in the third party endowment could affect punishment. In this regard, our analysis suggests that one group of third parties (the envious ones) will probably stop punishing if their endowment rises enough, that is, if they are richer than the other parties, while other groups (the envy-perspective and spiteful ones) might punish even if they are richer than the other parties, while the envy-perspective group would punish only if the first party is richer than the second party. Our evidence provides support in 19 In comparison, El-Gamal and Grether (1995) study decisions under uncertainty and find an error rate of 0.312 when looking for the best pair of decision rules. 20 Subjects following this rule punish as an envious second party would do in 2P. For this reason, one might be tempted to think that they just misunderstood the experimental instructions and thought that they were second parties. This is very unlikely, though, as their screens always indicated that they were third parties and they had to indicate their punishment for the first and the second party at each allocation.
this regard, as we observe less, albeit still some punishment in those allocations where the third party is richer than their co-players (as in some allocations in games 1, 2, 3, 4, and 8),
especially if in addition the first party is richer than the second party; 29 percent of the third parties punish the first party if she chooses allocation (150, 90) in game 4. because a large number of subjects never punish and hence the selfish rule fits their behavior perfectly. The error rate of 0.502 is therefore quite small compared to that of other rules. The second lowest error rate comes from the envy-rule which is 0.731, the error rate of the reciprocity-rule is 0.798, and the error rate of any other rule is 1. (2) If we force the algorithm to choose the best pair of rules, it selects the selfish rule together with the envy rule. We can also see that a considerable fraction of 42 percent is then best classified as envious. Moreover, we observe that when using these two rules, the error rate is rather low (29 percent).
Adding a third rule is suboptimal according to the Akaike information criterion, which suggests that the punishment pattern of second parties can be sufficiently captured by the assumption that there are just selfish and envious types. (4) However, if we add a third rule, the algorithm picks the spite rule, and 29 percent of the second parties are now classified as envious and 13 percent as spiteful. (5) If we add a fourth rule, reciprocity is chosen (22 percent envious, 13 percent spiteful and 11 percent reciprocal). Note that our results are in line with Charness and Rabin (2002) who suggest that, considering distributional preferences alone (i.e., no reciprocity) and when no self-interest is at stake, about 20 percent of choices can be attributed to difference aversion (i.e., envy), and 10 percent to competitiveness (i.e., spite), whereas the remaining 70 percent can be attributed to social-welfare-maximization (that is, the kind of people who would never punish). To sum up, our classification analysis shows that a model assuming two types of players (selfish and envious) best explains the occurrence of punishment in our two treatments, while alternative and equally parsimonious models perform worse. This does not mean, of course, that envy can account for the occurrence of all punishment in our games: As we have seen in the previous section, reciprocity plays also an important role in 2P, and other minor variables affect third and second party punishment. Indeed, the fact that the error rate ε is never zero indicates that many punishers do not follow strictly a simple decision rule, but take several factors into account when deciding whether to punish. However, the analysis also indicates that envy is a key explanatory motivation in our games.
The Strength of Second and Third Party Punishment
The disadvantage of the classification procedure is that, due to complexity, it makes more sense to investigate the occurrence of punishment only and abstract from its strength.
While this is not a problem when testing most theoretical models, we may lose some information concerning models of envy and reciprocity which respectively forecast a positive relation between the strength of punishment and the difference in payoffs and the size of the harm, i.e. the net payoff loss of the second party. We first take a look at third parties. An OLS analysis shows that their average punishment significantly (p < 0.001) increases by 6.75 (3.55) points when the difference in payoffs between the first (second) and the third party increases by 100 points (recall that each point spent reduces the payoff of the punished party by 3 points). That is, the bigger the difference in payoffs, the more the third party punishes the first and second parties.
In table 8, we investigate whether the difference in payoffs and the size or existence of harm predicts the strength of second party punishment. Column (1) reports that, considered in isolation, the difference in payoffs and the size of harm both predict the strength of punishment as suggested, but also that the coefficient for the difference in payoffs is more robust and twice as large as the coefficient for the size of harm. In column (2), we use the difference in payoffs and the size of harm at the same time in one regression. We can see that when controlling for the difference in payoffs, the size of the harm becomes insignificant. The coefficient for the difference in payoffs remains substantial; the amount of points spent by second parties to punish first parties increases by an average of 2.56 points when the payoff disadvantage increases by 100 points. We also investigate the effect of the sole existence of harm by itself. In column (1), we see that the dummy for the existence of harm is a highly significant predictor for the size of punishment when considered in isolation. Second parties are willing to spend 8.62 additional points to punish if they have been harmed. Further, column (3) indicates that the existence of harm alone is also important when we control for the difference in payoffs: The existence of harm then increases punishment in 6.15 points. In summary, subjects punish more if they have been harmed, but apparently they do not increase the punishment the more they have been harmed. This leads us to our next result. RESULT 4: Models that combine envious with reciprocal motives, like Falk and Fischbacher (2006) , perform well in predicting the strength of second and third party punishment.
The predictions in column (3) are very much in line with Falk and Fischbacher (2006) , who predict a relatively more intense punishment of a "richer" first party if she has also harmed the second party (independently on the amount of harm inflicted). We observe further support for their theory when comparing games 9 (250/150 vs. 110/290) and 10 (250/150 vs.
330/70). In both games, the first party can choose the allocation (250/150) and this choice leaves the second party in a disadvantageous position (hence some punishment is predicted).
In addition, the choice for (250/150) "harms" the second party in game 9, where the alternative allocation is (110/290) but not in game 10 where the alternative is (330/70). As a result, Falk and Fischbacher predict less punishment by second parties of the choice (250/150) in game 10, a prediction which is supported by our data (Wilcoxon-Signed Rank Test, z = 2.168, p=0.030). 
Experimental Results II
We first devote this section to compare third and second party punishment and to study how they react to socially efficient choices. In addition, we shed light on whether and when bystanders become victims of punishment, and whether the availability of an alternative with a strictly equal allocation influences punishment behavior.
Comparing Second and Third Party Punishment
The previous section showed that envy plays an essential role in explaining the occurrence of both second and third party punishment, and that the difference in payoffs was crucial in understanding the strength of their punishment. However, we did not yet compare the strength of second and third party punishment. Since second parties are affected by the 22 We make two remarks in this regard. First, this characteristic of the model is immaterial in the 3P treatment because third parties are never harmed by any other party. Second, a slightly different version of the model (appendix A of Falk and Fischbacher, 2006 ) predicts a relatively more intense punishment of a richer first party who harmed the second party only if the first party is richer than the second party in the alternative allocation. This version thus predicts equal punishment of allocation 250/150 in games 9 and 10, which is not consistent with our data. first party's choice, and because we have shown that the mere existence of harm affects the intensity of the punishment, one might expect that second parties overall should punish more harshly than third parties. 23 We can only partly confirm this conjecture.
RESULT 5: Third party punishment is not generally weaker than second party punishment.
Yet, third parties appear to punish more selectively and are especially likely to spend money when their opponents are richer.
If we compare how many points third and second parties spend in total, we find no differences (Mann-Whitney Test, z = 0.608, p = 0.543). This can be explained by two facts:
(i) third parties are more sensitive to payoff differences -i.e. they punish a difference of 100 points more than twice as strongly (see section 3.3), and, (ii) third parties spend part of their money to punish bystanders. Thus, if we only look at the punishment of the first party, we observe that third parties spend overall less points than second parties (Mann-Whitney Test, z compared to 40 percent of the second parties. These significant differences can be attributed to three reasons: (i) Second parties punish more if they have been harmed, as it happens in these allocations, (ii) second parties tend to be more spiteful than third parties, as our previous classification of third and second parties indicated, and (iii) payoff differences between first and third parties are rather small in these allocations. Second, the figure reveals that third party punishment can be as intense as that from second parties. Remarkably, there are no differences in the allocations that are punished strongest on average (game 1 right: z = -0.054, p = 0.956, game 10 right: z = 0.327, p = 0.743). In the left-hand allocation of game 3, third party punishment is even slightly stronger (z = -1.382, p = 0.167). These three allocations have in common that the first party has an income that lies well above the income of the other parties. Hence if large payoff differences exist in our games, second and third parties are equally willing to punish, even if the second party has been harmed. 
Third and second party punishment is correctly anticipated.
Figure 2 also illustrates that the pattern of second and third party punishment is identical in all of the ten games. Always, when the second party punished one allocation more strongly than the alternative (which is the case in eight of the ten games), the third party behaved accordingly and punished the same allocation more strongly. This is also the case for third parties in the two remaining games, where second parties punish both allocations equally. This latter fact provides additional evidence that third parties do not punish deviations from a norm of equity, efficiency, or maximin (otherwise they would not punish both choices), something supported as well by the classification analysis in section 3.2.
Further, the overall similarity in punishment sheds doubt on the assumption that third parties are more impartial and suffer less from an egocentric bias because of their unaffected position in the game (Fehr & Fischbacher, 2004) . The behavior in game 7 (250/80 vs. 80/250) also speaks against this assumption, as both parties punish the first party equally strongly for choosing the allocation (250/80) (Mann-Whitney Test, z = 0.954, p = 0.340).
We were not only interested in the actual punishment but also whether subjects anticipated it. For this reason we asked first parties in 2P and 3P (and second parties in 3P)
about their expectations of punishment in each allocation. The pattern of actual punishment is very well anticipated in 2P and 3P. For instance, first parties correctly expect to be punished more strongly in the one allocation in the eight games where this actually happens (p < 0.01;
Wilcoxon-Signed Rank-Test). However, subjects often expect to be punished somewhat more To finish, we address two possible objections to our claim that punishment from third parties is not generally weaker than punishment from second parties. First, one might argue that this is an artifact of our setting because second parties have a lower endowment in comparison to third parties in some allocations (regardless of the punishment technology which is the same for third and second parties in all allocations). Indeed, if the marginal utility of money is decreasing in our games, parties with a small endowment should be relatively more reluctant to spend money from their already low endowment. Second, the use of the strategy method might have an asymmetric effect on the strength of punishment from third and second parties. In principle, a "hotter" environment induced for instance by the specific response method could increase the strength of punishment from second parties (as in Falk et al., 2005) but not from third parties (since they are unaffected, their reactions might be more independent of the environment).
We can exclude the first objection in our games. Second parties are not more reluctant to spend money if their balance is low. In fact, they punish especially in games 1, 3 and 10, where their balance is lowest. Further, in an OLS regression analysis, where we use the size of the payoff differences and the endowment of the second party to predict the strength of the punishment in all the cases where the second party endowment is lower than the third party endowment (< 200 points), we find that the second party endowment is an uninformative variable (t = -0.77, p = 0.446). In summary, the intensity of punishment in our games does not decrease when second parties have a lower balance than third parties.
To address the second objection, we conducted an additional experiment in which both third and second parties played only one of our games, now using the specific-response method. We chose game 1 (150/150 vs. 590/60) because we expected a large amount of punishment from our results and also because third and second parties punished the allocation (590/60) equally strongly. The experiment was conducted in Madrid in different university classes, with subjects from different disciplines (60 subjects participated in the 2P and 75 subjects in the 3P treatment). 25 Our data shows that when comparing the behavior of the strategy method with the specific response method, neither second parties nor third parties punish the choice of the allocation (590/60) significantly stronger when using the specific response method (in 3P: z = -1.544, p = 0.123); in fact, second parties punish even slightly less when using the specific response method (in 2P: z = 1.857, p = 0.063). Therefore, this seems to contradict the idea that the specific response method should foster second but not third party punishment in our games.
Punishment of Socially Efficient and Inefficient Choices
Are second parties willing to accept a small disadvantage for a great advantage of the other player? Do third parties value social efficiency differently? The answer is no. The previous evidence has important consequences for some theories of social preferences. To start, a theory assuming that people punish anyone who does not choose a socially efficient allocation but never someone who chooses a socially efficient allocationmaybe because they punish deviations from an "efficiency norm" -is clearly at odds with the data. The model by Levine (1998) also fares badly because it assumes that some types of people punish others if they believe them to be selfish or spiteful, but not if they are altruistic -in other words, if they care about social efficiency. Now, the choice of the efficient allocation in the above mentioned games 1, 3, and 6 is hardly a clear signal of being selfish (an altruistic type would also choose it), but it is punished relatively more. Further, Levine (1998) predicts that the choice of the socially inefficient allocation in game 2 (100/100 vs.
50/530) should be a clear signal of selfishness and hence should be harshly punished, which is again at odds with the observed behavior.
Bystander Damaging
We allowed third parties to reduce the payoff of the second parties, who make no choice in the 3P, in order to study bystander damaging systematically, an important topic that has not received much attention until now. Some studies show that in dictator games the recipient is sometimes handicapped (Charness and Grosskopf, 2000; Kritikos and Bolle, 2001; Charness and Rabin, 2002; Zizzo, 2003; Dawes et al., 2007) . In Charness and Grosskopf (2000) , for instance, 34% of the dictators preferred the (dictator, dummy) allocation (600, 600) over (600, 900), and 12% of the dictators preferred the allocation (600, 600) over (625, 1200) . Although the results from these studies indicate that bystanders are most often handicapped when they are richer, that could happen because of envy, spite, a concern for a norm of equity or, as Dawes et al. (2007) suggest, an "egalitarian" motive that predicts punishment (in our games)
of those co-players getting a payoff larger than the average one. 26 Our evidence indicates that envy is the main factor behind the damaging of passive parties. 26 More generally, this motive predicts punishment that reduces the standard deviation from the group mean. This coincides always with envy in two-player games and in most three-player games. In our 3P games, envy and the egalitarian motive can be discriminated in game 8. While envious third parties should not damage the Hence, our results demonstrate that bystanders frequently become victims if they are richer than a party who can damage them, although they are somewhat less affected by punishment compared to active parties.
bystander in the allocation (50/150), third parties following the egalitarian motive should do so. We find some support for the egalitarian motive since 18 percent damage the bystander in this allocation. However, in the classification analysis for third parties the envy rule outperforms the egalitarian motive.
4.4
The Impact of Strictly Equal Allocations on Punishment
This section finishes with the observation whether strictly equal allocations are treated differently compared to slightly unequal allocations. Abundant investigations in negotiation and mediation recommend reaching strictly equal outcomes because they serve as one goal the involved parties often accept and do not want to deviate from (e.g. Thompson 2005 ).
Further, Güth et al. (2001) suggest that the availability of a strictly equal offer in an ultimatum mini-game can play a role since an unfair offer is more likely to be rejected if the alternative is a strictly equal instead of a slightly unequal offer. Motivated by this evidence, we investigate whether strictly equal allocations are less punished and whether deviations from strictly equal allocations are punished more, even if the alternative is socially efficient.
RESULT 9: Deviations from strictly equal allocations are punished more, and the choice of strictly equal allocations is punished less, especially in 2P.
To illustrate the first part of this result, consider games 1 (150/150 vs. 590/60) and 3 (560/60 vs. 120/140) in 2P. We observe that deviations from (150/150) in game 1 are punished more strongly than deviations from (120/140) in game 3 (z = 2.869, p = 0.004), a fact that is difficult to explain by envy, reciprocity, or any other theory. As evidence relating the second part of result 9, the choice of allocation (150/150) in game 1 is significantly less punished than the choice of (120/140) in game 3 (Wilcoxon signed-rank test, z = -2.235, p = 0.025). This phenomenon is perhaps even more puzzling from a theoretical point of view, as neither envy nor reciprocity predicts punishment in any of these two allocations. Reciprocity theories and Levine (1998) Interestingly, the picture is less clear for third parties. On one side, only 11 percent punish the egalitarian choice (100/100) in game 2, whereas 29 percent punish choice (150/90) in game 4, which cannot be reconciled with envy. This significant difference (z = -2.018, p = 0.043) could in principle be attributed to the existence of the strictly equal allocation in game 2 (but also to players following an envy-perspective rule). However, the evidence from games 1 and 3 seems to be at odds with this interpretation. To start, the strictly equal allocation in game 1 appears to have no alleviating impact on punishment, as it is not punished less than the slightly unequal allocation in game 3 (z = 1.350, p = 0.177). Further, the alternative allocation is not punished more in game 1 (z = 0.023, p = 0.981), where it constitutes a deviation from strict equality. One explanation for this mixed evidence might be that third parties, who get always a payoff of 200 points, are uninfluenced by strict equality between first and second party payoffs if they do not get the same payoff. More experimental evidence is therefore required to settle this point.
Conclusion
We investigate third and second party punishment in a set of ten different games to find out more about the individual motivations behind both types of punishment and to provide insights into the different existing theoretical approaches. The results suggest that envy is a crucial cause of third and second party punishment. As a result, both parties often punish socially efficient choices and bystanders frequently become victims if they are in a better material situation. Our data also shows that third parties do not act more "normatively" or less egocentrically than second parties, casting doubt on the idea that third parties are more impartial.
The evidence from our experiment has implications for the different theoretical models. To start, pure reciprocity models like Rabin (1993) , Dufwenberg and Kirchsteiger (2004) , and Cox et al. (2007) fail to account for third party punishment. For this reason, we believe that reciprocity alone should not be applied to explain punishment. In contrast, inequity-aversion models like Fehr and Schmidt (1999) and Falk and Fischbacher (2006) fare much better in explaining the occurrence of punishment in 3P and give also rather good predictions in 2P. These models (especially Falk and Fischbacher, 2006) are also more accurate in predicting how strong the punishment will be. Levine (1998) is inconsistent with the fact that many choices are not punished, the heavy punishment of socially and Pareto efficient actions, and with the role that strict equality plays in reducing punishment (reciprocity faces also this problem). In turn, norm approaches face an unanticipated problem in 2P and 3P: There seems to be no way to explain punishers' choices as a reaction to a prior deviation from any sensible norm of distributive justice (taking standard concepts like social efficiency, equity, or maximin into account). A clear illustration of this is that both allocations are punished in some games or that bystanders are damaged by third parties. Indeed, our data indicates that third party punishment is not more "normative". This is not to say, though, that norms are unimportant in explaining punishment, as many third and second parties (even envious ones) might rationalize their punishment as a reaction to a prior violation of a norm, as the classical philosopher Seneca noted: "Reason wishes the decision that it gives to be just; anger wishes to have the decision which it has given seem the just decision". People might not punish normatively, but they are likely to believe that they do so.
We gain several important findings for policy makers. Subjects punish socially efficient but disadvantageous choices severely even if they are Pareto-dominant. Therefore, policies and institutions that create larger inequalities may have severe negative side effects, even if they improve everyone's income; it can therefore be beneficial to complicate or avoid punishment altogether, or alternatively look for strictly equal outcomes, which induce much less destruction of the pie. Further, the role of third parties in acting as mediators and moderators of conflict should be taken with care, as they are equally "infected" by envy.
We finish with some possible ideas for future research. First, all the models we have considered deal exclusively with monetary punishment. Hence, none of them is consistent with the idea that people can punish others by non-monetary means (insults, humiliating speech, etc). When do second and third parties use this kind of sanctions and when are they useful in preventing undesirable behavior? Second, since our main objective in this paper was studying and comparing the motives for second and third party punishment, our games have just one sanctioning party. However, it could be interesting to study what happens when there are multiple third parties who can punish, as they might be less willing to punish, on the idea that "others will do it" -this could have to do with the phenomenon of responsibility alleviation reported in Charness (2000) . Third, Falk et al. (2005) report that defectors in a prisoner's dilemma punish cooperators, in particular when the cost of sanctioning is cheap.
This correlation between punishment and its cost is not as pronounced for the punishment of defectors by cooperators, and suggests that some type of punishment (spiteful?) is more sensitive to its cost than others (envious, reciprocal?), a topic that deserves also further study.
In addition, our results and those from Falk et al. (2005) hint that people mostly punish not because they are inequity averse, but because they dislike those who are richer. We believe that this issue requires further empirical and theoretical understanding. (1)
Computing the first derivative of (1) and after some algebra, one gets the first order condition of problem (1) 
Further, since the second derivative of (1) [ ] , it follows that indeed (2) is a maximum. Finally, and in case expression (2) takes a value larger than 1, the optimum is clearly 1 = ε .
