Abstract. In this article, we propose a geometric programming method in order to compute lower bounds for real polynomials. We provide a new sufficient criterion on the coefficients of a polynomial to be nonnegative as well as on the coefficients and the support to have a sum of binomial squares representation. It generalizes all previous criteria by Lasserre, Ghasemi, Marshall, Fidalgo and Kovacec from scaled standard simplex Newton polytopes to arbitrary simplex Newton polytopes.
Introduction
Finding lower bounds for real polynomials is a central problem in polynomial optimization. Several well known approaches to this problem work well in small dimension or with additional structure enforced on the polynomials. The best known lower bounds are provided by Lasserre relaxations using semidefinite programming. In spite of the fact that the optimal value of a semidefinite program can be computed in time polynomial up to an additive error, the size of such programs grows rapidly with the number of variables or degree of the polynomials. Therefore, recently, there is much interest in finding lower bounds for polynomials using the alternative approach of geometric programming (see (4.1) for a formal definition). In recent works [6, 7] several important facts are shown for polynomial optimization via geometric programming. Two key observations are the following ones:
(1) For general polynomials lower bounds based on geometric programming are seemingly not as good as bounds obtained by semidefinite programming. (2) Even higher dimensional examples can often be solved quite fast with geometric programming whereas semidefinite programs do not yield an output at all due to the too high dimension resp. degree of polynomials.
A global polynomial optimization problem for some f ∈ R[x] 2d = R[x 1 , . . . , x n ] 2d of degree 2d is given by f * = inf{f (x) : x ∈ R n } = sup{λ ∈ R : f − λ ≥ 0}.
It is well known that computing f * is NP-hard in general ( [2] ). Relaxing the nonnegativity condition to a sum of squares condition, a lower bound for f * based on semidefinite programming is given by
and hence f sos ≤ f * ([12] ). An open key problem in polynomial optimization is to analyze the gap f * − f sos . Very little is known about this gap beyond the cases where it always vanishes, which, by Hilbert's Theorem, happens for (n, 2d) ∈ {(1, 2d), (n, 2), (2, 4)} ( [9] ). For an overview see about the topic see, e.g., [1, 12, 13] .
In this article, we extend results in [6] by Ghasemi and Marshall in order to provide lower bounds for polynomials using geometric programs, which can be solved in time polynomial using interior point methods ( [14] ). We denote these lower bounds by f gp .
In fact, this extension relies on the key observation that nonnegativity can not only be certified via sums of squares, but also via sums of nonnegative circuit polynomials, which were recently introduced by the authors in [10] . In [5] , Fidalgo and Kovacec provide nonnegativity resp. sums of squares certificates for a class of polynomials, which have the scaled standard simplex conv{0, 2d · e 1 , . . . , 2d · e n } as Newton polytopes. In [6] Ghasemi and Marshall show that these certificates can be translated into geometric programs. But since the certificates in [5] are special instances of the authors ones in [10] , it is selfevident to ask, whether the translation into geometric programs can also be generalized. The purpose of this article is to show that this is indeed the case.
As main theoretical results we contribute in Section 3 some easily checkable criteria on the coefficients of a polynomial with simplex Newton polytope, which imply that the polynomial is a sum of nonnegative circuit polynomials (SONC). Additionally, we provide some easily checkable criteria on the support of the polynomial, which imply that such an SONC additionally is a sum of binomial squares (see Theorems 3.1 and 3.2; see Section 2 for a formal definition of SONC).
The key observation is that, as in [6] , these criteria can be translated into a geometric optimization problem (Corollary 4.2). As a surprising fact we show in Corollary 3.4 that for very rich classes of polynomials with simplex Newton polytope, the optimal value f gp satisfies f gp ≥ f sos -in contrast to the general observation by Ghasemi in Marshall ( [6, 7] ), which we outlined in the beginning. Additionally, the computation of f gp is much faster than in the corresponding semidefinite optimization problem.
Using the geometric programming software package gpposy for Matlab, we demonstrate the capabilities of our results on the basis of different examples. A major observation is the fact that the bounds f gp and f sos are not comparable in general.
Preliminaries
We consider polynomials f ∈ R[x] 2d of the form f = α∈N n 2d f α x α with f α ∈ R, x α = x α 1 1 · · · x αn n and Newton polytope New(f ) = conv{α ∈ N n 2d : f α = 0}. Throughout this article we assume that New(f ) is a simplex with vertex set {0, α(1), . . . , α(n)} ⊂ N n 2d and corresponding coefficients f 0 , f α(j) > 0 for 1 ≤ j ≤ n. Following existing literature [5, 6, 11] , we define
Hence, we have a decomposition
In order to describe the degree of our extension of the work [6] in more detail, we briefly review results from the authors in [10] .
with f α(j) > 0 be a polynomial such that New(f ) = conv{0, α(1), . . . , α(n)} is a simplex and supp(f ) = {0, α(1), . . . , α(n), y} with y ∈ int(New(f )) ∩ N n . Then the following are equivalent.
n j=0 λ j = 1. We denote polynomials considered in the above theorem as circuit polynomials, since they are supported on a circuit, i.e., a minimally affine dependent set. As an immediate consequence, we have that if a real polynomial f is a sum of nonnegative circuit polynomials (SONC), then this is a certificate for nonnegativity of f (see [10] for further details on the cone of SONC's).
Then f is nonnegative if there exist nonnegative circuit polynomials g 1 , . . . , g s ∈ R[x] (in the sense of Theorem 2.1) and µ j ≥ 0 such that f = s j=1 µ j g j . For general nonnegative polynomials, whether a SONC decomposition exists resp. how it can be computed is unclear so far. But for the case of polynomials f with simplex Newton polytopes it was shown in [10, Corollary 7.4 .] that the existence of a SONC decomposition is equivalent to nonnegativity of f if there exists an orthant where all terms of f except those corresponding to vertices have a negative sign. (1), . . . , α(n)} is a simplex and
The red (light) points are the lattice points contained in the corresponding sets ∆ * .
In order to talk about results concerning sums of squares, we need to define∆-mediated sets first introduced by Reznick in [15] (see also [10] ).
i.e., every β ∈ L \∆ is an average of two distinct even points in L.
The key fact about∆-mediated sets is that there always exists a maximal one w.r.t. inclusion.
Theorem 2.5 (Reznick [15] ). There is a∆-mediated set
, which contains every∆-mediated set.
, we say that conv(∆) is an M-simplex resp. H-simplex. It is not clear how to compute ∆ * efficiently and, hence, how to efficiently check whether a given simplex is an H-simplex. However, a brute force algorithm is given in [15] . Example 2.6. The standard (Hurwitz) simplex given by conv{0, 2d · e 1 , . . . , 2d · e n } ⊂ R n for d ∈ N is an H-simplex. The Newton polytope conv{0, (2, 4), (4, 2)} ⊂ R 2 of the Motzkin polynomial f = 1 + x 4 y 2 + x 2 y 4 − 3x 2 y 2 is an M-simplex (see Figure 1 ).
In [10] , we showed (generalizing results in [5, 15] ) that the maximal∆-mediated sets ∆ * suffice to characterize the sums of squares property of polynomials as in Theorem 2.1.
2d be nonnegative and as in Theorem 2.1. For c > 0 and y ∈ (2N) n , f is obviously a sum of (monomial) squares. In all other cases, the following equivalence does hold.
f is a sum of squares ⇔ f is a sum of binomial squares ⇔ y ∈ ∆ * .
Thus, for polynomials with H-simplex Newton polytope, nonnegativity and sums of squares coincide. Of course, with Theorem 2.3 this statement can be generalized immediately.
Corollary 2.8. Let f be as in Theorem 2.3 such that I ⊆ ∆ * . Then f is nonnegative if and only if f is a sum of binomial squares.
Note that the conditions y ∈ ∆ * resp. I ⊆ ∆ * are in particular always satisfied if New(f ) is an H-simplex. Specifically, as pointed out in Example 2.6, the scaled standard (Hurwitz) simplex 2d∆ n−1 used in [6] to propose a geometric program to produce lower bounds for polynomials is an H-simplex ( [15] ). Therefore, considering arbitrary H-simplices yields a significant extension of [6] and contains the scaled standard simplex 2d∆ n−1 as one special instance. And considering polynomials with arbitrary simplex Newton polytope is an even further generalization.
In [10, Theorem 5.9.], sufficient conditions based on 2-normality of polytopes and toric geometry are given for a simplex to be an H-simplex. In particular, every "sufficiently large" simplex with even vertices is an H-simplex in R n (see [10, Section 5.1] for details).
Main Results
In this section, we provide sufficient criteria on the coefficients of a polynomial to be a sum of nonnegative circuit polynomials as resp. a sum of squares and develop geometric programs capturing a richer class than in [6] . For the remainder of this article we make the following assumption.
Assumption: Let f ∈ R[x] 2d be a polynomial such that its Newton polytope New(f ) with vertices {0, α(1), . . . , α(n)} ⊂ (2N) n is a simplex.
Note that every α ∈ Ω(f ) can be written as a unique convex combination of the vertex set {0, α(1), . . . , α(n)}:
where λ
n ∈ R ≥0 denote the scalars in the convex combination of α ∈ Ω(f ) in terms of the vertices of New(f ). Thus, we can write the polynomial f as
with f α(j) > 0 for 1 ≤ j ≤ n and f α ∈ R. Scaling the polynomial by a new constant positive term
is obviously irrelevant for nonnegativity of f and for polynomial optimization. The chosen scaling will turn out to be very suitable for our statements. In order to further simplify connections to the results in [5, 6] we consider the homogenized polynomial
Theorem 3.1. Let F be a homogeneous polynomial as above and suppose there exist a α,j ≥ 0 for all α ∈ ∆(F ) and 0 ≤ j ≤ n such that
and hence also F is a SONC. If, additionally, ∆(F ) ⊆ ∆ * , then F is a sum of binomial squares.
Proof. Using Theorem 2.1, 2.7 and (1) we conclude that
is a SONC for every α ∈ ∆(F ). By summing over all α ∈ ∆(F ) we have with Theorem 2.1 and Corollary 2.2 that
is a SONC. Then condition (2) yields that
is a SONC. Since for every α ∈ Ω(F ) \ ∆(F ) the term f α x α is a monomial square, i.e., a nonnegative polynomial with a 0-simplex Newton polytope, F is a SONC. The sum of binomial square property follows from Theorem 2.7.
Setting α(j) = 2d for 0 ≤ j ≤ n the sum of binomial squares statement recovers [6, Theorem 2.3]. Additionally, e.g., by [6, Remark 2.4], we can assume that a α,j = 0 if and only if λ (α) j = 0. Theorem 3.1 yields a new sufficient criterion on the coefficients of a polynomial to imply the SONC property as well as the sum of (binomial) squares property and significantly extends previous sums of squares criteria given in [5, 6, 11] . This extension relies on the fact that the cited results assume the Newton polytope of the polynomial being the scaled standard simplex with degree 2d, whereas Theorem 3.1 is, in particular, valid for all H-simplices containing the scaled standard simplex as a special instance. Now, we describe the application of Theorem 3.1 in global optimization. To provide new lower bounds for polynomials, we prove our second main result. in the sense of (3.1)) such that the following conditions hold.
for all α ∈ ∆(f ) with |α| = 2d,
where
f α x α and hence also f − r is a SONC. If, additionally, ∆(f ) ⊆ ∆ * , then f − r is a sum of binomial squares.
Proof. We apply Theorem 3.1 to the homogenization of the polynomial f − r, which is given by
Then f − r is a SONC resp. a sum of binomial squares if only only if f − r is a SONC resp. a sum of binomial squares (see [6] ). Our sufficient conditions in Theorem 3.1 now read as following.
Solving (1') for a α,0 yields
if |α| < 2d. Set a α,0 = 0 for |α| = 2d. Conversely, defining a α,0 in this way, for every α ∈ ∆, one can verify that conditions (1) − (3) imply conditions (1'),(2') as follows: (2') follows immediately from (2) and (3) and definition of a α,0 . Condition (1') follows from (1) again by homogenization and using definition of a α,0 .
Again, setting α(j) = 2d for 1 ≤ j ≤ n the sum of binomial squares statement recovers [6, Theorem 3.1]. Now, we can define
∀α ∈ ∆(f ) ∀j ∈ {1, . . . , n} ∃a α,j ≥ 0 with a α,j = 0 ⇔ λ (α) j = 0 such that conditions (1)- (3) of Theorem 3.2 are satisfied .
Indeed, f gp is naturally connected to SONC certificates of nonnegativity as the following theorem shows. 
Note in this context again that α∈Ω(f )\∆(f ) f α x α is a sum of monomial squares, which is irrelevant for the computation of f gp by Theorem 3.2.
Proof. By definition of f gp and by Theorem 3.2, we already know that for every r ≥ f gp it holds that f − r − α∈Ω(f )\∆(f ) f α x α is a SONC and, by the Construction (3.3) in the proof of Theorem 3.1, we know that every polynomial g j in the SONC decomposition satisfies New(g j ) = New(f ).
Hence, assume that there exist nonnegative circuit polynomials g 1 , . . . , g s ∈ R[x] 2d with New(g j ) = New(f ) for every j satisfying f = s j=1 g j . W.l.o.g., we can assume that every α ∈ ∆(f ) ⊂ New(f ) is contained in the support of a unique g j -otherwise we can replace some g i + g j by a new circuit polynomial g ′ j . By Theorem 2.1, every g j satisfies
. Hence, we have
satisfying conditions (1') and (2') in the proof of Theorem 3.2 and hence also conditions (1) -(3) of Theorem 3.2.
In the beginning of this article, we denoted that the observation of Ghasemi and Marshall was a trade off between fast solvability of the corresponding geometric programs in comparison with semidefinite programs and the fact that f gp ≤ f sos . Here, we conclude the surprising fact that geometric programs do not have this lack in case of polynomials with simplex Newton polytope satisfying the conditions of Theorem 2.3. Quite the contrary, the bound f gp will be at least as good as the bound f sos . Note that the special instance #Ω(f ) = 1 and New(f ) being the standard (Hurwitz-)simplex with edge length 2d was already observed by Ghasemi and Marshall (see [6, Corollary 3.4 
]).
Corollary 3.4. Let f be a polynomial of the Form (3.2) with simplex Newton polytope New(f ) = conv{0, α(1), . . . , α(n)} and all α(j) ∈ (2N) n such that Ω(f ) ⊆ (int(∆) ∩ N n ) and there exists a vector v ∈ (R * ) n such that f α v α < 0 for all α ∈ Ω(f ). Then
If additionally ∆(f ) ⊆ ∆ * , then
Proof. The statement follows immediately from the Theorems 2.3 and 3.3 as well as Corollary 2.8.
Geometric Programming
In this section, we prove that the number f gp can indeed be obtained by a geometric program, which we introduce first. Geometric programs can be solved with an interior point method. In [14] , the authors prove worst-case polynomial time complexity of this method. For an introduction and practical ability of geometric programs, see, e.g., [3, 4] . Based on our main results Theorem 3.1 and 3.2, we can draw the following corollary.
* where m * is given by the following geometric program.
Proof. We have f gp = f 0 − m * by definition of f gp . Since
are posynomials in the variables a α,j and for all α ∈ ∆(f ) with |α| = 2d
is a monomial in the variables a α,j , m * is indeed the output of a geometric program. 
The geometric program proposed in [6] yields f gp = −∞, since the pure power y 8 is missing in the polynomial to make the Newton polytope a standard simplex of edge length 8. However, New(f ) is an H-simplex and we can use our results to compute f gp . Here, we have ∆ = {α} = {(3, 3)}. Hence, we introduce the variables a α,j for j ∈ {1, 2}. Therefore, by Corollary 4.2, we have to solve the following geometric program.
The optimal solution is given by a α,1 = a α,2 = 1 (as expected due to Corollary 4.3) yielding m * = 4 and hence f gp = : a α,1 ≤ 1, a α,2 ≤ 1 .
Using the software Gloptipoly (see [8] ), f * ≈ −5.6179 was computed in 4327, 2 seconds, i.e., approximately 1.2 hours. However, using the above geometric program, we get a global minimizer a α,1 = a α,2 = 1 (again, as we would expect due 
Conclusion and Outlook
We have proposed a new geometric program for producing lower bounds for polynomials that extends the existing one in [6] . This extension sheds light to the crucial structure of the Newton polytope of polynomials. In particular, our results serve as a next step in optimization of polynomials with simplex Newton polytopes and connect this problem to (1) the recently established SONC nonnegativity certificates, and (2) the construction of simplices with an interesting lattice point structure, namely, what we have called H-simplices in this article. The trade off in [6] between the bound f gp being worse than f sos but f gp allowing to solve higher dimensional examples in rather quick time cannot be observed in our refinement. Since fast solvability of the geometric programs still holds, the bounds f gp and f sos are not comparable. There are classes for which f gp ≤ f sos holds ( [6] ), but also classes with f gp ≥ f sos (Theorem 2.3), which, due to fast solvability, is a very delicate case. It would be interesting to classify more classes for which the bounds are comparable. Hence, an analysis of the gap f sos − f gp is an interesting task having major impact on computational complexity of solving polynomial optimization problems. Equivalently, looking from a convex geometric viewpoint, it would be interesting to analyze the gap between the cone of sums of squares and the cone of sums of binomial squares as well as the gap between the cone of sums of squares and the cone of sums of nonnegative circuit polynomials.
