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Abstract
We study IR/UV mixing effects in noncommutative supersymmetric Yang-Mills theories
with gauge group U(N) using background field perturbation theory. We compute three-
and four-point functions of background fields, and show that the IR/UV mixed contribu-
tions to these correlators can be reproduced from an explicitly gauge-invariant effective
action, which is expressed in terms of open Wilson lines.
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1 Introduction
Quantum field theories on noncommutative spaces have attracted a lot of attention in
the last few years. Part of this interest is motivated by the fact that noncommutative
gauge theories appear as the low-energy limit of open strings in the presence of a constant
B field [1–4]. Noncommutative theories are also very interesting from the purely field
theoretical perspective, as they manifest novel features compared to their commutative
cousins. The most interesting one is probably infrared/ultraviolet (IR/UV) mixing [5,6].1
Contrary to naive expectations based on commutative intuition, the high-energy degrees
of freedom of noncommutative theories in general affect the physics at low-energy. In
perturbation theory, the loop integrals in the planar sector of the noncommutative theory
are exactly the same as in the commutative counterpart, which implies the same structure
of divergences and same counterterms of the commutative theory. However, nonplanar
diagrams are multiplied by phase factors of the form eik·θ·p, where k are external momenta
and p are loop momenta. This phase factor improves the UV-convergence of nonplanar
diagrams, and typically renders them finite. But in the IR limit of the external momenta,
e ik·θ·p → 1 as k → 0, the nonplanar diagrams become divergent and this is now an
IR-divergence. This dramatically invalidates the naive expectations about a universal
behaviour in the infrared for commutative and noncommutative theories, and the infrared
regime of a noncommutative theory is in general different from that of its commutative
counterpart [5, 6].
To explore this point further, in [9, 10] the low-energy wilsonian effective action for
a large class of supersymmetric and non-supersymmetric theories was computed. The
result was that, in the low-energy effective action, the U(1) degrees of freedom decouple
from the SU(N) part, with IR/UV mixing affecting only the U(1) part of the gauge
group [10]. The leading order terms in the derivative expansion of the wilsonian effective
action read [9, 10]:
Seff ∋ 1
4g21 (k)
∫
d4xF U(1)µν F
U(1)
µν +
1
4g2
N
(k)
∫
d4xF SU(N)µν F
SU(N)
µν , (1.1)
where the coefficients in front of the gauge kinetic terms in (1.1) define the wilsonian
coupling constants of the corresponding gauge factors. The running of the U(1) has the
following asymptotic behaviour [9, 10]:
1
g21 (k)
→ ± α0
(4π)2
log k2 , (1.2)
where the plus (minus) sign corresponds to k2 → ∞ (k2 → 0), whereas for the SU(N)
gauge factor we have, in both limits, the usual (UV asymptotically free) running:
1
g2
N
(k)
→ β0
(4π)2
log k2 . (1.3)
1For recent reviews of noncommutative theories and their relation to string theory, see [7, 8].
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In the previous expressions (1.2), (1.3), β0 is the first coefficient of the microscopic β-
function, and α0 is a positive constant whose numerical value is determined by the field
content of the theory, e.g. α0 = β0 ≡ 3N for pure U(N) N = 1 super Yang-Mills (for more
general situations see (5.4) and [9–11]). The change in the running of the U(1) coupling
in (1.2) is the manifestation of the IR/UV mixing, and occurs at a scale k2 ∼M2
NC
, where
MNC ∼ θ−1/2 is the noncommutative mass.2
In any non-supersymmetric theory, quadratic divergences appear in the gauge field po-
larisation tensor which would change the photon dispersion relation [6], and hence threaten
the renormalizability of the theory. Interestingly, these quadratic divergences cancel in
any supersymmetric theory, and in these theories we are left with the logarithmic infrared
divergences in the effective U(1) coupling encoded in (1.2) [6, 9]. Hence, supersymmetry
appears to be a necessary ingredient for a noncommutative theory to be consistent [5,6,9].
For this reason, from now on we will fix our attention on supersymmetric theories.
The peculiar behaviour discussed above for the U(1) effective coupling constant was
interpreted in [11] as having a full noncommutative U(N) gauge theory in the ultraviolet,
which in the low-energy limit appears as a commutative SU(N) theory, with the U(1)
degrees of freedom which become progressively more weakly coupled (i.e. unobservable) in
the infrared. In the same paper, a mechanism for supersymmetry breaking was suggested
where the U(1) degrees of freedom act as the hidden sector, breaking supersymmetry at a
scale potentially much lower than the noncommutativity scale, and eventually becoming
unobservable in the infrared due to the IR/UV mixing. This IR/UV mixing therefore
acquires the status of a very welcome feature of noncommutative theory, rather than
being a field-theoretical illness of it.
The expression (1.1) for the effective action would suggest that the noncommutative
U(N) gauge symmetry is broken at low energy; despite appearances, this is not the case.
In [12] it was argued that the full one-loop effective action for the N = 4 theory is gauge
invariant (see also [13–15]); nonplanar diagrams give gauge-noninvariant contributions to
e.g. the four-point function, but in the Ward identities these terms are precisely cancelled
by gauge-noninvariant terms in the five-point function [12]. This mechanism of cancella-
tions between different n-point functions is quite a clear clue for the presence of Wilson
lines in the expression for the effective action. Indeed, in [16, 17], a gauge-invariant com-
pletion of (1.1) was proposed which involves open Wilson lines [18–20]. It was conjectured
in [17] that the the IR/UV mixed contribution to the effective action of a supersymmetric
gauge theory can be reproduced by the following U(N) gauge-invariant term:
S
(1)
eff = −
C
4
∫
d4p
(2π)4
Oµν(−p) T (p)Oµν(p) , (1.4)
where the gauge-invariant operator Oµν is defined by
Oµν(p) = Tr
∫
d4x L⋆
(
Fµν(x) e
∫ 1
0
dσ p˜µAµ(x+p˜ σ)
)
⋆ eipx , (1.5)
2We summarise our notation and conventions in the Appendix.
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and L⋆ stands for integration along the open Wilson line together with path ordering with
respect to the star-product [21]. The matching of (1.4) with the analytic results [9] for
the U(1) effective coupling constant 1/g21(k) of (1.2) determines the function T (p) and
the numerical constant C appearing in (1.4). One easily finds that
T (p) =
2
(4π)2
∫ 1
0
dxK0(
√
x(1− x) |p||p˜|) , (1.6)
where K0 is a Bessel function, with K0(z)→ − log(z/2) as z → 0. Moreover, C = 2α0/N ,
where α0 is defined in (1.2).
In this paper we would like confirm the interesting conjecture of [17] with an explicit
field theory calculation. To start probing the presence of the Wilson line operator in
(1.5) we need to calculate an n-point function of gauge fields with n ≥ 3; for this reason,
we will concentrate on the cases of three- and four-point functions of background fields.
Our formalism is, however, general, and allows in principle to calculate generic n-point
correlators. We will focus our attention on a generic N = 1 supersymmetric field theory
with Nf adjoint chiral multiplets
3 and make use of the background field method. The
case Nf = 0 corresponds to pure N = 1 super Yang-Mills, whereas for Nf = 1, 3 we have
the N = 2 and N = 4 theories, respectively. The results of our computations confirm the
presence of the term (1.4) in the effective action. However, our results also show that we
need to include another term S
(2)
eff in the effective action, which can be written as
S
(2)
eff =
C
2
∫
d4p
(2π)4
OF 2(p) W ′(−p) T (p) , (1.7)
where
OF 2(p) = Tr
∫
d4x L⋆
(
Fµν(x)F
µν(x)e
∫ 1
0dσ p˜
µAµ(x+p˜σ) ⋆ eipx
)
, (1.8)
and W ′(p) denotes the open Wilson line operatorW(p) with the O(A0) term subtracted,
where, in our conventions
W(p) = Tr
∫
d4x P⋆
(
e
∫ 1
0
dσ p˜µAµ(x+p˜ σ)
)
⋆ eipx . (1.9)
S
(2)
eff is manifestly gauge invariant, and again contains open Wilson lines.
The appearance of the term S
(2)
eff in (1.7) is not unexpected. Indeed, similar contri-
butions were predicted in [23], where a wilsonian calculation of the effective action was
performed using the matrix model approach to noncommutative gauge theories. Similar
3We would like to remind the reader that the vacuum polarisation tensor, and therefore the wilsonian
coupling constant, receive nonplanar (i.e. IR/UV mixed) contributions only from fields in the adjoint
representation. Fields in the fundamental representation do not contribute to the IR/UV mixing [9], and
are therefore irrelevant for our analysis. This circumstance was first noticed in noncommutative QED
in [22].
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results were also obtained in [24] using the bosonic world-line approach.4 In the first
version of this paper we proposed to use the following expression, instead than (1.7):
S˜
(2)
eff = −i
C
4
∫
d4q1
(2π)4
d4q2
(2π)4
Q(−q1,−q2) θµνOµν(q1 + q2) T (q1 + q2) , (1.10)
where
Q(p, q) = Tr
∫
d4x L⋆
(
Fµν(x)F
µν(x)e
∫ 1
0
dσ p˜µAµ(x+p˜σ) ⋆ eipx
) sin(qp˜/2)
qp˜
. (1.11)
The interaction term in (1.10), though manifestly gauge invariant, is not satisfactory as
it stands, since θµν appears in (1.10) not only inside the Wilson lines but also explicitly.
This, in turns, would render its interpretation from the D-brane perspective very difficult.
It is easy to check that, once we expand the Wilson line in (1.7) up to O(A), this term
contributes to the three-point function in the same way as the term in (1.10) does. Indeed,
we will show that (1.7) and (1.10) both produce a contribution to the three-point function
which is in precise agreement with the direct calculation in the microscopic theory. Of
course, at the level of four-point functions (1.7) and (1.10) start producing contributions
which are different. By comparing the perturbative result for a four-point function to the
corresponding result derived from the effective action, we will be able in the next sections
to confirm that (1.7) is the correct expression to be incorporated in the effective action
(rather than (1.10)), as also suggested by D-brane physics [23].
Let us mention that it would be very nice to have complete control on generic n-point
functions (or at least on the IR/UV mixed contributions), and use this knowledge to
derive the full low–energy effective action. An interesting and simple way to evaluate
the IR/UV mixed quadratically divergent contributions (the poles) of generic n-point
functions in a U(1) non-supersymmetric gauge theory was devised in section (3.1) of [17].
Unfortunately, simplifications similar to those exploited in [17] seem to be lacking in the
case at hand.5 It would be interesting to apply the bosonic worldline approach, used in [24]
for non-supersymmetric theories, to the case of supersymmetric theories considered here,
and see if that formalism would lead to more tractable expressions than those obtained
using conventional background perturbation theory.
The plan of the rest of this paper is as follows. In section 2 we will obtain the
contributions to the three- and four-point functions of gauge fields from the terms S
(1)
eff
and S
(2)
eff in the effective action, Eqs. (1.4) and (1.7), respectively. Sections 3 contains
the set-up for the application of the background field method to noncommutative gauge
theories, and our Feynman rules. Using the background field method, we calculate in
section 4 the three- and four-point functions of background fields. In section 5 we compare
the perturbative results derived in section 4 to the result obtained in section 2 from the
4We thank Adi Armoni and an anonymous Referee for pointing the papers [23, 24] to our attention.
5The quadratic divergences in the effective action generated by IR/UV mixing are not present for the
case of supersymmetric gauge theories, where we are left only with logarithmic divergences. These are
more difficult to extract from the Feynman diagrams expressions.
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effective action, finding agreement. For other related work on noncommutative theories,
see [7, 8, 27–44] and references therein.
Before concluding this introduction, we would like to mention that IR/UV mixing
also appears [25] in the recently discussed field theories on non(anti)commuting super-
space [26]. Again, the resummed effective action appears to contain open Wilson lines in
superspace [25].
2 Three- and four-point functions from an effective
action with Wilson lines
2.1 The three-point function
We begin by calculating the contribution from the effective interaction in (1.4) to the
three-point function
ΓABCµνρ (k1, k2, k3) :=
∫ 3∏
i=1
d4xi
(2π)4
e i
∑3
i=1 kixi 〈AAµ (x1)ABν (x2)ACρ (x3) 〉 . (2.1)
In order to calculate the contribution from (1.4) we need only to expand the expression
for Oµν(p) in (1.5) up to order A2. We then Fourier transform and use (A.6) and (A.3),
to get:
Oµν(p) = lµν(p) + q(1)µν (p) + q(2)µν (p) +O(A3) , (2.2)
where
lµν(p) = −
√
N
2
[
pµA
0
ν(p)− pνA0µ(p)
]
, (2.3)
q(1)µν (p) = iA
A
µ (q)A
A
ν (p− q) sin
qp˜
2
,
q(2)µν (p) = i
∫
d4q
(2π)4
[
qµA
A
ν (q)− qνAAµ (q)
]
(p˜ · AA(p− q)) sin(qp˜/2)
qp˜
.
Using (2.2), we get the following contribution to the three-point function from the effective
action S
(1)
eff of (1.4):
ΓABCµνρ (k1, k2, k3)
∣∣
S
(1)
eff
= iC
√
N
2
sin(k2k˜3/2)
k2k˜3
(2π)4 δ(4)(k1 + k2 + k3) (2.4)
·
{
T (k1) δ
A0δBC
[
k˜1νP
13
ρµ + k˜1ρP
12
νµ + (k2k˜3)Q
1
µ,νρ
]
+T (k2) δ
B0δCA
[
k˜2µP
23
ρν + k˜2ρP
12
νµ + (k2k˜3)Q
2
ν,ρµ
]
+T (k3) δ
C0δAB
[
k˜3µP
23
ρν + k˜3νP
13
ρµ + (k2k˜3)Q
3
ρ,µν
]}
,
5
where we have defined
P ijµν := δµν(k
i · kj) − kiµkjν , Qiρ,µν := δρµ kiν − δρν kiµ . (2.5)
In a similar way we can calculate the contribution to the three-point function from the
term S
(2)
eff in (1.7), obtaining:
ΓABCµνρ (k1, k2, k3)
∣∣
S
(2)
eff
= iC
√
N
2
sin(k2k˜3/2)
k2k˜3
(2π)4 δ(4)(k1 + k2 + k3) (2.6)
·
{
δA0δBC T (k1) k˜1µP
23
ρν + δ
B0δAC T (k2) k˜2νP
31
µρ + δ
C0δAB T (k3) k˜3ρP
12
νµ
}
.
2.2 The four-point function
In this section we compute the contributions to the four-point function obtained from the
effective action S
(1)
eff and S
(2)
eff given in (1.4), (1.7), respectively. For the sake of simplicity
we will restrict ourselves to the case of noncommutative U(1) gauge group, and compute
the four-point function
Γµνρσ(k1, k2, k3, k4) :=
∫ 4∏
i=1
d4xi
(2π)4
e i
∑4
i=1 kixi 〈Aµ(x1)Aν(x2)Aρ(x3)Aσ(x4) 〉 . (2.7)
The result for Γµνρσ(k1, k2, k3, k4) is better expressed in terms of the quantities J2(k1, k2)
and J3(k1, k2, k3) introduced in [21] (see Appendix B of that paper), where
J2(k1, k2) =
sin k1k˜2
2
k1k˜2
2
, (2.8)
J3(k1, k2, k3) =
sin k2k˜3
2
sin k1(k˜2+k˜3)
2
(k1+k2)k˜3
2
k1(k˜2+k˜3)
2
+
sin k1k˜3
2
sin k2(k˜1+k˜3)
2
(k1+k2)k˜3
2
k2(k˜1+k˜3)
2
. (2.9)
Not surprisingly, the functions J2(k1, k2) and J3(k1, k2, k3) [21] arise in the context of
noncommutative effective action for the one-loop F 4 term in N = 4 super Yang-Mills.
In the same way as it was done for the three-point function, one finds that the con-
tribution to the four-point function generated by the term (1.4) is given by the following
expression:
Γµνρσ(k1, k2, k3, k4)|S(1)eff =(2π)
4 δ(4)(k1 + · · ·+ k4)
{
2T (k4) · (2.10)
·
[
k˜4ρQ
4
σ,νµ sin
k1k˜2
2
J2(k3, k4) + k˜
4
νQ
4
σ,ρµ sin
k1k˜3
2
J2(k2, k4) + k˜
4
µQ
4
σ,ρν sin
k2k˜3
2
J2(k1, k4)
]
−T (k4)J3(k1, k2, k3)
[
P 41µσ k˜
4
ν k˜
4
ρ + P
42
νσ k˜
4
µ k˜
4
ρ + P
43
ρσ k˜
4
µ k˜
4
ν
]
6
−T (k1 + k2)
[
δµρδνσ sin
k1k˜2
2
sin
k3k˜4
2
+
1
2
P 13ρµ(k˜1 + k˜2)ν(k˜3 + k˜4)σ J2(k1, k2)J2(k3, k4)
+
1
2
Q3µ,νρ sin
k1k˜2
2
(k˜3 + k˜4)σ J2(k3, k4) +
1
2
Q1ρ,σµ sin
k3k˜4
2
(k˜1 + k˜2)ν J2(k1, k2)
]
+ permutations
}
.
Notice the appearance of the function J3(k1, k2, k3) in the previous expression (2.10).
We now compute the contribution to the four-point function derived from the term
(1.7). After some straightforward calculations, one gets:
Γµνρσ(k1, k2, k3, k4)|S(2)eff =(2π)
4 δ(4)(k1 + · · · + k4)
{
2T (k4) k˜
4
σ · (2.11)
·
[
−Q1µ,ρν
k2k˜3
2
J2(k2, k3) cos
k1k˜4
2
−Q2ν,ρµ
k1k˜3
2
J2(k1, k3) cos
k2k˜4
2
−Q3ρ,µν
k2k˜1
2
J2(k1, k2) cos
k3k˜4
2
]
+
1
2
P 12νµ k˜
4
ρ J2(k3, k4) cos
k1k˜2
2
+
1
2
P 13ρµ k˜
4
ν J2(k2, k4) cos
k1k˜3
2
+
1
2
P 23ρν k˜
4
µ J2(k1, k4) cos
k2k˜3
2
]
−1
2
[
T (k1 + k2)J2(k1, k2) cos
k3k˜4
2
(k˜1 + k˜2)µ(k˜1 + k˜2)νP
34
σρ +
T (k1 + k3)J2(k1, k3) cos
k2k˜4
2
(k˜1 + k˜3)µ(k˜1 + k˜3)ρP
24
σν +
T (k1 + k4)J2(k1, k4) cos
k1k˜4
2
(k˜1 + k˜4)µ(k˜1 + k˜4)σP
32
νρ
]
+ permutations
}
.
3 A lightning review of the background field method
We will now apply the background field method to the study of correlators in a generic
noncommutative theory with gauge group U(N). Our analysis follows closely the approach
of [9], to which we refer the reader for details of the application of the background field
method to noncommutative theories.
We will decompose the gauge field Aµ as Aµ = Bµ + Qµ, where Bµ is a slowly vary-
ing background field, and Qµ represents the high-energy fluctuations. After functionally
integrating over the high-frequency fields, we are left with an effective action for the
background fields Bµ. Importantly, this effective action is invariant with respect to gauge
transformations of the background field, B → Ω(B + ∂)Ω†, where Ω is an element of the
noncommutative U(N), Ω := eαAT
A
⋆ .
The action functional which describes the dynamics of a spin-j noncommutative field
φm,a in the representation r of the gauge group in the background of Bµ has the general
7
form [9, 45]
S[φ] = −
∫
d4x φm,a ⋆
(−D2(B)δmnδab + 2i(FBµν)ab 12Jµνmn) ⋆ φn,b
≡ −
∫
d4x φm,a ⋆ [∆j,r]
ab
mn ⋆ φn,b . (3.1)
Here a, b are indices of the representation r of noncommutative U(N), F ab ≡∑N2A=1 FAtAab,
and m,n are spin indices and Jµνmn are the generators of the euclidean Lorentz group
appropriate for the spin of the field φ, i.e. J = 0 for spin 0 fields, Jµνρσ = i (δ
µ
ρ δ
ν
σ − δνρ δµσ)
for vectors, and [Jµν ] βα =
i
2
[σµν ] βα for Weyl fermions.
We consider a generic supersymmetric theory with adjoint chiral multiplets, therefore
we only need to know the action of ∆j,r on adjoint fields. In this case, it easy to see from
(3.1) that ∆j,G ⋆ φ gives
∆j,G⋆φ = −∂2φ−[(∂µBµ), φ]⋆−2 [Bµ∂µ, φ]⋆−
[
Bµ, [Bµ, φ]⋆
]
⋆
+2i
(
1
2
Jµν
[
FBµν , φ
]
⋆
)
. (3.2)
The one-loop expression for the effective action reads [9]
Seff [B] = − 1
2g2
∫
d4x TrFBµν ⋆ F
B
µν −
∑
j,r
αj log det⋆∆j,r . (3.3)
The sum in (3.3) is extended to all fields in the theory, including ghosts and gauge fields.
αj is equal to +1 (−1) for ghost (scalar) fields and to +1/2 (−1/2) for Weyl fermions
(gauge fields). Finally, the functional star-determinants are computed by
log det⋆∆j,r ≡ log det⋆
[−∂2 +K(B)j,r] (3.4)
= log det⋆(−∂2) + tr⋆ log
[
1 + (−∂2)−1K(B)j,r
]
.
The first term on the second line of (3.4) contributes only to the vacuum loops and will
be dropped in the following. The second term on the last line of (3.4) has a full expansion
in terms of Feynman diagrams, and on this term we concentrate our attention.
3.1 Feynman Rules
We follow the conventions of [10], whose Feynman rules we will use. We only need to
compute one additional interaction vertex, which originates from the commutator term
in the field strength FBµν appearing in the last term of (3.2). Using (A.6) and (A.3) this
term can be written as:
2iTr
∫
d4x φJµν ⋆ [[Bµ, Bν ]⋆, φ]⋆ =
∫
d4p′
(2π)4
d4q1
(2π)4
d4q2
(2π)4
d4p
(2π)4
(2π)4δ(4)
(
p′ + q1 + q2 + p
)
· φ¯A(p′)BBµ (q)BCν (q2)φD(p)
[
−iJµν
(
−dBCE sin
(q1q˜2
2
)
+ fBCE cos
(q1q˜2
2
))
·
(
fEDA cos
(pp˜′
2
)
+ dEDA sin
(pp˜′
2
))]
.
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Figure 1: Feynman rules for U(N). The wavy lines represent the background fields, the
dotted lines the high-virtuality fields.
The complete set of Feynman rules is shown in figure 1.
We denote by a triangle and a star the so-called “J-vertices”, second and fourth line in the
Feynman rules of figure 1 respectively, which are specific to the background field method.
4 Perturbative calculations in the microscopic theory
We now move on to the background field method computation of Green’s functions in the
microscopic theory. For convenience, we present the three-point function and four-point
function calculations separately.
4.1 The three-point function of background fields
We start with the calculation of the three-point function of background gauge fields
ΓABCµνρ (k1, k2, k3) defined in (2.1). To this end, we will need to expand the logarithm
9
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Figure 2: Feynman diagrams with no J-vertices.
in (3.3) up to three powers of the background field. The resulting Feynman diagrams are
shown in figures 2-5 (where we do not draw permutations of the diagrams).
The Feynman diagrams can be conveniently classified according to the number of
J-vertices they contain. Diagrams with no J-vertices, represented in figure 2, give a
vanishing contribution to the correlator. This is because each of these diagrams gets a
factor of Tr 1lj ≡ d(j) from the trace over spin indices, where d(j) is the number of spin
components of the field, d(j) = 1 for scalars, 2 for Weyl fermions and 4 for gauge fields,
respectively. We focus only on supersymmetric theories, where the cancellation between
fermionic and bosonic degrees of freedom implies that∑
j
αj d(j) = 0 . (4.1)
Therefore, each diagram which no J-vertices vanishes separately when it is summed over
all the fields in the theory. Similarly, diagrams with exactly one insertion of the J-vertices
k
1
k
3
k
2
p+ k
1
p
(3a)
k
1
k
3
k
2
p+ k
1
p
(3b)
k
1
k
3
k
2
p+ k
1
p+ k
1
+ k
2
p
(3)
Figure 3: Feynman diagrams with a single insertion of J-vertices (denoted by a triangle
and a star).
(figure 3) vanish, since the trace over spin indices gives Tr Jµν = 0.
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With these simplifications, we are left with the diagrams of figures 4 and 5, which we
now compute. We will calculate these diagrams in a low-energy approximation where the
background fields have a much smaller momentum than the cut-off for the fluctuating
fields, so that kikj → 0, while we keep kik˜j finite [12, 14, 15]. This low-energy approxi-
mation has the great advantage that all of the integrals over the loop momentum can be
performed explicitly [13, 14] (see also the discussion after (4.11)).
We first consider diagrams with two J-vertices, represented in figure 4. The contribu-
k
1
k
3
k
2
p+ k
1
p
(4a)
k
1
k
3
k
2
p+ k
1
p+ k
1
+ k
2
p
(4b)
Figure 4: Feynman diagrams with two J-vertices.
tion to the correlator ΓABCµνρ (k1, k2, k3) from diagram (4a) is:
−2i
(∑
j
αj Tr (J
νρJαµ)j
)
(2π)4δ(4)(k1 + k2 + k3)
∫
d4p
(2π)4
k1α
δDF
p2
δEG
(p+ k1)2[
−dEAD sin
(k1p˜
2
)
+ fEAD cos
(k1p˜
2
)][
−dCBH sin
(k2k˜3
2
)
+ fCBH cos
(k2k˜3
2
)]
[
dHGF sin
((p+ k1)p˜
2
)
+ fHGF cos
((p+ k1)p˜
2
(p+ k1)p˜
)]
, (4.2)
where the sum is over all the fields in the theory. We can simplify the products of d’s and
f ’s in (4.2) by using the relations derived in (2.8)–(2.11) of [32]. In addition, the product
of J ’s can be rewritten using
Tr(JµρJνλ)j = C(j) (δ
µνδρλ − δµλδνρ) , (4.3)
where
C(j) ≡ 0 for scalars, 1
2
forWeyl fermions, 2 for vectors. (4.4)
The remaining integrals can then be evaluated by first writing the sines and cosines in
terms of exponentials, and then using∫
d4p
(2π)4
eipk˜
p2(p+ k)2
=
2
(4π)2
∫ 1
0
dx K0(
√
A|k||k˜|) ≡ T (k) , (4.5)
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where A = x(1−x) and the function T is the same as in (1.6). In this way, the contribution
to the three-point function from diagram (4a) (and its permutations) becomes:
[ΓABCµνρ (k1, k2, k3)]4a = 4i
(∑
j
αj C(j)
)√
2N (2π)4δ(4)(k1 + k2 + k3) sin
(k2k˜3
2
)
(4.6)
[
T (k1)Q
1
µ,ρν δ
A0δBC + T (k2)Q
2
ν,µρ δ
B0δAC + T (k3)Q
3
ρ,νµδ
C0δAB
]
.
Diagram (4b) contributes to the correlator ΓABCµνρ (k1, k2, k3) as:
4i
(∑
j
αj Tr (J
ανJβρ)j
)
(2π)4δ(4)(k1 + k2 + k3)
∫
d4p
(2π)4
k2αk3β(2p+ k1)µ
δEF
p2
δGH
(p+ k1)2
δIJ
(p+ k1 + k2)2[
−dEAJ sin
(k1p˜
2
)
+ fEAJ cos
(k1p˜
2
)][
−dGBF sin
(k2(p˜+ k˜1)
2
)
+ fGBF cos
(k2(p˜+ k˜1)
2
)]
[
−dICH sin
(k3(p˜+ k˜1 + k˜2)
2
)
+ f ICH cos
(k2(p˜+ k˜1 + k˜2)
2
)]
.
(4.7)
First, we rewrite sines and cosines in terms of exponentials in the same way as for diagram
(4a). We will then need to evaluate integrals of the form
L (σ, β, γ) =
∫
d4p
(2π)4
eipσ˜
p2(p+ β)2(p+ β + γ)2
. (4.8)
In the background field method, we integrate out highly fluctuating momenta; here, it
will be extremely convenient to integrate momenta above an infrared scale µ. Effectively,
this amounts to introducing a small mass term µ2 in each propagator, so that (4.8) is
turned into
L (σ, β, γ) =
∫
d4p
(2π)4
eipσ˜
(p2 + µ2)[(p+ β)2 + µ2][(p+ β + γ)2 + µ2]
. (4.9)
Introducing Schwinger parameters, we can recast this integral as
L (σ, β, γ) =
∫
d4p
(2π)4
∫ ∞
0
dαi e
ipσ˜e−α1(p
2+µ2)−α2((p+β)2+µ2)−α3((p+β+γ)2+µ2) (4.10)
=
∫
d4p
(2π)4
∫ ∞
0
dαi exp(−αµ2) exp
[
i
(
l − 1
α
(βα2 + α3(β + γ))
)
σ˜
]
exp
[
−αl2 + 1
α
(
−α1 (α2 + α3) β2 − α3 (α1 + α2) γ2 − 2α1α3βγ
)]
,
where α = α1+α2+α3 and l = p+
1
α
[βα2 + α3 (β + γ)]. Following [14], we change variables
to ξi = αi/α and add a new integration variable λ with a delta function, δ (λ−
∑
i αi).
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After performing the loop momentum integration, we obtain:
L (σ, β, γ) =
∫ ∞
0
dλ
(4π)2
e−σ˜
2/(4λ)−λµ2
∫ 1
0
dξ1
∫ 1−ξ1
0
dξ3 e
−i[(1−ξ1)β+γξ3]σ˜
· e−λ[ξ1(1−ξ1)β2+ξ3(1−ξ3)γ2−2ξ1ξ3βγ] . (4.11)
In the low-energy approximation we are considering, where kikj → 0 while kik˜j is kept
finite, the integration becomes feasible [13,14], and the results for the required cases are:
L (σ, σ, γ) = M (µ|σ˜|)
(
1− e−iγσ˜
(γσ˜)2
− i
γσ˜
)
, (4.12)
L (σ, β, σ) = M (µ|σ˜|)
(
i
e−iβσ˜
βσ˜
+
eiβσ˜ − 1
(βσ˜)2
)
, (4.13)
and the case where σ 6= β 6= γ but σ + β + γ = 0:
[L (σ, β, γ) ]σ+β+γ=0 = M (µ|σ˜|)
(
i
γσ˜
+
e−iβσ˜ − 1
(γσ˜) (βσ˜)
)
, (4.14)
where we have defined
M (µ|σ˜|) :=
∫ ∞
0
dλ
(4π)2
e−σ˜
2/(4λ)−λµ2 . (4.15)
We also need a variant of the L integral with an extra power of pµ in the numerator. We
calculate this by noting that∫
d4p
(2π)4
pµ e
ipσ˜
p2(p+ β)2(p+ β + γ)2
= −i d
dσ˜µ
∫
d4p
(2π)4
eipσ˜
p2(p+ β)2(p+ β + γ)2
. (4.16)
After some algebra, the contributions of diagram (4b) and its permutations to the three-
point function becomes, in the low-energy approximation we are considering:
[ΓABCµνρ (k1, k2, k3)]4b = 8i
√
2N
(∑
j
αj C(j)
)sin(k2k˜3/2)
k2k˜3
(2π)4δ(4)(k1 + k2 + k3) (4.17)
{
P 23ρν
(
M˙µ(µ|k˜1|) δA0δBC + M˙µ(µ|k˜2|) δB0δAC + M˙µ(µ|k˜3|) δC0δAB
)
P 13ρµ
(
M˙ν(µ|k˜1|) δA0δBC + M˙ν(µ|k˜2|) δB0δAC + M˙ν(µ|k˜3|) δC0δAB
)
P 12νµ
(
M˙ρ(µ|k˜1|) δA0δBC + M˙ρ(µ|k˜2|) δB0δAC + M˙ρ(µ|k˜3|) δC0δAB
)}
,
where M˙µ(z) := (dM/dz
µ)(z). Since M˙µ(z) = (zµ/2)S(z), where
S(z) =
2
(4π)2
K0(z) , (4.18)
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we can finally recast (4.17) as
[ΓABCµνρ (k1, k2, k3)]4b = 4i
√
2N
(∑
j
αj C(j)
)sin(k2k˜3/2)
k2k˜3
(2π)4δ(4)(k1 + k2 + k3) (4.19)
{
P 23ρν
(
k˜1µS(µ|k˜1|) δA0δBC + k˜2µS(µ|k˜2|) δB0δAC + k˜3µS(µ|k˜3|) δC0δAB
)
P 13ρµ
(
k˜1νS(µ|k˜1|) δA0δBC + k˜2νS(µ|k˜2|) δB0δAC + k˜3νS(µ|k˜3|) δC0δAB
)
P 12νµ
(
k˜1ρS(µ|k˜1|) δA0δBC + k˜2ρS(µ|k˜2|) δB0δAC + k˜3ρS(µ|k˜3|) δC0δAB
)}
.
The last diagram to compute is shown in figure 5. It is easily seen from the Feynman rule
k
1
k
3
k
2
p+ k
1
p+ k
1
+ k
2
p
Figure 5: This diagram contains three insertions of the triangle J-vertex.
of the “triangle” J-vertex that this diagram gives a subleading contribution in the low-
energy approximation kikj → 0 and kik˜j finite, when compared to the diagrams (4a), (4b)
computed so far, hence we will discard its contribution. Summarising, the full three-point
function is obtained by adding up the results (4.6) and (4.19).
4.2 The four-point function of background fields
In this section we present the calculation of the four-point function of background fields
in the microscopic theory. The computation proceeds in much the same way as that of
the three-point function presented in the previous section. For simplicity, we will limit
ourselves to the case of gauge group U(1).
As in the three-point function case, only diagrams with at least two insertions of J-
vertices give a nonvanishing contribution (in the supersymmetric theories we are interested
in). Furthermore, terms in the effective action expressions without the functions P or Q
(defined in (2.5)) must arise from diagrams containing no powers of external momenta in
their vertices. The only such candidates are therefore the diagram shown in figure 6 and
its permutations. The expression for this diagram is proportional to:
4(δµσδνρ − δµρδνσ) sin
(1
2
k1k˜2
)
sin
(1
2
k3k˜4
)
T (k1 + k2) . (4.20)
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k1µ
k2ν
k4σ
k3ρ
p + k1 + k2
p
Figure 6: This diagram contains two insertions of the star J-vertex.
k1µ
k2ν
k4σ
k3ρ
p
Figure 7: Feynman diagram containing a single insertion of the star and of the triangle
J-vertex.
We now consider the Feynman diagram in figure 7 (and its permutations). This diagram
gives a contribution to the correlator Γµνρσ(k1, k2, k3, k4) which is proportional to:
Q4σ,ρνsin
(1
2
k2k˜3
)
J2(k1, k4)M˙µ(µ|k˜4|) +Q4σ,ρµsin
(1
2
k1k˜3
)
J2(k2, k4)M˙ν(µ|k˜4|) (4.21)
+Q4σ,νµsin
(1
2
k1k˜2
)
J2(k3, k4)M˙ρ(µ|k˜4|) +Q3ρ,νµsin
(1
2
k1k˜2
)
J2(k3, k4)M˙σ(µ|k˜4|)
+Q2ν,ρµsin
(1
2
k1k˜3
)
J2(k2, k4)M˙σ(µ|k˜4|) +Q1µ,ρνsin
(1
2
k2k˜3
)
J2(k1, k4)M˙σ(µ|k˜4|) .
Finally, the remaining diagrams give rise to terms which are proportional to the functions
P ij defined in (2.5). In order to calculate these contributions, we need the expressions for
a few new integrals. Firstly, we need to consider the integral L(σ, β, γ), defined in (4.11),
for the case where σ 6= β 6= γ but σ + β + γ 6= 0. We find that:
[L (σ, β, γ) ]σ+β+γ 6=0 =
M (µ|σ˜|)
γσ˜
(
e−iβσ˜ − 1
βσ˜
+
e−i(β+γ)σ˜ − 1
(β + γ) σ˜
)
. (4.22)
It is also necessary to calculate several integrals containing four insertions of propagators.
These integrals can be evaluated in a similar way to that used in the the calculation of
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the integrals appearing in the three-point function calculation. For example, one needs
to evaluate, for σ + β + γ + δ = 0,
L (σ, β, γ, δ) =
∫
d4p
(2π)4
eipσ˜
(p2 + µ2)[(p+ β)2 + µ2][(p+ β + γ)2 + µ2][(p+ β + γ + δ)2 + µ2]
kikj→0−→ N(σ˜)
σ˜(γ + δ)
[
1− e−iσ˜(β+γ)
iσ˜(β + γ)
(
1
σ˜δ
+
1
σ˜γ
)
− 1
σ˜δ
− 1− e
−iσ˜β
i(σ˜γ)(σ˜β)
]
, (4.23)
where
N(σ˜) =
1
16π2
∫ ∞
0
dλ λ e−λµ
2− σ˜
2
4λ , (4.24)
and in the last line we have used the low-energy approximation kikj → 0. Using such
k4σ
k2ν
k1µ
k3ρ
p
Figure 8: This diagram contains two insertions of the triangle J-vertex.
integrals, one sees the emergence of terms proportional to the J2- and J3-functions defined
in (2.8) and (2.9), respectively. We skip the details of the calculation, which is rather
lengthy but, for example, the diagram shown in figure 8 produces a term containing
M(k˜4) and which turns out to be proportional to the expressions
2
k1k˜4
[
cos(12 (k1k˜4 − k2k˜3))− cos(12 (k1k˜3 − k2k˜4))
k3k˜4
+
cos(12(k1k˜3 + k2k˜4))− cos(12 (k1k˜3 − k2k˜4))
k2k˜4
]
.
(4.25)
The previous expression (4.25) is precisely equal to J3(k1, k2, k3) defined in (2.9) after
imposing k4 = −(k1 + k2 + k3).
5 Comparison to the result from the effective action
We are now ready to compare our perturbative results with the expressions for the three-
and four-point functions obtained from the effective action Seff = S
(1)
eff + S
(2)
eff , where S
(1)
eff
and S
(2)
eff are given in (1.4) and (1.7), respectively.
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We begin by considering the three-point function of background gauge fields. In this
case, the full perturbative result is obtained by summing up (4.6) with (4.19). We elabo-
rate further these expressions by first performing the sum over the spin j. For definiteness,
we consider an N = 1 supersymmetric theory with Nf adjoint chiral superfields, for which(∑
j
αj C(j)
)
= −1
4
(3−Nf) . (5.1)
The case Nf = 0 corresponds to pure N = 1 super Yang-Mills; for Nf = 1, 3 we have the
N = 2 and N = 4 theories, respectively. Notice that, in the latter case, the contribution
to the three-point function vanishes. Secondly, we observe that (4.19) was derived in the
low-energy approximation kikj → 0, with kik˜j fixed and finite. We also introduced a small
infrared regulating mass µ. In order to compute the corresponding limit of (4.6), we note
that this amounts to perform the following modification on the function T of (4.5):
T (k)
µ−→
∫
d4p
(2π)4
eipk˜
(p2 + µ2)[(p+ k)2 + µ2]
k2→0−→ 2
(4π)2
K0(µ|k˜|) ≡ S(µ|k˜|) , (5.2)
where the first arrow stands for equality after introducing the regulator µ in the expression
for T , and the second means equality in the limit k2 → 0 (at fixed |k||k˜|).
Taking these observations into account, the one-loop perturbative expression for the
three-point function, in the low-energy regime kikj → 0 and kik˜j finite, is given by:
ΓABCµνρ (k1, k2, k3) = i
√
2N(Nf − 3) sin(k2k˜3/2)
k2k˜3
(2π)4δ(4)(k1 + k2 + k3) (5.3){
δA0δBCS(µ|k˜1|)
[
k˜1µP
23
ρν + k˜1νP
13
ρµ + k˜1ρP
12
νµ + (k2k˜3)Q
1
µ,νρ
]
+δB0δCAS(µ|k˜2|)
[
k˜2µP
23
ρν + k˜2νP
13
ρµ + k˜2ρP
12
νµ + (k2k˜3)Q
2
ν,ρµ
]
+δC0δABS(µ|k˜3|)
[
k˜3µP
23
ρν + k˜3νP
13
ρµ + k˜3ρP
12
νµ + (k2k˜3)Q
3
ρ,µν
]
.
This perturbative result (5.3) should be contrasted with the result (2.4) (with C = 2α0/N)
obtained from the original expression (1.4) for the effective action, where, from the results
of [9, 10], it follows that
α0 = −4
(∑
j
αjCj
)
N = (3−Nf)N , (5.4)
the sum over j being extended only to fields in the adjoint. The expressions (5.3) and (1.4)
differ in two respect. First, (1.4) contains the function T , whereas the perturbative result
(5.3) contains the function S. This is easily explained by remembering (5.2), i.e. that
at low energy T → S. Second, and more importantly, the perturbative expression (5.3)
contains, in addition to the terms in (2.4), also a contribution proportional to
δA0δBC S(µ|k˜1|) k˜1µP 23ρν + δB0δAC S(µ|k˜2|) k˜2νP 13ρµ + δC0δAB S(µ|k˜3|) k˜3ρP 12νµ . (5.5)
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This new contribution does not arise from the originally conjectured action S
(1)
eff in (1.4).
However, as we have discussed in the introduction, this term (5.5) is precisely reproduced
by adding the contribution S
(2)
eff in (1.7) to the original effective action term in (1.4).
Finally, we consider now the matching of the four-point function obtained from the
effective action, Eqs. (2.10) and (2.11), against the perturbative calculation presented in
the previous section. We will find that the perturbative calculation is precisely reproduced
by the effective action Seff = S
(1)
eff + S
(2)
eff , where S
(1)
eff and S
(2)
eff are the expressions in (1.4)
and (1.7).6
Feynman diagrams in figure 6 (and its permutations) generate the contribution (4.20),
which precisely matches the terms in our expression (2.10) which contains δµρδνσ and no
insertions of P and Q functions. Similarly, the first three terms in (4.21) precisely re-
produce the terms generated by S
(1)
eff containing both the T (k4) and Q functions. The
remaining terms in (4.21) correspond to terms produced by S
(2)
eff (see (2.11)), when we
consider the low-energy limit cos(1
2
kik˜j) → 1 and sin(12kik˜j) → 12kik˜j. Finally, as antici-
pated in the previous section, combinations of the remaining Feynman diagrams reproduce
those terms in Seff that contain the P function.
Summarising, we have a complete agreement between the low-energy limit of the
perturbative calculation of three- and four-point functions in the microscopic theory, and
the corresponding result obtained from the low-energy effective action Seff = S
(1)
eff + S
(2)
eff .
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Appendix A: notation and conventions
We consider theories defined by the noncommutativity relation
[xµ, xν ] = i θµν , (A.1)
where we choose θµν to be purely space-space, i.e. θ0i = 0. The Moyal star-product is
defined as
(φ ⋆ ψ)(x) := φ(x) e
i
2
θµν
←
∂µ
→
∂ν ψ(x) . (A.2)
Noncommutative field theories can then be regarded as ordinary field theories where the
usual product of fields is replaced by the star-product (A.2). The relation
eik1x ⋆ · · · ⋆ eiknx = e
− i
2
∑
i<j
(kik˜j)
ei(k1+···+kn)x (A.3)
is also repeatedly used in the calculations, where we define k˜µ := θµνkν .
For calculations involving the gauge group U(N), we introduce anti-hermitian gener-
ators in the fundamental representation as tA, A = (0, a), where a = 1, . . . , N2 − 1 labels
the SU(N) generators, and t0 = (1/i
√
2N)1lN . Then
Tr(tAtB) = − δ
AB
2
. (A.4)
The generators satisfy
[tA, tB] = fABCtC , {tA, tB} = −idABCtC . (A.5)
fABC (dABC) is completely antisymmetric (symmetric) in its indices; fabc, dabc are the
same as in SU(N), and f 0bc = 0, d0BC =
√
2/N δBC , d00a = 0, d000 =
√
2/N .
Given φ1 = φ
A
1 t
A, φ2 = φ
A
2 t
A, it is convenient to re-express [φ1, φ2]⋆ as
[φ1, φ2]⋆ =
1
2
({φA1 , φB2 }⋆ fABC − i[φA1 , φB2 ]⋆ dABC) tC . (A.6)
Finally, we define our euclidean σµ and σ¯µ matrices as σµ = (iσ
m, 1l2×2), and σ¯µ =
(−iσm, 1l2×2), where σm are the three Pauli matrices. We also use σµν = 12(σµσ¯ν−σν σ¯µ) =
iηaµνσ
a, and σ¯µν =
1
2
(σ¯µσν − σ¯νσµ) = iη¯aµνσa, where ηaµν and η¯aµν are the self-dual and
antiself-dual ’t Hooft symbols, respectively [46].
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