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ABSTRACT 
 
The event related potential (ERP) technique is enjoying widespread application in 
neurophysiological research due to its fine temporal resolution. Of relevance to this study are 
ERPs related to voluntary movements. The precision with which movement related processes 
could be recorded using the ERP technique was demonstrated by Gilden, Vaughan and Costa 
(1966) and Kutas and Donchin (1974, 1977, and 1980) who found that the readiness potential 
(RP) immediately preceding hand movement was larger over the hemisphere contralateral to 
the responding hand. Given that left hemisphere controls right hand movements and vice versa, 
their findings confirmed that the lateralized readiness potential (LRP) is an index of motor 
preparation. It has been well established that electrodes from the left precentral site (C3) and 
from the right precentral site (C4) can capture LRPs, and that the motor cortex is the major 
generator of this component. In the speech domain, researchers recording ERPs related to 
motor preparation have often considered pre-determined electrode sites (e.g., F3, F4, C3, C4, 
Cz) assuming that their proximity to motor areas on the cortex enables capturing of specific 
activity from those areas [F3 close to Broca’s area, Cz close to Supplementary motor area 
(SMA), C3 to left motor strip, C4 to right motor strip]. A consistent finding has been that the RP 
preceding speech is greatest at the central electrode sites, which has been attributed to SMA 
and motor cortex activity. Studying speech production related ERPs at predetermined set of 
electrodes might not suffice for two reasons: (1) unlike simple finger movement, speaking is a 
fine motor skill requiring coordination of multiple systems (e.g., respiratory system, phonatory 
system, articulatory system) and muscles, and (2) the far-field nature of the ERP recording 
vi 
technique often results in spatial and temporal overlap of components. To overcome these 
challenges, this study considered multichannel recordings and principal component analysis 
(PCA). Twenty three healthy participants completed a simple hand motor task (pressing a 
button with the right index finger and another button using the left index finger based on the 
color of a stimulus frame displayed on a computer screen), and a speech task (saying “pool” or 
withholding the response based on the color of the frame). The purpose of including a hand 
motor task was to verify that neural activity specific to motor preparation was detectable in 
participants when a well-established condition for the elicitation of LRPs was utilized. Both 
stimulus-locked and response-locked ERPs from 21 right handed participants (11 females and 
10 males) were studied. Interhemispheric difference wave analysis and PCA revealed left 
hemisphere lateralization of the potential (i.e., the LRP) immediately preceding right hand 
movements, similar to previous studies. The LRP specific to left hand movements (non-
dominant hand), however, showed bihemispheric distribution. Results from the speech motor 
task confirmed that overlapping components affect interpretation of ERPs related to speech 
production if just central electrode sites are considered. Two ERP components emerged from 
the multichannel PCA as distinguishing between the speaking and no speaking condition: a 
posterior negative component and a left lateralized positive component.  The morphology of the 
posterior negative component and significant moderate correlation of its amplitude with the 
mean reaction time suggest that this component is a possible index of speech motor 
preparation. Further research is required to determine whether the left-lateralized component 
reflects a process mediated by the speech dominant hemisphere (left).  In addition to 
demonstrating the usefulness of multichannel recordings and PCA in ERP investigations, the 
study provides several methodological guidelines for capturing ERPs related to speech 
production.  
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CHAPTER ONE: 
INTRODUCTION AND LITERATURE REVIEW 
 
1.1 Event Related Potentials (ERPs)  
Psychophysiological measures are those measures that help us understand 
“physiological manifestations of psychological events” (Fabiani, Gratton, Karis, & Donchin, 1987, 
p. 2). The ERP technique is one of the psychophysiological methods used extensively today. 
ERPs are electric currents recorded on the scalp that are generated by neural structures and are 
associated in time with presentation of external stimuli or occurrence of mental operations 
(Picton, et al., 2000). ERPs recorded on the scalp appear as a series of peaks or deflections 
across time. As it is a far field recording, it is not easy to discern if each of these peaks 
correspond to just one mental event or overlapping mental events or operations (as well as 
from one neural generator or from many neural generators). Therefore, it became important to 
operationalize how manifestations of mental operations could be interpreted from scalp 
recorded ERPs. In this regard, the concept of “ERP components” evolved. Donchin, Ritter and 
McCallum (1978) defined a component as “…a set of potential changes that can be shown to be 
functionally related to an experimental variable or to a combination of experimental variables” 
(p. 353). Donchin et al. (1978) considered ERP component as a “functionally distinct neuronal 
aggregate” (p.353) to emphasize that a component’s relationship with the effects of an 
experimental variable should be independent of the relationships other components have with 
the same experimental variable. They cautioned that functionally distinct aggregates need not 
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have to be distinct neural generators. In other words, one neural generator could be a source 
for more than one ERP component.   
Variation of a peak with an experimental manipulation does not provide sufficient basis 
for labeling that peak as an ERP component.  As Donchin et al. (1977) cautioned, we need to 
distinguish between observational nomenclature and theoretical nomenclature. Observational 
nomenclature involves describing a waveform peak or trough (that was affected by the 
experimental variable) by its polarity and latency, while theoretical nomenclature is used to 
refer to a component that reflects a theoretical entity (Donchin et al. 1977). For example, the 
latency of the P300 varies with the time required for evaluating the stimulus (Kutas, McCarthy & 
Donchin, 1977). In that case, interpreting the peak based on the latency (e.g., as P300, P350, 
P400, P450, P500) does not provide theoretically useful information.  Rather, accounting for the 
functional significance that the P300 reflects is important. To this end, Donchin (1981) 
integrated evidence regarding the antecedent conditions that modulated the amplitude and 
latency of the P300 and proposed that this component possibly reflected updating the current 
model of the environment or the schema (Donchin, 1981; Donchin & Coles, 1988). 
ERP components can be measured in either frequency domains (spectral analysis) or in 
time domains, although the latter is more widely used. Spectral analysis, in which the effects of 
the independent variable are studied as energy (power) distribution across frequency bands, is 
not appropriate for studying the time course of the transient mental events that occur in 
relation to an independent variable in experimental research (Donchin, 1966). Of relevance to 
the present study, as will be noted later, is the time domain analysis. In the time domain, the 
voltage of the EEG is plotted as a function of time (usually in milliseconds). When this is done 
the resulting waveform manifests as a series of peaks and troughs. Traditionally, each peak was 
thought to reflect an ERP component, and peak analysis and area measurements were 
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employed to analyze it.  Peak analysis involves visual inspection of the waveform, the 
identification of the peaks (the point of maximum voltage) and troughs (the point of least 
voltage), and the measurement of their latencies (Donchin & Heffley, 1978; Picton et al., 2000). 
Area measures are similar to peak analysis, except that instead of measuring the maximal 
voltage at single time point, an area of the peak is selected and the voltages within the area are 
added to obtain the magnitude of an ERP component (Donchin & Heffley, 1978; Luck, 2005). 
One of the major limitations of peak analysis and area measures is that the point(s) at which a 
peak is measured might be influenced by other components due to overlap in space and time. 
Overlap in space is obvious given the far-field nature of the ERP technique. Overlap in time, 
despite the fine temporal resolution of ERPs, is possible because some of the mental operations 
that give rise to different ERP components overlap in time. In other words, mental events that 
occur at a same point in time (simultaneous/parallel processes), unlike mental events that occur 
in succession (serial processes), temporally overlap at the scalp-recorded ERPs. To decompose 
the components that are superimposed on the scalp-recorded ERPs, Donchin (1966, 1969) 
argued that a method that would linearly decompose a multivariate data set into components 
that are modulated by the experimental conditions was appropriate. ERP data are multivariate 
observations wherein different variables are the series of time points at which voltage 
measurements are made between electrodes for each stimulus condition (Donchin, 1966, 
1969). Donchin and Heffley (1978) argued that a method appropriate for decomposing 
multivariate ERP data into underlying components was the principal component analysis (PCA). 
As the incorporation of PCA is one of the methodological highlights of the present study, it will 
be discussed in more detail in subsequent paragraphs. 
As the name implies, the purpose of the PCA is to identify “principal components” in a 
data set. In case of ERPs, PCA reduces the large data points from multiple electrode sites, 
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multiple subjects, experimental conditions and numerous time points into a fewer points that 
best represent each of the ERP components. The aim of spatial PCA is to reduce the 
dimensionality of the space (i.e., replacing data recorded at a large set of electrodes with a 
fewer linear combinations of electrodes). For temporal PCA, the aim is to reduce dimensionality 
of the time based on values at each time point in the target epoch (Spencer, Dien & Donchin, 
2001). Spatial PCA followed by temporal PCA has been common practice in ERP research 
“because scalp distribution is assumed to be a fixed and defining attribute of an ERP 
component, whereas latency can be variable” (Spencer, Dien & Donchin, 2001, p.347). The first 
step in the PCA of ERPs involves creating a variance-covariance matrix for multivariate data set 
(multiple time points, electrodes, participants and experimental conditions). This is a crucial 
step as variability among data points are assessed based on patterns of covariation (Donchin & 
Heffley, 1978). There are different ways the variance-covariance matrix can be calculated 
(Picton et al., 2000). Calculating the association indices by simple multiplication results in a 
cross-products matrix, subtracting the mean of each variable before multiplying the points will 
result in a covariance matrix, and standardizing each point before calculating the indices yields 
a correlation matrix. The cross-product matrix contains the total variance of the data, the 
covariance matrix contains variance related to the experimental manipulations and the 
correlation matrix contains experimental variance for standardized measurements (Picton et al., 
2000). A covariance matrix is commonly used because only components that are affected by 
experimental manipulations are of interest (Picton et al., 2000).   
In the second step of the PCA, linear combinations from the multivariate data are 
determined by eigenvalue decomposition. From the covariance computations obtained from 
step-one, Eigenvalue decomposition successively extracts linear combinations of variables that 
account for the maximum variance at each step (Dien & Frishkoff, 2005). Each linear 
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combination is called a factor (e.g., Spencer, Dien & Donchin, 2001), a latent factor (Dien & 
Frishkoff, 2005), a principal component (e.g., Picton et al., 2000), or a component score 
(Donchin & Heffley, 1978). Picton et al. (2000) suggest that as the initial components account 
for the largest portion of the data, they probably represent the signal and the remaining 
components may account for noise or parts of signals that cannot be distinguished from noise. 
The number of components to retain for further analysis, therefore, depends on where the 
analyst places the cut-off between signal and noise (Picton et al., 2000). To assist in the 
process of determining the number of factors to retain, a scree test is commonly used (see Dien 
& Frishkoff, 2005).  
The original data ERP data set is nonorthogonal as it includes data points that correlate 
and those that do not (Donchin, 1966). Step-two (eigenvalue decomposition) orthogonalizes the 
original data set by extracting linear combinations (factors). Each of the factors obtained from 
step-two could be influenced by more than one ERP component. Therefore, another step is 
required to derive the basic ERP components from these factors (Donchin & Heffley, 1978). This 
is the factor rotation step, wherein, the allocation of variables to factors is restructured to 
increase the likelihood that each factor reflects a single ERP component (Dien & Frishkoff, 
2005). Although there are different rotation options, Varimax rotation better serves this purpose 
as it maximizes the allocation of variance to fewest factors that are still orthogonal to (but 
uncorrelated with) each other (Dien & Frishkoff, 2005; Donchin & Heffley, 1978; Spencer, Dien 
& Donchin, 2001). In Varimax rotation, the retained factors from step-two (eigenvalue 
decomposition) are rotated pairwise with each other iteratively until the changes become trivial 
(Dien & Frishkoff, 2005). The coefficients resulting from Varimax rotation are the component 
loadings. Other than at peaks or troughs, the ERP components contain minimal or zero activity 
(Dien & Frishkoff, 2005; Donchin & Heffley; 1978). This feature can be seen in the loadings 
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from Varimax rotation (loadings tend to be larger at specific regions on the epoch and near to 
zero at other points) likely indicating a true ERP component (Dien & Frishkoff, 2005; Donchin & 
Heffley; 1978). In case of spatial PCA, the component loadings are plotted as scalp 
topographies and in case of temporal PCA, the component loadings are plotted as waveforms 
(Dien & Frishkoff, 2005).  
For more than a decade, PCA has been proven to be useful in disentangling overlapping 
ERP components (e.g., Spencer, Dien, & Donchin, 1999, 2001; Dien, Spencer & Donchin, 2004; 
Arbel & Donchin, 2009). Using PCA, Spencer et al., (1999) showed that the novelty P3 and the 
P300 are distinct components, and Arbel and Donchin (2009) demonstrated that two distinct 
components, the error positivity (Pe) and the P300, are associated with commission of errors.  
In the next sections, the usefulness of the ERP technique in studying neurophysiological 
manifestations of hand and speech movements will be discussed. Subsequently, the need for 
using PCA to address one of the major limitations in previous research on neurophysiological 
indexes of speech motor behavior will be discussed. 
 
1.2 Use of ERPs to Study Neuromotor Control 
The discovery of a negative going EEG waveform that precedes a person’s motor 
response and that peaks close to the onset of the movement (Deecke, Scheid & Kornhuber, 
1969; Gilden, Vaughan & Costa, 1966; Kornhuber & Deecke, 1965; Vaughan, Costa, & Ritter, 
1968) paved the way for studying the timing of motor related neural activation (Kutas & 
Donchin, 1980; Coles, Gratton, & Donchin, 1988). Several movement-related ERP components 
were reported in the sixties: (1) a bilaterally symmetrical (over precentral sites) slow negative 
waveform that preceded hand movement by several hundred milliseconds (Deecke et al., 1969; 
Gilden et al., 1966), (2) a sharp negative waveform that immediately preceded the hand 
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movement and was greater on the precentral scalp site contralateral to the hand making the 
response (Deecke et al., 1969; Gilden et al., 1966), (3) a positive waveform that followed the 
sharp negative waveform and was greater on the precentral site contralateral to the hand 
making the response (Gilden et al., 1966) and (4) a bilaterally symmetrical (over precentral 
sites) positive wave that preceded the hand movement (Deecke et al., 1969). The slow negative 
waveform, the sharp negative waveform and the positive waveform that followed the sharp 
negative waveform were together labeled as “motor potentials” by Gilden and colleagues 
(1966). Deecke and colleagues (1969) labeled the slow negative waveform as “readiness 
potential (RP)”, the sharp negative waveform as “motor potential (MP)” and the positivity that 
preceded the movement as “pre-motion positivity (PMP).”  The functional significance of the 
slow negative waveform and the positive waveforms reported by Gilden et al. (1966) and by 
Deecke et al. (1969) is not well understood. The sharp negative waveform that immediately 
precedes the hand movement, however, has been shown to be specific to motor preparation. 
For instance, in addition to confirming previous findings (Gilden et al., 1966; Vaughan et al., 
1968) that this component is greater on the precentral site contralateral to the hand making the 
response, Kutas & Donchin (1974, 1977) showed that the amplitude of this component 
increased with the force applied while pressing a dynamometer. As this component lateralizes 
based on the responding hand, derivations of these potentials by subtracting right hemisphere 
activity from the left hemisphere activity for right hand movements and vice versa for the left 
hand movements has been labeled as the “lateralized readiness potential (LRP)” by Gratton, 
Coles, Sirevaag, Eriksen & Donchin, (1988). In the present study the term “LRP” will be used to 
refer to the lateralized part of the potentials preceding hand movement regardless of whether 
they are calculated based on an interhemispheric subtraction procedure or not. Given that the 
left motor cortex controls the right hand movements and vice versa, LRPs are believed to be 
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generated by the motor strip (e.g., Eimer, 1998). In their subsequent investigation, Kutas and 
Donchin (1980) varied the degree to which participants could prepare in advance (select the 
target hand) for squeezing a dynamometer. They found that the lateralization of the potentials 
to the side contralateral to the hand making the response began when the participant knew 
which hand was required to respond. This further supported their earlier conclusion (Kutas & 
Donchin, 1974) that LRPs were specific to motor preparation. As far as the optimum recording 
sites are concerned, Kutas and Donchin (1974, 1977, & 1980) showed that the left precentral 
site (C3) and the right precentral site (C4) sufficiently capture LRPs for right hand and left hand 
movements respectively. To eliminate EEG activity unrelated to preparation of a specific limb 
response, Kutas and Donchin (1980) used inter-hemispheric difference wave analysis (C4 
activity subtracted from C3 activity for right hand movements and C3 activity subtracted from 
C4 activity for left hand movements). These electrode sites have been frequently used to 
measure LRPs preceding hand movements. As will be noted later, in addition to measuring ERPs 
related to speech production, the LRP measurement was considered in the present study to 
verify that ERPs specific to motor preparation are present in the participants of this study. 
In the speech production domain, a considerable amount of research aimed at 
elucidating the electrophysiological manifestations of speech motor preparation already exists. 
Results of a few of the earlier investigations (e.g., McAdam & Whitaker, 1971), however, may 
have been confounded by involving tasks that contained linguistic load (e.g., a word generation 
task). Specifically, in speech tasks involving higher linguistic load, disentangling processes 
specific to linguistic processing and those specific to speech motor preparation becomes 
challenging. Studies that have included at least one speech task with minimal linguistic load 
(e.g., repetition of a syllable or word, or humming) also exist in the literature (e.g., Empson, 
1982; Ertl & Schafer, 1967; Galagano & Fraud, 2008; Grabow & Elliot, 1974; Levy, 1977; 
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McArdle, Mari, Pursley, Schulz & Braun, 2009; Morrell & Huntington, 1972; Wohlert, 1993). As 
the focus of this dissertation is on the speech motor related ERPs, each of these studies will be 
summarized in the chronological order of the publication year. Subsequently, findings from 
these studies will be integrated and the key limitation in these studies that led to the present 
study will be discussed.  
Ertl & Schafer (1967), using examples from two of their five participants, reported a 
positive peak latency of 70 to 170 msec, and a negative peak at 0 to 50 msec prior to speech 
onset (as picked up by a microphone) when participants produced the word “tea” at a self-
paced rate. They used C4 (right precentral site) as the recording site, considering it as the site 
on the right motor area (the reference electrode used is not mentioned).   
Given that articulation related movement artifacts can potentially contaminate potentials 
recorded from the scalp, Morrell and Huntington (1972) monitored EMG activity in addition to 
recording potentials from the scalp when participants repetitively produced an utterance (“buh”, 
“uhpeek”, or “pi”). Using data from one of their twelve participants as an example, they showed 
that the EMG activity from the lip was attenuated as the repetition of an utterance increased, 
whereas activity recorded from the scalp (time-locked to mic trigger) stayed stable. They 
recorded data from left and right temporo-parietal sites, left and right Rolandic sites, left and 
right frontal sites, and left and right temporal sites (T3 and T4 per the 10-20 system) using 
either single or linked-ear lobe reference. They considered left and right temporo-parietal sites 
as “overlying the posterior tip of the sylvian fissure, and corresponding to Wernicke’s area on 
the dominant side”, left and right Rolandic sites as “overlying sensori-motor area for the 
articulatory apparatus, i.e., lip, tongue, jaw, throat”, and left and right frontal sites as “overlying 
the third frontal convolution and corresponding to Broca’s area on the dominant side” (p.922). 
Using averaged waveforms from two of their participants as examples, they report “(a) a 
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negative-going wave commencing 200-500 msec before the speech onset and reaching its 
maximum 10-200 msec before phonation and (b) one or more positive-going waves 
commencing at the inflection point marking the cessation of surface negativity” (p.923). This 
negative wave and the positive peak that immediately follows it were reported to be greatest at 
the temporo-parietal sites. Although not prominent, they noted some degree of asymmetry for 
the positive peak (greater on the left rolandic site compared to the right).  
Grabow and Elliot (1974) aimed specifically at investigating whether scalp-recorded 
potentials preceding speech were contaminated by glossokinetic potentials by comparing 
utterances with varying levels of tongue involvement. They recorded EEG activity from fourteen 
participants (11 right handed) by placing electrodes on four locations (left and right precentral, 
9cm inferior from vertex and 2cm anterior to the interaural line; left and right inferior frontal 
areas, 11 cm inferior from vertex and 4 cm anterior to the interaural line); and using a linked-
mastoid reference.  Based on autopsy data from a patient, they reported that the left inferior 
frontal electrode site was over Broca’s area and the electrodes on the precentral sites were over 
the precentral cortex. They compared data across the production of “ba”, “da”, “lilt”, of words 
beginning with “k” (“kangaroo” and “kinetic”), and words beginning with “p” (“principal” and 
“particle”). Grabow and Elliot interpreted the averaged waveforms obtained from the target 
electrodes on the scalp as glossokinetic potentials without providing adequate reasons or 
criterion for doing so. They concluded that glossokinetic potentials contaminate the scalp-
recorded potentials during speech production. If the scalp recorded waveforms they display 
were indeed glossokinetic potentials, then there should have been difference in amplitude of 
the waveforms between “ba” and “da” as the latter requires marked tongue movement 
compared to the former. In the graph they display, however, similar pattern of waveforms can 
be seen both for “da” and “ba.” In their article, the polarity of the waveforms is not indicated, 
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further challenging the interpretation. Overall, Grabow and Elliot (1974) study did not provide 
compelling evidence to prove that scalp recorded ERPs are contaminated by glossokinetic 
artifacts. 
To test the hypothesis that a complex motor skill like speech shows left hemisphere 
specialization, Levy (1977) investigated ERPs time locked to onset of speech (picked up by a 
microphone) across tasks with varying motoric complexity (producing single huff “h”, multiple 
huff “hhhh”, single puff “p”, multiple puff “pppp”, monosyllable “pa”, polysyllabic nonsense 
string “patapute”). He recorded EEG from left and right precentral sites (9cm inferior from 
vertex and 2cm anterior to the interaural line) and from left and right inferior frontal areas (11 
cm inferior from vertex and 4 cm anterior to the interaural line) using a linked mastoid 
reference. In addition to recording EEG, he monitored EMG from the sides of the mouth as well 
as from eye movements. Levy reported greater negativity of the slow potentials preceding 
articulation of complex utterances on the left recording sites than the right recording sites. He 
interpreted this as left hemisphere dominance for complex motor control. As far as the 
morphology of the waveform is concerned, Levy reported that the waveform preceding the 
onset of speech is complex, varying in polarity based on the recording site and possibly based 
on the articulators. Artifact free data from five of his eight participants are displayed in Levy’s 
article as means (and 95% confidence intervals) of voltages integrated in specific time periods.  
As traditional plots (voltage across each time point) are not reported, comparison of results 
from Levy’s study with other studies is challenging.    
Addressing the dispute raised by a few researchers that movement artifacts contaminate 
scalp-recorded potentials during speech production, Empson (1982) argued that investigating 
factors that could specifically modulate potentials preceding speech (e.g., handedness, task 
type: repeating a word versus generating different words) might confirm the origin of these 
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potentials. In this regard, Empson compared EEG time-locked to the onset of speech (picked up 
by a microphone) between a group (6 males and 6 females) of participants who repetitively 
produced the word “yes” and a group of participants (6 males and 6 females) who produced a 
word beginning with every letter of the alphabet. Each group consisted of 6 left handers (3 
males, 3 females). C3, C4, F3 and F4 (10-20 system) were chosen as the recording sites and 
linked-mastoid reference was used. Empson reported greater negativity in the frontal sites than 
central sites. Potentials preceding repetition of the word “yes” were reported to be less negative 
than those preceding word generation trials in -590 to -400 msec window and -390 to -200 ms 
sec window.  It should, however, be noted that the waveform preceding repetitive production of 
“yes” shows a positivity in the graph displayed in the article. It is not clear why it has been 
referred to as a negative waveform. Empson reported greater negativity on the left than the 
right electrode sites in right handers and a reverse pattern, although less pronounced 
asymmetry, in case of left handers. Asymmetry occurred frontally in females and centrally in 
males. It is not clear whether these findings were specific to the word generation task or to the 
repetitive production of “yes” as well. As the slow waves preceding speech were noted to vary 
based on task, gender and handedness, Empson concluded that these were potentials of 
cerebral origin (not contaminated my movement artifacts). 
With aim of clarifying the effects of motor complexity on the RP preceding speech and to 
set basis for potential clinical application of RPs, Wohlert (1993) studied ERPs time-locked to a 
lip EMG trigger when seven female participants performed three tasks: pressing their lips as if 
initiating a swallow, rounding their lips as if saying “u” but without any sound, and saying the 
word “pool” without emphasizing the /l/ sound. To control for respiratory artifact, participants in 
her study were instructed to hold their breath before performing each of the oral motor tasks. 
C3, Cz and C4 were used as the recording sites and linked-ear lobes were used as the reference 
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sites. Participants performed the three tasks on five different sessions. Despite high intersubject 
variability, participants’ responses were found to be relatively consistent across sessions. 
Wohlert found the greatest RP amplitude at the vertex site (Cz) compared to C3 and C4. Also, 
the amplitude at Cz was greater for the speech production task (“pool”) compared to the 
nonverbal oro-motor tasks. Wohlert concluded that, at least for repetitive production of single 
syllable, there is no lateralization.  
Galgano and Froud (2008) aimed at investigating a subcomponent of speech production, 
i.e., voice.  To ensure precise timing of the voicing onset, they time locked EEG to the onset of 
laryngeal vibrations picked up by the electroglottogram when participants produced a hum. 
Furthermore, to record activity preceding voluntary voicing, they randomly presented two cues 
(one for humming and one for just breathing). They measured inhalation and exhalation using a 
nasal telethermometer. They used average referencing for the ERP data. Although they 
acquired multichannel recordings, they studied waveforms from two electrode regions (see 
Figure 1): supplementary motor area (SMA) region and the primary motor (M1) region. As right 
and left M1 regions were combined together for analysis, it is unclear whether there was any 
asymmetry in the waveforms between the hemispheres. Galgano and Froud found that the 
readiness potential (negative going waveform) was greater in amplitude and shorter in latency 
for humming compared to the negative potential that was recorded during exhalation alone. 
Using source localization analysis they found bilateral laryngeal motor areas, cerebellum and the 
bilateral occipital lobe as dipoles for activity before and immediately following phonation onset. 
They report not finding SMA as a dipole possibly due to insufficient separation between SMA 
and M1. 
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Figure 1. Image recreated from Galgano and Fraud (2008). Grey electrodes represented motor 
cortex montage and black electrodes represented SMA montage. 
 
McArdle et al (2009) investigated the effects of motoric complexity and lexical selection 
of the RPs preceding speech. Eighteen right handed participants (8 females) completed three 
tasks: a verbal fluency task (naming items in a specific category), a word reading task 
(participant’s responses from the verbal fluency task presented orthographically) and a simple 
speech task (saying the word “pool” repetitively). They presented the stimuli (naming category, 
word to be read and “pool”) orthographically on a computer screen and time-locked ERPs to the 
earliest source of speech movement. Earliest source of speech movement was reported to be 
determined based on recordings of EMG from lip, electroglottogram, and Doppler imaging of the 
oral activity (for tongue movements). They acquired data from 32-channel electrodes and used 
linked-ear lobe referencing. They compared activity between frontal (F3, F4, Fcz) and central 
sites (C3, C4, Cz) across tasks. For the simple speech task (saying “pool” repetitively), their 
findings were consistent with findings from Wohlert (1993) study wherein Cz had greatest 
amplitude compared to C3 and C4 electrode sites. Reading and verbal fluency tasks (regarded 
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by authors as complex articulations) elicited greater activity at the frontal sites compared to the 
central sites. The verbal fluency task (lexical selection) showed left lateralized asymmetry 
confirming left hemisphere dominance for language.  
Summarizing the research discussed in this section, it can be concluded that ERPs 
related to speech production can be recorded independent of muscle related artifacts. Positive 
peaks over precentral right site (e.g., Ertl & Schafer, 1967) and temporo-parietal sites (e.g., 
Morrel & Huntington, 1972); as well as negative waveforms over precentral sites (e.g., Ertl & 
Schafer, 1967; Wohlert, 1993; McArdle et al, 2009) and temporo-parietal sites (e.g., Morrel & 
Huntington, 1972) are reported to be associated with speech production. The componential 
structure of these positive and negative waveforms is not clear. A few of the studies considered 
linked-mastoid reference and a few considered linked ear-lobe reference. Given the proximity of 
the mastoid sites to speech muscles, it seems reasonable to consider linked-ear lobe references. 
Among studies that used linked-ear lobe reference (McArdle et al., 2009; Morrell & Huntington, 
1972; Wohlert, 1993) a consistent finding is that the RPs preceding speech for a simple speech 
task (e.g., repetitive production of a syllable or a word) shows bihemispheric distribution. A 
technical limitation in all previous investigations is the consideration of pre-determined electrode 
sites (e.g., F3, F4, C3, C4, Cz) assuming that their proximity to motor areas on the cortex 
enables capturing of specific activity from those areas [F3 close to Broca’s area, Cz close to 
Supplementary motor area (SMA), C3 to left motor strip, C4 to right motor strip]. This could be 
problematic because, unlike simple finger movement, speaking is a fine motor skill requiring 
coordination of multiple systems (e.g., respiratory system, phonatory system, articulatory 
system) and muscles. In fact, numerous neural structures have been proposed to be involved 
with speech motor control at different levels of motor processing. In the next paragraph a 
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popular theoretical framework of speech motor control and the neural structures associated 
with different levels of motor control will be discussed. 
Reviewing relevant theoretical and clinical literature, Van der Merwe (2008) postulated a 
theoretical framework underlying speech sensorimotor control that is separate from linguistic 
symbolic planning. Per this framework, the sensorimotor control of speech occurs post 
linguistic-symbolic planning and includes planning, programming and execution of motor 
activity. In the planning stage, the phonological units corresponding to an utterance are 
converted into motor plans and this process is proposed to be led by the left hemisphere. The 
Broca’s area, Wernicke’s area, prefrontal cortex, area 6, SMA, and association areas 5 and 7 in 
the parietal lobe are proposed to play a role in this stage. In the programming stage, 
spatiotemporal and force parameters (such as muscle tone, velocity, direction, range of 
movements) and the sequence of motor programs for muscles of each articulator are specified. 
The SMA, basal ganglia, lateral cerebellum, fronto-limbic system and motor cortex are proposed 
to play a role in this stage. In the motor execution stage, the hierarchy of motor plans and 
programs are delivered to the muscles by the lower motor neurons (final common pathway). 
The SMA, cerebellum, basal ganglia, motor cortex, thalamus, brainstem, peripheral nerves and 
motor units are proposed to play a role in this stage. Although the role of all these neural 
structures in speech production is not precisely established, at this point it is undeniable that 
numerous structures play a role in speech production. 
Given the role of numerous possible neural structures in speech motor control, studying 
ERPs at a few predetermined electrode sites might not provide comprehensive picture of the 
neurophysiological manifestations of speech production. Also, recall from the beginning of the 
chapter that spatial and temporal overlap of ERP components is a frequent problem in ERP 
research. Placing electrodes on SMA and M1 might not only capture activities from these areas, 
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but also activities from other neural structures such as basal ganglia, thalamus, Broca’s area, 
and even more distal generators. It is therefore possible that spatial and temporal overlap of 
ERP components affected the results of previous studies. 
 
1.3 The Present Study 
 To study the componential structure and disentangle any spatially and temporally 
overlapping ERP components related to speech production, the present study incorporated 
multichannel recordings and PCA. To obtain some basis for comparison, the present study 
considered a simple speech task (repetitive production of the word “pool”) that has been used 
in two previous studies (Wohlert 1993; McArdle et al., 2009). The morphology of the waveforms 
reported from the central sites (C3, C4 & Cz) are comparable between these two previous 
studies (Wohlert 1993; McArdle et al., 2009). Another reason for using a monosyllabic repetitive 
speech task was to investigate ERPs specific to the speech motor behavior without considerable 
influence from linguistic processes (e.g., word generation, syntax processing). A hand motor 
task was included in this study to verify that neurophysiological activity specific to motor 
preparation is detectable in participants when a well-established condition for the elicitation of 
hand motor LRPs was utilized. Data from the hand motor task was also used to determine the 
appropriateness of using linked-ear lobe referencing (in comparison to the frequently used 
linked-mastoid reference) and PCA to study activity specific to motor processes.  
For the speech motor task, the present study is novel in the use of a speech-no speech 
paradigm to elucidate activity specific to speech production process. Stimulus-locked ERP 
analysis has not received much attention in previous investigations of speech motor related 
ERPs. To study the time course of RPs, stimulus-locked analysis has proven to be useful in a 
previous study on RPs preceding hand movements (Kutas & Donchin, 1980). In the present 
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study, stimulus-locked ERP analysis plays an important role as response-locked analysis (time-
locked to onset of speech as picked up by a mic) was challenging due to a lack of a precise 
time-locking point across trials.  
Understanding the componential structure of speech motor ERPs has theoretical and 
clinical applications. As discussed before, according to a theoretical framework (Van der Merwe, 
2008), the sensorimotor control of speech occurs post linguistic-symbolic planning and includes 
planning, programming and execution of motor activity. Elucidating ERPs preceding speech 
onset in this study might facilitate investigations on the time course of motor planning, 
programming and execution. Research on speech motor learning and on feedback mechanisms 
(e.g., proprioceptive, tactile-kinesthetic, auditory, and internal feedforward) involved in speech 
production are other areas of research that could benefit from the findings of the present study. 
In the clinical domain, the findings of the present study have potential applications to study 
neuromotor speech control in different types of dysarthria (e.g., hypokinetic dysarthria due to 
Parkinson’s disease, hyperkinetic dysarthria due to Tics, ataxic dysarthria, flaccid dysarthria due 
to cranial nerve damage), apraxia of speech, stuttering, foreign accent syndrome, spasmodic 
dysphonia and muscle tension dysphonia. Also, understanding the attributes of speech motor 
ERPs can pave the way for investigations on different rehabilitative efforts on neural speech 
motor control in clinical populations.  
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CHAPTER TWO: 
METHODS 
 
2.1 Participants 
Twenty three University students volunteered to participate in the present study. 
Participants had no known history of neurological disorders, psychological disorders, hearing 
loss, speech and language disorders, addiction to substances or sleep disorders, and were not 
on any medications. All participants were self-reported monolingual speakers of English. 
Participants signed a consent form to participate and received course credit for their 
participation.  Self-reported handedness was crosschecked using an adapted version (Cohen, 
2008) of the Edinburgh Handedness Inventory (21 participants showed right laterality and 1 
female showed left laterality. One male who reported to be left handed showed middle decile). 
Excluding left handed participants (whose data will be used in subsequent work); data 
presented here includes 21 participants (11 females, 10 males). The mean age of the male 
participants was 21.6 years (SD = 3.9 years). The mean age of the female participants was 
20.3 years (SD = 1.7 years).  
 
2.2 Procedure 
All data collection took place in the Psychology Department at the University of South 
Florida. Participants completed two tasks, a hand motor task and a speech production task in a 
quiet room (unshielded) with air conditioning. The order of the tasks was counterbalanced 
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across participants. All experiments were delivered using E-prime software version 2.0.10. 
Participants were required to perform both of the tasks in one visit and for none of the 
participants did the overall participation time exceeded 2 hours. The same experimenter 
participated in data collection throughout the study. Participants sat in a comfortable chair 
approximately 60 cm in front of a monitor. The data recording and stimulus control apparatus 
were located in an adjacent room. Participants were requested to minimize eye blinks and 
muscular movements while the experiment was running. There was a practice block of 16 trials 
before each of the tasks. If a participant required it due to difficulty with appropriate 
performance during practice, a practice block was repeated (this happened only once for the 
speech condition). There was a break after every 40 trials for each of the tasks. For both tasks, 
the experimenter sat behind the participant and monitored his/her responses. For the hand 
motor task, if there was an incorrect button press, the E-prime software recorded it as an error. 
For speech task, however, experimenter had to monitor for any errors and make note of them.  
During break time, reminders of the instructions (e.g., to minimize the head movements while 
speaking) were provided when required.  
2.2.1 Task 1 (Hand motor task) 
Participants were asked to press a button with their right or left hand according to the 
color of the frame (light brown or white) that appeared on the computer screen. Each 
participant completed 200 trials (100 presentations of light brown and 100 of white). The color-
hand assignment was counterbalanced across participants. Participants were instructed to work 
fast and to avoid making errors. Recall from the previous chapter that the intention of including 
this task was to provide a control measure to verify that lateralization is detectable in our 
participants when a well-established condition for the elicitation of LRPs is utilized. 
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Figure 2. Sequence of events for the hand motor task. If the participants did not make a 
response within 1200ms of stimulus presentation, next event (blank screen) was presented. 
 
2.2.2. Task 2 (Speech motor task) 
Participants were instructed to say the word “pool” or withhold their response based on 
the color of a colored frame (the color-response assignment was counterbalanced). Similar to 
the hand task, brown and white colored frames were used. These neutral colors were chosen to 
minimize any semantic priming (e.g., a blue colored frame could signal the prompt for saying 
the word “pool” as pool water appears blue, a red color could signal “stop” and a green could 
signal “go”). Each participant completed 200 trials (100 presentations of speak condition and 
100 of don’t speak condition). Grozinger, Kriebel and Kornhuber (1974) warn that a respiratory 
wave (R-wave) can contaminate ERPs recorded during language production tasks. To overcome 
this, Wohlert (1993) instructed participants to hold their breath before speaking. To mimic 
natural speech production as much as possible, participants were not instructed to hold their 
breath prior to producing an utterance in this study. Also, findings from Wohlert (1993), who 
reports controlling for R-wave, and McArdle et al. (2009), who does not control for R-wave, are 
comparable. To minimize artifacts, participants were instructed to gently produce the word 
without too much facial movement (described to them as “robotic like” production). The 
experimenter demonstrated this manner of production. Participants were instructed to work as 
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fast as possible and to maintain the pace throughout. A head-set mic was used to maintain the 
distance between the mic and the mouth (1-2 inches) at a constant distance throughout the 
experimental block. The experimenter made note of any errors which were later excluded from 
the analysis. Choice substitutions (e.g., saying the word “pool” when supposed to withhold it 
and vice versa), delayed response (e.g., realizing after the colored frame had disappeared that 
the word “pool” was supposed to be produced), syllable repetitions (e.g., saying “poo pool”), 
word substitutions (e.g., saying “okay” for “pool”) and other body movements during speaking 
(e.g., leg movement occurring within the vicinity of speech production) were all considered as 
errors.  
 
Figure 3. Sequence of events for the speech task.  If the participants did not make a response 
within 1200ms of stimulus presentation, next event (blank screen) was presented. 
 
2.3 ERP Recording and Analysis Procedures 
The Electrical Geodesics Inc.’s (EGI; Eugene, OR) Geodesic EEG System 400 was used 
to acquire dense-array electroencephalogram (EEG) data. The EEG was recorded using 128-
channel HydroCel Geodesic Sensor Nets from EGI. The 129th electrode was the vertex electrode 
(Cz) used as the on-line reference site. Sensor nets of different sizes were used to match the 
varying headsizes of the participants. EEG was continuously recorded at a 250-Hz sampling rate 
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without any online filtering. The electrode impedances were kept below 90 kΩ. The EEG data 
were preprocessed offline using the Netstation software. Data was subjected to first order high 
pass filtering of 0.1 Hz. Bad channels were replaced using a mathematical interpolation 
approach that is part of the software. Data were then filtered at 10 Hz low pass filter. For 
response-locked ERP analysis, filtered data were segmented into epochs extending 600 ms 
before and 400 ms from the onset of the stimulus. For stimulus-locked ERP analysis, filtered 
data were segmented into epochs extending 200 ms before and 1000 ms from the onset of the 
stimulus. An algorithm developed by Gratton, Coles, and Donchin (1983) for ofﬂine removal of 
ocular artifacts was used to correct for eye movements and blinks. This algorithm was 
implemented through the Netstation software. Artifact corrected trials were then visually 
inspected and segments judged to be too noisy were rejected and segments judged to be good 
(but marked bad by an automatic artifact detection tool) were included. Baseline correction was 
performed on the first 200 ms of each epoch (-200 to 0 ms of the time-window for stimulus-
locked analysis and -600 to -400 ms of the window for response-locked analysis). Averages of 
the ocular-corrected and artifact-free epochs were calculated for each condition (see Table 1 
and 2). The averaged EEG epochs were re-referenced (to linked-mastoid or linked-ear lobe as 
will be discussed in the results section). The re-referencing generated waveforms from the 129th 
channel (Cz). 
 
Table 1. Clean trials used for averaging data from the manual task. 
 
 Response-locked Stimulus-locked 
Right Left Right Left 
Mean Number of Trials 81.67 83.05 82.24 82.76 
SD 7.68 6.22 5.66 5.71 
Minimum Number of Trials 62.00 67.00 71.00 70.00 
Maximum Number of Trials 91.00 89.00 90.00 89.00 
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Table 2. Clean trials used for averaging data from the speech task. 
 Response-locked 
Speech 
Stimulus-locked 
Speech No-speech 
Mean Number of Trials 71.19 84.43 87.48 
SD 19.53 7.38 6.41 
Minimum Number of Trials 25 71.00 71.00 
Maximum Number of Trials 93 95.00 98.00 
 
A spatial-temporal principal component analysis (PCA) was used to reduce the spatial 
dimensionality of the data (from 129 electrodes in this study) and to separate overlapping 
components (Spencer, Dien & Donchin, 2001). Joseph Dien’s ERP Toolkit (Dien, 2010) and 
MATLAB were used to perform the PCA. In spatial PCA, the covariance between electrode sites 
across time points of the averaged waveforms (from each participant and each condition) 
yielded factor scores (Arbel & Donchin, 2009; Spencer et al., 2001). These spatial scores were 
then computed across time points (for each participant and for each condition) to obtain virtual 
ERPs (Spencer et al., 2001). To reduce the temporal dimensions, factor scores from spatial PCA 
across time points (conditions and participants) were subjected to temporal PCA.  The first 12 
factors for spatial PCA and the first 6 factors for temporal PCA were considered for VARIMAX 
rotation (with Kaiser normalization). Based on visual inspection of the morphology of the 
waveforms and the scalp distributions, it appeared that all relevant components (as will be 
noted in the results section) were identified within these factors. The spatio-temporal factor 
scores obtained post spatio-temporal PCA served as amplitude measures for comparison across 
conditions. 
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CHAPTER THREE: 
RESULTS 
 
3.1 Hand Motor Task 
3.1.1 Behavioral results 
Participants committed minimal errors in the hand motor task (right error: mean 
percentage = 3.2%, SD=3.3%, left error: mean percentage = 2.8%, SD = 3.1%) and these 
trials were excluded form analysis. There was no significant difference between the rate of left 
hand and right hand errors committed (two tailed paired t-test, t (20) = 0.83, p = 0.41). 
Average reaction time (RT) for right hand and left hand button press were separately calculated 
for each participant. Mean individual RT from each of the participants was averaged together to 
obtain grand average RT (see Figure 4). No significant differences between right and left hand 
reaction time were noted (two tailed paired t-test, t (20) = 0.43, p = 0.66). 
 
 
Figure 4. Grand average RT (average of mean individual RT from each participant) for right 
and left hand button press. 
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3.1.2 ERP results 
After artifact rejection and eliminating trials with errors, at least 62% of the trials were 
available for averaging trials from each of the conditions (right and left) for both response and 
stimulus-locked analysis (see Table 1). Linked-mastoid reference has often been the choice of 
reference in previous studies on RPs preceding hand movements. As mentioned before, this 
reference may not be appropriate for analyzing speech motor data due to the proximity of the 
mastoid sites to speech muscles. To determine whether LRPs referenced to linked-ear lobe yield 
comparable results to LRPs referenced to linked-mastoid sites, data from the hand motor task 
were exclusively analyzed for these two reference choices (see Figure 5 and 6). 
 
 
 
Figure 5. Grand average response locked LRPs. Interhemispheric difference (C3-C4) waves for 
(A) data referenced to linked ear-lobes and (B) for data referenced to linked–mastoids. 
 
 
Results clearly show left hemisphere lateralization of right hand movement related 
activity consistent with previous studies. Left hand movements, on the other hand, do not show 
clear right hemisphere lateralization (see Figure 5 & 6) when data is analyzed using the 
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interhemispheric difference wave technique. The peak latency of the grand average stimulus-
locked LRPs (see Figure 6) for right hand movements is closer to the grand mean RT for the 
same hand (see Figure 4). 
 
 
 
Figure 6. Grand average stimulus-locked LRPs. Interhemispheric difference (C3-C4) waves for 
(A) data referenced to linked ear-lobes and (B) for data referenced to linked–mastoids. 
 
A PCA was employed to study the componential structure of the ERPs related to hand 
movement. As no difference (see Figure 5 and 6) between data from linked-ear lobe reference 
and data from linked-mastoid reference was noticed, linked-ear lobe reference was considered 
for rest of the analysis.  
The averaged response-locked data for each of the 129 electrodes, for 250 time points, 
for each of the conditions (right hand and left hand button press) for each of the participants 
was subjected to a spatial PCA.  12 spatial factors were rotated accounting for 96.39% of the 
variance in the data. The resulting matrix consisting of 10500 rows (250 sampling points for 21 
participants across 2 conditions) and 12 columns (12 spatial factors) was subjected to a 
temporal PCA. 6 temporal factors were rotated accounting for 92.93% of the variance in the 
data. From the results of spatial PCA, five components of interest (see Figure 7, 8 and 9) were 
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noted. A frontal positivity (from SF1) accounting for 28.48% of variance, and a posterior 
positivity (from SF2) accounting for 25.59% variance, did not show noticeable differences 
between right and left hand movements (see Figure 7).  
 
 
Figure 7. Grand average response-locked virtual ERPs from (A) spatial factor 1 (SF1) and (B) 
from spatial factor 2 (SF2). 
 
Further research is required to determine whether the positive components (SF1 and 
SF2) noted in the present study (see Figure 7) are specifically related to motor processes. 
Deecke et al. (1966) reported a pre-motion positivity that begins about 86 ms before the onset 
of movement and is bilaterally symmetrical. It is possible that the pre-motion positivity reported 
by Deecke et al (1969) and the two positive components noted in this study are similar 
components.   
A slow negativity, for both right hand and left hand movements was noted from spatial 
factor (SF4) showing a posterior distribution (see Figure 8). This factor accounted for 11.98% 
variance. Additional research is needed to determine the significance of these waveforms. 
29 
 
Figure 8. Grand average response-locked virtual ERPs from spatial factor 4 (SF4). 
 
The segment of RP (i.e., the LRP) that peaks very close to the onset of movement and 
that is greater on the central scalp site contralateral to the hand making the response (Kutas & 
Donchin, 1974, 1977, and 1980) was noted in the PCA results (see Figure 9 and 10). SF7 (left 
lateralized component), accounting for 1.10% of the variance, shows the LRP for both right and 
left hand movements (see Figure 9). Electrodes 27 to 69 (for montage, see Figure 29) 
predominantly defined this component. Visual inspection of averaged ERPs (prior to PCA) from 
these electrodes did not resemble the virtual ERP from SF7, indicating that overlapping 
components can affect recording of LRPs from individual electrode sites. 
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Figure 9. Grand average response-locked virtual ERPs from spatial factor 7 (SF7). This graph 
shows potentials lateralized to left hemisphere (SF7) for both right hand and left hand 
movements. 
 
SF8 (right lateralized), accounting for 1.08% of the variance, shows the LRP for left 
hand movements only (see Figure 10, A). Of the 6 temporal factors from SF8, temporal factor 3 
(see figure 10, B) corresponded to the LRP waveform noted in the virtual ERP from SF8 (see 
Figure 10, A).  Temporal factor 3 accounted for 0.16% of the variance. Electrodes 85 to 124 
(for montage, see Figure 29) predominantly defined this component. Visual inspection of 
averaged ERPs (prior to PCA) from these electrodes did not resemble the virtual ERP from SF8, 
indicating again that overlapping components can affect recording of LRPs from individual 
electrode sites. Repeated measures of ANOVA revealed significant differences (p<0.05) 
between the TF3SF8 scores [F (1, 20) = 18.8, p =0.0003] between right hand and left hand 
movements. This is in agreement with previous reports that the amplitude of the potentials 
immediately preceding left hand movements is greater over the right hemisphere. 
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Figure 10. (A) Grand average response-locked virtual ERPs from spatial factor 8 (SF8). Results 
show lateralization of potentials to right hemisphere for left hand movements. (B) Temporal 
factor 3 (TF3) from SF8 that reflects the LRP for left hand movement. (C) Mean factor score 
reveals greater negative amplitude of this component for left hand movements compared to 
right hand movements.  
 
3.2 Speech Motor Task 
3.2.1 Behavioral results 
The experimenter monitored the performance of each participant and the timing of the 
microphone trigger (the colored frame disappeared as soon as the response was picked up or 
after 1200 ms). On many trials the microphone failed to register a response even though the 
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response appeared to be loud enough. Compared to male speech production, female speech 
production encountered greater frequency of mic trigger issues (see Figure 11). In regards to 
this observation, post data collection, the number of trials that the microphone picked was 
compared between males and females and the difference was found to be statistically 
significant (unpaired one-tailed t-test: t (19) = 3.05, p =0.0066). This difference could be due 
to greater amount of acoustic energy (intraoral pressure) projected by male participants 
compared to female participants. 
 
 
Figure 11. Gender differences in the number of trials picked up by mic. 
The number of errors committed during the speaking condition (e.g., saying “puh pool”, 
major body movement along with speaking, saying “okay..pool”) by the participants were very 
minimal (mean percentage = 0.30%, SD =0.56%, highest number of errors committed by a 
participant =2) and these trials were excluded from every analysis. The number of errors 
committed on the no-speaking condition (e.g., saying “pool” when supposed to withhold the 
response) were very minimal (mean percentage =0.17%, SD=0.39%, highest number of errors 
committed by a participant =1) as well and these trials were excluded from every analysis. 
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Microphone trigger issues could have affected precise RT measurement. Due to inclusion of a 
higher number of trials (100 for the speech condition), however, it is likely that a close estimate 
of the mean RT (see Figure 12) was obtained. This is further confirmed by comparing the 
latency of the peak of the ERP waveform to the mean grand average RT (see Figure 14). 
 
 
 
Figure 12. Grand average RT (average of mean individual RT from each participant) for the 
speaking condition. 
 
 
3.2.2 ERP results 
A low-pass filtering of 10 Hz was used to prevent EMG activity from contaminating scalp-
recorded potentials. van Boxtel (2001) reported that facial muscle EMG mainly include 
frequencies from 15 -25 Hz to 400-500 Hz.   
After artifact rejection, eliminating trials with errors and losing trials due to mic-trigger 
issues, at least 25 trials per participant were available for averaging response-locked ERPs (see 
Table 2) for the speaking condition (mean = 71.19 trials, SD = 19.53, range = 25 to 93 trials). 
As electrode sites C3, Cz, and C4 were the commonly chosen recording sites in the previous 
studies, these sites were chosen for initial visual inspection. Greater activity on the C4 (right 
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central) electrode compared to C3 and Cz was noted (see Figure 13). This is contrary to 
findings from Wohlert (1993) and McArdle et al. (2009) who reported greater activity at Cz 
while also using linked-ear lobe reference. Differences in the task implementation in the present 
study versus these studies might account for this difference. Participants in Wohlert’s (1993) 
study produced the word “pool” without any external stimulus prompt and participants in the 
study by McArdle et al. (2009) were presented with the word “pool” orthographically on screen. 
In the present study, participants uttered the word “pool” or withheld their response based on 
the identity of the colored frame presented on the screen.   
 
Figure 13. Grand average response locked ERPs from central sites (C3, Cz, C4). 
Visual inspection of the response-locked ERPs (see Figure 13) reveals that the peak of 
the RPs lacks sharpness compared to the waveforms from previous studies (Wohlert, 1993; 
McArdle et al., 2009). This is likely due to latency jitter resulting from imprecise time-locking of 
the ERPs to the onset of speech in the present study compared to previous studies (Wohlert, 
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1993; McArdle et al., 2009). One solution to this problem is to look at stimulus-locked ERPs 
which would provide a larger number of trials for analysis. As it was a repetitive task and 
participants were instructed to work as fast as possible and to maintain the pace throughout, it 
is reasonable to expect some degree of consistency in the timing of elicitation of the speech 
motor related ERPs relative to the stimulus. Therefore, stimulus locked analysis was considered 
to investigate the time course of the RP preceding speech. Stimulus-locked RP analysis has 
proven to be useful in a previous study on RPs preceding repetitive hand movements (Kutas & 
Donchin, 1980). Also, time locking the ERPs to the stimulus enabled comparisons between 
speech and no-speech conditions (not possible in case of response locked analysis as there is 
no response for the no-speech condition).  
For stimulus-locked ERP analysis, after rejecting artifacts and eliminating erroneous 
trials, at least 71% of the trials were available (see Table 2) for each of the conditions 
(speaking and no-speaking). Stimulus-locked ERP analysis (see Figure 14) shows a positive 
peak and a slow negative wave (peaking about 550 ms) following stimulus onset. The negative 
waveform appears to be very specific to the speaking condition. This negative waveform is 
greatest at C4 (compared to C3 and Cz), F4 (compared to F3 and Fz), T4 (compared to T3) and 
at Pz (compared to P3 and P4) (see Figure 14: A, B, C & D). The latency of the peak of the 
negative wave is closer to the grand mean RT (570.49 ms) possibly indicating its close 
association with the speaking condition.  
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Figure 14. Grand average stimulus-locked ERPs across conditions from (A) central electrode 
sites, (B) frontal electrode sites, (C) temporal electrode sites and (D) parietal electrode sites. 
 
A PCA was employed to study the componential structure of the ERPs specific to 
speaking and to evaluate whether the waveforms recorded at individual electrode sites are 
affected by any spatially and temporally overlapping components. The averaged response-
locked data for each of the 129 electrodes, for 250 time points, for the speaking condition, and 
for each of the participants was subjected to a spatial PCA.  12 spatial factors were rotated 
accounting for 96.85% of the variance in the data. The resulting matrix consisting of 5250 rows 
(250 sampling points for 21 participants across 1 condition) and 12 columns (12 spatial factors) 
was subjected to a temporal PCA. 6 temporal factors were rotated accounting for 96.03% of the 
variance in the data.  Based on visual inspection, three spatial distributions of interest 
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(prominent activity) were studied. Spatial factor 2 (SF2), accounting for 18.69% of the 
variance, was a right fronto-central component that showed a positive peak prior to the onset 
of speech and a negative wave peaking close to the onset of speech (see Figure 15). Temporal 
PCA separated the positive (accounting for 0.96% of the variance) and negative component 
(accounting for 2.29% of the variance) from this spatial factor (see Figure 16). 
 
Figure 15. Grand average response-locked virtual ERP from spatial factor 2 (SF2) 
 
 
Figure 16. Temporal factors from spatial factor 2 (SF2). (A) Temporal factor 3 (TF3) 
accounting for the positive waveform portion of the virtual ERP from SF2 (B) Temporal factor 2 
(TF2) accounting for the negative waveform portion of the virtual ERP from SF2. 
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To determine if the components from SF2 were related to motor preparation, correlation 
between the factor scores of these components and the mean reaction time (RT) from each 
participant was assessed using Pearson’s product-moment correlation. A weak negative 
correlation between TF2SF2 (negative component) and mean RT, and a weak positive 
correlation between TF3SF2 (positive component) and the mean RT were found. 
 
 
 
Figure 17. Correlation between mean RT and factor scores. (A) Correlation between mean RT 
and TF3SF2 scores (positive component). (B) Correlation between mean RT and TF2SF2 scores 
(negative component). 
 
 
Spatial factor 3 (SF3) was a posterior component manifesting as a slow negative wave in 
the virtual ERP beginning several hundred ms before the onset of speech and peaking close to 
the onset (see Figure 18). SF3 accounted for 18.03% of the variance. Temporal factor 2 (TF2), 
accounting for 7% of the variance, corresponded to the slow negative wave from the SF3 
virtual ERP (see Figure 20). A moderate significant (p<0.05) correlation between TF2SF3 scores 
(negative component) and the meant RT was found (see Figure 19), possibly indicating (in 
conjunction with visual inspection of the morphology of the waveform) that the posterior 
component manifesting as a slow negative wave is an index of speech motor preparation.  Also, 
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RPs for the production of the word “pool” showed a slow negative waveform (when linked-ear 
reference was used) in Wohlert (1993) and McArdle et al. (2009). Compared to these studies 
however, the RPs preceding speech in the present study lacks a sharper peak possibly due to 
latency jitter. 
 
Figure 18. Grand average response-locked virtual ERP from spatial factor 3 (SF3) 
 
Figure 19. (A) Temporal factor 2 (TF2) from spatial factor 3 (SF3). (B) Correlation between 
TF2SF3 scores and mean individual RT. 
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Spatial factor 7 (SF7) was a left-lateral component manifesting as a small amplitude 
positive waveform peaking close to the onset of speech (see Figure 20). SF7 accounted for 
1.67% of the variance. Temporal factor 4 (TF4), accounting for 0.04% of the variance, 
corresponded to the positive wave from the SF7 virtual ERP (see Figure 21). A weak negative 
correlation between TF4SF7 scores (positive component) and the meant RT was found (see 
Figure 21). 
 
 
Figure 20. Grand average response-locked virtual ERP from spatial factor 7 (SF7) 
 
Figure 21. (A) Temporal factor 4 (TF4) from spatial factor 7(SF7). (B) Correlation between 
TF4SF7 scores and mean individual RT. 
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To further confirm which of the components obtained from response-locked analysis 
were specific to speech production, a PCA was performed on stimulus locked data. Stimulus-
locked data analysis allowed for comparisons between speech and no-speech conditions. The 
averaged stimulus-locked data for each of the 129 electrodes, for 300 time points, for each of 
the conditions (speech and no-speech), and for each of the participants was subjected to a 
spatial PCA first.  12 spatial factors were rotated accounting for 96.18% of the variance in the 
data. The resulting matrix consisting of 12600 rows (300 sampling points for 21 participants 
across 2 conditions) and 12 columns (12 spatial factors) was subjected to a temporal PCA. 6 
temporal factors were rotated accounting for 94.57% of the variance in the data. The three 
components (right fronto-central positive followed by negative, posterior negative and left-
lateral positive) obtained from PCA of response-locked data, were also observed following 
stimulus-locked PCA. The right fronto-central component accounted for 23.56% of variance in 
the data. Visual inspection of this component (see Figure 22) shows a positive peak between 
300 ms and 400 ms for both speaking and no-speaking conditions, whereas the slow negativity 
peaking close to 600 ms is only seen for the speaking condition. Both these components were 
separated using temporal PCA. Temporal factor 2 (see Figure 23, A), accounting for 4.68% of 
variance, corresponded to the positive component. Temporal factor 3 (see Figure 23, B), 
accounting for 1.40% of the variance, corresponded to the negative component. Statistical 
analysis, however, did not reveal significant differences between speaking and no-speaking 
conditions for the positive component [F (1, 20) = 3.59, p =0.073] or the negative component 
[F (1, 20) = 3.07, p =0.095] 
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Figure 22. Grand average stimulus-locked virtual ERP from spatial factor 2 (SF2).  
 
 
 
Figure 23. Temporal factors from SF2. (A) Temporal factor 2 (TF2) corresponding to the 
positive peak noted in the SF2 virtual ERP. (B) Comparison of mean factor scores from TF2SF2 
(positive component) for speech and no-speech condition (C) Temporal factor 3 (TF3) 
corresponding to the slow negative wave noted in the SF2 virtual ERP. (D) Comparison of mean 
factor scores from TF3SF2 (negative component) for speech and no-speech condition 
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Visual inspection of the posterior component (see Figure 24) shows a slow negative 
wave starting at around 250 ms and peaking at about 500 ms only for the speaking condition. 
This component accounted for 22.12 % of the variance. Temporal factor 1 (see Figure 25), 
accounting for 10.03% of the variance, corresponded to this slow negative waveform. The 
latency of the peak of this component is 576 ms (see Figure 25, A) which is close to the grand 
mean RT (see Figure 12) of 570.49 ms. Repeated measures of ANOVA revealed significant 
differences (p<0.05) in the amplitude of this component [F (1, 20) = 14.2, p =0.001] between 
speaking and no-speaking conditions. Recall that (see Figure 19, B) this was the only 
component obtained from the response-locked ERP analysis that showed significant moderate 
correlation with individual mean RT. Taken together, the morphology of this waveform and 
moderate correlation of the amplitude of this component with mean RT, is suggestive of an 
electrophysiological manifestation of speech preparation.  
 
 
Figure 24. Grand average stimulus-locked virtual ERP from spatial factor 3 (SF3) 
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Figure 25. (A) Temporal factor 1 (TF1) corresponding to the slow negative wave noted in the 
SF3 virtual ERP. (B) Comparison of mean factor scores from TF1SF3 (slow negative component) 
for speech and no-speech condition 
 
Visual inspection of the left-lateral component (see Figure 26) shows a positive wave 
peaking at around 450 ms only for the speaking condition. This component accounted for 
2.69% of the variance. Temporal factor 2 (see Figure 27, A), accounting for 1.15% of variance, 
corresponded to this positive peak. As the peak latency of this component is 516 ms (see Figure 
27, A), which is before the onset of speech (RT= 570.49ms), it could be related to a process 
that precedes actual speech motor preparation. Repeated measures ANOVA revealed significant 
differences (p<0.05) in this component [F (1, 20) = 5.62, p =0.028] between speaking and no-
speaking conditions.  
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Figure 26. Grand average stimulus-locked virtual ERP from spatial factor 5 (SF5) 
 
 
Figure 27. (A) Temporal factor 2 (TF2) corresponding to the slow negative wave noted in the 
SF5 virtual ERP. (B) Comparison of mean factor scores from TF2SF5 (positive component) for 
speech and no-speech condition 
 
Given the proximity of the left-lateral scalp distribution (see Figure 26) to speech 
muscles, whether this positive component reflected neural activity or EMG was investigated 
next.  Morrell and Huntington (1972) showed that the EMG activity from the lip was attenuated 
as over repeated productions of an utterance, whereas activity recorded from the scalp stayed 
stable. To this end, the stimulus-locked trials were split into two halves and the averages from 
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each half, from each participant, were subjected to PCA (see Figure 28). As the response-locked 
analysis of speech was compromised by a reduced number of marked trials (due to mic trigger 
issues), stimulus-locked trials were considered for split-half analysis. Comparison of the grand 
average of the two halves for all three components revealed stability of the morphology over 
time, suggesting these recordings are of neural origin. 
 
 
Figure 28. Split-half trial analysis of stimulus-locked ERPs. (A) Posterior slow negative 
component. (B) Right fronto-central positive and negative component. (C) Left-lateral positive 
component. 
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Split-half analysis of activity from the right and left masseter sites (see Figure 29), on 
the other hand, did not show stable activity (see Figure 30). Activity from right masseter 
reduced from the first half to the second half of the data. Activity from the left masseter did not 
show this trend probably indicating neural activity from left hemisphere superimposing on EMG 
artifacts. 
 
Figure 29. Electrodes circled in red were placed on or very close to the masseter muscles to 
monitor EMG. 
 
 
Figure 30. Split-half analysis of stimulus-locked activity from left and right masseter sites  
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To further confirm that the left-lateral component was not predominantly a reflection of 
EMG activity, activity from electrodes close to right and left masseter muscles were compared 
across two frequency bands: 0.1 Hz to 10 Hz (the setting used for all the ERP analysis 
discussed before) and 20 Hz to 125 Hz (to allow some EMG activity). Note that as the sampling 
frequency was 250 Hz, to assess some muscle activity, 125 Hz was chosen as the maximum HF 
cut-off (Nyquist frequency for 125 Hz = 250 Hz). Optimum EMG recording, however, requires 
even higher HF cut-off (e.g., Wohlert 1993; Morrell & Huntington; 1972). Therefore, this limited 
frequency band EMG analysis should be considered with caution. Comparing averaged 
response-locked and stimulus-locked activity from left and right masseter sites for data filtered 
through 0.1Hz to 10 Hz showed greater activity on the left masseter site (see Figure 30). This is 
contradictory to behavioral studies showing greater degree of lip opening on the right side 
during speech production (which has been interpreted as left hemisphere dominance for speech 
production) (Graves, Goodglass, & Landis, 1982; Hausmann, Behrendt-Korbitz, Kautz, Lamm, 
Radelt and Gunturkun, 1998). In line with this, to check if there was greater degree of right 
EMG activity, activity from left masseter and right masseter sites were compared for data 
filtered through a higher frequency band (20 Hz to 125 Hz). Consistent with behavioral studies 
showing greater lip opening on the right side, greater EMG activity on the right masseter site 
was noted in the grand averaged response-locked and stimulus-locked waveforms in the higher 
frequency range (see Figure 31). 
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Figure 30. Comparing activity between left masseter and right masseter sites for data filtered 
through 0.1Hz to 10 Hz. (A) Response-locked data. (B) Stimulus-locked data. 
 
 
Figure 31. Comparing activity between left masseter and right masseter sites for data filtered 
through 20 Hz to 125 Hz. (A) Response-locked data. (B) Stimulus-locked data. 
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CHAPTER FOUR: 
DISCUSSION 
 
4.1 Discussion of the Results 
The main aim of the present study was to elucidate the componential structure of ERPs 
related to speech production. In the present study, multichannel data collected from 
participants who performed a speech versus no speech paradigm was subjected to a PCA. A 
hand motor task was also included to confirm that ERPs specific to motor preparation could be 
recorded from our participants and to determine the appropriateness of using linked-ear lobe 
reference and PCA for this purpose. Response-locked and stimulus-locked analysis of data form 
the hand motor task were analyzed using the interhemispheric difference wave analysis 
technique (Kutas & Donchin, 1980) for data referenced to linked-ear lobe and linked-mastoid 
sites. No difference in the results based on the choice of reference was noticed. Given that 
mastoid sites are closer to speech muscles; linked-ear lobe reference was deemed appropriate 
for analyzing data from the speech motor task. As far as LRPs specific to hand movements were 
concerned, interhemispheric difference wave analysis indicated that right hand movements 
lateralized to the left hemisphere and left hand movements (to a lesser degree) lateralized to 
the right hemisphere. The PCA showed that the LRP specific to left hand movements lateralized 
to both left and right hemispheres, whereas the LRP specific to right hand (dominant hand) 
movements lateralized predominantly to the left hemisphere. This finding highlights the 
limitation of relying only on interhemispheric difference wave analysis for interpreting LRPs.  
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The left hemisphere lateralization (in addition to the right hemisphere) of the LRP specific to left 
hand movements is in line with the notion that the left hemisphere is dominant for praxis 
regardless of the responding hand (e.g., Kimura, 1993).  Evidence in support of this notion 
came from the clinical finding that left hemisphere stroke caused apraxia of both right and left 
hand movements (e.g., Kimura, 1993).  Functional magnetic resonance imaging (fMRI) studies 
have provided some confirmation to this theory by showing that ipsilateral (hemisphere on the 
same side of the responding hand) activation for complex (tapping thumb to each finger) left 
hand movements is greater than the ipsilateral activation for the right hand movements (e.g., 
Li, Yetkin, Cox, & Haughton, 1996; Singh et al., 1998). The present study shows that, even for 
simple movements (i.e., button press), left hand elicits ipsilateral activation (left hemisphere 
activation) in addition to contralateral (right hemisphere) activation. It should, however, be 
noted that previous studies (e.g., Kutas & Donchin, 1974, 1977, 1980) have not seen ipsilateral 
activation for left hand movements to an extent noticed in the present study. It is not clear 
whether differences in task between the present study and previous studies accounts for this 
discrepancy. In Kutas & Donchin (1974, 1977), stimuli consisted of transilluminated circle which 
participants had to extinguish by finding an appropriate force level while squeezing a 
dynamometer. In their study each experiment required only one hand to respond. In Kutas & 
Donchin (1980), there were 6 tasks. Of relevance to the present study were the tasks that 
required the participants to choose the responding hand. In these tasks, the hand responses 
were assigned to different tones. Contrary to these tasks, in the present study, hand responses 
were assigned to colored frames. Further research is required to determine whether the nature 
of stimuli that the responses are coupled with has an impact on the degree of ipsilateral and 
contralateral hemispheric activation during manual tasks. Also, in previous studies (Kutas & 
Donchin, 1974, 1977, 1980) all participants were males. In the present study both males and 
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females were included. Further research is required to determine whether ipsilateral activation 
for simple left hand movements varies with gender. It was beyond the scope of the present 
study to differentially analyze data from males and females as the main aim of the present 
study was to study the componential structure of ERPs related to speech production. 
In addition to the components showing LRPs for right and left hand movements, PCA 
also revealed other components: a right-central positivity, a posterior positivity, and a posterior 
slow negative waveform (for both right hand and left hand movements). Although multiple 
components related to hand motor behavior have been reported before (Deecke et al., 1969; 
Gilden et al., 1966), the present study contributes to the understanding of the componential 
structure of different components. Further research is required to understand the functional 
significance of these components. 
For the speech motor task, the present study demonstrates that overlapping 
components affect measurement of speech motor related ERPs from individual electrode sites. 
When stimulus-locked activity from individual electrodes (C3, C4, Cz, F3, Fz, F4, P3, Pz, P4, T3 
& T4) were compared, a slow negative waveform was apparent only for the speaking condition. 
This negative waveform peaked close to the onset of speech and was greater at C4 (compared 
to C3 and Cz), T4 (compared to T3), F4 (compared to F3 and Fz) and Pz (compared to P3 and 
P4). PCA, however, demonstrated that waveforms obtained from these individual electrodes 
were influenced by overlapping ERP components. PCA revealed that two components showed 
significant differences between the speaking and no speaking conditions: a posterior slow 
negative waveform and a left lateralized positive peak. The morphology (negativity starting a 
few hundred ms before the onset of speech and peaking close to the onset) of the slow 
negative waveform from the posterior scalp distribution and significant moderate correlation of 
the amplitude of this waveform with mean individual RT suggests that it is a possible index of 
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speech motor preparation. As discussed in the introduction section, a technical limitation in 
previous investigations was relying on pre-determined electrode sites (e.g., F3, F4, C3, C4, Cz) 
assuming that their proximity to motor areas on the cortex enabled capturing of specific activity 
from those areas [F3 close to Broca’s area, Cz close to Supplementary motor area (SMA), C3 to 
left motor strip, C4 to right motor strip]. The present study, however, shows that the RP 
preceding speech is greatest at posterior electrode sites.  
The amplitude of the left-lateral positive component that showed significant difference 
between the speaking and no-speaking conditions did not show significant correlation with 
mean individual RT. As this positive waveform peaks before the onset of speech (RT= 
570.49ms), further research is required to determine if this component is related to a process 
(e.g., motor planning) that precedes the processes reflected by the speech RP. This lateralized 
positive component might not have been apparent in previous investigations due to inadequate 
recording sites and due to overlapping components. A long held notion is that left hemisphere is 
dominant for speech praxis (e.g., Kimura, & Watson, 1989). Part of the evidence in support of 
this notion comes from behavioral studies. For instance, greater mouth opening on the right 
side during speech production has been noted in significant number of participants (150 of 196 
participants) (Graves, Goodglass, & Landis, 1982). Considering that the lip receives 
predominantly contralateral innervation, Graves et al (1982) concluded that the left hemisphere 
is frequently dominant for speech production. Graves et al. (1982) considered linguistic based 
speech tasks such as describing a scene picture and or generating and producing a list of words 
beginning with /b/. This type of asymmetry, however, has been reported in a speech task as 
well. For instance, Hausmann, Behrendt-Korbitz, Kautz, Lamm, Radelt and Gunturkun, (1998) 
found that when repeating a syllable, word or a nonword once after the experimenter, 
participants showed greater lip opening on the right side. Clinical evidence also supports left 
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hemisphere dominance for speech production. For example, left hemisphere stroke is the 
leading cause for Apraxia of speech (Duffy 2005, pp.314), a motor speech disorder. Although 
not conclusive, some evidence showing an association between apraxia of speech and lesions in 
left frontal cortical areas, left basal ganglia and left anterior insula exists (see Ogar,  Slama, 
Dronkers, Amici, & Gorno-Tempini, 2005). Considering the behavioral and clinical evidence, 
further research is required to determine whether the left-lateralized component noted in the 
present study reflects a process mediated by the speech dominant hemisphere (left). 
Additionally, PCA showed two components from the right fronto-central scalp distribution 
that, upon visual inspection, showed differences between the speaking and no-speaking 
conditions. Further research is required to determine if the present study failed to see a 
significant difference between speaking and no-speaking conditions for these right-central 
components due to smaller sample size or due to not accounting for gender differences in the 
participants. 
On the methodological front, in addition to demonstrating the usefulness of multichannel 
recordings and PCA, findings of the present study demonstrate the usefulness of stimulus-
locked ERPs in recording speech motor potentials when a precise method for time locking the 
EEG to the onset of response is unavailable. If a microphone trigger is used in research 
investigations, the difference in the success of mic trigger based on gender is worthy of 
attention. The present study also demonstrates that linked-ear lobe referencing allows for 
detection of lateralized components when they are present. Based on the inspection of the 
scalp distributions of the components obtained from PCA, for capturing activity specific to 
speech motor preparation, posterior electrode sites seem appropriate. By using split half-trial 
analysis and screening of EMG across two frequency bands, the present study confirmed the 
neural origin of the ERP components related to speech production. This further supports that 
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ERPs related to speech production can be reliably recorded without major interference from 
muscle artifacts. 
 
4.2 Future Implications 
By comparing activity between speech and no-speech conditions, the present study 
attempted to describe components specific to speech production. The findings of this study 
have implications for theoretical research on neuromotor control, speech monitoring 
mechanisms (proprioceptive, tactile-kinesthetic, auditory, and internal feedforward 
mechanisms), motor learning, and interconnections between linguistic and speech motor 
processes. In pursuit of understanding the functional significance of the components reported in 
this study, further research is required to understand how variables such as motor planning 
parameters (e.g., utterance length), motor programming parameters (e.g., spatio-temporal and 
force parameters), gender, stimuli that the responses are coupled with (e.g., auditory 
nonspeech, auditory speech, visual nonlinguistic, visual linguistic), age, and handedness; 
modulate these components.  As discussed in the first chapter, the findings of the present study 
have clinical implications (e.g., investigating neuromotor control in motor speech disorders such 
as apraxia, certain types of dysarthria, spasmodic dysphonia, foreign accent syndrome, etc.). In 
the long run, establishing the functional significance of the components noted in this study will 
facilitate research aimed at understanding rehabilitative (both pharmaceutical and behavioral) 
effects on motor control in the clinical population.  Whether RPs can be recorded during speech 
imagery needs to be determined to explore its applications in brain computer interface (BCI) for 
patients with no functional motor activity. 
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