Introduction
Marine wind estimates from numerical weather prediction (NWP) systems are an important input to the Australian Bureau of Meteorology (Bureau) forecast and warning services. They are also used as the forcing for downstream systems such as ocean and wave models. As such, it is important to maintain a knowledge of the expected accuracy of these products, as well as any systematic biases that may be present.
In late 2009, National Meteorological and Oceanographic Centre (NMOC) replaced all the existing operational NWP systems (i.e. Global Assimilation and Prediction System (GASP) (Seaman et al. 1995) and Limited Area Prediction System (LAPS) (Puri et al. 1998) ) with the new Australian Community Climate Earth System Simulator (ACCESS) system, which is based on the UK Met Office Unified Model/ Variational Assimilation (UM/VAR) system (Rawlins et al. 2007 ). This has led to better skill in standard NWP skill scores (NMOC, 2010a) ; however, no direct analysis of marine surface winds has been carried out.
The aim of this work is to perform an assessment of the error characteristics of the marine surface winds from both the ACCESS global domain (ACCESS-G) model and the model it replaces, GASP, using scatterometer data. This work has been carried out in the context of replacing the Bureau's operational wave model and hence is considered from this perspective. Wave model accuracy depends critically on the accuracy of the surface winds. A ten per cent error in the estimate of surface wind speed can lead to 10-20 per cent error in significant wave height (H s ) and 20-50 per cent error in wave energy (Cavaleri, 1994) . A knowledge of the spatial distribution of the wind error is also desirable within this context so as to further understand and attribute wave model error. The purpose of this work then is simply to document these errors; no attempt is made here to diagnose the source of identified error in the winds.
Some background to this work is presented, followed by a discussion of the data used and the method applied. The results are presented and discussed with a summary and conclusions given, along with a brief discussion of future work.
Previous Work
The high-quality and spatial coverage of scatterometer data makes it a valuable source of data for the study of marine surface winds (e.g. Kelly, 2004) . These data have been extensively used for verification of NWP winds (e.g. Yuan 2004; Rogers and Wittmann 2002; Isaksen and Janssen 2004; Chelton and Freilich 2005) as well as in data assimilation schemes, which have been shown by many authors to have a significant positive impact on NWP accuracy (e.g. Atlas et al. 2001; Chelton et al. 2006; Perrie et al. 2008) .
There have been a number of previous evaluations of the Bureau's NWP marine winds using scatterometer data. Kepert et al. (2005b) performed a verification of the Bureau's NWP systems that mostly focused on September 2001 and January 2002. They found that the regional model LAPS underestimated the surface winds compared with QuikSCAT by around ten per cent. The global model, GASP, was found to have a smaller bias. This work was extended by Schulz et al. (2007) who examined operational surface wind products during 2003 and 2004 . They demonstrated that wind speeds from the regional model LAPS were typically underestimated by approximately five per cent. This study found that this bias was greater still in the global model with underestimation being approximately 5-10 per cent in comparison to both in situ (buoy) and remote (scatterometer) data. Both studies identified a greater bias in the meridional direction than in the zonal direction. In addition, both models showed considerable seasonal variability in skill.
While these studies have focused on overall statistics, error characteristics from NWP products are known to contain strong regional variation (e.g. Chelton and Freilich 2005; Monahan 2006 ). The current work will not only provide an up to date verification of the GASP marine winds, but will extend the work above to examine the spatial structure of that error. It also represents the first direct verification of the ACCESS marine surface winds, and as such provides a much needed quantification of their expected accuracy. The juxtaposition of the spatial error structure of both the new and old systems will also provide a useful reference for developers of downstream systems as they assess the impact of the new forcing.
Data
The marine surface winds referred to throughout this paper are more precisely described as 10 m wind speed (U 10 ), which is the wind speed defined at a standard 10 m above the sea surface. Scatterometers are spaceborne radars that infer U 10 from the roughness of the sea surface based on measurements of ocean radar backscatter cross section, denoted as σ 0 . This varies with wind speed, wind direction relative to the antenna azimuth, incidence angle, polarisation, and radar frequency. Near-simultaneous co-located σ 0 measurements are acquired from different measurement geometries and polarisations, allowing wind speed and direction to be retrieved in ground processing (e.g. Naderi et al. 1991) .
A general discussion of scatterometers and the interpretation of their data may be found in Stoffelen and Anderson (1997) , while Stoffelen (1998) discusses the relative errors of ship, buoy, and scatterometer winds in relation to NWP verification. Scatterometer data are favoured for surface winds evaluation, due to their high spatial and temporal density, as well as the fact that individual observations represent a spatial average over a horizontal scale of about 25 km, and so are less subject to errors of representativeness (Lorenc 1986 ) than point measurements.
This method of wind estimation is measuring the wind stress, rather than the actual U 10 . This distinction has important implications for interpretation of comparisons between scatterometer and NWP model winds. Firstly, scatterometer estimates of U 10 rely on an assumption of a neutrally stable atmosphere. The wind retrievals are calibrated to the equivalent neutral-stability wind at a reference height of 10 m above the sea surface, while NWP products are estimates of the actual 10 m wind. Hence, NWP winds should, strictly speaking, be adjusted for the effects of atmospheric stability for the purposes of comparison. In practice, this is rarely done. The boundary layer can also be considered near neutrally stable over much of the global ocean (Chelton and Freilich 2005) , and so the effect of this assumption on the analysis is expected to be small. Based on stability corrections calculated from global ocean buoy measurements, Mears et al. (2000) concluded that anemometer measurements of 10 m winds are typically about 0.2 m s -1 lower than the equivalent neutral-stability winds at 10 m. A similar magnitude is reported by Chelton and Freilich (2005) . Overall, these effects are deemed small enough to ignore here.
The second consideration is the effect of ocean currents on wind retrievals. The actual wind stress is determined by the vector difference between the surface wind speed and the surface currents, while the model estimates wind speed relative to fixed grid points. In regions of strong mean flow, currents can generate differences of order 1 m s -1 between scatterometer and NWP or buoy winds (Chelton and Freilich 2005) . In the vicinity of the Pacific equatorial cold tongue, for example, Kelly et al. (2001) showed that the equatorial current system results in biases of more than 0.5 m s -1 between QuikSCAT winds and the winds measured by the Tropical Atmosphere-Ocean (TAO) moorings. Similarly, Chelton et al. (2004) showed that the surface current can modify the mean QuikSCAT winds by nearly 1 m s -1 over the core of the Gulf Stream. Again, accurate estimates of surface currents are not available in order to make adjustments to the NWP surface winds. In the absence of such adjustments, these effects must simply be accounted for in the interpretation of the results.
Wind velocity observations used in this work come from the SeaWinds scatterometer on board QuikSCAT (Lungu and Callahan 2006) . This instrument produces winds on an . 1800 km wide swath at a horizontal spacing of 25 km, with an orbital period of 101 min., covering about 90 per cent of the ice-free oceans per day. A single day of data is shown in Fig. 1 . QuikSCAT employs a dual beam conical-scanning pencil-beam antenna, in contrast to the fan-beam antenna of the previous NSCAT (Naderi et al. 1991) and subsequent ASCAT (EUMETSAT, 2010) scatterometers. This has the advantage of a wide swath, but the disadvantage that the edges and nadir of the swath are observed from azimuths that differ by close to 0° or 180°, rather than the optimal 90° reducing accuracy in these parts of the swath (demonstrated in Chelton and Freilich 2005) .
QuikSCAT operates in the Ku band, and is thus more sensitive to the rain attenuation of the radar signal than the C band operating instruments such as ASCAT. This corruption includes both backscatter and attenuation by raindrops in the atmosphere, as well as increases in backscatter from centimetre scale roughness on the sea surface caused by raindrops hitting the ocean surface. Performing comparisons with buoy data, Chelton and Freilich (2005) show that directional estimations are also strongly influenced by the presence of rain at the surface, with such retrievals favouring directions perpendicular to the satellite track. Detailed discussion of rain effects can be found in Chelton and Freilich (2005) , and references therein.
The process of determining the wind that best fits the observed radar backscatter generally produces from two to six solutions in the minimisation of the statistical cost function. These solutions are known as ambiguities, and an important part of the retrieval is to select the correct one. This process, which includes tests of the goodness of fit, neighbour checks, and comparison with NWP data, does nevertheless occasionally select an incorrect vector. Earlier scatterometers had relatively simple antenna geometries and the ambiguities were often close to 180° in direction apart. However, the more complex geometry of the QuikSCAT antenna system means it is difficult to make generalisations about the nature of the ambiguities. ). The wind direction accuracy is a sensitive function of wind speed at low wind speeds but improves rapidly with increasing wind speed. The same authors report a directional accuracy of about 14° at 6 m s -1 . Even at high wind speeds, QuikSCAT winds maintain accuracy comparable to that of buoys (Yuan 2004; Sharma and D'Sa 2008) .
Evaluations are carried out here for the four-month period from July to October 2008. For this period, QuikSCAT data was obtained from the Center for OceanAtmospheric Prediction Studies (COAPS) 1 . The product used here is the compact Level 2B swath product utilising the Ku-2001 geophysical model function. This product utilises contemporaneous microwave radiometer measurements for additional rain flagging and sea ice detection (RSS 2010) . These data are treated here as 'ground truth' and the uncertainty of the data is not specifically accounted for in the verification.
The models examined here are the Bureau's previous global operational model GASP and a test configuration of the global version of the new ACCESS model (identified as experiment 00ho). This version of the model is very close to the eventual operational configuration used, and error characteristics can be expected to be similar. GASP is a spectral model with resolution of T239L60, which corresponds to 0.5° spatial resolution and 60 vertical sigma levels. The data assimilation system used in GASP is the Generalised Statistical Interpolation scheme. Further details on GASP can be found in Seaman et al. (1995) , Bourke and Hart (1995) , NMOC (2006) and NMOC (2008) . The ACCESS model is a grid point model and in its initial implementation, has a spatial resolution of N144 (approximately 80 km) and 50 vertical levels at hybrid heights. The data assimilation scheme is a major change from the GASP system and is a 4DVAR approach, which allows more and improved use of observations. Further details on the ACCESS suite of models can be found in NMOC (2010a). For both systems, model output was extracted from the Bureau's MARS archive on a regular grid at resolutions of 1° at three-hourly intervals.
Method
Prior to use, all rain flagged data was removed from the observational data set. Lower quality data at the edges and in the middle of the swath were not used. The swath contains 72 cells, three from each side, and six from the middle are removed. Model data is bi-linearly interpolated in space to the remaining scatterometer observation locations, and linearly interpolated in time to make up a set of colocations. Figure 2 shows an example QuikSCAT pass over the east coast of Australia (a) before and (b) after the removal of poor quality data as described above. Figure 2 (c) shows a corresponding modelled U 10 field, and (d) the difference between the observations and the interpolated model. In this particular example, it can be seen that the area of high wind speeds in the Tasman Sea is under-predicted by the model, and there are apparent problems with the transition from land to sea. This land shadowing is a common feature, and is discussed below.
QuikSCAT data reports wind speed and direction. For verification of components, zonal and meridional components were calculated for each observation, and the corresponding model components were interpolated as above to determine co-locations.
Over the four-month period examined here, this analysis resulted in more than 86 million co-locations. From these co-locations, various statistics can be calculated to obtain the overall error characteristics. To determine the spatial variation in error, the data are additionally accumulated into 1 × 1° latitude-longitude bins over the four-month time period, and statistics calculated for each bin separately. The choice of spatial bin size presents an inherent compromise between the want to explore the error structure at a reasonably fine scale and the need to maintain sufficient data in each bin to ensure the representativeness of the calculated statistics. The high spatial and temporal density of the QuikSCAT swath data allow this analysis to be carried out at the relatively fine scale of 1°. For the four-month period examined, Fig. 3 shows the total number of co-locations per bin. In the major ocean basins, the distribution is primarily a reflection of the rain climatology, with a minimum appearing just north of the equator coinciding with the position of the Intertropical Convergence Zone (ITCZ). There are reduced numbers of co-locations along coastlines and around islands. Sea ice around Antarctica results in no co-locations around this continent, with the shifting ice edge over this period resulting in a gradual reduction in the number of co-locations around the edge. It is also worth noting that the physical size of a 1° box reduces at higher latitudes. However, due to the orbital characteristics of the satellite, the density of observations also increases at higher latitudes, maintaining sufficient observations in these smaller boxes, and in fact resulting in the maximum being located between 65 and 75°N. Over most of the globe, there are around 3000 co-locations for each 1 × 1° bin.
Statistics referred to throughout this report are the bias, the slope of the regression line through the origin, the RMSE, the Scatter Index (SI) (standard deviation divided by the mean observed value) and the correlation coefficient (R). Each of these measures has strengths and weaknesses. For the wind speed, we focus on the slope which indicates the presence of biases and the SI which gives an indication of typical scatter around this bias. However, it must be noted that, having removed the bias from the SI, large underestimations will generally result in a small SI. It is also worth noting that in areas of persistently low wind speeds, both the slope and the SI can give high values, though the actual bias and RMSE associated with these errors are small. In instances where presenting all these statistics is impractical, commentary is made in the text.
For zonal and meridional wind components, RMSE is used instead of the SI. Though the latter has the advantage of separating error associated with bias and scatter, it becomes meaningless when considering quantities that include both positive and negative values. Slope and SI also do not make sense in the context of wind direction. Definitions of these statistics are as follows:
where M i is the model, O i is the observation, N is the number of co-locations and an overbar represents the mean value.
The student t-test is also used throughout this work to assess the statistical significance of observed differences between GASP and ACCESS winds, as well as testing of the null hypothesis, i.e. that the mean difference is zero. A set of normalised differences is calculated from model/observation co-locations and student t-test then applied to determine whether these means differ significantly from each other, and from zero. Results deemed significant, are so at a 99 per cent significance level, unless otherwise stated.
Results
Results are presented here in two stages. Firstly, the nature of the error in the ACCESS-G winds is examined and compared to GASP. This is done by examining short term forecasts (0-12h) in some detail. The growth of error through the forecast period is then examined.
0-12 hour forecasts
Both ACCESS-G and GASP assimilate QuikSCAT data, so for verification purposes, these data cannot be considered independent at the analysis time. Hence, short term, 0-12 h forecast winds are initially examined here. This ensures high-quality winds are considered with minimal phase shift error, while still maintaining some independence of the verification data. Overall statistics for both ACCESS-G and GASP wind speed, wind direction, u and v are given in Table 1 . Each of these statistics is calculated from the full set of more than 86 million co-locations, and are highly significant at a 99 per cent level. It is clear that ACCESS-G produces a ... (1) ... (2) ... (3) ... (4) ... (5) greatly improved variable error relative to GASP, with the SI indicating approximately a 20 per cent improvement in the modelled wind speed, and directions showing a 14 per cent improvement in terms of RMSE. The new model does, however, have a larger negative bias than GASP, reflected in both the bias and the slope. For the components, bias is harder to interpret due to the fact that these variables include both positive and negative values. From the slope, as with previous studies of GASP winds, the underestimation is more prevalent in the meridional component than the zonal component. This is also the case for ACCESS-G winds, though this difference is somewhat reduced.
Scatter plots of observed U 10 against both GASP and ACCESS-G are presented in Fig. 4 . These figures show point density of 1 × 1 m s -1 bins. Some care must be applied when interpreting scatter plots using this amount of data, as outliers can create the impression of a large spread. Data are plotted here on a logarithmic scale, with only bins containing more than 100 observations shown. In general, both models do a reasonable job in the 0-20 m s -1 range, while a large departure from the observations can be seen above 25 m s -1 . The lack of ability to capture these extreme values is likely due largely to model resolution (e.g. Cavaleri 2009), though the accuracy of the QuikSCAT data at these wind speeds is uncertain as discussed previously. Less than 0.3 per cent of the QuikSCAT observations are above 25 m s -1 ; these don't have a large impact on the verification statistics presented here, though this deficiency is of note in a general sense, due to the high impact nature of such forecasts. Figure 5 shows wind speed probability density functions (PDFs) for modelled and observed wind speeds, constructed from this same set of co-locations. Clear differences can be seen between ACCESS and QuikSCAT, while GASP appears closer to the observed distribution. Applying the Komogorov-Smirnov test, the null hypothesis stating that two samples are drawn from the same population, reveals each of these distributions to be distinct at 99 per cent confidence levels. In the case of ACCESS, it is clear that the model distribution is shifted down the wind range relative to the observations. Modelled and observed densities appear similar around 15-16 m s -1
. Rather than an indication that the model is performing notably well in this range, this is likely a result of the increasingly negative bias above it. Underpredicted U 10 at extreme values increases densities at these moderately high wind speeds, locally offsetting decreases due to the general down shift across the full range. GASP appears to show a better fit to the observation distribution; however, the error PDF reflects the higher variable error for the GASP model.
The statistics for GASP show a reasonable level of consistency with the existing work discussed previously. The slope here suggests the global winds are underestimated by about 3-4 per cent, less than the ten per cent reported by Kepert et al. (2005b) and Schulz et al. (2007) . These differences are consistent with the fact that the model has undergone several improvements since the periods examined in those works most notably; the vertical resolution was increased in 2005 from 29 to 33 levels (NMOC, 2006) again in 2008 to 60 levels (NMOC, 2008) and scatterometer data was included in the data assimilation scheme in 2005 (Kepert et al. 2005a; NMOC, 2006) .
While these statistics over the full domain provide a useful insight into overall quality of the winds, knowledge of the regional variation of these error characteristics provides far greater insight. To provide some context for spatial error plots, Fig. 6(a) shows the mean wind speed ( U10 ) and direction over the globe calculated from all QuikSCAT observations over this period. Large values of the mean wind speed occur in the westerly belts of both hemispheres, with greatly increased magnitude in the southern hemisphere coincident with the winter storm tracks. Secondary maxima in the easterly belt occur on the equatorward flanks of the subtropical highs. Minima occur in the equatorial convergence zones and the subtropical highs.
Standard deviations of the wind speed (σ U10 ) and direction (σ Uθ ) are shown in Fig. 6(b) and (c) respectively, with the latter being calculated using the method of Yamartino (1984) . Maxima in wind speed variability occur in the midlatitude storm tracks, with minima occurring in the western equatorial Pacific. Maxima in the directional variation can be seen in the tropical convergence zones as well as in the tracks of the subtropical highs, coincident with the transition from westerly mid-latitude to easterly extratropical mean flow. This is likely enhanced by the expected increase in directional error and increased likelihood of incorrectly chosen ambiguities in the scatterometer data in these low wind speed conditions. Figure 7 shows the spatial distribution of the error in the wind speed for both GASP and ACCESS-G, calculated as described in the previous section. There are many features seen here that are common to both models. Though the interest here is primarily on the large scales, there are many small scale features that cannot pass without comment. For example, there are clear errors associated with the transition from land to sea. Both the slope and the SI exhibit large values near islands, especially in the tropics, as well as along the edge of continents and at the Antarctic ice edge. These differences are mostly attributable to wind shadows that are resolved by the QuikSCAT observations (e.g. Xie et al. 2001; Chelton et al. 2004 ), but are poorly represented by the NWP models (Chelton and Freilich 2005; Kara et al. 2008) . Large values of the SI can be seen to the west of the mountain gap of Tehuantepec in Mexico on the Isthmus of Tehuantepec, representing the shortest distance between the Gulf of Mexico and the Pacific Ocean. This region is famous for producing strong easterly winds that are channelled by topography (e.g. Xie et al. 2005; Sun and Yu 2006) . Such features are poorly resolved at this model resolution, though ACCESS-G appears to be doing a better job than GASP. Small scale features can also be seen in the Southern Ocean, most notably south of the Indian Ocean. These are consistent with the findings of Chelton et al. (2004) who identified similar patterns in the wind stress and divergence fields reconstructed from four years of QuikSCAT data. They postulated that these persistent features were the result of the sea surface temperature (SST) fronts. The fact that they are present in these difference plots is likely due both to the stability effects that the SST has on the scatterometer data, and the fact that these features are inadequately captured by the models. On the larger scale, both models exhibit large scatter just north of the equator in the region of the ITCZ, and over large regions to the east (Pacific Ocean) and to the west (Indian Ocean) of Indonesia. This is due primarily to low wind speeds in these areas (refer to Fig. 6 (a) ). Notably large errors can be seen in regions of strong currents: the Agulhas Return Current in the southwest Indian Ocean, the Antarctic Circumpolar Current in the South Pacific, the Gulf Stream in the North Atlantic, and the Kuroshio Extension in the North Pacific. This is attributable at least in part to the fact that scatterometers measure winds relative to a moving sea surface while NWP models produce winds relative to fixed locations, as discussed previously.
There are notable differences between the error characteristics of the two models. Overall, ACCESS-G shows a greater negative bias than does GASP. The distributions of this bias are also different, with ACCESS-G showing a relatively even bias over much of the globe, while GASP shows far more latitudinal variation, showing positive bias in the tropics, and negative bias in the mid-latitudes. A strong negative bias is present in the eastern equatorial Pacific in the ACCESS-G model. This appears dramatic when expressed in terms of the slope, but note that the actual wind speeds are very low in this region, and so the absolute bias is small. The differing nature of this latitudinal variation in the bias can be identified more easily by examining zonally averaged statistics. Figure 8 shows the zonally averaged (a) bias and (b) SI as a function of latitude, with dashed lines indicating the globally averaged values. For the SI, the variation with latitude for each model is highly correlated, reflecting the common influence of land masses and areas of generally low wind speeds for both models. ACCESS-G shows clear gains over the whole globe. In the case of the bias, once again, the influence of common land effects can be seen, with highly correlated small scale features clearly evident. On the larger scale, both models exhibit similar features in the southern mid-latitudes, i.e. the bias is slightly lower than the overall global mean model bias. In the tropics, this relative bias is clearly positive for GASP, while for ACCESS-G, the bias is slightly above the mean to the south of the equator, and slightly below to the north. In the northern mid-latitudes, Fig. 9 . Plots of slope and RMSE for both GASP and ACCESS-G zonal components based on comparisons with QuikSCAT data. Fig. 10 . As in Fig. 9 , but for meridional components.
these relative biases have reversed, with GASP bias being below the global average, and ACCESS-G being above.
Recall from Table 1 that GASP does not have a large bias when averaged over the whole globe. It is clear from Figs. 7 and 8 however, that notable regional biases do exist. Similarly, though Fig. 5 indicates that GASP is well capturing the global wind speed distribution, this is likely due in part to some cancellation of regional distribution errors. From a wave modelling perspective, this has large consequences. Previous work has shown that the Bureau's wave model is sensitive to biases in the winds, and has been shown to respond positively to statistical adjustments to remove them (Greenslade et al. 2005) . In that work, corrections were based on the globally averaged bias. The results presented here suggest that using a globally averaged correction would result in the positive bias in the tropics being enhanced, and the negative mid-latitude biases being under-corrected. From the perspective of wave growth, reducing the wind biases in the generation areas of the mid-latitudes is of paramount importance, and it is likely that added benefit would be gained from spatially variant wind corrections.
These statistics can be produced for zonal (Fig. 9 ) and meridional ( Fig. 10) wind components as well. Perhaps more insight can be gained from the directional biases, as shown in Fig. 11 . Clear banding can be seen, associated with the large scale latitudinal circulations. Locally large errors are present in the mid-latitude divergence zones. These errors are, in part, likely associated with the slight misplacement of these features in the atmospheric model. However, the accuracy of wind direction estimates from the scatterometer is reduced at these low wind speeds, and observational error may be large here. In general, the bias is negative in the northern hemisphere, and positive in the southern hemisphere. The magnitude of these biases is reduced in ACCESS-G relative to GASP.
Focussing briefly on the smaller scale, the local biases associated with the transition from land to sea can be seen in Fig. 7 to be quite pronounced, for example, on the Australian east coast. Shown in more detail in Fig. 12 , these coastal biases are likely to have large impacts on downstream models. Indeed, a notable bias in modelled wave heights exists on the Australian east coast, most likely as a direct result of these wind biases (Durrant and Greenslade 2011) . Their presence is also likely to adversely affect processes such as coastal upwelling in ocean models. QuikSCAT data for the analysis through to the 96 h forecast in 12 h increments. For clarity, only every second forecast is marked.
Other forecast periods
The spatial error plots provide useful information on model error characteristics. However, when examining more than one model for different forecast periods, this information must be condensed. One useful way to do this is with the use of Taylor diagrams (Taylor 2001) . These diagrams provide a concise statistical summary of how well fields match each other in terms of their correlation, their root-mean-square difference, and the ratio of their variances.
A Taylor diagram for both GASP and ACCESS-G U 10
is presented in Fig. 13 . In order for the geometry of the diagram to work, centred RMSE must be used, i.e. RMSE calculated after the mean of both the model and the observations have been subtracted. (Note that this quantity, referred to as centred RMSE by Taylor (2001) , is essentially the standard deviation of the difference between model and observations):
As such, in their original form, they do not contain information about biases. This information has been added here in the form of the colours of the dots. Observation standard deviation is indicated with a dashed line. A model whose standard deviation is less than that of the observations will appear on the origin side of this line, while one that contains too much variability will appear on the outer side of this line.
It is apparent that both models appear slightly damped, with neither showing as much variability as the observations. This is at least partly due to the respective spatial scales represented by each, with the model resolution being about 80 km, while the QuikSCAT data is at 25 km resolution. Local, random error in the wind field will tend to have less impact on the wave field than systematic error, due to the timescales at which the wave model responds to changes in the wind. This said, more work is needed here to assess the temporal scale at which the variability is underestimated. From the perspective of comparing the models, this reduced variance is notably greater for ACCESS-G than GASP throughout the forecast period.
In terms of centred RMSE, at 24 h lead time, ACCESS-G has about a 12 h gain over GASP, which gradually increases to about 24 h at 96 h lead time. At the analysis and 12 h lead time, the impact of the 4d-VAR assimilation in ACCESS-G is clearly apparent, though it should be noted that these data are assimilated into both models, and so can't be considered independent. The ACCESS-G analysis and 12 h forecast show an improvement in centred RMSE of 26 per cent and 21 per cent respectively over GASP, while this drops off to 11 per cent for the 24 h forecast.
ACCESS-G does exhibit considerably more overall bias than GASP. However, it has been demonstrated that this overall picture does not give a good impression of the model accuracy as there are regional variations in the bias that can compensate for each other. It is worth noting that throughout ... (6) easily applied in the context of the swath data used here. Further examination of these data sets against gridded wind products, or model analyses would be warranted.
Further work is also planned to investigate how the errors present in the surface winds translate into the Bureau's operational wave model, AUSWAVE. AUSWAVE, based on WAVEWATCH III® (WW3) has recently replaced the previous WAM based system Australian Wave Model (AUSWAM) (NMOC 2010b), and it is evident that the low bias in the ACCESS-G surface winds produces a corresponding bias in the wave field when compared to both buoy and altimeter data (Durrant and Greenslade 2011) . Using altimeter data, similar spatial error plots to those presented here can be constructed for the wave field, allowing this transfer of error from the wind to the waves to be further investigated.
The possibility of performing corrections to the wind fields prior to forcing the wave model will also be investigated. The single bias over the whole domain employed by Greenslade et al. (2005) will be extended to a spatially varying correction based on statistics similar to those presented here. This could also be extended to incorporate aspects of a learned, automated bias correction scheme such as operational consensus forecasting (Woodcock and Engel 2005) which has been demonstrated to have a positive impact on marine winds (Durrant et al. 2009 ).
the forecast period, the GASP bias steadily declines, while that of ACCESS-G remains relatively constant.
Summary
This work has presented the first direct assessment of the ACCESS-G marine surface winds against QuikSCAT scatterometer data. Overall, it has been shown that ACCESS-G provides a significant improvement to the GASP model, with SI indicating approximately a 20 per cent improvement in U 10 at short lead times. Gains in overall forecast skill were found to persist through the forecast period with ACCESS-G providing about a 12 h gain in skill over GASP at 24 h lead time, increasing to about 24 h at 96 h lead time.
A negative bias has been identified in both models, with U 10 underestimated by approximately eight per cent for ACCESS-G, and three per cent for GASP. As with previous work, the bias is greater in the meridional direction than the zonal. Although the overall bias for GASP is small, significant regional biases exist, with negative biases in the mid-latitudes being offset by positive biases in the tropics. ACCESS-G shows more consistency in bias over the globe. These results emphasise the importance of examining the spatial structure of model error, especially in the context of downstream systems. Possible explanations for the differences between scatterometer observations and the NWP marine surface winds include the limited spatial resolution of the models, deficiencies in the atmospheric model physics, inadequacies in the model parameterizations of the atmospheric boundary layer response to SST, and inaccuracies in the specification of the SST boundary condition. Though out of scope of this current work, further investigation of the origin of these errors is warranted.
Future work
Evaluations have been performed here for a limited time period of four months, which was constrained by the availability of model data. In future work, verification tools developed here will be extended and included in a real-time scatterometer based verification system. This will replace the system developed by Schulz et al. (2007) and will provide an indication of how generalisable the verification results are to different seasons.
Results here have presented spatial comparisons with raw swath scatterometer data. Both qualitative and quantitative claims made here could be strengthened through further consideration of statistical uncertainty and confidence limits on these results. The application of field significance (e.g. Livezey and Chen 1983; Elmore et al. 2006 ) for example, would be a valuable means of assessing the significance of the spatial biases described. This technique requires gridded time series data for comparison, and cannot be
