Multi-disk systems, coupled with declustering schemes, have been widely used in various applications to improve I/O performance by enabling parallel disk accesses. A declustering scheme determines how data blocks should be placed among multiple disks to maximize the parallelism. We focus on the problem of declustering grid-structured multidimensional data with the objective of reducing the response time for range queries. Because of the combinatorial nature of the problem, it is not computationally feasible to perform an exhaustive search for the best scheme for large values of M (the number of disks). In this paper, we present an efficient technique for building good-performance declustering schemes for large values of M, based on known good declustering schemes for small values of M. We analyze the performance of the declustering schemes generated by this hierarchical technique, giving tight bounds on their query response times. For example we show, in two dimensions, that using optimal declustering schemes for M 1 and M 2 disks we can construct a scheme for M 1 × M 2 disks whose response time, expressed in terms of the maximum number of data blocks to be retrieved from any of the disks, is at most five more than the optimal response time. Our technique generalizes to any value of M in two dimensions and selected values of M in higher dimensions. We also present simulation results to show the effectiveness of these schemes in practice.
INTRODUCTION
We address the fundamental problem of how to allocate uniform, multidimensional data among parallel disks to minimize disk access time for range queries. The problem is motivated by scientific applications which require frequent retrievals from large datasets stored in the disks.
We consider data that can be organized as a k-dimensional grid, where each grid tile represents a data block that is to be placed on one of the disks. One such example is remote-sensing data collected by earth-orbiting satellites [1] . Remote-sensing data are inherently multi-dimensional and may include dimensions in longitude, latitude, spectral bands, time of observation, etc. More details of remotesensing data are provided in Section 6.
Distributing data among multiple disks enables parallel data retrieval, which alleviates the problem of long disk seek times-the bottleneck in disk access-through parallel seek operations. Another advantage is that the higher aggregate data transfer rate achieved by parallel disk retrieval may reduce idle CPU cycles in an I/O-bound system and thus increase the system throughput.
A range query retrieves a rectangular subset of tiles from the k-dimensional data grid. In a multi-disk system, the response time of a query is dominated by the access time of the disk that holds the largest number of tiles requested by the query. A declustering scheme assigns each tile in the dataset to one of the disks. Our goal therefore is to devise a 'good' declustering scheme such that, for any range query, the data blocks requested by the query are distributed as evenly as possible among the disks (so the response time is minimized).
Declustering has been extensively studied in the literature [2, 3, 4, 5, 6, 7, 8] and many schemes have been proposed specifically for range queries [9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21] . While it is computationally feasible to find a nearly optimal declustering scheme when the number of disks M is small, the search cost becomes prohibitive for large values of M, due to the combinatorial nature of the problem. Designing good declustering schemes for large numbers of disks has become more crucial because of the ever-increasing data size in scientific applications and the availability of massive storage systems [22] that allow the deployment of hundreds or even thousands of disks.
In this paper, we propose a hierarchical technique to efficiently construct declustering schemes for large values of M based on declustering schemes for small values of M (called base schemes). We show that the performance of the resulting declustering scheme is directly proportional to the THE COMPUTER JOURNAL, Vol. 46, No. 4, 2003 CONSTRUCTING DECLUSTERING SCHEMES FOR RANGE QUERIES 359 performance of the base schemes. This insight adds to our understanding of the declustering problem. Moreover, our hierarchical technique can be used to combine any known good declustering schemes for small values of M, thereby adding a new dimension to the quest for good declustering schemes. We support our claims on the performance of the hierarchical declustering scheme by tight mathematical analysis as well as simulation.
The remainder of the paper is organized as follows. In Section 2, we define the declustering problem, review related work and summarize our contributions. In Section 3, we present the hierarchical declustering scheme for two dimensions. Section 4 states our analytical performance bounds on the two-dimensional hierarchical scheme. In Section 5 we generalize the scheme to multiple dimensions. In Section 6, we present simulation results comparing the performance of the hierarchical declustering scheme to previously known declustering schemes. We conclude the paper in Section 7.
PROBLEM DEFINITION AND RELATED WORK
Like all previous declustering work on uniform data, we assume the data, once written to disks, is never changed, so issues such as re-declustering and disk write performance need not be considered. This is typical in remote-sensing applications, where the raw satellite readings are written to disks once and hardly changed (barring possible in situ corrections).
To keep the exposition simple, we first state the problem in the case of two dimensions. Given an integer X, we use X to denote the set {0, 1, . . . , X − 1}. We model a dataset as a grid of N x × N y tiles (N x columns and N y rows), or, more precisely, as the Cartesian product N x × N y . Each tile is a fragment of data that is to be stored in an indivisible disk block, or in consecutive disk blocks, on one of the disks. Given M disks, a declustering scheme is a mapping s : N x × N y → M, which assigns tile (x, y) to the disk numbered s(x, y). A range query retrieves a rectangular subset of tiles contained within the grid. Formally, a range query Q is defined as Q = I x × I y , where I x (I y ) is a range in N x (N y ). In the case of more than two dimensions, the dataset is organized as a grid of multiple dimensions and a range query retrieves a hyper-rectangular subset of tiles.
Let tile i (s, Q), i = 0, 1, . . . , M − 1, represent the number of tiles in Q that get assigned to disk i under scheme s (we may omit parameter s when it is clear from the context). We define the (nominal) response time of query Q under scheme s to be RT(s, Q) = max 0≤i<M tile i (s, Q) . One may interpret the unit of response time to be the average disk access time (including seek, rotational and transfer time) to retrieve a disk block. Thus, the response time of a query is the time latency to retrieve the requested data from the disks. The challenge, then, is to devise a declustering scheme that would minimize the query response time.
Given M disks, it is obvious that the best possible response time for any query Q is |Q|/M , where |Q| is the number of tiles in Q. We call this term the optimal response time of Q, denoted ORT(Q). A strictly optimal (SO) scheme is a scheme that achieves the optimal response time for all queries. Such a scheme does not exist except for a few stringent cases (e.g. when M = 2, 3 or 5, or when N x N y ≥ M) [11, 14, 21] .
In this paper, we focus on reducing the response time for individual queries and therefore assume a single-user environment and do not consider related issues such as intradisk data placement, data replication and disk cache.
We will show (in Section 6) that a well-devised declustering scheme, such as the one constructed by the hierarchical technique proposed in this paper, could result in substantially lower response times than a random scheme that assigns each tile to any of the disks with equal probability. Even in a multiuser environment, where the loads on the disks tend to balance out due to concurrent queries, a better declustering scheme may still provide better query response times (including waiting times) than a random declustering scheme. To what degree the benefit of a well-devised declustering scheme will sustain in a multiuser environment requires more investigation.
Declustering schemes map blocks to disks. A followup problem is the intra-disk placement of blocks going to the same disk. This is an independent problem and a good clustering scheme can be easily combined with a good declustering scheme to further enhance the performance [13] .
Any declustering method for uniform data can be adapted for non-uniform data. However, to be able to do that, one needs to decide how to partition the data into a grid of tiles. One way to do the partition is to use the grid file structure [23] . This approach was adopted in [6, 11, 12] . Two more recent papers, [7] and [24] , addressed the issue in R-tree search and in a two-dimensional setting, respectively. We should point out that the partition heuristic may result in poor disk space utilization due to data skewness and the analytical guarantees of the declustering may not carry over to non-uniform data.
In the rest of the paper we will use the terms 'tile' and 'point' interchangeably, as appropriate from the context.
Related work
Early work on declustering for Cartesian-product files, including disk modulo (DM) [2] and field exclusive-or (FX) [4] schemes, focused on 'partial-match' queries. A partial-match query is a special case of a range query, where the range along each dimension spans either the entire dimension or contains only a single value. The Hilbert curve allocation method (HCAM) [10] , a scheme based on space-filling curves, was shown to outperform DM and FX for range queries in most cases. HCAM also gives a comparable performance to a scheme using error-correcting codes (ECC) [9] . The ECC scheme, however, exists only for a few grid sizes and values of M.
The DM method was generalized in [11] to suit range queries. The new scheme, called linear allocation (LA), maps point (x, y) to disk x + h · y mod M, where h is a pre-determined integer (DM is a special case of LA where h = 1). The paper shows that when M = 8 and h = 3, the LA scheme outperforms previous schemes including HCAM and DM. It does not, however, elaborate on how to find the best value for h, given arbitrary M.
In [15, 16] , the LA scheme was extended to multiple dimensions. The scheme, renamed cyclic declustering (CD), maps point
where h i (called 'skip values') are pre-determined integers depending on M. Two strategies were proposed to search for 'good' skip values. The first strategy, GFIB, is based on Fibonacci numbers and the second strategy, EXH, is based on an (almost) exhaustive search. Both strategies result in CD schemes that outperform HCAM, DM and FX [15, 16] . The better of the two, EXH, requires O(M 3d−2 ) search overhead to find the skip values and thus is cost prohibitive for large M. The GFIB strategy is more efficient to compute (in O(dM log M)) but yields highly diverged performance for different values of M (as will be shown later in Section 6).
Kuo et al. [17] proposed two new searching strategies for skip values for the CD schemes.
One of their strategies is shown to outperform GFIB (but not EXH). The strategy bears an O(d 2 M d+1 ) complexity and, like EXH, is computationally expensive for large M.
The authors of this paper proposed a declustering scheme, GRS, based on 'golden ratio sequences' [18] . The two-dimensional GRS scheme guarantees that, when M is a Fibonacci number, its worst case response time is at most three times the optimal response time for any query.
Simulation results also showed that the two-dimensional GRS performs favorably to GFIB and is comparable to EXH. Its three-dimensional extension, however, gives a less robust performance than the twodimensional scheme.
Atallah and Prabhakar [19] gave a two-dimensional COLORING scheme under the restriction that M is a power of two. For these values of M, they proved that the response time of any query is at most log M more than its optimal response time. Our two-dimensional hierarchical scheme in this paper is motivated by the results in [19] . Their two-dimensional scheme is one instance of our technique when we use the strictly optimal scheme for M = 2 as the base scheme. In other words, the coloring scheme in [19] always starts with a base scheme designed for two disks. Our generalization enables us to trade-off preprocessing cost of finding good base schemes (with different numbers of disks) with better performance of the resulting hierarchical scheme. We also describe a way of extending the scheme to all values of M and finally give a lower bound to show the limitation of our (as well as their) technique. Atallah and Prabhakar defined their schemes by initially declustering only a subset of the grid and then performing a series of 'swaps'. Our framework enables us to describe their declustering mapping with a simple function (Proposition 1). The relationship between our result and Atallah and Prabhakar's scheme is described in detail in Section 4. Their multidimensional extensions take three different forms. The direct extension requires M to be of the form 2 t (d −1) , where d is the number of dimensions and t is some integer; the other two extensions only require M to be a power of two but have less robust performances than the direct extension.
Subsequent to the first publication [25] of the results described here, we showed [21] how to transform a class of placement schemes in discrepancy theory [30] into declustering schemes. By matching upper and lower bounds, we proved that these schemes are asymptotically optimal in two dimensions. These results were further generalized in [26] to derive asymptotically optimal schemes in higher dimensions under certain conditions.
Lo et al. [20] proposed a scheme called generalized multidimensional data allocation (GeMDA) for sharednothing, multiprocessor database systems. The scheme can be equivalently applied to multidisk systems. GeMDA ensures that each hypercube of sidelength
contains distinct disks and thus has an optimal response time of 1. The paper shows that GeMDA outperforms DM and HCAM for range queries. However, no comparison to the cyclic schemes [15] was reported.
Finally, there is a class of schemes that attack the declustering problem by approximating it with classic graph theory problems. Examples include [3, 12] (based on minimum-spanning-trees/paths) and [6] (based on graph partition with max-cut). The appeal of these schemes lies in their generality: they are applicable to non-uniform as well as uniform data. However, it was reported in [6] that for uniform data, the graph-based max-cut algorithm showed little performance advantage over the simple gridbased LA scheme [11] . Since our major interest is on uniform data, we will not consider graph-based schemes in this paper.
Chen and Rotem [27] exploited data replication to achieve better I/O parallelism. Since each data block has two identical copies that are available from two different disks, it needs to be determined from which disk each of the data blocks requested in the query should be retrieved, in order to minimize the query response time. The authors showed that this problem can be mapped to the well-known max-flow network problem and an optimal schedule (a schedule with the least response time among all possible schedules) can be found using Ford-Fulkerson's algorithm [28] . Combining the above scheduling strategy with a random declustering scheme that assigns each data block to any pair of disks with an equal probability, they showed via simulation that it results in a very good average performance. The above strategy was re-visited in Sanders et al. [29] , who further proved that its additive error for any query is at most 1 with a very high probability.
One potential problem with the above strategy is that the on-line scheduling algorithm runs in O(n 2 ) [27] where n is the number of data blocks in the query. While this overhead is insignificant for small n, eventually it will exceed the disk access time for the query. 
Our contribution
We propose a hierarchical technique to construct efficient d-dimensional declustering schemes for large values of M (the number of disks). The construction uses known schemes for small values of M as building blocks. While the proof of the analytical bounds is quite involved, the schemes themselves are very easy to describe and implement. We present tight upper and lower bounds on the performance of the scheme for d = 2. Specifically, we establish in two dimensions that given base schemes for
. . M k disks such that the response time of any query under the hierarchical declustering scheme is at most (2k − 1)l + 4k − 3 more than its optimal response time (Theorem 1). Here l is the worst case difference between the response time and optimal response time for any of the base schemes. We establish a matching lower bound for the case when M is a power of two (Theorem 3), thus showing that our analysis is tight.
If M 1 , M 2 , . . . , M k are fixed, we may not be able to construct a scheme for all values of M. We extend our methodology to construct two-dimensional schemes for M disks even when M cannot be expressed as a product of M i , while still providing a (weaker) guarantee on the performance.
Finally we present generalizations of the scheme to higher dimensions for selected values of M, depending on the available base schemes. We also present simulation results in two and three dimensions that support our theoretical results on the performance of the hierarchical declustering scheme.
THE TWO-DIMENSIONAL HIERARCHICAL DECLUSTERING SCHEME
First, given declustering schemes We assume all the base schemes are permutation schemes. Intuitively, the disks assigned by a permutation scheme to any row or column of length M in a data grid is a permutation of
A permutation scheme is a scheme that is both a row-and column-permutation scheme.
Declustering schemes that are permutation schemes include, e.g. the DM [2] , CD [15] and GRS [18] schemes.
We introduce another definition, which gives the notion of 'base- This definition is a generalization of the standard decimal or binary representation. For example, if all M i are equal to ten (two) then this becomes the decimal (binary) representation. As a non-trivial example, if
It is easy to verify that all the properties of decimal or binary representations carry over to this generalized representation as well.
We will now describe the two-dimensional hierarchical declustering scheme, which is given in an algebraic format as outlined in Figure 2 . Later, we will provide a geometric interpretation of the algorithm that better shows the intuition behind the construction. The intuition behind this scheme is that we compose the most significant digits of X with the least significant digits of Y . This roughly has the following effect: if two points (X, Y ) and (W, Z) are assigned to the same disk then the size of the range query containing these two points, |X − W | · |Y − Z|, is large.
Hierarchical-two-dimensional D(X, Y )
COMMENT: M = M 1 M 2 . . . M k . We assume existence of declustering scheme D i for M i disks 1 X = X mod M; Y = Y mod M 2 [x 1 , x 2 , . . . , x k ] = BASE(M 1 , M 2 , . . . , M k , X) 3 [y k , y k−1 , . . . , y 1 ] = BASE(M k , M k−1 , . . . , M 1 , Y ) 4 for i = 1 to k u i = D i (x i , y i ) 5 U = [u 1 , u 2 , . . . , u k ] in base-(M 1 , M 2 , . . . , M k ) representation. = (M 2 M 3 . . . M k )u 1 + (M 3 M 4 . . . M k )u 2 + . . . + (M k )u k−1 + u k 6 return U FIGURE 2. Two-dimensional Hierarchical scheme for M = M 1 M 2 . . . M k disks.[x 1 , x 2 ] = BASE(M 1 , M 2 , X) = BASE(2, 3, 2) = [0, 2] and [y 2 , y 1 ] = BASE(M 2 , M 1 , Y ) = BASE(3, 2, 5) = [2, 1]. Thus, in step 4, [u 1 , u 2 ] = [D 1 (x 1 , y 1 ), D 2 (x 2 , y 2 )] = [D 1 (0, 1), D 2 (2, 2)] = [1, 1]. Accordingly, in step 5, U = [1, 1] in
Geometric intuition
We now present the geometric interpretation of the algorithm and show that it leads to the algebraic expressions in the algorithm. We start with the case when k = 2, i.e. the hierarchical scheme Figure 3b will be used to demonstrate the concept.
First, we make M 2 copies of scheme D 1 , c 0 , c 2 . . . c M 2 −1 , and arrange them in a vertical strip, as shown in Figure 3b . We view the disks in this vertical strip as 'meta-disks'. We will replace each meta-disk with a row of M 2 disks, using the distribution pattern of D 2 . This will result in an M 1 M 2 × M 1 M 2 grid, which will be our final scheme D. Intuitively, since the meta-disks are well distributed in D 1 and the disks replacing the meta-disk are well distributed in D 2 , we expect the mapping to result in a grid D with well-distributed disks.
The actual mapping is determined as follows. Let R j , j = 0, 1, . . . M 2 − 1, denote the j th row of scheme D 2 . We map meta-disk i in c j to a row of M 2 disks: iM 2 + R j (i.e. adding iM 2 to every element in R j ). Note the resulting row is a permutation of disks {iM 2 , iM 2 + 1,
For example, as shown in the grey area in Figure 3b , meta-disk 1 in c 2 is mapped to
Note that when we replace the meta-disks by their corresponding disks we get a permutation declustering scheme D for M disks. To see how the above geometric mapping translates into the algebraic expressions in the algorithm, let us consider the disk assigned to any point (X, Y ) under D. According to the above mapping, the disk for this point is mapped from a meta-disk i located at
This is exactly what steps 2-5 of the algorithm account for, when k = 2. Let • be the binary functional operator that denotes the above construction (i.e.
. Then the geometric interpretation could be easily generalized to k > 2 as
. )))(X, Y ).
It can be verified by a straightforward induction on k that expanding the above formula will lead to the non-recursive expressions in the algorithm of Figure 2 .
Extension to any number of disks
The hierarchical scheme we described above is defined only when M is a product of M i . This presents a problem if our available base schemes are for small M i and we consider an M containing a large prime factor. In this section, we present a technique to extend the scheme to any value of M. As before, we assume (permutation) base schemes D i for M i disks, i = 1, 2, . . . , k are given. Our goal is to construct a scheme for M disks, where M cannot be expressed as a product of M i . We present a general scaling technique that given a permutation declustering scheme S defined for M disks, creates a permutation declustering scheme S defined for M < M disks with a performance bound which is dependent on the performance bound of S and M − M. Our techniques are general enough to convert any permutation declustering scheme that is only defined for certain values of M to a permutation declustering scheme that is defined for any value of M.
Suppose that M is a number for which the hierarchical scheme is not defined. Let M , M > M, be a number such that there is a permutation hierarchical scheme for M disks and let G an M × M grid be tiled with such a scheme. (Although one can usually choose M to be the smallest such value, doing so is not necessary.)
Our intention is to scale this M × M sub-grid down to an M×M grid. This is done by first deleting the M −M highest (rightmost) columns. Because of the column permutation property, the remaining M columns contain exactly one instance of disk 0 in each column and because of the row permutation property, no row can contain more than one instance of disk 0. We obtain the M × M grid by retaining the rows containing zeroes. A formal description follows. hierarchical scheme for M disks as a scheme in which point
The intuition is that the zeroes are nearly uniformly distributed in the original M × M grid and by picking a set of M columns, we do not destroy the uniformity of the arrangement. EXAMPLE 2. Given base schemes D 1 and D 2 as shown in Figure 3 , we will now construct a scheme for M = 5. Since M = 5 cannot be expressed as a product of M 1 = 2 and M 2 = 3, we choose M = 6 and build a hierarchical scheme for six disks using the algorithm of Figure 2 . This step is illustrated in Example 1 and results in a 6 × 6 grid as shown in Figure 4 . Now, identify the positions of disk 0 in the first five columns of the grid and rank them according to their y-coordinates. As a result, we obtain, for i = 0, 1, 2, 3, 4, F (i) = 0, 3, 2, 1, 4. Using these values, the mapping function produces a 5×5 grid as shown in Figure 4 . As an instance, point (2, 3) (as circled in the 5 × 5 grid) is assigned to disk (3 − F (2 mod 5)) mod 5 = 3 − 2 mod 5 = 1 mod 5 = 1. (Notice that the relative positions of disk 0 in both grids have the same topology.)
ANALYZING PERFORMANCE OF THE TWO-DIMENSIONAL HIERARCHICAL SCHEME
We prove that if we start with near-optimal base schemes D i then the resulting hierarchical scheme is also very good. For example, if we start with SO base schemes then the difference in response time and optimal response time is bounded by a small constant. We measure the performance of any declustering scheme by the largest possible deviation from the optimal response time. 
Our notion of additive error measures the performance of any declustering scheme in a worst-case sense and is independent of the grid size (the grid could be as large as 
If each M i is equal to two (so that M is a power of two) and we start with the (optimal) base scheme D i (x, y) = (x ⊕ y) mod 2, where ⊕ is bitwise exclusive-or, then each l i is equal to zero and Theorem 1 guarantees that the hierarchical scheme has an additive error at most 4 log M−3. For this special case, we can prove an even better bound.
and each D i is bitwise exclusive-or then the resulting hierarchical scheme has an additive error at most 2 log M − 3 when k ≥ 2 (the additive error is zero when k = 1).
We can also prove that the above bound is asymptotically tight.
THEOREM 3. If each M i is equal to two (so that M = 2 k ) and each D i is bitwise exclusive-or then the additive error of the resulting hierarchical scheme is (log M).
In another paper [21] , we proved that the lower bound (log M) holds valid for any two-dimensional declustering scheme and any value of M. The bound was indirectly proved based on a transformation of the declustering problem to discrepancy theory [30] . Here, in the proof of Theorem 3, we provide a constructive proof which gives more insight into the behavior of the scheme.
As mentioned earlier in the paper, the two-dimensional coloring scheme proposed in [19] , which is defined only when M is a power of two, is a special case of the hierarchical scheme when all M i are equal to two and each D i is a bitwise exclusive-or. In other words, the coloring scheme [19] always starts with a base scheme designed for two disks. Our generalization enables us to trade-off the preprocessing cost of finding good base schemes (with different numbers of disks) with the better performance of the resulting hierarchical scheme.
In [19] , the coloring scheme is defined as a series of 'swaps' performed on partial instances of the scheme. Here, based on our framework of the hierarchical scheme, we can restate their scheme as a simple function of computing exclusive-or of the bit-representation of x and y coordinates of the points.
PROPOSITION 1. If each M i is equal to two (so that M is a power of two) and each D i is bitwise exclusive-or, then
D(x, y) is equal to (x ⊕y R ) mod M, where y R is the reverse of the bit-string for y. This is identical to the coloring scheme proposed in [19] .
Our upper bound of 2 log M − 3 is a slight improvement of the bound, 2 log M + 3, in [19] .
Finally, we present a bound on the additive error of the extended 2-dim hierarchical scheme described in Section 3.2. 
In practice, the actual performance of the hierarchical scheme is much better than the analytical bounds given above. Figure 5 shows the analytical bound and the actual performance of the hierarchical scheme. The hierarchical scheme is constructed using three base schemes, which are the strictly optimal schemes for M = 2, 3 and 5 (note these are the only values of M where a strictly optimal scheme exists [14] ). The analytical bound is calculated based on Theorem 1 and Lemma 1. The actual additive error is calculated by an exhaustive calculation. Notice that even though the additive error is defined as a worst-case measure over (an infinite number of) queries, we can compute the worst case by considering all queries within a 2M × 2M grid. The intuitive reason is that the set of disks assigned to any row or column of length M in the hierarchical scheme is a permutation of {0, 1, . . . , M − 1}. Thus any row or column of length M contributes zero to the additive error and we can chop off any such row or column from a query without changing its additive error. This intuition is made precise in Corollary A.1 (and the discussion following its proof in Appendix A). The figure shows that, by using the very simple SO schemes for small M as the base schemes, one can build a hierarchical scheme that achieves very good performance for larger number of disks. The additive error is at most three for any query, using up to 50 disks.
THE MULTIDIMENSIONAL HIERARCHICAL DECLUSTERING SCHEME
In this section, we extend the hierarchical scheme to multiple dimensions. Two versions of the scheme are presented. First, we describe a more restricted form of the scheme, then loosen that restriction in an extended scheme. The latter is applicable to more values of M (number of disks), but with some compromise in performance. We now describe the first scheme. Consider a d-dimensional space with coordinates X 1 , X 2 , X 3 , . . . , X d . We assume the existence of k d-dimensional base schemes D i for M i disks (1 ≤ i ≤ k). We further assume that each base scheme is a d-dimensional permutation scheme. , for some integer m i . This algorithm is a natural generalization of the two-dimensional algorithm. We provide below geometric interpretation to illustrate this generalization.
DEFINITION 4. A d-dimensional permutation scheme for M disks is a declustering scheme such that, for each d-dimensional cube
For ease of presentation, we consider the case of three dimensions (d = 3) and using two base schemes (k = 2). Generalization to d > 3 is straightforward, whereas generalization to k > 2 can be done recursively (similar to that of the two-dimensional algorithm). Without loss of generality, we rename dimensions X 1 , X 2 , X 3 to X, Y, Z.
The intuition follows the same concept as the twodimensional case. Consider a cube of sidelength m i under base scheme D i , i = 1, 2. By abusing notation, we denote the cube as D i as well. Let c 0 , c 2 . . . c m 2 −1 be m 2 copies of the cube D 1 arranged in a vertical tunnel as before. Figure 7 shows the case. As before, we view each disk in this vertical tunnel as a meta-disk. We will map each meta-disk to a (d − 1)-dimensional subplane (of sidelength m 2 ) which is perpendicular to the Z-axis (the vertical axis). Specifically, for meta-disk i in copy c j , we map it to 
Note this is exactly what Steps 2-5 of the algorithm accomplish.
To generalize to d dimensions X 1 , X 2 , . . . , X d , simply substitute 3 with d and the Z-axis with the X d -axis in the above process. Then we get
Again, it can be verified that this is identical to the algebraic expressions in the algorithm, when k = 2. Generalization to k > 2 can be obtained following the same recursive technique described in the two-dimensional case (see Section 3).
It is easy to see that steps 2-4 take O(kd) to compute. So for a grid of size N the algorithm takes O(kdN).
The extended scheme
The extended scheme does not require the existence of d-dimensional permutation base schemes D i for M i disks, where M i must be a (d −1)th power of some integer. Instead, it only requires that each base scheme has the following property: any column of length M i along any dimension contains M i distinct disks. That is, any d-dimensional cube of sidelength M i is a so-called 'Latin square'. We call such schemes Latin-square schemes.
Given Latin-square base schemes
is constructed using the same algorithm of Figure 6 , except that we now substitute m i with M i and m with M in all the steps. It can be verified that D is also a Latin-square scheme. The extended scheme is applicable to more values of M than the original scheme because there is no restriction on M i . Its performance, however, could be compromised as its (d − 1)-dimensional subplanes are no longer permutation schemes (which is essential in the hierarchical construction to achieve excellent performance).
SIMULATION RESULTS
We have shown in Figure 5 that the actual performance of the hierarchical scheme is better than the theoretical upper bounds. In this section we present more simulation results with a larger number of disks and different grid aspect ratios, in both two-dimensional and three-dimensional data.
Comparison with a random scheme
Our first experiment demonstrates the importance of adopting a well-devised declustering scheme. We show that the hierarchical scheme performs substantially better than a random scheme. A random scheme assigns each tile in the grid to any of the M disks with probability 1/M. This strategy however, may result in an imbalanced distribution of tiles among the disks. We have implemented a different version that ensures a balanced load.
The balanced-load random scheme works as follows. First, label the tiles in any order from 1 to N, where N is the total number of tiles in the dataset. Generate a random permutation (ordering) σ of {1, 2, . . . , n}. Arrange the tiles in that order and assign them to the disks in a round-robin manner. That is, assign tile labeled σ (i), i = 1, 2, . . . , n, to disk i mod M. It is easy to see that each tile is assigned to any disk with probability 1/M and the disks have a balanced load. Our own experiments show that this scheme gives a slightly better performance than the imbalance version. Figure 8 compares the performance of HIER and the random scheme with increasing grid size. We used 16 disks and a two-dimensional data grid with the grid side length N varying from 50, 100, 150, 200 to 400. The HIER scheme is constructed using the strictly optimal scheme for two disks as the base schemes. Figures 8a and 8b show the results in terms of average and maximum deviations from the ORT, respectively. For each N × N grid, a set of 10,000 random range queries within the grid is used in each run to compute the metrics. Note that as N grows, the sizes of the queries grow accordingly. Both figures show that the deviation of the random scheme from ORT grows with the grid sidelength. In contrast, deviation of HIER from ORT is very small and remains flat as it depends only on M rather than on grid (query) size.
The actual saving of the HIER scheme over the random scheme in wall-clock time depends on the performance parameters of the disks as well as on the tile size and the query size. For instance, suppose all disks are of the same model, say the IBM Ultrastar 73LZX harddisk drive, which has a 73-GB capacity, an average seek time of 5 ms and a rotational speed of 10,000 RPM (revolutions per minutes), or an equivalent of 3 ms average rotational latency. If each tile is stored as a disk block, then from Figure 8b While these savings seem to be small, they grow larger as the grid size increases. In the following, we illustrate this potential benefit based on a (hypothetical) remote-sense database.
Consider 5730 × 6510 pixel map, where each pixel stores a one-byte value, which is the reading on an area of 30-meter resolution. So the size of a scene file is about 37 MB. There is a separate scene file for each of the seven bands. The files can be combined to produce color composite images (false color images) of the same area of land on Earth. The Scene files are geo-located by 'path' and 'row'. There are 233 paths and 248 rows, a total of 57,784 scene files (per band), that cover the entire globe in one pass.
Assume we are interested only in the day-time images that cover North America. A one-pass of these images comprises 46 (paths) × 40 (rows) = 1840 scene files. For efficient storage and retrieval, each scene file needs to be further divided into tiles. We use the parameters from a realworld remote-sensing database [31] , where each scene file is divided into a grid of 30 × 31 tiles, with each tile consisting of 191 × 210 pixels = 40,110 bytes. Therefore, our North American data can be stored as a grid of 1380 × 1240 tiles, which is about 67 GB. Since our disks have a capacity of 73 GB each, we can store all seven bands of the data (67 GB × 7 = 469 GB) into 16 disks without problems.
For efficient retrieval, each tile is stored on consecutive disk sectors so the average time to retrieve a tile from the disk is the sum of the average disk seek time (5 ms), the average rotational latency (3 ms) and the data transfer time. If we assume the average data transfer time to be 40 MB/s (the IBM disk has a sustained data rate of 29.8-58.0 MB/s), then the time to transfer a tile (which is 40 kB) is approximately 1 ms. Therefore, the average disk access time to retrieve a tile is 5 + 3 + 1 = 9 ms. Now consider range queries that retrieve from all seven bands. Using extrapolation from Figure 8b , where the saving of HIER over the random scheme is about 200 tile accesses when N = 400, the saving for our database (with side length approximately 1200) could be as large as 7 (bands) × (1200/400) × 200 (tile accesses) × 9 (ms) = 37.8 s. The saving could be even larger if we piece together the data for the entire globe and for a sequence of passes.
Results in two dimensions
It will be interesting to know how the hierarchical declustering strategy compares with previously known declustering schemes other than the random scheme. This, however, is tricky to show as the hierarchical scheme can be thought of as a 'meta-technique' that can use any other schemes as its base schemes. Just to give a flavor of its effectiveness, in the remaining experiments we decided to compare the GFIB declustering scheme to the hierarchical technique using EXH as its base scheme. EXH [16] , a cyclic declustering scheme, performs a nearly exhaustive search for its skip values. It does very well for small values of M but gets computationally prohibitive for large M. GFIB, proposed by the inventors of the EXH scheme, uses a computationally tractable heuristic to select the skip values. So, in essence, we are comparing a heuristic way of picking skip values in GFIB to our heuristic ways of extrapolating an exhaustive search. We would like to re-emphasize that our purpose here is not to compare our technique with GFIB, EXH, or any other scheme because our techniques are orthogonal to the existing declustering schemes.
For the first experiment in two dimensions, we set the data to a 30 × 31 grid, which corresponds to a single Landsat 5 scene image (Section 6.1). The hierarchical (HIER) scheme is constructed using the EXH scheme with M ≤ 70 [15] as the base schemes.
Figures 9a and 9b compare HIER and GFIB with an increasing number of disks, under two different performance metrics, average ratio to ORT and average deviation from ORT, respectively. The average ratio to ORT with respect to a declustering scheme f is defined to be the average of RT(f, Q)/ORT(Q), among all queries Q within the grid. For better visualization, we drew HIER in a solid line and GFIB in discrete points. Both figures show that HIER is at the low end of the performance spectrum. In contrast, GFIB produces highly diverged performance.
We have also found the relative performance of the schemes does not change much for different grid aspect ratios or query loads. For instance, Figure 10 shows the results for a 25 × 60 grid, where 10,000 random queries are used in each run. The relative performance of HIER and GFIB for this grid aspect ratio is similar to that revealed in Figure 9a. 
Results in three dimensions
In the three-dimensional experiment, we set the grid size to 30 × 31 × 30. This corresponds to storing a sequence of 30 Landsat scene images taken at different time instances (time being the third dimension). Furthermore, to save time, a set of 32 3 = 32,768 randomly generated queries, instead of an enumeration of (C a vector (h 1 , h 2 , 0) . We chose (h 1 , h 2 ) = (1, 1), (2, 1), and (3, 2) for M = 4, 9 and 25, respectively. The choice is based on a heuristic similar to the one adopted in [16] that, when M is a Fibonacci number F n , sets the skip values to the preceding Fibonacci numbers Figure 11a compares HIER and GFIB for every M < 500 where HIER is defined. Specifically, these values of M are 16, 36, 64, 81, 100, 144, 225, 324 and 400. The figure shows that EXH produces a very efficient performance that grows at a slower rate than that of GFIB. Figure 11b extends the comparison to more values of M, using the extended hierarchical scheme (HIER-ext) described at the end of Section 5. In this case, we use the three-dimensional EXH scheme (with M ≤ 70) as the base scheme to construct HIER-ext. (It took more than 100 hours to compute EXH, on a Sun SPARCstation-10 with 128 MB of memory.) Due to the enormous simulation time, we generated 45 random values of M between 70 and 500 (about a 10% sampling) where HIER-ext is defined for evaluation. The figure shows that HIER-ext still produces a more efficient performance than GFIB.
We repeated the same experiment on a different grid size 60 × 13 × 35 and show the results in Figure 12 . It shows a similar pattern to that of Figure 11b. 
CONCLUSIONS
We have proposed a novel technique to construct efficient declustering schemes for large values of M, based on schemes for small values of M. The technique applies to any number of disks in two dimensions and extends to selected numbers of disks in higher dimensions, depending on the available base schemes. We present tight upper and lower bounds on the performance of the two-dimensional scheme, thus establishing that the scheme has a good performance if the underlying schemes for small values of M have good performances. While the proofs of the analytical bounds are involved, the schemes themselves are easy to describe and implement. We also present simulation results to support our theoretical results on the performance of the hierarchical declustering scheme.
APPENDIX A
Throughout the rest of the paper we use the following notation unless otherwise specified.
M is the product of M 1 , M 2 , . . . , M k . D i is a permutation declustering scheme for M i disks, with additive error l i . We apply the algorithm Hierarchical (Figure 2 ) to obtain a declustering scheme D for M disks. (x, y) and (w, z) are two points in the grid.
• 
A.1. Proof of Theorems 1 and 2 (two-dimensional upper bounds)
We will first prove Theorem 2. Then we will describe the additional machinery needed to prove Theorem 1. First we state a few facts about the generalized base representation. 
We will need several technical lemmas.
Proof. From the definition of the hierarchical scheme,
Lemma A.1 follows directly from Fact A.1 combined with the above two observations. Proof. This holds for any permutation scheme. Suppose Q has kM columns. By the definition of the row-permutation scheme, in each row exactly kM/M = k points get assigned to any particular disk. The proof follows easily from this observation.
Given any query Q, we can continue 'chopping off' any blocks of size M × M, M × 1 and 1 × M from the query until we are left with a query with both dimensions less than M. (We will describe this process formally in the proof of Theorem A.1.) By Corollary A.1, D is going to be optimal in the chopped-off portion, so we only need to worry about the left-over query with both dimensions less than M.
DEFINITION A.2. We define a basic query to be a query with less than M rows and less than M columns.
Bounding the performance of D on basic queries is the most challenging part of the upper-bound proof. We first prove an upper bound on a restricted type of basic queries. Then we will show that any basic query can be subdivided into a small number of these restricted type of basic queries. Finally we will prove that the performance bound on basic queries easily translates into a performance bound on general queries. Specifically,
It is also easy to see that in each case the query contains In the following, we will simply use Q to denote the size of Q. 
RT(Q) − ORT(Q)
Proof. When k ≥ 2, it can be verified that any basic query Q can be divided (along multiple horizontal lines) and expressed as a disjoint union of prefix-queries
When k = 1, any basic query can be divided into at most M 1 − 1 prefix-queries. The rest of the proof is similar. 
Proof. Suppose Q = [(a, b) , c, r] (here Q is a regular range query, not necessarily a 'basic query'). We can divide Q into four sub-queries as shown in Figure A 
Finally, from all of the above, we have
The proof of Theorem 1 follows by generalizing the notion of prefix queries. Note that Theorem A.1 is obtained by proving that any basic query can be expressed as a disjoint union of 2(
Each prefix-query may contribute one to the additive error, thereby resulting in an additive error bound of 2(
We now do a smarter accounting of the additive error. Recall that any prefix query has a parameter t such that the first k − t digits of [y k , y k−1 , . . . , y 1 ] are the same for each point in the query and the last t digits form a complete code. We subdivide prefix queries into groups based on the value of this parameter and bound the cumulative error of each group. A generalized-prefix query consists of a bunch of prefix-queries stacked on top of each other. Figure A .4a is a generalized-prefix(t) query, where t = 2. In this case, Y (Q) = {000, 001, 010, 011}. It is easy to check that it satisfies all the conditions of Definition A.4. However, Q is not a prefix-query, as can be easily checked from Definition A.3.
We now prove that the additive error for a generalizedprefix(t) query Q is roughly equal to the additive error of a query under base scheme D t on M t disks. Let c denote the number of columns in Q. From the proof of Lemma A.3, we can assume that c < M/r. (Because we can discard any multiples of M/r columns from each Q i , without affecting the additive error.) Let S be a maximum set of points in Q that have been assigned to the same disk. By the definition of response time, the size of S will be equal to RT(Q).
Let S = {(x t , y t )|(x, y) ∈ S}. Let Q be the smallest range query containing all the points in S . We will show that the additive error of Q (under scheme D) is at most one plus the additive error of Q (under scheme D t ). The proof has two parts. We will first show that From Proposition 1, when M is a power of two, the hierarchical scheme D(x, y) is equal to x ⊕ y R , where y R is the reverse of bit-string for y and ⊕ is the bit-wise exclusive-or operation. Throughout this section, we will use the bit-representation and integer values interchangeably. The underlined representation will be clear from the context. For example, x ⊕ y R assumes x and y are bit strings. On the other hand x + y assumes integer values of x and y.
We also abuse the RT and ORT notation. For technical reasons, we will prove a stronger claim. Let zeroes(Q, M) denote the number of points in Q that get assigned to disk zero under D (with M disks). We will prove all our claims on zeroes(Q, M). In particular, we will prove zeros(Q, M) − ORT(Q, M) ≥ log M 6 + 1. We need the following three claims.
CLAIM A.1. We will defer the proofs of these claims. First we will show that the lemma follows directly from these three claims.
ORT(Q , M
From Corollary A. Now we will prove the claims.
