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SUMMARY
Point processes have been widely used to model complicated event sequences produced
from natural and social systems. In this work, we study the problems of asynchronous event
sequence analysis with the help of point process-based modeling and learning techniques,
and establish a unified algorithmic framework to learn point processes and capture the latent
information behind seemingly “random” data. In particular, with this common framework,
we make efforts to solve the following four problems:
• Causality Analysis of Asynchronous Event Sequences. Learning Granger causal-
ity from asynchronous event sequences for general point processes is a very challeng-
ing task. We propose an effective approach to learn Granger causality for a special
but significant type of point processes — the Hawkes process. According to the re-
lationship between a Hawkes process’s impact functions and its Granger causality
graph, our model represents the impact functions using a series of basis functions
and recovers the Granger causality graph via group sparsity of the impact functions’
coefficients. The strategy of selecting basis functions is discussed in detail. In or-
der to enhance the robustness, we propose an effective learning algorithm combining
a maximum likelihood estimator (MLE) with a sparse-group-lasso (SGL) regular-
izer. Additionally, the flexibility of our model allows us to incorporate the clustering
structure of event types into learning framework.
• Clustering Analysis of Asynchronous Event Sequences. We study the problem
of clustering asynchronous event sequences in depth and propose two clustering
strategies based on Hawkes processes. The first is a feature-based strategy, which
extracts features from event sequences and then learns clusters based on the fea-
tures. In the phase of feature extraction, we propose a multi-task multi-dimensional
Hawkes process model and learn adjacent matrices of the Granger causality graphs
for the event sequences with the help of multi-task learning. The sparse and low-
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rank structures of the tensor corresponding to those adjacent matrices are considered
in our learning algorithm. The second is a model-based strategy, which establishes
a mixture model directly based on Hawkes processes. We propose a Dirichlet mix-
ture model of Hawkes processes, and design a variantional inference algorithm in
a nested expectation-maximization (EM) framework to learn the model effectively.
We compare these two strategies on their identifiability, convergence, computational
complexity, clustering purity, and clustering consistency, and demonstrate their po-
tentials in practical applications, e.g., IPTV user clustering, and patient clustering.
• Robust Learning of Point Processes. How to learn point processes from incomplete
observations is a common and challenging problem in many real-world applications.
We study this critical problem in two perspectives. On one hand, from the viewpoint
of data, we propose a data synthesis method to generate long event sequences from
original short doubly-censored ones via a sampling-stitching mechanism. The ratio-
nality and the feasibility of our data synthesis method are discussed in details. On the
other hand, from the viewpoint of learning algorithm, we propose a discriminative
learning framework for learning point processes, which can be explained as an imple-
mentation of neural networks. Compared with the generative learning method, our
discriminative learning method requires fewer samples, and achieves encouraging
results for predicting future events. We achieve robust learning of many complicated
point processes (e.g., mutually-correcting point processes and time-varying Hawkes
proceses) and apply them to analyze admission records of patients.
• Innovative Applications of Point Processes. Point processes have attracted a lot of
researchers in the field of data analysis and data mining. However, few researchers
consider the applications of point processes on computer vision. Driven by the prob-
lem of movie trailer generation, we propose a self-correcting process model to mea-
sure the visual attractiveness of movie clips. The loss of attractiveness is used as a
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criterion to select and re-organize attractive clips. To the best of our knowledge, this
is a pioneering work in the use of point processes to achieve video analysis.
Keywords: Point process, Hawkes process, correcting process, Granger causality, im-
pact function, infectivity network, multi-task learning, Dirichlet mixture model, structural





With the fast development of modern communications, networks, and mobile devices, real-
world interactions among multiple entities in information systems constantly produce a
large amount of event data, and the relationships among the entities are hidden in the data.
We take some typical examples from diverse domains to demonstrate the pervasiveness of
these data.
• Social networks. In social networks like facebook and twitter, we post our daily
experience and share other people’s information. In particular, our social behaviors
(i.e., posting information and responding others) are likely to trigger other people’s
feedback. These interactions reveal the infectivity among different users.
• Job markets. On the job market, employees search different jobs and hop among
different companies. Competitive companies can attract new employees consistently
and keep their existing employees from hopping while the companies with weak
competitiveness are likely to suffer to talent crisis. The flow of talents among differ-
ent companies reflects the relationships of the companies on the job market.
• IPTV systems. In IPTV systems, users’ viewing behaviors (i.e., when and which
programs they watched) are recorded, which reveal their viewing patterns and prefer-
ences. After watching an actor’s news, we are likely to watch his movies and dramas
in the future. After watching an episode drama at certain time, we are likely to watch
the remaining episodes daily or weekly in the following days. The triggering patterns
among TV programs can be viewed as features of users’ viewing preferences.
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• Electronic health records. Electronic health records contain the information of dis-
eases’ diagnoses and treatments. The progress of a disease and its influence on other
diseases can be captured via the historical admissions of different patients, and a
disease network can be constructed accordingly.
All these event data are formulated as asynchronous event sequences, which contain
a series of time stamps, event marks, and optionally, high-dimensional features. The dy-
namics and the interactions of the events reflect the relationships among entities hidden in
the randomness of data. The focus of this dissertation is on establishing a unified point
process-based framework for asynchronous event sequence modeling and analysis and de-
veloping flexible models and robust learning algorithms for various challenging problems
and interesting applications.
1.1.1 Asynchronous Event Sequences
Typically, an asynchronous event sequence can be represented as s = {(ti, ci)}Ii=1, where
ti ∈ [Tb, Te] and ci ∈ C. Here Tb and Te represent the beginning and the ending of the
observation window. C = {1, ..., C} represents the set of event types. A point process
with C event types is represented by C counting processes {Nc}Cc=1 on a probability space
(Ω,F,P) [1]. Nc = {Nc(t)|t ∈ [Tb, Te]}, where Nc(t) is the number of type-c events
occurring at or before time t. Ω = [Tb, Te] × C is the sample space. F = (F(t))t∈R is
the filtration representing the set of event sequences the process can realize until time t.
Finally, P denotes the probability measure.
Different from traditional time series and synchronous (or aggregated) data, asynchronous
event sequences contain discrete events randomly distributed in the continuous time do-
main. In this case, both the order of events and the time intervals between them are impor-
tant for describing the dynamics of sequences, which increases the difficulty of modeling.
In other words, focusing on asynchronous event sequences, we need to establish an ef-
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Figure 5.2: Multivariate Hawkes process for interdependent asynchronous and depen-
dent event data.
function jk(t, tki )   0 is a nonlinear triggering function of the past event timing tki ,
and captures the influence of the particular past event on dimension k at time tki to
the occurrence of a new event on dimension j at time t. One choice of the triggering
function is an exponential kernel jk(t, tki ) = ↵jke  jk(t t
k
i ), which captures the notion
that temporal dependency of events decays exponentially over time. Another example
is a periodic basis function jk(t, tki ) = ↵jk sin(2⇡(t   tki )) + 1, which captures the
periodic dynamics of the event timing.
5.2.1 Modeling Recurrent User Activities with Hawkes Processes
Figure 5.1(b) highlights the basic setting of our model. For each observed user-item
pair (u, i), we model the occurrences of user u’s past consumption events on item i
as a self-exciting Hawkes process [72] with the intensity:





where  (t, ti) > 0 is the triggering kernel capturing temporal dependencies, ↵u,i   0
scales the magnitude of the influence of each past event,  u,i0 > 0 is a baseline intensity,
and the summation of the kernel terms is history dependent and thus a stochastic
process by itself.
We have a twofold rationale behind this modeling choice. First, the baseline
intensity  u,i0 captures users’ inherent and long-term preferences to items, regardless
of the history. Second, the triggering kernel  (t, ti) quantifies how the influence from
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Figur 1.1: Illustration of conditional intensity functions.
happening time of them. Fortunately, the theory of temporal point processes provides us
with an useful tool for achieving this aim.
1.1.2 Temp ral Point Processes
A point process can be characterized via its conditional intensity functions {λc(t)}Cc=1,
where λc(t) represents the expected instantaneous happening rate of type-c events given
historical record:
λc(t) = λc(t | F(t))
=
E[dNc(t) | HCt ]
dt
=
P (c-type event in [ , t+ dt) | HCt )
dt
=
P (c-type event in [t, t+ dt) | no event in [ti, t), HCt )
dt
=
P (c-type event in [t, t+ dt), and no event in [ti, t) | HCt )
P (no event in [ti, t) | HCt )dt
=
p(t, c)
1− P (t) .
(1.1)
Here, HCt = {(ti, ci)|ti < t, ci ∈ C} is the set of history, ti is the time stamp of the last
event before t. p(t, c) is the conditional density of c-type event at time t given history, and
P (t) is the conditional cumulative distribution that there are some events happening in the
interval (ti, t].
The conditional intensity function actually provides us with an effective representation
of asynchronous event sequences — with the help of conditional intensity function, we
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can represent each event sequence as a or a set of continuous functions of time, as Fig. 1.1
shows. It is beneficial for us to model the dynamics of the sequences. Moreover, given con-
ditional intensity function, we can learn the corresponding point process using traditional
statistical learning techniques. In particular, based on the definition of conditional intensity
functions in (1.1), we have








































where Θ is the parameter of the point process model.
1.2 Research Problems
The main interest of our research lies in modeling asynchronous event sequences based on
point processes and analyzing the triggering pattern of the events and the relationship of the
event sequences quantitatively. In particular, we study four challenging research problems
and explore their potential solutions throughout the thesis.
Causality Analysis of Asynchronous Event Sequences. Asynchronous event se-
quences with multiple event types can always be modeled via multi-dimensional point pro-
cesses in which each dimension corresponds to an event type. Generally, historical events
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Fig. 1. Asynchronously and interdependently generated high dimensional event data are fundamentally different from i.i.d. and time-series
data. First, observations for each dimension can be collected at different time points; Second, there can be temporal dependence as well
as cross-dimensional dependence. In contrast, the dimensions of i.i.d. and time-series data are sampled at the same time point, and in the
figure, different marks indicate potentially different values or features of an observation.
for large networks.
Our contributions. In this paper, we present a novel
online change-point detection framework tailored to multi-
dimensional intertwined event data streams over networks
(or conceptual networks) tackling the above challenges. We
formulate the problem by leveraging the mathematical frame-
work of sequential hypothesis testing and point processes
modeling, where before the change the event stream follows
one point process, and after the change the event stream
becomes a different point process. Our goal is to detect such
changes as quickly as possible after the occurrences. We
derive generalized likelihood ratio statistics, and present an
efficient EM-like algorithm to compute the statistic online
with streaming data. The EM-like algorithm is parameter-free
and can be implemented in a distributed fashion and, hence,
it is suitable for large networks.
Specifically, our contributions include the following:
(i) We present a new sequential hypothesis test and like-
lihood ratio approach for detecting changes for the event
data streams over networks. We will either use the Poisson
process as the null distribution to detect the appearance
of temporal independence, or use the Hawkes process as
the null distribution to detect the possible alteration of the
dependency structure. For (inhomogeneous) Poisson process,
time intervals between events are assumed to be indepen-
dent and exponentially distributed. For Hawkes process, the
occurrence intensity of events depends on the events that
have occurred, which implies that the time intervals between
events would be correlated. Therefore, Hawkes process can
be thought of as a special autoregressive process in time,
and multivariate Hawkes process also provides a flexible
model to capture cross-dimension dependency in addition
to temporal dependency. Our model explicitly captures the
information diffusion (and dependencies) both over networks
and time, and allows us to aggregate information for weak
signal detection. Our proposed detection framework is quite
general and can be easily adapted to other point processes.
In contrast, existing work on change-point detection for
point processes has also been focused on a single stream
rather than the multidimensional case with networks. These
work including detecting change in the intensity of a Poisson
process [9]–[11] and the coefficient of continuous diffusion
process [12]; detecting change using the self-exciting Hawkes
processes include trend detection in social networks [13];
detecting for Poisson processes using a score statistic [14].
(ii) We present an efficient expectation-maximization (EM)
like algorithm for updating the likelihood-ratio detection
statistic online. The algorithm can be implemented in a
distributed fashion due to is structure: only neighboring nodes
need to exchange information for the E-step and M-step.
(iii) We also present accurate theoretical approximation to
the false-alarm-rate (formally the average-run-length or ARL)
of the detection algorithm, via the recently developed change-
of-measure approach to handle highly correlated statistics.
Our theoretical approximation can be used to determine the
threshold in the algorithm accurately.
(iv) Finally, we demonstrate the performance gain of our
algorithm over two baseline algorithms (which ignore the
temporal correlation and correlation between nodes), using
synthetic experiments and real-world data. These two baseline
algorithms representing the current approaches for processing
event stream data. We also show that our algorithm is very
sensitive to true changes, and the theoretical false-alarm-rates
are very accurate compared to the experimental results.
Related work. Recently, there has been a surge of in-
terests in using multidimensional point processes for mod-
eling dynamic event data over networks. However, most of
these works focus on modeling and inference of the point
processes over networks. Related works include modeling
and learning bursty dynamics [5]; shaping social activity
by incentivization [15]; learning information diffusion net-
works [4]; inferring causality [16]; learning mutually exciting
processes for viral diffusion [17]; learning triggering kernels
for multi-dimensional Hawkes processes [18]; in networks
where each dimension is a Poisson process [19]; learning
latent network structure for general counting processes [20];
tracking parameters of dynamic point process networks [21];
and estimating point process models for the co-evolution
of network structure an information diffusion [22], just to
name a few. These existing works provide a wealth of tools
through which we can, to some extent, keep track of the
network dynamics if the model parameters can be sequentially
updated. However, only given the values of the up-to-date
model parameters, especially in high dimensional networks,
it is still not clear how to perform change detection based on
these models in a principled fashion.
Classical statistical sequential analysis (see, e.g., [23],
[24]), where one monitors i.i.d. univariate and low-
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Figure 1.2: The four research problems studied in our work.
arrows in Fig. 1.2. In order to analyze the influences quantitatively, we need to learn the
triggering pattern among different event types. From the viewpoint of graphical models,
this means constructing a directed graph called Granger causality graph (or local indepen-
dence graph) [2] based on the event sequences, in which each node is an event type and
each arrow connecting two nodes indicates that the appearance of the event corresponding
to the destination node is dependent on the historical events corresponding to the source
node.
This task is very challenging — it is hard to find a universal and tractable representation
of the complicated historical events to describe Granger causality for asynchronous event
sequences. Because asynchronous event sequences are in the continuous time domain and
no fixed time-lagged observatio is av ilable, traditional learnin methods focusing on time
series [3, 4, 5, 6] do not work in our case. A potential sol tion is constructing features for
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various dimensions from historical events and learning Granger causality via a feature se-
lection algorithm [7]. However, this method is highly dependent on the specific feature
construction method used, resulting in dubious Granger causality. Therefore, the first prob-
lem we want to solve is “How to learn Granger causality for asynchronous event sequences
robustly?” We devote Chapter 2 to the solution of the problem with solid theoretical anal-
ysis and convincing experiments.
Clustering Analysis of Asynchronous Event Sequences. It is common in practice
that the asynchronous event sequences we observe exhibit clustering structure. Specifi-
cally, when we model these event sequences based on point processes, it is likely that they
are generated via different point process models (i.e., the sequences with different colors in
Fig. 1.2). An important task for us is learning their clustering structure in an unsupervised
way. Similar to the causality analysis mentioned above, although many clustering meth-
ods have been proposed for time series [8, 9, 10], few researchers consider the clustering
problem of asynchronous event sequences because of their asynchronous property.
Focusing on this challenging problem, we would like to answer the following question
“Can we propose a robust and scalable clustering method for event sequences?” We can
explore the answer of this question with the help of two strategies: 1) proposing a feature-
based method and decomposing the clustering problem into two subproblems — extracting
features and learning clusters; 2) proposing a model-based method, e.g., designing a mix-
ture model for event sequences. We discuss the advantages and the disadvantages of these
two strategies and give theoretical analysis and empirical experimental results in Chapters 3
and 4
Robust and Predictive Learning of Point Processes. Learning point processes re-
quires us to collect a large amount of asynchronous event sequences as training data. How-
ever, in may real-world applications only incomplete or extremely short observations are
available, which leads to the failure of learning algorithms. In this thesis, we make attempts
to study the problem that “How to learn point processes from imperfect observations”.
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To achieve robust and predictive learning of point processes, it is necessary to think in
two directions — improving the quality of the training data and enhancing the robustness
of the learning algorithms. In terms of data, we can introduce data synthesis methods as
the pre-processing of training data, generating reliable long event sequences from original
incomplete ones. Our data synthesis method and its rationality and feasibility will be dis-
cussed in Chapter 5. In terms of algorithms, we can introduce more flexible point process
models and learn the models in a discriminative way. Our discriminative learning algorithm
can be explained as an implementation of neural networks, and Chapter 6 will explain our
method in detail.
Innovative Applications of Point Processes. Point processes are now widely used in
the field of data analysis and data mining. One might wonder whether we can extend the
applications of point processes to other fields. In this thesis, we give a positive answer to
this question and establish a point process-base visual attractiveness model. To the best of
our knowledge, this is a pioneering work using point processes to solve problems of com-
puter vision. Based on this work, we can select attractive clips from movies and generate
trailers accordingly. The proposed attractiveness model and the whole trailer generation
system will be introduced in Chapter 7
1.3 Literature Survey
1.3.1 Continuous-time Models
Sequential data modeling is a classical problem in the field of machine learning and signal
processing. Many traditional models, such as Markov chain (MC) model [11], vector auto-
regressive (VAR) model [3, 12, 5], and hidden Markov model (HMM) [13, 14, 15], can
be used to solve the problem when the sequential data is time series with fixed time lag.
Recently, many efforts have been made to extend the models above from the discrete time
domain to the continuous one. The continuous-time Markov chain (CTMC) is proposed
in [16] to model the Markov chain in the continuous time domain, which can be viewed
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as a special case of semi-Markov models [17]. Similarly, a hidden Markov model in the
continuous time domain is proposed in [18].
Point processes are a kind of classic tools for modeling continuous-time event se-
quences [1]. Many different point processes have been proposed for various applications,
e.g., Hawkes processes for social network modeling [19, 20, 21] and information system
analysis [22, 23], and self-correcting processes for earthquake prediction [24, 25] and vi-
sion perception modeling [26]. An advantage of these point process models is considering
the influence of all historical events on current one, which make these models outperform
traditional low-order Markovian models. Recently, some work starts to apply point pro-
cesses to analyze electronic health records for health information systems [7, 27].
1.3.2 Typical Point Processes
Many kinds of point processes have been proposed to capture diverse phenomena of inter-
ests, e.g, Poisson process, Hawkes process [28], and self-correcting process [24, 26].
• Poisson Processes. Poisson process is the simplest point process model, whose con-
ditional intensity function is a constant (i.e., λc = µc for c = 1, ..., C). This means
that the current event is independent of the historical events. Unfortunately, most
event sequences in practical situations do not obey such a strong assumption.
• Hawkes Processes. Hawkes process [28] provides us with an additive model to
capture the triggering pattern of the event types quantitatively. Specifically, its con-













where µc is the exogenous base intensity independent of the history while while
∫ t
0
φcc′(t, s)dNc′(s) is the endogenous intensity capturing the influence of the his-
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torical events on the type-c ones at time t [29]. Here, φcc′(t, s) ≥ 0 is called im-
pact function. It quantifies the influence of the type-c′ event at time s to the type-c
event at time t. Hawkes processes provide us with a physically-meaningful model
to capture the infectivity among various event types hidden in complicated event se-
quences, which have been widely used in social network analysis [30, 21], behavior
analysis [19, 22], and financial analysis [31]. Existing work mainly uses predefined
impact function with known parameters, e.g., the exponential functions in [32, 33,
34, 35, 23] and the power-law functions in [21]. For enhancing the flexibility, a non-
parametric model of 1-D Hawkes process is first proposed in [36] based on ordinary
differential equation (ODE), and this model is extended to multi-dimensional case
in [30, 22]. Another nonparametric strategy is the contrast function-based estimation
in [37, 38]. It minimizes the estimation error of conditional intensity function and
leads to a Least-Squares (LS) problem [39]. Similarly, the work in [40] proposes a
nonparametric estimation of Hawkes processes via solving the Wiener-Hopf equa-
tion. In [41, 42], the impact functions are decomposed into basis functions to avoid
discretization. However, the methods in these references obey the assumption that
the impact function is shift-invariant (i.e., φcc′(t, s) = φcc′(t−s), t ≥ s), which limits
their applications in practice. Recently, many attempts have been made to further en-
hance the flexibility of Hawkes processes, e.g., the time-dependent Hawkes process
(TiDeH) in [43] and the neural Hawkes process in [44]. These methods take advan-
tage of deep learning architecture and learn very flexible Hawkes processes from a
large amount of data or features.
• Self-Correcting Processes. Different from Hawkes process, self-correcting pro-























Here the exogenous part increases/decreases exponentially w.r.t. the time while the
new coming event corrects the tendency. Compared with Hawkes process, the self-
correcting process is more flexible because it does not require its parameters (i.e.,
{µc, φcc′}) to be non-negative.
1.3.3 Causality Analysis
Some efforts have been made to learn Granger causality of asynchronous event sequences
based on point processes [12]. For general random processes, a kernel independence test
is developed in [45]. Focusing on 1-D point processes with simple piecewise constant
conditional intensity, a model for capturing temporal dependencies between event types is
proposed in [46]. In [6, 47], the inherent grouping structure is considered when learning the
Granger casuality on networks from discrete transition process. The work in [48] comes up
with a continuous-time diffusion network inference method based on parametric cascade
generative process. In more general cases, a class of graphical models of marked point
processes is proposed in [2] to capture the local independence over various marks. The
work in [39] focuses on Hawkes processes, and connects the Granger causality graph of
Hawkes process with its impact functions.
1.3.4 Clustering Analysis
Traditional clustering methods in [8, 9, 10] can only deal with time series, which are
just synchronous (or aggregated) event data with discrete and fixed time-lagged variables.
These methods rely on probabilistic mixture models [49], extracting features from sequen-
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tial data and then learning clusters via the Gaussian mixture model (GMM) [50, 51, 52].
Recently, a mixture model of Markov chains is proposed in [53], which learns potential
clusters from aggregated event data. To asynchronous event sequences, these clustering
methods can be categorized into feature-based methods, which are based on learned or pre-
defined features. A typical example is the work in [7]: a Gaussian process-base multi-task
learning method is proposed to learn the patterns of the event sequences from predefined
features. Similarly, the method in [22] also applies multi-task learning algorithm, which ex-
tracts the features of multiple Hawkes processes simultaneously and then learns the clusters
via k-means. However, these methods cannot decide the number of clusters automatically.
To solve this problem, Dirichlet process [54] and its variants [55] are used to model the
prior distribution of clusters, and Bayesian inference algorithm is applied to learn models.
Focusing on Hawkes processes, some feature-based mixture models are proposed [19, 56],
which combine Hawkes processes with Dirichlet processes. However, these methods aim
at modeling the clusters of the events hidden in the event sequences (i.e., sub-sequence
clustering), rather than learning the clusters of the event sequences. To the best of our
knowledge, the model-based clustering method has been rarely considered in the case of
asynchronous event sequences.
1.3.5 Learning from Imperfect Observations
Learning point processes often suffers from imperfect observations, e.g., incomplete and
noisy sequences. Many efforts have been made to solve this problem. In survival analysis,
many techniques have been made to deal with truncated and censored data [57, 58, 59, 60].
Focusing on point processes, the global [61] or local [62] likelihood maximization meth-
ods are used to learn Poisson processes. To learn non-homogeneous Poisson processes,
non-parametric approaches are proposed based on the pseudo maximum likelihood estima-
tor (MLE) [63] or full MLE [64]. Theoretically, multiple imputation (MI) [65] is a general
framework to stochastically impute incomplete or missing data from the current model. For
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time series, bootstrap method [66, 67, 68, 69] and its variants [70, 71] have been used to
improve learning results when observations are insufficient. Recently, the bootstrap meth-
ods have been introduced to the inference of point processes [72, 71, 73]. To learn Hawkes
processes robustly, structural constraints, e.g., low-rank [22] and group-sparse regulariz-
ers [29], are introduced in the learning phase.
Besides incomplete and noisy observations, imbalanced data are also common in prac-
tice, which have negative influences on the learning of point processes. Many methods
have been proposed to learn models from imbalanced data. Generally, these methods can
be categorized into two classes. One kind of the methods is merging minor classes together
and learning binary classifiers step-by-step [74, 75]. Another is weighting the samples
to re-balance the data [76, 77, 78], where the samples in the minor classes have large
weights while those in the major ones have small weights. In [79], the weights are added
to unlabeled samples when training logistic regression, which can be viewed as the prior
knowledge of model. Recently, the imbalanced data processing methods based on auxiliary
samples are proposed. In [80], a semi-supervised dictionary learning algorithm is proposed
to train a robust classifier from extremely few samples. Unlabeled samples are used as
auxiliary samples in the training phase and added to minor classes adaptively. Focusing on
the problem of data synthesis, auxiliary data are generated based on manifold assumptions
in [81, 82].
1.4 Contributions and Organizations
To solve the four research problems above, throughout this dissertation, we mainly take the
following three aspects into consideration:
Flexible Modeling: Based on traditional point process models like Hawkes processes
and self-correcting processes, we propose a series of novel probabilistic models which have
physically-meaningful explanations. In particular, we propose nonparametric Hawkes pro-
cesses in Chapter 2 with the help of basis representation. In Chapter 5, we further extend the
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model from time-invariant Hawkes processes to time-varying ones to model asynchronous
event sequences on longtime scale. In the case that event sequences are generated via differ-
ent Hawkes processes, we propose a multi-task multi-dimensional Hawkes process model
in Chapter 3 and a Dirichlet mixture model of Hawkes processes in Chapter 4, respectively.
Besides Hawkes processes, we also design a parametric self-correcting process model in
Chapter 7 and extend it to a more flexible mutually-correcting process model in Chapter 6.
These models are robust to model misspecification problem, which can be used to analyze
various data sets.
Robust Learning: Given flexible models, we need robust algorithms to learn the mod-
els’ parameters from asynchronous, complicated but imperfect event sequences. Based
on maximum likelihood estimation (MLE), we propose a generative learning framework
for our Hawkes process model and its variants in Chapters 2, 3, and 4. In our algorith-
mic framework, multiple techniques are applied, including the expectation-maximization
(EM) algorithm, the alternating direction method of multipliers (ADMM), augmented La-
grangian method, and the numerical method of ordinary differential equations (ODE). Tak-
ing the prior knowledge of data into consideration, we impose various structural regular-
izers into our learning algorithms (e.g., sparse, low-rank, and group-lasso) and improve
our learning results accordingly. Furthermore, we enhance the robustness of our learning
algorithms in two directions. In Chapter 5, when it comes to short doubly-censored event
sequences, we add a data synthesis method as the pre-processing of the training data. This
method suppresses the risk of overfitting effectively. In Chapter 6, we connect the learn-
ing algorithm of point processes with the architecture of neural networks, learning point
process models in a discriminative way and predicting the appearances of future events
with high accuracy. These algorithms converge well. Compared with the state-of-art al-
gorithms, our learning algorithms have lower computational complexity and obtain better
experimental results on both synthetic and real-world data sets.
Broad Applications: We apply our models and learning algorithms to diverse applica-
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tions. Specifically, the applications mentioned in this thesis include 1) IPTV user behavior
analysis and user clustering (Chapters 2, 3, and 4); 2) ICU patient flow modeling, cluster-
ing, and prediction (Chapters 4 and 6); 3) constructing dynamical disease networks based
on patients’ admission records (Chapter 5); 4) constructing dynamical infectivity graph of
IT companies (Chapter 5); 5) modeling visual attractiveness of video clips (Chapter 7).
These applications cover many interesting problems in the field of social behavior analysis,
smart health, and computer vision, which demonstrate the usefulness of our work.
In summary, we present our contributions in these three aspects and the organization of
this dissertation in Table 1.1.
Table 1.1: Contributions and Organizations of This Dissertation







































LEARNING GRANGER CAUSALITY BASED ON HAWKES PROCESSES
2.1 Introduction
In many practical situations, we need to deal with a large amount of asynchronous event
sequences with multiple event types, e.g., viewing records in an IPTV system (when and
which TV programs are viewed) and patient records in hospitals (when and what diagnoses
and treatments are given), which can be modeled via multi-dimensional point processes.
A significant task is to learn the so-called Granger causality among different event types
from the event sequences. From the viewpoint of graphical models, it means to construct a
directed graph called Granger causality graph (or local independence graph) [2] based on
a point process model, in which the nodes are the dimensions of the point process (i.e., the
event types appearing in the sequences) and the arrow connecting two nodes indicates the
Granger causation from the source node to the destination one. Learning Granger causality
from asynchronous event sequences is meaningful for many practical applications. Take
our previous two examples: the Granger causality among IPTV programs reflects users’
viewing preferences and patterns, which is important for personalized program recommen-
dation and IPTV system simulation; the Granger causality among diseases helps us to
construct a disease network, which is beneficial to predict potential diseases for patients
and leads to more effective treatments.
Unfortunately, learning Granger causality is very challenging for asynchronous event
sequences. As aforementioned, existing work mainly focuses on learning Granger causal-
ity from time series [3, 4, 6], where the Granger causality is captured via the vector auto-
regressive (VAR) model [5]. For asynchronous event sequences, whose events are non-
fixed time-lagged observations in the continuous time domain, it is hard to find a univer-
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sal and tractable representation of events to describe Granger causality. Although some
feature-based methods [7] are proposed to learn Granger causality via feature selection.
These methods are sensitive to the specific feature construction method used, resulting in
dubious Granger causality.
To make concrete progress, we focus on a special class of point processes called Hawkes
processes and their Granger causality. Hawkes processes are capable of describing the trig-
gering pattern of event types, whose applications include bioinformatics [37], social net-
work analysis [21], and financial analysis [31], etc. Technically, based on the graphical
model of point process [2], the Granger causality of Hawkes process can be captured by
its impact functions. Inspired by this fact, we propose a nonparametric model of Hawkes
processes, where the impact functions are represented by a series of basis functions, and
we discover the Granger causality via the group sparsity of the impact functions’ coeffi-
cients. Based on the explicit representation of Granger causality, we propose a novel learn-
ing algorithm combining the maximum likelihood estimator with the sparse-group-lasso
(SGL) regularizer on impact functions. The pairwise similarity between various impact
functions is imposed when the clustering structure of the event types is available. These
structural constraints enhance the robustness of our method. The learning algorithm ap-
plies the EM-based strategy [36, 34] and obtains close-form solutions to update model’s
parameters iteratively.
Compared with existing learning methods of Hawkes processes [30, 39], our model
avoids discretized representation of impact functions and conditional intensity, and consid-
ers the induced structures across impact functions. These improvements reduce the com-
plexity of algorithm and help us to learn the Granger causality graph with high accuracy.
We investigate the robustness of our method and test our method on both synthetic and
real-world data. Experimental results show that our method can indeed reveal the Granger
causality for asynchronous event sequences and obtain superior learning performance com-
pared with other competitors.
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2.2 Granger Causality Based on Point Processes
Given a set of event sequences generated via a C-dimensional point processes, where
1, .., C ∈ C are event types, we are interested in identifying, if possible, a subset of the
event types V ⊂ C for the type-c event, such that λc(t) only depends on historical events
of types in V , denoted as HVt , and not those of the remaining types, denoted as HC\Vt . In
the viewpoint of graphical model, it is about local independence over the dimensions of
the point process — the occurrence of historical events in V influences the probability of
occurrence of type-c events at present and future while the occurrence of historical events
in C \ V does not. In order to proceed formally we introduce some notations. For a subset
V ⊂ C, let NV = {Nc(t)|c ∈ V}. The filtration FVt is defined as σ{Nc(s)|s ≤ t, c ∈ V},
i.e., the smallest σ-algebra generated by the random processes. In particular, Fct is the
internal filtration of the counting process Nc(t) while F−ct is the filtration for the subset
C \ {c}.
Definition 2.2.1. [2]. The counting processNc is locally independent ofNc′ givenNC\{c,c′}
if the intensity function λc(t) is measurable w.r.t. F−c
′
t for all t ∈ [Tb, Te]. Otherwise Nc is
locally dependent on Nc′ .
Intuitively, the above definition says that {Nc′(s)|s < t} does not influence λc(t), given
{Nl(s)|s < t, l 6= c′}. In [39], the notion of Granger non-causality is used, and the above
definition is equivalent to saying that type-c′ event does not Granger-cause type-c event
w.r.t. FCt . Otherwise, we say type-c
′ event Granger-causes type-c event w.r.t. FCt . With this
definition, we can construct the so-called Granger causality graph G = (C, E) with the
event types C (i.e., the dimensions of the point process) as the nodes and the directed edges
indicating the causation (i.e., c′ → c ∈ E if type-c′ event Granger-causes type-c one).
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2.3 Proposed Model
Although learning Granger causality is a difficult problem given a general multi-dimensional
point process model, we can design an efficient method for learning the Granger causality
based on Hawkes process. In particular, we propose a model of Hawkes process repre-
senting impact functions via a series of basis functions. An efficient learning algorithm
combining the MLE with the sparse-group-lasso is applied and analyzed in details. Com-
pared with existing learning algorithms, our algorithm is based on convex optimization and
has lower complexity, which learns Granger causality robustly.
2.3.1 Granger Causality Based on Time-invariant Hawkes Process
In this chapter, we consider a simple Hawkes process model with time-invariant impact
functions. Specifically, its conditional intensity functions have a particular form:



















s)dNc′(s) is the endogenous intensity capturing the peer influence [32]. The impact func-
tion (i.e., φcc′(t, s) = φcc′(t − s) ≥ 0, Tb ≤ s < t ≤ Te) is assumed to be time-invariant.
Focusing on the time-invariant Hawkes process model, the work in [39] reveals the rela-
tionship between the Hawkes process’s impact functions and its Granger causality graph as
follows,
Theorem 2.3.1. [39]. Assume a Hawkes process with conditional intensity function defined
in (2.1) and a Granger causality graph G(C, E). If the condition dNc′(t − s) > 0 for
Tb ≤ s < t ≤ Te holds, then, c′ → c /∈ E if and only if φcc′(t) = 0 for t ∈ [0,∞].
In practice, Theorem 4.3.1 can be easily specified in the time interval [Tb, Te]. It pro-
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(a) An event sequences and its in-
tensity functions
(b) Impact functions and the corresponding Granger causality graph
Figure 2.1: In the left subfigure, an event sequence generated via a 3-dimensional Hawkes
process is given, where the event with red type is only Granger caused via historical events
with blue type. In the right subfigure, the group sparsity of learned impact functions indi-
cate the structure of the Granger causality graph.
vides an explicit representation of the Granger causality — learning whether type-c′ event
Granger-causes type-c event or not is equivalent to detecting whether the impact function
φcc′(t) is all-zero or not. In other words, we can take each impact function as a group, and
the group sparsity of the impact functions indicates the Granger causality graph over the
dimensions of Hawkes process. Fig. 2.1 illustrates the principle of our learning strategy.
Therefore, for multi-dimensional Hawkes process, we can learn its Granger causality via
learning its impact functions, which requires tractable and flexible representations of the
functions.
2.3.2 Learning Task
When we parameterize φcc′(t) = acc′κ(t) as [34] does, where κ(t) models the time-decay
of event’s influence and acc′ ≥ 0 captures the influence of type-c′ events on type-c ones, the
infectivity matrixA = [acc′ ] is the adjacency matrix of the corresponding Granger causality
graph. Although such a parametric model simplifies the representation of impact function
and reduces the complexity of the model, this achievement comes with the cost of inflex-
ibility of the model — the model estimation will be poor if the data does not conform to
the assumptions of the model. To address this problem, we propose a nonparametric model
19
Time
Figure 2.2: Each vector in the tensor of parameters represents the coefficients of an impact
function.






Here κm(t) is the m-th basis function and acc′m is the coefficient corresponding to κm(t).
Therefore, the parameters of the Hawkes process is Θ = {A = [acc′m] ∈ RC×C×M ,µ =
[µc] ∈ RC}. Fig. 2.2 illustrates the tensor of parameters and the basis representation of an
impact function.
Suppose we have a set of event sequences S = {sn}Nn=1. sn = {(tni , cni )}Ini=1, where
tni ∈ [T nb , T ne ] is the time stamp of the i-th event of sn and cni ∈ {1, ..., C} is the event type.















































where τnij = t
n
i − tnj , Km(t) =
∫ t
0
κm(s)ds. To construct Granger causality accurately and
robustly, we consider the following three regularizers:
Local Independence. According to Theorem 4.3.1, the type-c′ event has no influence
on the type-c event (i.e., directed edge c′ → c /∈ E) if and only if φcc′(t) = 0 for all
t ∈ R, which requires amcc′ = 0 for all m. Therefore, we use group-lasso [83, 84, 47] to
regularize the coefficients of impact functions, denoted as ‖A‖1,2 =
∑
c,c′ ‖acc′‖2, where
acc′ = [acc′1, ..., acc′M ]
>. This means that along the time dimension the coefficients’ tensor
A should obey the constraint of group sparsity.
Temporal Sparsity. A necessary condition for the stationarity of Hawkes process is
∫∞
0
φcc′(s)ds < ∞, which means limt→∞ φcc′(t) → 0. Therefore, we add sparsity con-
straints to the coefficients of impact functions, denoted as ‖A‖1 =
∑
c,c′,m |acc′m|.
Pairwise Similarity. Event types of Hawkes process may exhibit clustering structure.
For example, if c and c′ are similar event types, their influences on other event types should
be similar (i.e., φ·c(t) ≈ φ·c′(t)) and the influences of other event types on them should be
similar as well (i.e., φc·(t) ≈ φc′·(t)). When the clustering structure is available, we can






‖ac· − ac′·‖2F + ‖a·c′ − a·c‖2F .
Cc contains the event types within the cluster that the type-c event resides. ac· ∈ RC×M
is the slice of A with row index c, and a·c ∈ RC×M is the slice with column index c. In
summary, the learning problem of the Hawkes process is
min
Θ≥0
− logL(S; Θ) + αS‖A‖1 + αG‖A‖1,2 + αPE(A). (2.4)
Here the parameters {αS, αG, αP} control the influences of the regularizers. The non-
negative constraint guarantees the model being physically-meaningful.
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2.4 Learning Algorithm
2.4.1 An EM-based Algorithm
Following [36, 30], we propose an EM-based learning algorithm to solve the optimization
problem (2.4) iteratively.
Step 1: Update A and µ. Specifically, given current parameters Θ(k), we first con-































































c (t) is the conditional intensity function computed with current parameters. The ratio-
nality of (B.1) is based on Jensen’s inequality. Specifically, we have following inequality






























The equation holds if and only if µc = µ
(k)
c and acc′m = a
(k)
cc′m. Therefore, we have
Q(Θ; Θ(k)) ≤ logL(S; Θ) and Q(Θ(k); Θ(k)) = logL(S; Θ(k)). Additionally, when the







‖ac· − a(k)c′· ‖2F + ‖a·c′ − a(k)·c ‖2F .
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Replacing L(S; Θ) and E(A) with Q(Θ; Θ(k)) and E(Θ; Θ(k)), respectively, we de-
couple the parameters and obtain the surrogate objective function
F = −Q(Θ; Θ(k)) + αS‖A‖1 + αG‖A‖1,2 + αPE(Θ; Θ(k)).
Then, we update each individual parameter via solving ∂F
∂Θ



























































Step 2: Impose Group Sparsity on A. Furthermore, in order to solve the sparse-
group-lasso (SGL), we apply the soft-thresholding method in [84] to shrink the updated pa-
rameters. Specifically, for each pair {c, c′}we choose the group a(k+1)cc′ = [a
(k+1)















‖acc′ − a(k+1)cc′ ‖22, (2.7)
where ∇xf is the subgradient of function f w.r.t. variable x, and f |x0 is the value of





































‖acc′ − (a(k+1)cc′ − η(∇acc′Q)|a(k+1)
cc′
)‖22 + αS‖acc′‖1 + αG‖acc′‖2. (2.9)






− acc′ = ηαSγ + ηαGβ. (2.10)
γ = [γ1, ..., γM ]




acc′ 6= 0, and in the set {x|‖x‖2 ≤ 1} otherwise.
As a result, we update a(k+1)cc′ to all-zero if the following condition is holds:
‖SηαS(a(k+1)cc′ − η(∇acc′Q)|a(k+1)
cc′
)‖2 ≤ ηαG, (2.11)













Taking the norm on both sides, ‖acc′‖2 can be replaced by
(‖SηαS(a(k)cc′ − η(∇acc′Q)|a(k)
cc′
)‖2 − tηαG)+. (2.13)
















In summary, Algorithm 1 gives the scheme of our MLE-based algorithm with sparse-
group-lasso and pairwise similarity constraints, which is called MLE-SGLP for short.
Algorithm 1 Learning Time-invariant Hawkes Processes (MLE-SGLP)
1: Input: Event sequences S = {sn}Nn=1, parameters αS , αG, (optional) clustering struc-
ture and αP .
2: Output: Parameters of model, µ andA.
3: Initialize µ = [µc] andA = [acc′m] randomly.
4: repeat
5: repeat
6: Update µ andA via (2.6).
7: until convergence
8: for c, c′ = 1 : C
9: if (2.11) holds, acc′ = 0; else, update acc′ via (2.14).
10: until convergence
2.4.2 Adaptive Selection of Basis Functions
Although the nonparametric models in [42, 30] represent impact functions as we do via a
set of basis functions, they do not provide a guidance that how to select basis functions.
A contribution of our work is proposing a method of selecting basis functions founded on
sampling theory [85]. Specifically, we focus on the impact functions satisfying following
assumptions.
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Assumption 2.4.1. (i) φ(t) ≥ 0, and
∫∞
0
φ(t)dt < ∞. (ii) For arbitrary ε > 0, there
always exists a ω0, such that
∫∞
ω0
|φ̂(ω)|dω ≤ ε. φ̂(ω) is the Fourier transform of φ(t).
The assumption (i) guarantees the existence of φ̂(ω), while the assumption (ii) means
that we can find a function with a bandlimit, denoted as ω0
2π
, to approximate the target impact
function with bounded residual.
Based on these two assumptions, the representation of impact function in (2.2) can be
explained as a sampling process. The {acc′m}Mm=1 can be viewed as the discretized samples
of φcc′(t) in [Tb, Te] and κm(t) = κω(t, tm) is sampling function (i.e., sinc or Gaussian
function1) corresponding to a low-pass filter with cut-off frequency ω. tm is the sampling
location corresponding to acc′m and the sampling rate is ωπ . The Nyquist-Shannon theorem
requires us to have ω = ω0, at least, such that the sampling rate is high enough (i.e., ω0π ,
twice bandlimit) to approximate the impact function. Accordingly, the number of samples
is M = dTω0
π
e, where dxe returns the smallest integer larger than or equal to x.
Based on the above argument, the core of selecting basis functions is estimating ω0. It is
hard because we cannot observe impact functions directly. Fortunately, based on (2.1) we
know that the bandlimits of the impact functions cannot be larger than that of conditional
intensity functions λ(t) =
∑C
c=1 λc(t). When sufficient training sequences S = {sn}Nn=1






Gh(t− tni ). (2.15)
Here Gh(·) is a Gaussian kernel with the bandlimit h. Applying Silverman’s rule of





)0.2, where σ̂ is the standard deviation of time
stamps {tni }. Therefore, given the upper bound of residual ε, we can estimate ω0 from
the Fourier transformation of λ(t), which actually does not require us to compute λ(t) via
(2.15) directly. In summary, we propose Algorithm 2 to select basis functions and more
1For Gaussian filter κω(t, tm) = exp(−(t− tm)2/(2σ2)), its bandlimit is defined as ω = σ−1.
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detailed analysis is given in Appendix A.
Algorithm 2 The selection of basis functions
1: Input: S = {sn}Nn=1, residual’s upper bound ε.









2 to bound |λ̂(ω)|.




5: The proposed basis functions {κω0(t, tm)}Mm=1 are selected, where ω0 is the cut-off
frequency of basis function and tm =
(m−1)T
M
, M = dTω0
π
e.
2.4.3 Properties of The Proposed Method
Compared with existing state-of-art methods, e.g., the learning algorithm of the Hawkes
process with single exponential kernel (ExpKernel) in [34], the ODE-based algorithm
in [30], and the Least-Squares (LS) algorithm in [39], our MLE-SGLP algorithm has sev-
eral advantages.
Computational complexity: Given a training sequence with I events generated via a
C-dimensional Hawkes process, the ODE-based algorithm in [30] represents impact func-
tions by M basis functions, where each basis function is discretized to L points. The basis
functions are updated iteratively via solving M Euler-Lagrange equations. The complexity
of the ODE-based algorithm per iteration isO(MI3C2+ML(IC+I2)). The LS algorithm
in [39] directly discretizes the timeline into L small intervals. In such a situation, impact
functions are discretized to L points. The computational complexity of the algorithm is
O(IC3L3). In contrast, our algorithm is based on known basis functions and does not
estimate impact function via discretized points. The computational complexity of our al-
gorithm per iteration is O(MI3C2). To get accurate estimation, the ODE-based algorithm
sampling basis functions densely, and the LS algorithm needs to ensure that there is at most
one event in each interval. In other words, both two competitors require L  I . There-
fore, the computational complexity of the LS algorithm is the highest among the the three,
and the complexity of our algorithm is at least comparable to that of the ODE-based algo-
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rithm. Although the computational complexity of the ExpKernel-based algorithm in [34] is
O(I3U2), which is lower than ours, using single exponential kernel would lead to serious
model misspecification problem.
Convexity: The ExpKernel algorithm, the LS algorithm, and our algorithm are convex
and can achieve global optima. The ODE-based algorithm, however, learns basis functions
and their weights alternatively. It is not convex and is prune to a local optima.
Inference of Granger causality: Neither the ODE-based algorithm nor the LS algo-
rithm considers to infer the Granger causality graph when learning model. Without suitable
regularizers on impact functions, the impact functions learned by these two algorithms are
non-zero generally, which cannot indicate the Granger causality graph exactly. What is
worse, the LS algorithm even may obtain physically-meaningless impact functions with
negative values. Although the ExpKernel algorithm applies sparse regularizer to parame-
ters of model, the model misspecification problem caused via the algorithm is serious. To
the best of our knowledge, our algorithm is the first attempt to solving this problem via
combining the MLE of the Hawkes process with the sparse-group-lasso regularizer, which
learns the Granger causality graph robustly.
In summary, the comparison for various methods is shown in Table 2.1.
Table 2.1: Comparison for various methods
METHOD COMPLEXITY PER ITERATION CONVEXITY CAUSALITY CAPACITY
MLE-SGLP O(MI3C2) YES YES HIGH
LS [39] O(IC3L3) YES NO HIGH
ODE [30] O(MI3C2 +ML(IC + I2)) NO NO HIGH
EXPKERNEL [34] O(I3C2) YES NO LOW
2.5 Experiments
To demonstrate the feasibility and the efficiency of our algorithm (MLE-SGLP), we com-
pare it with the state-of-art methods — the ODE-based method in [30] and the Least-
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Squares (LS) method in [39] — on both synthetic and real-world data. We also investigate
the influences of regularizers via comparing our algorithm with its variants, including the
pure MLE without any regularizer (MLE), the MLE with group-lasso (MLE-GL), and the
MLE with sparse regularizer (MLE-S). To evaluate algorithms comprehensively, given es-
timate Θ̃ = {µ̃, Ã}, we apply the following measurements:
• 1) The log-likelihood of testing data, denoted as Loglike;
• 2) the relative error of µ, eµ = ‖µ̃−µ‖2‖µ‖2 ;




0 |φ̃cc′ (t)−φcc′ (t)|dt∫ T
0 φcc′ (t)dt
;
• 4) Sparsity of impact function — the Granger causality graph is indicated via all-zero
impact functions.
2.5.1 Synthetic Data
We generate two synthetic data sets using sine-like impact functions and piecewise constant
impact function respectively. Each of them contains 500 asynchronous event sequences
with time length 50 generated via a 5-dimensional Hawkes process. The exogenous base
intensity of each event type is uniformly sampled from [0, 1
5
]. The sine-like impact func-





bcc′(1− cos(ωcc′t− πscc′)), t ∈ [0, 2−scc′4πωcc′ ],
0, otherwise,
c, c′ = 1, ..., 5,
where {bcc′ , ωcc′ , scc′} are set as {0.05, 0.6π, 1} when c, c′ ∈ {1, 2, 3}, {0.05, 0.4π, 0} when
c, c′ ∈ {4, 5}, {0.02, 0.2π, 0} when c (or c′) = 4, c′ (or c) ∈ {1, 2, 3}. The piecewise
constant impact functions are the truncated results of above sine-like ones.
We test various learning algorithms on each of the two data sets with 10 trials. In each
trial, N = {50, ..., 250} sequences are chosen randomly as training set while the remaining
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250 sequences are chosen as testing set. In all trials, Gaussian basis functions are used,
whose number and bandlimit are decided by Algorithm 2.
We test our algorithm with various parameters in a wide range, where αP , αS, αG ∈
[10−2, 104]. The curves of Loglike w.r.t. the three parameters are shown in Fig. 2.3. We
can find that the learning result is relatively stable when changing the parameters in a wide





































































































































(b) Piecewise constant case
Figure 2.3: The curves of Loglike w.r.t. the change of αP , αG and αS are shown. In each
subfigure, left: αG = 100, αS = 10, αP ∈ [10−2, 104]; middle: αG = 100, αP = 1000,
αS ∈ [10−2, 104]; right: αP = 1000, αS = 10, αG ∈ [10−2, 104].
In Fig. 2.4, we can find that our learning algorithm performs better than its competitors
on both data sets w.r.t. various N (i.e., higher Loglike, lower eµ and eφ). Especially when
having few training sequences, the ODE-based and the LS algorithm need to learn too many
parameters from insufficient samples so they are inferior to our MLE-SGLP algorithm
and its variants because of the over-fitting problem. By increasing the number of training
sequences, the performance of the ODE-based algorithm does not improve a lot — the
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nature of its non-convexity may lead the ODE-based algorithm to fall into local optimal.
All MLE-based algorithms are superior to the ODE-based algorithm and the LS algorithm,
and the proposed regularizers indeed help to improve the learning results. Specifically, if
the clustering structure is available, our MLE-SGLP algorithm will obtain the best results.
Otherwise, our MLE-SGL algorithm will be the best, which is slightly better than MLE-GL
and MLE-S.
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(b) Piecewise constant case
Figure 2.4: The eµ, eφ, and Loglike for various methods.
To demonstrate the importance of the sparse-group-lasso regularizer, Fig. 2.5 visualizes
the estimates of the impact functions obtained by various methods. The Granger causality
graph of the target Hawkes process is learned by finding those all-zero impact functions
(the green subfigures). Our MLE-SGLP algorithm obtains right all-zero impact functions
while the pure MLE algorithm sometimes fails because of the lack of the sparse-group-lasso
regularizer. This means that introducing sparse-group-lasso into the framework of the MLE
is necessary for learning Granger causality. Note that, even if the basis functions we select
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(b) Piecewise constant case
Figure 2.5: Contributions of regularizers: the comparisons of the impact functions obtained
via MLE-SGLP and pure MLE. The green subfigures represent the all-zero impact func-
tions. The black curves are real impact functions. The blue curves are the estimates based
on pure MLE, and the red curves are the estimates based on our MLE-SGLP.
do not match well with the real case (i.e., the Gaussian basis functions are not suitable for
piecewise constant impact functions), our algorithm can still learn the Granger causality
graph of the Hawkes process robustly. As Fig. 2.4(b) shows, although the estimates of the
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(a) Infectivity matrix
























































































































(b) Top 24 impact functions




φcc′(s)ds. (b) The estimates of the nonzero impact functions learned
from the IPTV data. By ranking the infectivity
∫∞
0
φcc′(s)ds from high to low, the top 24
impact functions are shown. For the convenience of visualization, φ0.25cc′ (t) is shown in each
subfigure.
non-zero impact functions based on Gaussian basis functions do not fit the ground truth
well, those all-zero impact functions are learned exactly via our MLE-SGLP algorithm.
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2.5.2 Real-world Data
We test our algorithm on the IPTV viewing record data set [87, 22, 53]. The data set
contains the viewing behavior of 7100 users (i.e., what and when they watch) in the IPTV
system of Shanghai Telecomm Inc. from January to November 2012. The TV programs are
categorized into 13 classes, which have self-and mutually-triggering patterns. For example,
the user watching an episode of a drama is likely to watch the following episodes (self-
triggering) and the news of the actors appearing in the drama (mutually-triggering) in the
future. Therefore, we model the users’ viewing behaviors via a Hawkes process and learn
the Granger causality among the categories.
In this case, the pairwise similarity regularizer is not applied because the clustering
structure is not available. The training data is the viewing behaviors in the first 10 months
and testing data is the viewing behaviors in the last month. Considering the fact that many
TV programs are daily or weekly periodic and the time length of most TV programs is about
20-40 minutes, we set the time length of impact function to be 8 days (i.e., the influence
of a program will not exist over a week) and the number of samples M = 576 (i.e., one
sample per 20 minutes). The cut-off frequency of the sampling function is ω0 = πM/T ,
where T is the number of minutes in 8 days. Table 2.2 gives the Loglike obtained via
various methods w.r.t. different training sequences. We can find that with the increase
of the training data, all the methods have improvements. Compared with the ODE-based
algorithm and pure MLE algorithm, the MLE with regularizers has better Loglike and our
MLE-SGL algorithm obtains the best result, especially when the training set is small (i.e.,
the event sequences in one month). Note that here the LS algorithm doesn’t work. Even
using a PC with 16GB memory, the LS algorithm runs out-of-memory in this case because
it requires to discretize long event sequences with dense samples.




which is shown in Fig. 2.6(a). The collection of the infectivity corresponds to the adjacency
matrix of the Granger causality graph. Additionally, by ranking the infectivity from high to
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Table 2.2: The Loglike (×106) obtained via various methods
ALG. ODE MLE MLE-S MLE-GL MLE-SGL
1 MONTH -2.066 -1.904 -1.888 -1.885 -1.880
4 MONTHS -1.992 -1.895 -1.880 -1.879 -1.876
7 MONTHS -1.957 -1.882 -1.877 -1.874 -1.873
10 MONTHS -1.919 -1.876 -1.874 -1.872 -1.872
low, the top 24 impact functions are selected and shown in Fig. 2.6(b). Our algorithm works
well because the following reasonable phenomena are observed in our learning results:
1) All the TV program categories have obvious self-triggering patterns because the TV
programs display periodically. Users are likely to watch them daily at the same time. Our
learning results reflect these phenomena: the main diagonal elements of the infectivity
matrix in Fig. 2.6(a) are much larger than other ones, and the estimates of the impact
functions in Fig. 2.6(b) have daily-periodic patterns.
2) The popular categories having a large number of viewers and long displaying time,
e.g., “drama”, “movie”, “news” and “talk show”, are likely to be triggered by others, while
the unpopular ones having relative fewer but fixed viewers and short displaying time, e.g.,
“music”, “kids’ program”, “science”, are mainly triggered by themselves. The infectivity
matrix we learned reflects these patterns — the non-diagonal elements involving those
unpopular categories are very small or zero. In Fig. 2.6(b) the non-zero impact functions
mainly involve popular categories. Additionally, because few viewing events about these
categories are observed in the training data, the estimates of the impact functions involving
unpopular categories are relatively noisy.
In summary, our algorithm performs better on the IPTV data set than its competitors.
The learning results are reasonable and interpretable, which prove the rationality and the
feasibility of our algorithm.
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2.6 Summary
In this chapter, we learn Granger causality for asynchronous event sequences with the help
of Hawkes processes. Combining the MLE with the sparse-group-lasso, we propose an ef-
fective algorithm to learn the Granger causality graph with high accuracy. We demonstrate
the robustness and the rationality of our work on both synthetic and real-world data.
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CHAPTER 3
FEATURE-BASED CLUSTERING: MULTI-TASK MULTI-DIMENSIONAL
HAWKES PROCESSES
3.1 Introduction
In the previous chapter, we learn Granger causality for asynchronous event sequences based
on Hawkes process model. That work implicitly assumes that all event sequences are gen-
erated via a single Hawkes process. In practical information systems, however, event se-
quences are likely to have clustering structure, i.e., they are generated via different Hawkes
processes and the event sequences exhibiting similar triggering patterns can be character-
ized as a cluster. Take the IPTV data in the previous chapter as an example. In an IPTV
system, users buy and watch various TV programs, and their watching behaviors (when and
what they watch) form a large number of asynchronous event sequences. The triggering
patterns of TV program categories in the sequences reflect the watching preferences of the
users. Furthermore, the users having similar preferences can be clustered according to the
similarity of their triggering patterns.
Simultaneously learning the triggering pattern of event types within individual event
sequence and the clustering structure across event sequences has great practical signifi-
cance, because it enables both local and global depictions of the entire dynamic system. In
this chapter, we propose a feature-based clustering method based on a novel point process
model, namely multi-task multi-dimensional Hawkes process (MMHP). In particular, we
apply MMHP to learn features of the event sequences (i.e., infectivity matrices of the event
sequences), and then cluster the event sequences accordingly. As the event sequences in
the same cluster should share implicit relatedness, we learn our MMHP model under the
multi-task learning framework [88, 89]. We impose sparse and low-rank constraints on
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the tensor of the infectivity matrices so as to induce the clustering structure of the event
sequences, and propose an effective algorithm that takes advantage of alternating direction
method of multipliers (ADMM), majorization minimization and Euler-Lagrange equations
to solve the learning problem.
Our MMHP model considers both the triggering pattern of event types in each event
sequence and the clustering structure of the event sequences. The triggering patterns in the
event sequences and their similarities are captured by a structured infectivity tensor. With
the help of the multi-task learning method, the learning algorithm of the MMHP can avoid
over-fitting where only few events are observed in some event sequences — the structure
of the infectivity tensor facilitates the knowledge transfer from event sequences with many
observed events to those short of observations. We evaluate our method and compare it
with other state-of-the-art methods. Our method obtains encouraging clustering results on
both synthetic and real-world data.
3.2 Proposed Model
3.2.1 Multi-Task Multi-Dimensional Hawkes Processes
Given N asynchronous event sequences with C event types, denoted as S = {sn =
{(tni , cni )}Ini=1}Nn=1, we model each event sequence sn via a multi-dimensional Hawkes pro-
cess. In particular, the conditional intensity function for sn on type-c event at time t is















The model parameters in (3.1) fall in two categories:
• A global triggering kernel g(t) shared via all event sequences reflects the attenuating
influential effects from historical events.
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• A local endogenous infectivity matrix An = [ancc′ ] and a local exogenous intensity
vector µn = [µn1 , ..., µ
n
C ]
> are specific to the event sequence sn, n = 1, ..., N .
We represent such An’s and µn’s into an endogenous infectivity tensor A = [ancc′ ] ∈
RC×C×N+ and an exogenous intensity matrix µ = [µnc ] ∈ RC×N+ , respectively. Compared
with the model in (2.1), here we follow the time-invariant assumption of impact function,
but just use a single base g(t) to represent each impact function (i.e., φncc′(t) = a
n
cc′g(t)).
Such a simplification enhances the scalability of model. As a result, each infectivity matrix
An actually is the adjacent matrix of the Granger causality graph of sn, which can be used
as the feature to cluster event sequences.
3.2.2 Structural Constraints on MMHP
We impose structural constraints on the parameters in (3.1) so as to reveal the clustering
structure of the event sequences. Specifically, we impose sparse and low-rank constraints
on the flattened matrixA = [vec(A1), ..., vec(AN)] ∈ RC2×N from tensorA. The sparsity
constraint is based on the observations that typically within each sequence, only a subset of
event types happens and triggers others. The intuition behind the low-rank constraint is to
uncover the clustering structure of the event sequences according to the similarity among
their infectivity matricesAu’s. Here we assume that the similarity is described by the self-
representation property of the infectivity matrices, which implies the low-rank structure
of A. These two structural constraints are reasonable for practical systems. For example,
in an IPTV system, each user typically has a preference over a small number of program
categories, and such a preference can be common among a large number of users.
3.2.3 Learning Task
Based on our MMHP model and the structural constraints of the model’s parameter, we
can learn our MMHP model via combining MLE with sparse and low-rank regularizers.





− logL(S; Θ) + αR(g) + λ1‖A‖∗ + λ2‖A‖1, (3.2)
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regularizes the smoothness of the triggering kernel [30] (i.e.,
∫∞
0
[g′(t)]2dt < ∞ and g′(t)
is the first-order derivative of g(t)). The nuclear norm and the `1 norm in (3.2) impose the
low-rank and the sparsity onA.
3.3 Learning Algorithm
3.3.1 Learning MMHP
We apply the ADMM method [90, 91, 34] to learn our MMHP model. In particular, we
introduce two auxiliary variables {Z1,Z2} and two dual variables {U1,U2} to (3.2), and
then rewrite the optimization problem as
min
Θ≥0
− logL(S; Θ) + αR(g) + λ1‖Z1‖∗ + λ2‖Z2‖1 + ρ(tr(U>1 (A−Z1)))
+ ρ(tr(U>2 (A−Z2))) +
ρ
2
(‖A−Z1‖2F + ‖A−Z2‖2F ).
(3.5)
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We solve the problem in (3.5) via alternating optimization and update A and µ, g(t),
{Z1,Z2}, and {U1,U2} iteratively.
Step 1: Update A and µ. We first update A and µ by a majorization-minimization
algorithm. Denote the parameters of the k-th iteration as Θ(k). We find a surrogate function
















































(‖A−Z(k)1 +U (k)1 ‖2F + ‖A−Z(k)2 +U (k)2 ‖2F ) + αR(g).
(3.6)
where τnij = t
n



































Considering the terms related to {µ,A} and solving the equations ∂Q
∂µnc















































where zn(k)cc′ ’s and u
n(k)
cc′ ’s are the elements in Z
n(k) and Un(k) w.r.t. ancc′’s, respectively.
Step 2: Update g(t). The triggering kernel g can be updated in an infinite dimen-
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I(t ≤ T ne − tni ) + α[g′(t)]2,
(3.8)
where I(·) is the indicator function which returns 1 if the input predicate is true and 0







= 0 → − D(t)
g(t)
+ F (t)g(t)− 2αg′′(t) = 0, (3.9)




















pnijI(t = tni − tnj ).
We solve (3.9) numerically using the following efficient Seidel-type iterations. Setting
the sampling interval as ∆t, we discretize the differential equation over small intervals
m∆t for m = 1, ...,M :
−Dm
gm
+ Fmgm − 2α
gm+1 + gm−1 − 2gm
∆t2
= 0, (3.10)
where gm = g(m∆t), Fm = F (m∆t), and Dm = D(m∆t). M is the number of samples
of g and M∆t is the length of g. For m = 1, ...,M , we can update gm via fixing the
remaining {gm′}m′ 6=m and solving the above quadratic equation.
Step 3: Update Z1 and Z2. Given the A(k+1) obtained via step 1, we update Z1 by
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solving the following optimization problem:
min
Z1











where Eλ1/ρ(·) is the soft-thresholding function of matrix’s singular values with the thresh-
old λ1/ρ [34]. Similarly, we update Z2 by solving the following optimization problem:
min
Z2











where Sλ2/ρ(·) is the soft-thresholding function of matrix’s elements. The threshold is
λ2/ρ.






(k+1) −Z(k+1)1 ), U (k+1)2 = U (k)2 + (A(k+1) −Z(k+1)2 ). (3.13)
The whole learning algorithm is summarized in Algorithm 3.
3.3.2 Clustering Based on Infectivity Tensor
After learning the MMHP model from event sequences, we regard theA as the features of
the event sequences and cluster them accordingly. Various traditional clustering methods
like K-means [92, 93] and Gaussian mixture model can be utilized.
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Algorithm 3 MMHP Learning Algorithm
1: Input: event sequences S, parameters {λ1, λ2,M, α}
2: Output: A, µ and g(t)
3: Initialize µ ∈ RC×N+ ,A ∈ RC
2×N






(0), U (0)1 = U
(0)
2 = 0, k = 0.
5: repeat
6: k = k + 1
7: Update {µ(k),A(k)} by (3.7)
8: repeat
9: for m = 1 : M
10: Update g(k)m by (3.10)
11: end
12: until convergence
13: Update Z(k)1 , Z
(k)
2 by (3.11) and (3.12)




16: A = A(k), µ = µ(k), g(t) = {g(k)m |m = 1 : M}
3.4 Experimental Results
We evaluate the performance of MMHP on both synthetic and real-world data. Specifically,
we compare our learning algorithm (MMHP) with the following alternatives:
• The Full: the infectivity tensor A has no structural constraints (i.e., λ1 = λ2 = 0 in
(3.2)). This method is similar to that in [30].
• The Sparse: only the sparsity constraint is imposed on A (i.e., λ1 = 0 in (3.2)).
• The LowRank: only the low-rank constraint is imposed on A (i.e., λ2 = 0 in (3.2)).
We use the following metrics to evaluate the performance of various methods:
• LogLike: the log-likelihood of testing data using the trained model.












where {Â, ĝ(t)} represents the real parameters and {A, g(t)} represents the corre-
sponding estimates.
• RankCorr: the averaged Kendall’s rank correlation coefficient between the columns
of the real Â and those of the estimatedA.
• ClusAcc: the clustering accuracy, defined as the percentage of sequences clustered
correctly based on the learned infectivity tensor. It is only available for synthetic
data.
• ClusDiff : a metric of clustering accuracy for real-world data, where the ground truth
of parameters and the clustering indices are unavailable. In specific, we first clus-
ter sequences by applying K-means [92, 93] on the estimated A. After computing
centers of clusters from estimatedA, we then construct a clustered infectivity tensor
Ã, where the n-th slide Ãn is the center of the cluster the An belongs to. Denote
the set of possible methods as I (Here I = {Full, Sparse, LowRank, MMHP}). For
a certain method, ClusDiff measures the difference of the log-likelihood calculated
from the ever best performing method and the log-likelihood calculated using the
constructed Ã from that method, that is, ClusDiff of the i-th method is defined as
ClusDiff(i) = max
j∈I
logL(S;Aj)− logL(S; Ãi). (3.14)
If a clustering result is good, then each cluster center should be representative for
capturing the dynamics of the sequences belonging to the cluster, and the difference
of log-likelihood caused by replacing the specific infectivity matrices with the cluster
centers should be small.
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3.4.1 Synthetic Data
We generate a synthetic data set in which there are 5 event types. The sequences are gen-
erated so as to fall into two clusters with equal size. We generate the flatten version of
the infectivity tensor as A = [thres(u1v>1 ), thres(u2v
>
2 )], where u1, u2 ∈ RC
2
+ and
v1, v2 ∈ RN/2+ are four random vectors with values uniformly distributed over [0, 1]. The
function thres(X) randomly sets half of the rows inX as zero. In this way, the generated
A is low-rank and sparse, and inherently represents two clusters. We generate an inten-
sity matrix µ from a uniform distribution over [0, 0.001]. We use an exponential kernel
g(t) = exp(−t) with t ∈ (0, 20] as the triggering kernel. Given the above parameters,
we simulate 100 training sequences and 100 testing sequences respectively. Each event
sequence contains 500 events.
Figure 3.1: Parameter study for the MMHP.
We conduct a parameter study on the four parameters {λ1, λ2, M, α} involved in
our MMHP algorithm. The parameters λ1 and λ2 control the rank and the sparsity level
of the infectivity tensor, and M and α control the sampling rate and the smoothness of
the triggering kernel. We first identify the optimal parameter configuration by doing a
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grid search in the parameter space of λ1 ∈ [0, 0.8], λ2 ∈ [0, 0.008], M ∈ [50, 1500] and
α ∈ [1, 10000]. With the identified optimal configuration as λ1 = 0.2, λ2 = 0.004, M =
500, α = 100, we fix 3 parameters as their optimal values each time and alter the fourth
parameter to train a different MMHP model. Fig. 3.1 represents the LogLike of such MMHP
w.r.t. the different parameters, which demonstrates the robustness of our algorithm w.r.t.
its parameters. In particular, as the value of λ1 or λ2 grows larger, the LogLike of the
MMHP first increases and then decreases. This demonstrates the effectiveness of λ1 and
λ2 in controlling the rank and the sparsity of the infectivity tensor, respectively. A similar
trend applies for M — extremely small M leads to a coarse estimation of the triggering
kernel while extremely large M leads to over-fitting. The performance is relatively stable
for α ∈ [1, 1000]. The performance degrades a lot only in the case using too large α, which
leads to an over-smoothed triggering kernel.
We compare the MMHP with the Full, the Sparse and the LowRank methods on Log-
Like, eφ and RankCorr, respectively. The parameters of these algorithms are configured
according to the result of the parameter study above1. Fig. 3.2 presents the averaged re-
sults of the 10 trials. It shows that the MMHP consistently achieves significantly better
performance (i.e., higher LogLike, lower eφ and higher RankCorr) than other methods on
different training sets. We cluster the training event sequences via applying K-means clus-
tering algorithm on the infectivity tensors obtained via various methods. and evaluate the
clusters using ClusAcc. The results in Table 3.1 demonstrate that the MMHP outperforms
others in uncovering structures across sequences and the performance difference is more
significant when training sequences have fewer events. The experimental results further
verify the effectiveness of MMHP in preventing over-fitting.
1The λ1, λ2 in the Full, the λ1 in the Sparse, and the λ2 in the LowRank are fixed to be 0’s.
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Figure 3.2: Experimental results on synthetic data.
Table 3.1: Clustering on Synthetic Data (ClusAcc (×100%)).
#Events per sequences Full Sparse LowRank MMHP
50 0.67 0.81 0.80 0.88
75 0.86 0.92 0.90 0.94
100 0.97 0.97 0.98 0.99
Bold numbers correspond to the best performance.
3.4.2 Real-world Data
we apply the MMHP to model the IPTV viewing data [87]. The training set contains
2967 users’ viewing records in 11 months and 9000 TV programs are categorized into 25
classes. Given the event sequences of the users, we learn models using the MMHP, the Full,
the Sparse and the LowRank, respectively. Similar to the work in the previous chapter, we
set the length of the triggering kernel as 11520 minutes (8 days) and the sampling interval
∆t as 20 minutes (M = 576) for all the learning algorithms. Such a configuration ensures
that 1) for daily and weekly TV programs, the triggering kernel will capture their periodic
influence on its own, and 2) for most TV programs, which are 20-40 minutes in length, the
triggering kernel has a good resolution to capture the influence from a previous watching
event.
We learn the models from the first L months and test them on the data of the L + 1-th
month. Running the experiments in the same way as for the synthetic data, we obtain the
averaged LogLike w.r.t. L = 2, ..., 10 shown in Fig. 3.3(a). Similar to the results on the
48
synthetic data, the MMHP produces better LogLike than other methods. Additionally, we
visualize the triggering kernel learned by the MMHP in Fig. 3.3(b), which clearly shows
that the triggering kernel captures the temporal influence decay of a program on its fol-
lowing programs, which reveals the periodic nature of user watching behaviors well. In
particular, there are 8 spikes in the kernel with 1 spike per day periodically, which corre-
sponds to the self-triggering pattern of daily programs. The first spike is the highest and
corresponds to the influence of previous watching events on that day. It indicates that the
mutual-triggering patterns among various program categories mainly exist in the watching
behaviors happening in the same day. With time elapsing, the intensity of the spikes is
reduced gradually, which corresponds to the decay of influences over time. However, the
spike of the 7-th day is a little higher than those of its adjacent days, indicating the existence
of the self-triggering pattern of weekly programs.
(a) LogLike (b) Triggering kernel
Figure 3.3: Experimental results on an IPTV system.
Furthermore, we evaluate the performance of various methods on clustering users using
ClusDiff. For each method, we cluster the users into 5 clusters via applying K-means to
the learned infectivity tensor. Table 3.2 shows that compared with the other methods, the
MMHP not only achieves the best learning result (max logL(S;A))) given the data of
the first 11 months, but also obtains the smallest ClusDiff. This means that the clustering
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results learned via our method are reasonable —the clustering centers are representative,
which are able to reflect users’ viewing preferences.
Table 3.2: Clustering Performance on IPTV Data (×107).
Metric Full Sparse LowRank MMHP
maxLogLike(A) — — — -1.02
LogLike(Ã) -1.78 -1.18 -1.41 -1.09
ClusDiff 0.76 0.16 0.39 0.07
Bold numbers correspond to the best performance.
3.5 Summary
In this chapter, we propose a multi-task multi-dimensional Hawkes process model and the
corresponding learning algorithm for clustering asynchronous event sequences. The pro-
posed clustering method actually extends the Granger causality analysis work in the previ-
ous chapter — learning adjacent matrices of the event sequences’ Granger causality graphs
jointly as a infectivity tensor and clustering the event sequences based on the tensor. Tak-
ing advantage of multi-task learning methods, we impose the sparse and low-rank structure
of the infectivity tensor, the proposed model captures the triggering pattern of event types
within each event sequence and the clustering structure across different event sequences
jointly. The proposed method has superior performance compared to its competitors on
both synthetic data and real-world data.
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CHAPTER 4
MODEL-BASED CLUSTERING: DIRICHLET MIXTURE MODEL OF HAWKES
PROCESS
4.1 Introduction
In the previous chapter, we propose an event sequence clustering method based on multi-
task multi-dimensional Hawkes processes. Similar to other feature-based clustering meth-
ods [7], our method first constructs features for various event sequences and then clusters
the sequences based on the features. The feature-based clustering methods assign diverse
parameters to event sequences individually, rather than clusters, which provide us with
models having high capacity and high degree of freedom. However, the clustering results
of the feature-based methods are highly dependent on the quality of the learned or pre-
defined features, which may not be robust to the case having few training samples (i.e.,
extremely short event sequences). Even if we add some structural constraints to regularize
the models, as we do in the previous chapter, the learning results are still likely to be over-
fitting. What is worse, the number of parameters increases linearly w.r.t. the number of
event sequences. In large-scale applications, these feature-based clustering method would
suffer to the problem of scalability. Additionally, how to decide the number of clusters
for asynchronous event sequences? Whether and when are the clusters identifiable? These
important problems of asynchronous event sequence clustering are difficult to solve in the
framework of the feature-based methods because they are highly dependent on the results
of feature extraction and selection.
Based on the analysis above, it is urgent for us to go beyond the feature-based cluster-
ing methods and solve the practical and theoretical problems mentioned above. To make
concrete progress, we model asynchronous event sequences based on multiple Hawkes pro-
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cesses and propose a model-based clustering method. In particular, we propose a Dirichlet
Mixture model of Hawkes Processes (DMHP for short), where each event sequence belong-
ing to a cluster is modeled via a specific Hawkes process, different clusters have different
Hawkes processes accordingly, and the prior distribution of the Hawkes processes is de-
cided via a Dirichlet process. Similar to Chapter 2, we apply a basis representation of
Hawkes processes to enhance the flexibility of the model.
We propose a variational Bayesian inference algorithm to learn the DMHP model ef-
fectively, avoiding the time-consuming sampling step in the Markov chain Monte Carlo
(MCMC) approach [33]. The convergence of our learning algorithm is investigated, and
an adaptive inner-outer iteration strategy is applied to the method based on open-loop con-
trol theory. The computational complexity of our learning method is analyzed in details.
Furthermore, we prove the local identifiability of our DMHP model in both theoretical and
empirical ways. Following the work in [94, 95], we visualize the “edges of identifiability”
for various clustering methods (including ours) with different numbers of samples. Experi-
ments on both synthetic and real-world data show that our method indeed achieves superior
clustering results compared with its competitors on clustering purity and consistency.
The novelties and the advantages of our model include:
• 1) We propose a model-based clustering method for asynchronous event sequences,
learning clustering structures directly from the event sequences themselves. Our
model represents the event sequences within a cluster via just one Hawkes process
such that these event sequences can leverage information with each other in the learn-
ing phase. The proposed model requires few parameters and is robust to the problems
like over-fitting and model misspecification.
• 2) We propose an effective learning algorithm based on variational inference. Dirich-
let processes help us to learn the number of clusters automatically. An adaptive
inner-outer iteration strategy is explored based on open-loop control theory, which
accelerates the convergence of our learning algorithm greatly and achieves a trade-
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off between convergence performance and computational complexity.
• 3) The local identifiability of our model is proven, and the influence of sample com-
plexity on the identifiability is studied. To our knowledge, it is the first systematical
research on the identifiability problem of asynchronous event sequence clustering
task.
4.2 Proposed Model and Learning Algorithm
In this section, we introduce our Dirichlet mixture model of Hawkes processes in details,
capturing the temporal dynamic within each sequence and the clustering structure across
various sequences simultaneously. We propose a variational inference algorithm for learn-
ing the model effectively.
4.2.1 Dirichlet Mixture Model of Hawkes Processes
Given a set of event sequences S = {sn}Nn=1, where sn = {(tni , cni )}Ini=1 contains a series of
events cni ∈ C = {1, ..., C} and their time stamps tni ∈ [0, Tn], we assume that the event se-
quences belong toK clusters, which are generated viaK time-invariant Hawkes processes.
According to the definition of Hawkes process’s intensity function in (2.1), for the event
sequence belonging to the k-th cluster, its conditional intensity function corresponding to
the type-c event is represented as











Here µk = [µkc ] ∈ RC+ is the exogenous base intensity of the k-th Hawkes process. Each




cc′dgd(t− ti), where gd(t) ≥ 0 is the
d-th basis function and Ak = [akcc′d] ∈ RC×C×D0+ is the coefficient tensor. Here R+ is the
domain of positive real number and R0+ is the domain of nonnegative real number.
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Here πk is the distribution of the clusters and HP(s|µk,Ak) is the conditional probability
of the event sequence s given the k-th Hawkes process, which actually is the likelihood
function of s.
According to the Bayesian graphical model, we regard the parameters of the Hawkes
processes as random variables obeying certain distributions. For µk’s, we consider its pos-
itiveness and assume that they are samples of C ×K independent Rayleigh distributions.
For Ak’s, we consider its nonnegativeness and sparsity (indicated via [34, 22, 29]) and
assume that they are samples of C × C × D × K independent exponential distributions.
Furthermore, we use a Dirichlet process with hyper-parameter α to generate the prior dis-
tribution of the clusters. Mathematically, we can describe the proposed Dirichlet mixture






Here µ = [µkc ] ∈ RC×K+ obeys independent Rayleigh distributions with a hyper-parameter
matrix B = [βkc ]. A = [a
k
cc′d] ∈ RC×C×D×K0+ obeys independent exponential distributions
with a hyper-parameter tensor Σ = [σkcc′d]. HP(µk,Ak) represents the Hawkes process
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generating s.
Denote the latent variables indicating the labels of clusters as a matrix Z ∈ {0, 1}N×K .




















Note that our mixture model of Hawkes processes are different from the models in [96,
19, 56]. Those models focus on the sub-sequence clustering problem within an event se-
quence. Each event in a sequence is generated via a mixture model of Hawkes processes,
whose intensity is a weighted sum of multiple intensity functions from different Hawkes
processes. Our model, however, aims at finding the clusters of event sequences. The in-
tensity of each event is generated via a single Hawkes process, while the likelihood of an
event sequence is a mixture of the likelihood functions of different Hawkes processes.
4.2.2 Variational Bayesian Learning Algorithm
Learning (4.3) directly via the maximum likelihood estimation is intractable. Instead of
purely using MCMC-based learning method like [33], we propose an effective variational
inference algorithm implemented as nested expectation-maximization. Specifically, we
consider a variational distribution which factorizes between the latent variables and the
1Rayleigh(x|β) = xβ2 e
− x2
2β2 , Exp(x|σ) = 1σ e−
x
σ , x ≥ 0.
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parameters so that
q(Z,π,µ,A) = q(Z)q(π,µ,A). (4.4)
An nested EM algorithm with inner-outer iterations can be used to optimize (B.1).
Update Responsibility (E-step). The logarithm of the optimized factor q∗(Z) is ap-
proximated as
log q∗(Z)

















































where C is a constant and Var[·] represents the variance of random variable. Following the





. Then, the responsibility rnk is calculated as






n rnk for all k’s.





log(p(µk)p(Ak)) + EZ [log p(Z|π)] + log p(π) +
∑
n,k
rnk log HP(sn|µk,Ak) + C.
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We can estimate the parameters of Hawkes processes via:
µ̂, Â = arg maxµ,A log(p(µ)p(A)) +
∑
n,k
rnk log HP(sn|µk,Ak). (4.6)
Following the work in [34, 19, 29], we need to apply an EM algorithm to solve (B.5) iter-
atively, which corresponds to the inner iterations in the M-step. Specifically, we initialize
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After repeating several inner iterations, we can get optimal µ̂, Â, and Nk =
∑
n rnk,
and update distributions as
αk = α +Nk, Σ
k = Âk, Bk =
√
2/πµ̂k, (4.8)
where α = [α, ..., α] ∈ RK is the initial parameter of the Dirichlet process. Repeating the
E-step and the M-step above, our algorithm maximizes the log-likelihood function (i.e., the
logarithm of (4.3)) and achieves optimal {α,Σ,B} accordingly.
Update The Number of Clusters K. When the number of clusters K is unknown,
we initialize K randomly and update it in the learning phase. There are multiple methods
to update the number of clusters. Regrading our Dirichlet distribution as a finite approx-
imation of a Dirichlet process, we set a large initial K as the truncation level. A simple
empirical method is discarding the empty cluster (i.e., Nk = 0) and merging the cluster
with Nk smaller than a threshold Nmin in the learning phase. Besides this, we can apply
the MCMC in [98, 99] to update K via merging or splitting clusters.
Repeating the three steps above, our algorithm maximizes the log-likelihood function
(i.e., the logarithm of (4.3)) and achieves optimal {Σ,B} accordingly. The details of our
algorithm are given in Appendix B.
4.2.3 Adaptive Inner-Outer Iteration Strategies
The derivation above reveals that we decompose a complicated non-convex optimization
problem into two convex subproblems (i.e., the E-step and the M-step) and implement our
algorithm via a nested inner-outer iteration strategy, where the inner iteration corresponds
to the M-step while the outer iteration corresponds to the loop of E-step and M-step. Ob-
viously, the runtime of our algorithm is linearly proportional to the total number of inner
iterations. More importantly, both the final achievable log-likelihood and convergence be-
havior of the algorithm highly depend on how we allocate the number of inner iterations
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across the outer iterations. In this section, we investigate several allocation strategies and
compare their performance on synthetic event sequences. Specifically, we test the follow-
ing three strategies.
• First, the simplest method is heuristic strategy, which increases (or decreases) the
number of inner iterations as the outer iteration progresses. Compared with con-
stant inner iteration strategy (i.e., using constant number of inner iterations per outer
iteration), such a strategy might improve the convergence of algorithm [100].
• The second method is open-loop control [101]: in each inner iteration we compute
objective function via two methods respectively — updating parameters directly (i.e.,
just M-step) or first updating responsibilities and then updating parameters (i.e., a
complete loop of E-step and M-step). The parameters corresponding to the smaller
objective function are preserved for next iteration.
• The third method is Bayesian optimization [102, 103], which takes the number of
inner iterations per outer iteration as the hyper-parameter of the model and optimizes
it via maximizing the Expected Improvement (EI).
We apply these three strategies on two synthetic data sets and visualize their impacts
on the convergence of the algorithm. Both of these two data sets generated via a mixture
model of several (i.e., 2-5) 5-dimensional Hawkes processes. Each model has a sparse
tensor A. In the first data set, the nonzero elements in A are distributed randomly, while
in the second data set, each slide of Ak, k = 1, ..., K, contain several all-zero columns
and rows (i.e. blockwise sparse tensor). The convergence curves obtained via various
strategies are shown in Fig. 4.1, which demonstrate that the open-loop control and the
Bayesian optimization obtain comparable performance on the convergence of algorithm,
which outperform heuristic strategies consistently w.r.t. the structure of parameters and the
number of clusters. It should be noted that although adjusting the number of inner iterations
via different methodologies, both the open-loop control and the Bayesian optimization tend
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Figure 4.1: Comparison for various inner-outer iteration strategies on different synthetic
data sets. The testing data set contains 2-5 clusters, and each cluster contains 200 event
sequences generated via a 5-dimensional Hawkes process. Each convergence curve is the
average of 5 trials’ results. For the fairness, 20 outer iterations are applied in each trial. For
heuristic strategy, the increasing method increases the number of inner iterations from 2 to
8; the decreasing method decreases the number from 8 to 2. The constant method fixes the
number to 5.
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Figure 4.2: For each method, the ground truth of responsibility is shown as a black line,
the responsibility after 15 inner iterations is shown as red dot, and its mean is shown as red
line. Using increasing strategy, the responsibility reaches the ground truth more quickly.
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to increase the number of inner iterations w.r.t. the number of outer iterations. In the
beginning of our learning algorithm, the open-loop control strategy updates responsibilities
frequently while the Bayesian optimization strategy similarly assigns small number of inner
iterations. As a result, these two strategies reduce the negative log-likelihood more rapidly
in the beginning and reach lower value finally than the heuristic strategies do.2
One explanation for this phenomenon is the non-convexity of our learning task. In the
beginning of our learning algorithm, the estimated responsibility is not reliable. Too many
inner iterations at that time might make learning results fall into bad local optimums. With
the help of few inner iterations our algorithm can revise the estimation of responsibility
frequently in the initial phase, so that learning results can jump out of bad local optimums
easily and converge to good result quickly. Fig. 4.2 further verifies our explanation. Using
“increasing” strategy, except for several outliers, the responsibilities of the samples belong-
ing to a same cluster converge to the ground truth with high confidence after just 15 inner
iterations, because the responsibilities has been revised over 5 times in this case. On the
contrary, the responsibilities corresponding to the “constant” and the “decreasing” strate-
gies have more uncertainty — the responsibilities are around 0.5 and far from the ground
truth.
Based on the analysis above, the increasing allocation strategy indeed improves the
convergence of our algorithm, and the open-loop control and the Bayesian optimization
are superior to other competitors. Because the computational complexity of the open-loop
control is much lower than that of the Bayesian optimization, in the following experiments,
we apply open-loop control strategy to our learning algorithm. In summary, we give the
scheme of our variational inference algorithm in Algorithm 4.
2The heuristic strategy that increasing the number of inner iterations follows the same tendency, and
therefore, is just slightly worse than the open-loop control and the Bayesian optimization.
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Algorithm 4 Learning DMHP
1: Input: S = {sn}Nn=1, the maximum number of clusters K, the maximum number of
iteration I .
2: Output: Optimal parameters of model, α̂, Σ̂, and B̂.
3: Initialize α, Σ,B and [rnk] randomly, i = 0.
4: repeat
5: Just M-step:
6: Given [rnk], update {µ̂(1), Â(1)} via (B.5), calculate negative log-likelihood L(1).
7: A loop of E-step and M-step:
8: Given {α,Σ,B}, update responsibility via (B.3), denoted as [r2nk] .
9: Given [r2nk], update {µ̂(2), Â(2)} via (B.5), calculate negative log-likelihood L(2).
10: If L(1) < L(2)
11: Given {µ̂(1), Â(1)}, update Σ,B via (B.6).
12: Else
13: Update [rnk] via [r
(2)
nk ].
14: Given [rnk], µ̂(2), Â(2), update α, Σ,B via (B.6).
15: End
16: Update the number of clusters via heuristic truncation or the MCMC method.
17: i = i+ 1.
18: until i = I
19: α̂ = α, Σ̂ = Σ, and B̂ = B.
4.3 Further Analysis
4.3.1 Local Identifiability
One of the most important questions of our mixture model is whether it is identifiable or
not. According to the definition of Hawkes process, we can prove that our model is locally
identifiable.
Theorem 4.3.1. When the time of observation goes to infinite, the mixture model of the
Hawkes processes defined in (4.2), in which the parameters of each Hawkes process is
denoted as θ = {µ,A} ∈ RC+ × RC×C×D0+ , is locally identifiable, i.e., for each parameter





, there exists an open neighborhood of Θ containing no other
Θ′ which makes p(s; Θ) = p(s; Θ′) holds for all possible s.
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Proof. (sketched version) The information matrix I(Θ) is defined as
I(Θ) = Es
[
∂ log p(s; Θ)
∂Θ













To each vector ∂p(s;Θ)
∂Θ
w.r.t. a parameter point Θ, there does not exist a nonzero vector of
constants w such that w> ∂p(s;Θ)
∂Θ
= 0 for all event sequence s. According to the theorem
in [104], in this case the information matrix is positive definite, and thus, is nonsingular.
Then, according to the definition and the theorem in [105], we know that each Θ is a regular
point of I(Θ) and locally identifiable. This completes the proof.
The detailed proof is given in Appendix C. Furthermore, we investigate the sample
complexity of our method, which reflects the identifiability of our model in practice (i.e.,
when the number of samples is finite). We demonstrate the superiority of our method to its
competitors via finding the edge of identifiability [95]. Specifically, we consider a binary
clustering problem of Hawkes processes with 500 event sequences. For the k-th cluster,
k = 1, 2, Nk event sequences are simulated via a 1-dimensional Hawkes processes with
parameter θk. Taking the parameter of Hawkes process as the clustering center, we can
calculate the distance between clustering centers, denoted as d = ‖θ1 − θ2‖2. Here, we
make N1 + N2 = 500 and N1 < N2, and call the cluster having N1 sequences “minor”
cluster. The sample percentage of the minor cluster is denoted as π1 = N1
N1+N2
Applying
our DMHP model and its learning algorithm to the data generated under different d’s and
π1’s, we can calculate the F1 scores of the minor cluster w.r.t. {d, π}. The high F1 score
means that the minor cluster is identified with high accuracy while the low F1 score means
that the minor cluster is hard to be identified. Fig. 4.3(a) visualizes the map of F1 scores
w.r.t. the number of events per sequence. We can find that the F1 score obtained via our
clustering method is close to 1 in most situations, which demonstrates the identifiablity of
our model in practice. The unidentifiable cases happen only in the following two situations:
the parameters of different clusters are nearly equal (i.e., d → 0); or the minor cluster is
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Figure 4.3: Comparison for various methods on F1 score of minor cluster with various
number of events per sequence.
extremely small (i.e., π1 → 0). The boundary between the identifiable part (the yellow
part) and the unidentifiable part (the blue part) is called the edge of identifiability. With the
reducing of events per sequence, the unidentifiable part becomes larger and larger, which
indicates that longer observation time is required.
For demonstrating the superiority of our model, we compare our method with its com-
petitor on the area of identifiable part. The main competitor of our clustering method is
the feature-based sequential data clustering methods in [10]. These methods assume that
each event sequence yields to a parametric model, and then, they learn the parameters
of the models as the features for clustering. A typical example is the multi-task multi-
dimensional Hawkes process (MMHP) model introduced in the previous chapter, which
learns a Hawkes process for each event sequence and clusters the event sequences ac-
cording to their parameters. If ignoring the information of time stamps and treating event
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sequences as time series, simpler models can be applied, e.g., the Markov chain (MC) and
the vector auto-regressive (VAR) model. In that case, we can use the transition matrices
of the event sequences as features. To cluster event sequences generated via Hawkes pro-
cesses, we can first learn the MMHP model and then apply the Dirichlet processes Gaus-
sian mixture model (DPGMM) [51, 106]. The F1 scores of the minor cluster are shown in
Fig. 4.3(b). We can easily find that given the same data, the unidentifiable part obtained via
the MMHP+DPGMM method is much larger than that of our method.
4.3.2 Computational Complexity and Acceleration
Suppose that we have N training sequences generated via C-dimensional Hawkes pro-
cesses, each of which contains I events. We represent the impact functions by D basis
functions and set the maximum number of clusters to be K. In the worst case, the compu-
tational complexity per iteration of our learning algorithm is O(KDNI3C2). Fortunately,
according to the analysis of the identifiability, we know that our algorithm can achieve
robust clustering results in the case having small number of events when the cluster cen-
ters are discriminative enough and the sizes of different clusters are relatively balanced.
Therefore, in most of situations, I will not be very large and our algorithm will not be
time-consuming. Moreover, we can accelerate our algorithm from several aspects. In the
objective function (B.5) of the M-step, the prior distribution of tensor A corresponds to
a sparse regularizer, so the elements of A become sparse with the increase of iteration.
To the elements close to zero, we can ignore their computations in the learning phase to
reduce the computational complexity. Specifically, if the number of nonzero elements in
each Ak is comparable to C, then the computational complexity of our algorithm will be
O(KDNI2C). Besides the benefits from the sparsity of parameters, we can also accelerate
our algorithm via some heuristic approximations. For example, the number of cluster can
be truncated in the learning phase. An empirical method is ignoring the cluster whoseNk is
smaller than a certain threshold Nmin after several iterations. As a result, the final runtime
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of our learning algorithm will be O(K ′DNI2C), where K ′  K is the actual number
of clusters. Additionally, the parallel computing techniques can also be applied to further
reduce the runtime of our algorithm.
It should be noted that the computational complexity of our method is comparable to its
competitors. Again, take the MMHP as an example. Following the ODE-based algorithm
in [30], the learning algorithm of MMHP discretizes each impact function into L points
and estimates them via finite element analysis. Therefore, its computational complexity per
iteration is O(DNI(I2C2 + L(C + I))). Similarly, when the parameters of each Hawkes
process is sparse, the computational complexity will reduce to O(DNI(IC +L(C + I))).
According to the setting in [30, 22], generally L  I . Therefore, when K ′ is not very
large, the computational complexity of our algorithm can be roughly compared to that of
the MMHP.
4.4 Experiments
To demonstrate the feasibility and the efficiency of our DMHP-based clustering method,
we compare it with the state-of-art methods, including the vector auto-regressive (VAR)
method in [5], the Least-Squares (LS) method in [39], and the multi-task multi-dimensional
Hawkes process (MMHP) in [22], on both synthetic and real-world data. These three
competitors first learn the features of event sequences and then apply the Dirichlet process
Gaussian mixture model (DPGMM) [106] to cluster the event sequences. The VAR method
discretizes asynchronous event sequences to time series and learns their transition matrices
as features. The LS method also discretizes event sequences but with higher resolution — it
ensures that there is at most one event happening in each interval. For each event sequence,
a nonparametric Hawkes process is learned via solving a Least-Squares problem, and the
integration of impact functions over time (i.e., its infectivity matrix of event types3) is used
as its feature. Similarly, we implement the MMHP model, learning infectivity matrices as





Table 4.1: The clustering purity on the synthetic data with sine-like impact functions.
C K ′ VAR+DPGMM LS+DPGMM MMHP+DPGMM DMHP
2
2 0.8821 0.9937 0.9980 0.9960
3 0.8523 0.9764 0.9832 0.9938
4 0.8272 0.9528 0.9793 0.9916
5 0.7785 0.9059 0.9701 0.9896
5
2 0.5235 0.5639 0.5917 0.9888
3 0.3860 0.5278 0.5565 0.9650
4 0.2894 0.4365 0.5112 0.9354
5 0.2543 0.3980 0.4656 0.9015
Table 4.2: The clustering purity on the synthetic data with piecewise constant impact func-
tions.
C K ′ VAR+DPGMM LS+DPGMM MMHP+DPGMM DMHP
2
2 0.8705 0.9203 0.9289 0.9637
3 0.8259 0.9044 0.9080 0.9472
4 0.7698 0.8827 0.8858 0.9220
5 0.7138 0.8155 0.8366 0.8910
5
2 0.5222 0.5589 0.5913 0.8075
3 0.3618 0.4402 0.4517 0.7675
4 0.2901 0.3365 0.3876 0.7058
5 0.2476 0.2980 0.3245 0.6738
the features of event sequences. In our DMHP method, the number of clusters are decided
heuristically via the truncation method. For evaluating these algorithms comprehensively,
we apply two measurements. For the synthetic data with the labels of clusters, we use
clustering purity to evaluate various methods. For the real-world data, we visualize the
centers of clusters and apply the cross-validation method in [107, 108] to measure the
consistency of clustering results.
4.4.1 Synthetic Data
We generate two synthetic data sets with various clusters using sine-like impact functions
and piecewise constant impact functions respectively. In each data set, the real number
of classes, denoted as K ′, is set from 2 to 5. Each cluster contains 400 event sequences,
and each event sequence contains 50(= Mn) events and C(= 2 or 5) event types. The
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exogenous base intensity of each cluster yields to C Rayleigh distributions, whose hyper-
parameters are sampled uniformly from [0, 1]. Each sine-like impact function in the k-th
cluster is formulated as φkcc′ = b
k
cc′(1− cos(ωkcc′(t− skcc′))), where t ∈ [0, 10] and the hyper-
parameters {bkcc′ , ωkcc′ , skcc′} are generated randomly from [π5 , 2π5 ]. Each piecewise constant
impact function in the k-th cluster is the truncation of the corresponding sine-like impact






We estimate each impact function via the basis representation in (4.1). In our DMHP
learning algorithm, we use Gaussian basis functions, and apply the basis selection method
proposed in Chapter 2 to decide the bandwidth and the number of Gaussian basis functions.
The maximum number of clusters K is set to be 2K ′ for all methods. After learning









whereWk is the learned index set of the event sequences belonging to the k-th cluster, and
Cj is the real index set of the event sequences belonging to the j-th class, and N is the total
number of event sequences.
Tables 4.1 and 4.2 show the clustering purity for various methods on the two synthetic
data. Compared with the three competitors, our DMHP obtains much better clustering
purity consistently in most situations, especially when the dimension of Hawkes process
becomes large. The VAR method simply treats asynchronous event sequences as time se-
ries, which causes the loss of temporal information. Both the LS and the MMHP can learn
Hawkes process for each individual sequence, which might suffer to the over-fitting prob-
lem in the case having few observations. Moreover, all these methods decompose event se-
quence clustering problem into two subproblems: learning features and applying DPGMM.
Such a strategy is very sensitive to the quality of feature. The potential problems mentioned
above have negative influences on learned features, and then lead to unsatisfying clustering
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Figure 4.4: Histograms of clusters’ numbers.
results. Our DMHP method, however, is a model-based clustering method, which learns
clustering result directly and reduces the number of unknown variables greatly. As a re-
sult, our method avoids the problems of these competitors and obtains superior clustering
results.
Moreover, the learning results of the synthetic data with piecewise constant impact
functions prove that our DMHP method is relatively robust to the problem of model mis-
specification. Specifically, although our Gaussian basis cannot fit piecewise constant im-
pact functions well, our method still outperforms other methods greatly on the clustering
purity.
4.4.2 Real-world Data
We test our DMHP method on two real-world data sets. The first is the ICU patient flow
data used in Chapter 6, which is extracted from the MIMIC II data set [109]. This data set
contains the transition processes of 30308 patients among different kinds of care units. The
patients can be clustered according to their transitions processes. The second data set is the
IPTV data used in Chapters 2 and 3, which contains 7, 100 IPTV users’ viewing records
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Figure 4.5: Comparison on infectivity matrices of ICU patient data.
collected via Shanghai Telecomm Inc. The TV programs are categorized into 16 classes
and the viewing behaviors more than 20 minutes are recorded. The users can be clustered
according to their viewing records.
According to the results of synthetic data, we compare our DMHP clustering method
with its most powerful competitor — the MMHP+DPGMM method. For these two data
sets, both these two methods set the maximum number of clusters to be 20. Applying the
cross-validation method, we investigate the clustering consistency of these two methods.
Specifically, for each data set, we test these two methods with 50 trials. In each trials, the
data set is randomly divided into two folds. Taking one fold as a training set, we learn two
models via the DMHP and the MMHP+DPGMM respectively, and then apply the models
to cluster the remaining fold.
Because random sampling does not change the clustering structure of data, we can mea-
sure the clustering consistency in two aspects. The clustering method with high consistency
should 1) have similar number of clusters in each trial, and 2) having similar pairwise re-
lationships among different samples. Fig. 4.4 visualizes the histograms of the number of
clusters for various methods on the two data sets. We can find that the MMHP+DPGMM










































































































































































































































































































































































































Figure 4.6: Comparison on infectivity matrices of IPTV data.
the maximum in most trials. Our DMHP method, however, can find more compact clus-
tering structure. The distribution of the number of clusters concentrates to 7 and 19 for
the two data sets, respectively. In our opinion, this phenomenon reflects the drawback of
the feature-based method. The MMHP+DPGMM method first extracts features via learn-
ing the MMHP model and then learns clusters with the help of DPGMM. The clustering
performance is highly dependent on the discriminative power of the features while the
clustering structure is not considered sufficiently in the phase of extracting feature. A
more direct comparison is given in Figs. 4.6 and 4.5: taking the infectivity matrices cor-
responding to different clusters4 as the representations of clustering results, we compare
our DMHP method with the MMHP+DPGMM. The infectivity matrices obtained by our
DMHP method are sparse and discriminative with each other, while those obtained by the
MMHP+DPGMM are chaotic — although we consider the sparsity of each infectivity ma-
4Our DMHP calculates each cluster’s infectivity matrix directly from learned model, while the
MMHP+DPGMM method calculates it via averaging infectivity matrices of the event sequences in the same
cluster.
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Table 4.3: The clustering consistency on real-world data sets.
Method VAR+DPGMM LS+DPGMM MMHP+DPGMM DMHP
ICU Patient 0.0896 0.1375 0.3239 0.3765
IPTV User 0.0438 0.0382 0.1351 0.1979
trix when learning the MMHP model, it cannot guarantee the average of the infectivity
matrices within a cluster is still sparse and discriminative.
Besides the number of clusters, we further prove the superiority of our method through
the pairwise relationships of samples. Specifically, taking the clustering result of the j-th
trial as the reference, we enumerate all pairs of the event sequences within same cluster.
In each of other trials, we count the number of the pairs still in same cluster, and calcu-













where J = 50 is the number of trials. In the j-th trial,Mj = {(n, n′)|kjn = kjn′} is the set
of the pairs in the same cluster, and kjn is the index of cluster of the n-th event sequence.
Table 7.2 shows the performance of various methods on the clustering consistency. We can
find that our method outperforms other methods obviously, which means that the clustering
result obtained via our method is more stable and consistent than other methods’ results.
4.5 Summary
In this chapter, we propose a model-based clustering method for asynchronous event se-
quences, combining Dirichlet processes with Hawkes processes. The identifiability of the
model is proven. A variational inference algorithm is designed to learn the mixture model,
which has good performance on the convergence and the computational complexity. We
demonstrate the feasibility and the effectiveness of our work on both synthetic and real-
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world data. In the future, we plan to further improve our learning algorithm with optimal




LEARNING HAWKES PROCESSES FROM SHORT DOUBLY-CENSORED
SEQUENCES
5.1 Introduction
Despite the usefulness of Hawkes processes, learning Hawkes processes often requires us
to collect a large amount of event sequences with events occurring over a long observation
window, which might be unavailable in many important practical applications. In partic-
ular, the observation window is likely to be very short and sequence-specific. Within an
imagined universal window, each sequence is only observed with a corresponding short
sub-interval of it, and the events outside this sub-interval are not observed — we call them
short doubly-censored (SDC) event sequences. Existing learning algorithms of Hawkes
processes, including ours in the previous three chapters, suffer to the over-fitting problem
when they are directly applied to the SDC event sequences. What is worse, because the
triggering pattern between some historical events and current ones are lost in the SDC
event sequences, the model learned from the SDC event sequences are often unreliable.
This problem is a thorny issue in several practical applications, especially in those hav-
ing time-varying triggering patterns. For example, the disease network learned from pa-
tients’ admission records should evolve with the increase of the patients’ ages, as Fig. 5.1
shows. However, it is very hard to track and record the patients’ diseases on a life-time
scale. Instead, we can only obtain their several admissions (even only one admission) dur-
ing one or two years, which are just SDC event sequences.
Currently, many efforts have been made to learn point processes from imperfect ob-
servations. In the aspect of learning algorithm, the global [61] and local [62] likelihood
maximization methods are used to learn Poisson processes. The pseudo MLE in [63] and
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Figure 5.1: Illustration of a time-varying Hawkes processes, which can be used to model
the dynamics of disease network over the age of patient.
the full MLE in [64] are applied to learn non-homogeneous Poisson processes. To learn
Hawkes processes robustly, we introduce structural constraints, e.g., group-lasso, sparse,
and low-rank regularizers in Chapters 2 and 3, to our learning algorithms. In the aspect
of data, multiple imputation (MI) [65] is a general framework to stochastically impute in-
complete or missing data from the current model in order to build a surrogate data set of
observations. Recently, bootstrap methods have been introduced to the inference of point
processes [72, 71, 73]. However, all these methods do not consider to learn Hawkes pro-
cesses from SDC event sequences.
In this chapter, we propose a novel and simple data synthesis method to learn Hawkes
processes having a longtime support from SDC event sequences. Specifically, given a set
of SDC event sequences, we sample predecessors/successors for each event sequence from
potential candidates and stitch them together as a synthetic training data. In the sampling
step, the probabilistic distribution of the predecessors/ successors is estimated according
to the similarities between current sequence and its candidates, and the similarity is de-
fined based on the information of time stamps and (optional) features of event sequences.
We analyze the rationality and the feasibility of our data synthesis method in details, and
discuss the necessary condition of the method. Experimental results show that our data
synthesis method indeed helps to improve the robustness of various learning algorithms of
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Hawkes processes. Especially in the case of time-varying Hawkes processes, applying our
method as preprocessing in the learning phase achieves much better results than learning
directly from the SDC event sequences, which is very meaningful for many practical ap-
plications, e.g., constructing dynamical disease network and learning long-term infectivity
among different IT companies.
5.2 Learning from SDC Event Sequences
Suppose that the original complete event sequences are in a long observation window.
However, the observation window in practice might be segmented into several intervals
{T nb , T ne }Nn=1, and we can only observe Kn SDC sequences {snk}Knk=1 in the n-th interval,







logL(snk ; Θ), (5.1)
the SDC event sequences would lead to serious over-fitting problem because of the loss
of information. Can we do better in such a situation? In this work, we propose a data
synthesis method based on a sampling-stitching mechanism, which extends the SDC event
sequences to longer ones and enhances the robustness of our learning algorithms.
5.2.1 Data Synthesis via Sampling-Stitching
Denote the k-th SDC event sequence in the n-th interval as snk . Because its predecessor is
unavailable, if we learn the parameters of our model via (5.1) directly, we actually impose
a strong assumption on our data that there is no event happening before snk (or previous
events are too far away from snk to have influences on s
n
k ). Obviously, this assumption is
questionable — it is likely that there are influential events happening before snk . A more
reasonable strategy is enumerating potential predecessors and maximizing the expected
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[logL([s, snk ]; Θ)]. (5.2)
Here, Ex∼D[f(x)] represents the expectation of the function f(x) with the random vari-
able x obeying a distribution D. s ∼ HCTnb represents all possible sequences before T
n
b .
L([s, snk ]; Θ) is the likelihood of the stitched sequence [s, snk ].
The stitched sequence [s, snk ] can be generated via sampling the SDC sequence s from
previous 1st, ..., (k− 1)-th intervals and stitching it to snk . The sampling process obeys the
probabilistic distribution of the stitched sequences. Given snk , we can compute its similarity























e ≤ T nb ,
0, otherwise.
(5.3)
Here, we use F (a, b) = exp(−‖b−a‖22/σs) as a predefined similarity function with param-
eter σs. fnk is the feature of s
n
k . Note that the availability of the feature is optional — even
if the feature of sequence is unavailable, we can still define the similarity measurement
purely based on time stamps. The normalized {w(sn′k′ , snk)} provides us with the proba-








k)). Then, we can sample s
n′
k′
according to the categorical distribution (i.e., sn′k′ ∼ Category(w(·, snk))). Fig. ?? illustrates
the sampling-stitching process.
Obviously, such a sampling-stitching mechanism can be applied L times iteratively
to the SDC sequences in both backward and forward directions. Algorithm 5 shows the
scheme of our data synthesis method in details. As a result, we can synthesize long event
sequences from original SDC event sequences. Specifically, we can represent a stitched
event sequence as sstitch = [s1, ..., s2L+1], sl ∈ {snk}, l = 1, ..., 2L + 1, whose probability
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After applying our data synthesis method, we obtain many stitched event sequences, which
can be used as instances for estimating Es∼HC
Tn
b
[logL([s, snk ]; Θ)]. Specifically, taking ad-







p(sstitch) logL(sstitch; Θ). (5.5)
We can find that (5.2) actually is the minimum cross-entropy estimation. The p(sstitch)
represents the “true” probability of the stitched sequence, which is estimated based on the
predefined similarity measurement. The likelihood L(sstitch; Θ) represents the “unnatural”
probability that the stitched sequence happens, which is estimated based on the definition
in (1.4). Our data synthesis method takes advantage of the information of time stamps
and (optional) features, and guarantees the rationality of the p(sstitch). For example, the
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Algorithm 5 Data Synthesis via Sampling-Stitching
1: Input: SDC sequences {snk}. The number of iterations L. The number of trials U .
Predefined parameter σs
2: Output: Stitched sequences S.
3: Initialize S = ∅.
4: Compute similarity measurement {w} via (5.3).
5: For u = 1 : U
6: For each snk
7: sstitch = s
n
k , sb = se = s
n
k , lb = le = 1.
8: Backward:
9: While lb ≤ min{n− 1, L}
10: Sample sn′k′ ∼ Category(w(·, sb)).
11: sb = s
n′
k′ , sstitch = [sb, sstitch].




15: While le ≤ min{N − n, L}
16: Sample sn′k′ ∼ Category(w(se, ·)).
17: se = s
n′
k′ , sstitch = [sstitch, se].
18: le = n
′.
19: End
20: S = S ∪ sstitch.
21: End
22: End
likelihood of a sequence generally reduces with the increase of observation time window.
The proposed probability p(sstitch) yields to the same pattern — according to (5.4), the
longer a stitched sequence is, the smaller its probability becomes.
The set of all possible stitched sequences (i.e., the S in (5.5)) is very large, whose
cardinality is denoted as |S| = O(∏Nn=1Kn). In practice, we cannot and do not need
to enumerate all possible combinations. An empirical setting is making the number of
stitched sequences comparable to that of original SDC event sequences, i.e., generating
O(∑Nn=1Kn) stitched sequences. In the following experiments, we just apply 5(= U ) trials
and generate 5 stitched sequences for each original SDC event sequence, which achieves a
trade-off between the computational complexity of our method and its performance.
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5.2.3 Feasibility
It should be noted that our data synthesis method is only suitable for those complicated
point processes whose historical events have influences on current and future ones. Specif-
ically, we analyze the feasibility of our method for two typical point processes.
Poisson Processes. Theoretically, our data synthesis method cannot improve learning
results if the SDC event sequences are generated via Poisson processes. For Poisson pro-
cesses, the happening rate of current and future events is independent of historical events.
In other words, the intensity function of each interval can be learned independently based
on the SDC event sequences. The stitched sequences do not provide us with any additional
information.
Hawkes Processes. For Hawkes processes, whose intensity function is defined as (1.1),
our data synthesis method can enhance the robustness of our learning algorithm. In partic-
ular, consider a long event sequence generated via a Hawkes process in the time window
[Tb, Te]. If we divide the time window into 2 intervals, i.e., [Tb, T ] and (T, Te], the intensity
function corresponding to the second interval can be written as






φcci(t, ti), t ∈ (T, Te]. (5.6)
When the events in the first interval are unobserved, we just have a SDC event sequence,
and the second term in (5.6) is unavailable. Learning a Hawkes process directly from the
SDC event sequence ignores the information of the second term, which has a negative in-
fluence on learning results. Our data synthesis method, however, leverages the information
from other potential predecessors, and generates multiple long sequences with potentials.
As a result, we can obtain multiple intensity functions sharing the second interval and calcu-
late their log-likelihood functions, respectively. The weighted sum of these log-likelihood
functions, as (5.5) does, provides us with an estimation of the log-likelihood of the real
long event sequence.
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Compared with learning from SDC event sequences directly, applying our data syn-
thesis method can enhance the robustness of our learning algorithm in general, unless
the term
∑
ti≤T φcci(t, ti) is ignorable. Specifically, we can model the impact functions
{φcc′(t, s)}c,c′∈C of Hawkes processes based on basis representation:
φcc′(t, s) = ψcc′(t)︸ ︷︷ ︸
Infectivity






Here, we relax the time-invariant assumption and decompose the impact functions into two
parts:
• 1) Infectivity. ψcc′(t) =
∑M
m=1 acc′mκm(t), t ∈ [0, T ], represents the infectivity of
event type c′ on event type c at time t.1
• 2) Triggering kernel. g(t) = exp(−βt) measures the time decay of infectivity, where
t ∈ [0, T ]. It means that the infectivity of a historical event to current one reduces
exponentially with the increase of temporal distance between them.
When β is very large, φcc′(t, s) decays rapidly with the increase of t − s, and the events
happening long time ago can be ignored. In such a situation, our data synthesis method
may not be able to improve learning results.
5.3 Implementation for Time-varying Hawkes Processes
Time-varying Hawkes process is a kind of physically-interpretable model for many nat-
ural and social phenomena. The proposed model in (5.7) reflects many common prop-
erties of real-world event sequences. First, the infectivity among various event types of-
ten changes smoothly in practice: in social networks, the interaction between two users
changes smoothly, which is not established or blocked suddenly; in disease networks, the
1When M = 1 and κm(t) ≡ 1, we obtain the simplest time-invariant Hawkes process, whose impact
functions are shift-invariant over time. Relaxing the shift-invariant assumption of the impact functions, i.e.,
applying multiple Gaussian basis functions, we obtain a flexible time-varying Hawkes process model.
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infectivity among diseases should change smoothly with the increase of patient’s age. Ap-
plying Gaussian basis representation guarantees the smoothness of infectivity function.
Second, the triggering kernel measures the decay of infectivity over time. According to
existing work, the decay of infectivity is exponential approximately, which has been veri-
fied in many real-world data [34, 43, 110]. To learn time-varying Hawkes processes from
SDC event sequences, we combine our data synthesis method with an EM-based learn-
ing algorithm. Applying our data synthesis method, we obtain a set of stitched event se-
quences S = {sn} and their appearance probabilities {pn}, where sn = {(tni , cni )Ini=1|tni ∈




i ∈ C} and pn is calculated based on (5.3). According to (5.5, 5.7), we can learn






pn logL(sn; Θ) + γR(A). (5.8)
Here, Θ = {µ = [µc], A = [acc′m]} represents the parameters of our model. The vector µ







































where τnij = t
n
i −tnj ,Gij =
∫ tni+1
tni
κm(s)g(s−tnj )ds, and ∆n = T ne −T nb . R(A) represents the
regularizer of parameters, whose weight is γ. Similar to the work in the previous chapters,
we assume that the infectivity connections among different event types should be sparse.
Accordingly, at each time t, the infectivity matrix Ψ(t) = [ψcc′(t)] should reflect the sparse
structure. Therefore, here we impose the `1-norm regularizer on the coefficient tensor A,




We solve the problem via an EM algorithm. Specifically, when sparse regularizer is
applied, we take advantage of the ADMM method, introducing an auxiliary variable Z =





pn logL(sn; Θ) +
ρ
2
‖A−Z‖2F + ρtr(U>(A−Z)) + γ‖Z‖1.
Here ρ controls the weights of regularization terms, which increases with the number of
EM iterations. tr(·) computes the trace of matrix. Then, we can update {µ,A}, Z, and U
alternatively.
Update µ and A: Given the parameters obtained in the k-th iteration, we first apply
Jensen’s inequality to −∑n logL(sn; Θ) and obtain a surrogate objective function for µ
andA:



























































, and λkcni (t
n
i ) is calculated based on µ
k and
Ak. Then, we can update µ and A via solving ∂Q
∂µ
= 0 and ∂Q
∂A
= 0. Both of these two



































Algorithm 6 Learning Algorithm of Hawkes Processes
1: Input: Event sequences S. The threshold V . Predefined parameters β, σκ, and γ.
2: Output: ParametersA and µ.
3: k = 0, ρ = 1, initializeAk and µk randomly. Zk = Ak, U k = 0.
4: repeat
5: ObtainAk+1 and µk+1 via (5.10).
6: Obtain Zk+1 via (5.11).
7: Obtain U k+1 via (5.12).
8: k = k + 1, ρ = 1.5ρ.
9: until ‖Ak −Ak−1‖F < V
10: A = Ak, µ = µk.







‖Ak+1 −Z +U k‖2F .
Applying soft-thresholding method, we have
Zk+1 = S γ
ρ
(Ak+1 +U k), (5.11)
where Sη(x) = sign(x) min{|x| − η, 0} is the soft-thresholding function.
Update U : GivenAk+1 and Zk+1, we can further update dual variable as
U k+1 = U k + (Ak+1 −Zk+1). (5.12)
In summary, Algorithm 6 shows the scheme of our learning algorithm. Note that the




To demonstrate the usefulness of our data synthesis method, we combine it with various
learning algorithms of Hawkes processes and learn different models accordingly from SDC
event sequences. For time-invariant Hawkes processes, we consider two learning algo-
rithms — our EM-based learning algorithm in Chapter 2 and the Least-Squares (LS) al-
gorithm in [39]. For time-varying Hawkes processes, we apply our EM-based learning
algorithm mentioned above. In the following experiments, we use Gaussian basis func-
tions: κm(t) = exp((t − tm)2/σκ) with center tm and bandwidth σκ. The number and the
bandwidth of basis can be set according to the basis selection method proposed in Chap-
ter 2. Additionally, we set V = 10−4, γ = 1, and σs = 1 in our algorithm. We learn the
Hawkes processes in two ways: 1) learning directly from SDC event sequences; 2) learning
from stitched sequences generated via our data synthesis method.
5.4.2 Synthetic Data
The synthetic SDC event sequences are generated via the following method: 2000 com-
plete event sequences are simulated in the time window [0, 50] based on a 2-dimensional
Hawkes process. The base intensity {µc}2c=1 are generated randomly in the range [0.1, 0.2].
The parameter of triggering kernel, β, is set to be 0.2. For time-invariant Hawkes pro-
cesses, we set the infectivity {ψcc′(t)} to be 4 constants, which are generated randomly in




where {ωcc′} are random variables generated in the range [1, 4]. Given these complete
event sequences, we select 1000 sequences as testing set while the remaining 1000 se-
quences as training set. To generate SDC event sequences, we segment the time window
into 10 intervals, and just randomly preserve the events in one interval for each training
sequences. To evaluate various methods, we test our data synthesis method in 10 trials, and
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(a) Our learning algorithm
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(b) Least squares algorithm
Figure 5.3: Comparisons on log-likelihood and relative error in the case of time-invariant
Hawkes processes.
the relative error between real parameters Θ and estimation results Θ̂, i.e., ‖Θ−Θ̂‖2‖Θ‖2 , and the
log-likelihood of testing sequences are recorded.
Time-invariant Hawkes Processes. Fig. 5.3 shows the comparisons on log-likelihood
and relative error for various methods. In Fig. 5.3(a) we can find that compared with
the learning results based on complete event sequences, the results based on SDC event
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Figure 5.4: Comparisons on log-likelihood and relative error in the case of time-varying
Hawkes processes.
sequences degrade a lot (i.e., lower log-likelihood and higher relative error) because of
the loss of information. With the help of our data synthesis method, the learning results
are improved consistently. Additionally, to demonstrate the universality of our method,
we also apply our method to the LS algorithm [39]. In [39], the parameters of model are
discrete points of shift-invariant impact functions {φcc′(t)}. In Fig. 5.3(b) we can find
that our method is also able to improve the learning results of LS algorithm in the case of
SDC event sequences. Both the log-likelihood and the relative error obtained from stitched
sequences approach to the results learned from complete sequences. It should be noted that
although the contribution of the iterative framework of our method seems limited for time-
invariant Hawkes processes (the relative error obtained via stitching SDC sequences twice
is just comparable to that obtained via stitching once for both our learning algorithm and
the LS algorithm), in the following experiments we can find that the iterative framework is
more useful for time-varying Hawkes processes.
Time-varying Hawkes Processes. Fig. 5.4 shows the comparisons on log-likelihood
and relative error for various methods. Similarly, the learning results are improved because







































Real Short Stitched Long
Figure 5.5: Comparisons on infectivity {ψcc′(t)} in the case of time-varying Hawkes pro-
cesses. The number of original SDC sequences is 200 and stitched via our method once.
their standard deviation (the error bars associated with curves) is shrunk. In this case,
applying our method twice achieves better results than applying once, which verifies the
usefulness of the iterative framework in Algorithm 5. Besides objective measurements, in
Fig. 5.5 we visualize the infectivity functions {ψcc′(t)}. It is easy to find that the infectiv-
ity functions learned from stitched event sequences (red curves) are comparable to those
learned from complete event sequences (yellow curves), which have small estimation errors
of the ground truth (black curves).
5.4.3 Real-World Data
Besides synthetic data, we also test our method on real-world data, including the LinkedIn
data collected via ourselves and the MIMIC III data set [111].
LinkedIn Data. The LinkedIn data set we collected online contains job hopping
records of 3000 LinkedIn users in 82 IT companies. For each person, her/his time stamps
corresponding to different companies are recorded as an asynchronous event sequence, and
her/his profile (including education background, skill list, etc.) is treated as the feature asso-
ciated with the event sequence. For each person, the attractiveness of a company is always
time-varying. For example, a young man may be willing to join in startup companies and
increase his income via jumping between different companies. With the increase of age,
he would more like to stay in the same company and increase his income through internal
promotion. In other words, the infectivity network among different companies should be
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dynamical w.r.t. the age of employee. Unfortunately, the job records in the LinkedIn are
short and doubly-censored — only the job hopping events in recent years are recorded.
How to construct the dynamical infectivity network among different companies from SDC
event sequences is still an open problem.
Applying our data synthesis method, we can stitch different users’ job hopping se-
quences based on their ages (time stamps) and their profile (feature) and learn the dynam-
ical network of company over time. In particular, we select 100 users with relatively com-
plete job hopping history (i.e., the range of their working experience is over 25 years) as the
testing set. The remaining 2900 users are selected as the training set. The log-likelihood of
testing set in 10 trials is shown in Fig. 5.6(a). We can find that the log-likelihood obtained
from stitched sequences is higher than that obtained from original SDC event sequences,
and its standard deviation is bounded stably. Fig. 5.7(a) visualizes the adjacent matrix of
infectivity network. The properties of the network verifies the rationality of our learning
results: 1) the diagonal elements of the adjacent matrix are larger than other elements in
general, which reflects the fact that most employees would like to stay in the same com-
pany and achieve a series of internal promotions; 2) with the increase of age, the infectivity
network becomes sparse, which reflects the fact that users are more likely to try different
companies in the early stages of their careers.
MIMIC III Data. The MIMIC III data set contains the admission records of over 40000
patients in critical care units of the Beth Israel Deaconess Medical Center between 2001
and 2012. For each patient, her/his admission time stamps and corresponding diagnoses
of diseases (the ICD-9 code [112]) are recorded as an asynchronous event sequence, and
her/his profile (including gender, race, and chronic history) is treated as the feature asso-
ciated with the event sequence, which is represented as binary vector. As aforementioned,
some work [110] has been done to extract time-invariant disease network from admission
records, however, the real disease network should be time-varying w.r.t. the age of pa-
tient. Similar to the LinkedIn data, we only obtain SDC event sequences from the original
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(b) MIMIC III data
Figure 5.6: Comparisons on the log-likelihood of the testing data.
MIMIC III data set — the range of most admission records is just 1 or 2 years.
Applying our data synthesis method, we can leverage the information from different
patients and stitch their event sequences based on their ages and their profile. Fig. 5.8 il-
lustrates our method. Focusing on 600 common diseases in 12 categories, we select 15000
patients’ admission records randomly as the training set and 1000 patients with relatively
complete records as the testing set. Fig. 5.6(b) shows that applying our data synthesis
method indeed helps to improve the log-likelihood of the testing data. Furthermore, we
visualize the adjacent matrix of dynamical network of disease categories in Fig. 5.7(b). We
can find that: 1) with the increase of age the disease network becomes dense, which re-
flects the fact that the complications of diseases are more and more common when people
become old; 2) the networks show that neoplasms and the diseases of circulatory, respira-
tory, and digestive systems have strong self-triggering patterns because the treatments of
these diseases often include several phases and require patients to make multiple admis-
sions; 3) for kids and teenagers, their disease networks (i.e., the “Age 0” and the “Age 10”
networks) are very sparse, and their common diseases mainly include neoplasms and the
diseases of circulatory, respiratory, and digestive systems; 4) for middle-aged people, the
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(b) MIMIC III data
Figure 5.7: Comparisons on the infectivity {ψcc′(t)} w.r.t. the age.
Figure 5.8: For each SDC sequence, i.e., incomplete disease history of a person in his
lifetime, we design a mechanism to select other SDC sequences as predecessors/successors
and synthesize a long sequence. Then, we can estimate the unobserved triggering patterns
among diseases, i.e., the red dashed arrows, and construct a disease network.
reasons for their admissions are diverse and complicated so that their disease networks are
dense and include many mutually-triggering patterns; 5) for longevity people, their disease
networks (i.e., the “Age 80” and the “Age 90” networks) are relatively sparser than those
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Age 6 Age 7 Age 8
Figure 5.9: The network of circulatory system diseases in different ages. The diseases
(nodes) are labeled with ICD-9 codes. The diseases belonging t diff ent sub-categories
are labeled with different colors. The size of the c-th node is
∑
c′ ψcc′(t), which reflects the
importance of the c-th disease. The width of directed edge is set as ψcc′(t), which indicates
the strength of triggering pattern.
Additionally, we visualize the dynamical networks of the diseases of circulatory sys-
tems in Fig. 5.9, and find some interesting triggering patterns. For kids (the “Age 0” net-
work), the typical circulatory diseases are “diseases of mitral and aortic valves” (ICD-9
396) and “cardiac dysrhythmias” (ICD-9 427), which are common for premature babies
and the kids having congenital heart disease. For the old (the “Age 80” network), the
network becomes dense. We can find that 1) as a main cause of death, “heart failure”
(ICD-9 428) is triggered via multiple other diseases, especially “secondary hypertension”
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(ICD-9 405); “secondary hypertension” is also likely to cause “other and ill-defined cere-
brovascular disease” (ICD-9 437); 3) “Hemorrhoids” (ICD-9 455), as a common disease
with strong self-triggering pattern, will cause frequent admissions of patients. In summary,
the analysis above verifies the rationality of our result — the dynamical disease networks
we learned indeed reflect the properties of human’s health trajectory. The list of ICD-
9 codes can be found in https://en.wikipedia.org/wiki/List_of_ICD-9_
codes_390-459:_diseases_of_the_circulatory_system.
5.5 Summary
In this chapter, we propose a novel data synthesis method to learn Hawkes processes from
SDC event sequences. With the help of temporal information and optional features, we
measure the similarities among different SDC event sequences and estimate the distribution
of the long event sequences with potentials. Applying a sampling-stitching mechanism, we
can successfully synthesize a large amount of synthetic event sequences and learn point
process models robustly. Experimental results show that our data synthesis method im-
proves the robustness of various models and learning algorithms.
93
CHAPTER 6




In the previous chapter, we enhance the robustness of point processes’ learning algorithms
via introducing a data synthesis method as the pre-processing of imperfect data. In this
chapter, we further think about the robustness problem in the viewpoint of model and al-
gorithm. In particular, even if the data is sufficient, the learning algorithm might still fail
when the assumption of the model disobeys the nature of the data. As a result, the model
misspecification problem leads to bad learning results. Although in the previous chapters
we have made some efforts to suppress the negative influence caused via model misspec-
ification, e.g., taking advantage of basis representation for impact functions, relaxing the
time-invariant assumption, etc, we need more flexible models to deal with challenging
cases. Additionally, all learning algorithms designed in the previous chapters are gener-
ative, which maximize the likelihood of observed event sequences. However, in practice
the data might not contain enough information for us to learn a complicated model in a
generative way. In such a situation, a discriminative learning algorithm might be more
suitable.
Based on the analysis above, we propose a discriminative learning method for point
processes, which has potentials to solve the problems above. The novelties of our method
include two points:
• Flexible intensity function. We can define the intensity function of point process
via a more flexible way. Specifically, the intensity function can be constructed as a
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composition of multiple linear and nonlinear functions, especially when each event
is associated with a high-dimensional feature.
• Discriminative learning algorithm. Traditional generative learning method learns
the joint distribution of events in the continuous time domain and the parameters of
point processes are learned via the maximum likelihood estimation. In this work,
however, we focus on learning the conditional probability of future events given his-
torical events and target time stamps. As a result, we learn the parameters of model
via maximizing the conditional probability, which generally requires fewer observa-
tions.
The proposed learning method is an attempt to connect deep learning techniques with
point processes. The learning framework can be implemented as a neural network. The
flexible representation of intensity function is obtained via the hidden layers while the
discriminative learning algorithm corresponds to the output layer.
6.1.2 A Typical Application: Patient Flow Prediction
To demonstrate the usefulness of our method, we apply our method to predict the transition
processes of patients among different care units, which achieves encouraging prediction
results. Recent reports have highlighted an increasing demand for care units in the United
States due to an improved life expectancy and a larger aging population [113]. The so-
called practice of “patient boarding” refers to temporarily keeping critically-ill patients
in their existing hospital location, such as the emergency department or the post anesthesia
unit, while awaiting available CU bed [114, 115, 116, 117], which may result in suboptimal
care, and increase both length of stay (LOS) and hospital mortality [118, 119]. System-
level management of medical resources becomes even more critical for large numbers of
critically-ill patients in the case of disasters and pandemics [120].
Such an urgent requirement gives rise to an important problem of predicting the tran-
sition processes of patients, known as the “patient flow” [121, 122] (see Fig. 6.1(a)). The
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patient flow includes patients’ duration time within each care unit and transition probability
among different units, and is determined by a number of factors including patient’s under-
lying condition and clinical state, disease progression, and availability of care team and
care resources.
With the advent of comprehensive electronic health records (EHRs) and real-time stream-
ing analytics [123], these factors can be captured and utilized to jointly model flow of pa-
tients within many care units. In particular, we can extract characteristic features of phys-
iology in clinical data, or called phenotypes [124], from EHRs [125, 126, 127], and the
features can be further applied to other problems like constructing disease network [110]
and modeling patient flow [128, 129, 128] that we care in this work. The early work
in [130] models patient flows in the viewpoint of treatment processes and proves that the
treatment clustering information helps to model patient flow in emergency departments
indeed. Following this strategy, the information of patients’ treatment types is used to es-
timate the crowdedness of emergency departments in [131]. However, the methods above
mainly focus on modeling the flow of patients having a certain kind of diseases from dis-
crete time series or aggregate data. None of them attempt to model general patient flow in
the continuous time domain. Therefore, the problem we aim to address involves predicting
patients’ destination CUs and durations simultaneously based on their medical records and
continuously-documented clinical status.
However, predicting patient flow is a difficult task due to a number of factors, e.g.,
the collection and the storage of a huge amount of data, the lack of a systematic approach
to resource management, etc. In the viewpoint of machine learning, the main challenges
include:
• Time-sensitivity. The prediction of patient flow is a time-sensitive learning task,
which requires us to predict the destination care unit of a patient and the dwell time
within that care at the same time.
• Feature selection. The patient flow can be viewed as a time-varying transition pro-
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(a) An example of patient flow. (b) The principle of proposed method.
Figure 6.1: (a) The transition process of an old male patient having coronary heart disease
may include the Coronary Care Unit for preoperative tests, the Anesthesia Services for car-
diac surgery, the Cardiac Surgery Recovery unit, and finally the Medical ICU and general
ward for nursing. The transition process of a pregnant woman having a premature baby
may include the Anesthesia Services for a Caesarean section surgery, the Medical Care
Unit for the mother, and the Neonatal Care Unit for the baby. There are overlaps between
the elderly patient and the pregnant woman in the Anesthesia ICU and the Medical ICU.
(b) The destination CUs and the duration days are represented via two event sequences.
Along the time line, the color dots indicate various CUs and the color lines with various
length indicate the durations (in units of days). Applying our mutually-correcting process
model, the conditional intensity functions for CUs and durations are proposed to capture
the positive and negative influences among unit types and durations, respectively.
cess in the continuous time domain, which is influenced by many medical factors,
e.g., patients’ health profiles, diagnoses, medications, nursing, etc. However, the re-
lationships between these factors and the transition process are not fully explored and
their importance for predicting patient flow is unknown.
• Data sparsity and case imbalance. Because most patients more often stay in gen-
eral wards than transfer to other CUs, models and learning algorithms may suffer to
sparse and imbalanced data — the general ward appears in most of transition pro-
cesses while certain CUs may seldom appear.
Considering the challenges above, we need a predictive model that jointly captures the
transitions and durations in patient flow. Moreover, the model should consider all influen-
tial factors and be robust to data sparsity and imbalance. To achieve this aim, we apply
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our discriminative learning method of point processes, and propose a novel and efficient
model that utilizes both time-invariant and time-varying features from patients’ EHRs, to
predict the patient flow. In particular, based on the unique characteristics of patient flow,
we consider the transitions among the care units and the dwell time within each care unit
as two separate events, which are jointly modeled via mutually-correcting processes, as
depicted in Fig. 6.1(b). Based on the mutually-correcting process model, we learn the
conditional distribution of transition and that of duration given historical events. We an-
alyze the relationship between the conditional distribution and the conditional intensity
function, showing that by using the proposed mutually-correcting process, we can formu-
late the learning problem as learning a multinomial logistic regression model that greatly
simplifies the learning task.
Additionally, to overcome the data imbalance problem, we investigate several robust
learning methods for imbalanced data and make comparisons for them. According to the
comparison results, we applying a data synthesis method as the pre-processing of imbal-
anced data, which shows its superiority in our experiments: for the classes with extremely
few samples, we synthesize some auxiliary samples from original ones to increase the num-
ber of training samples. Taking original samples and auxiliary ones as training samples, we
can improve the robustness of our learning method greatly and obtain better performance
in the testing phase.
6.2 Problem Statement and Data Analysis
6.2.1 Notations and Problem Statement
Suppose that we have N patients in a hospital having C CU departments. For each patient
n, n = 1, ..., N , her transition process among CUs is represented via an event sequence
in continuous time, denoted as sn = {(cni , dni , tni )}Ini=1. Here, tni ∈ (0, T n] is the time
when a transition event happened, T n is the length of observation time window, cni ∈ C,
C = {1, ..., C}, is the destination CU of the transition, dni ∈ D, D = {1, ..., D}, is the
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dwell time (measured by the number of duration days) of the patient in the previous CU
(i.e., the cni−1-th CU) before the transition, and N
u is the number of transitions.1 The set of
historical transitions before time t is denoted asHnt = {(cni , dni , tni )|tni < t}.
Each event (c, d, t), which means that a patient stays in a CU for d days before trans-
ferred to the c-th CU, is always accompanied by a series of medical services. Accord-
ing to the EHRs of patients, we classify various medical services into three categories:
treatment, medication and nursing. The treatment contains Mtreat items, including var-
ious medical tests, surgeries and therapies. The medication contains Mmed items, in-
cluding various medicines and their various usage methods. The nursing contains Mnurse
items, including various nursing programs and records of patients’ liquid inputs and out-
puts. We can extract binary feature vectors for patient n from her EHRs, denoted as
fni ∈ {0, 1}Mtreat+Mmed+Mnurse , i = 1, ..., Nu. Here fni is a binary vector corresponding to
the EHR of patient n when staying in the cni -th CU, in which the elements corresponding
to received services are 1’s. It is the concatenation of three binary vectors corresponding to
the three categories above. Besides the time-varying features mentioned above, a patient’s
EHR also contains Mp time-invariant features, including personal health profile like gen-
der, age, chronic diseases, and diagnoses.2 Similarly, we can extract a binary feature vector
for the patient, denoted as fn0 ∈ {0, 1}Mp .







aim to predict the destination CU of the next transition (i.e., cni ) and the duration before the
transition (i.e., dni ).
6.2.2 Data and Basic Statistics
We focus on the real-world data from MIMIC II database [132], from which 30685 patients
staying in CUs are selected for training and testing. The CUs are categorized into C = 8
1When i = 1, we do not consider the duration and set dni = NULL.
2In our data set the diagnose is time-invariant because the patient flow for each patient is collected after a
single diagnose.
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departments, including the Coronary care unit (CCU), the Anesthesia care unit (ACU), the
Fetal ICU (FICU), the Cardiac surgery recovery unit (CSRU), the Medical ICU (MICU),
the Trauma Surgical ICU (TSICU), the Neonatal ICU (NICU), and the general ward (GW).
According to the EHRs of the patients, the number of treatment items isMtreat = 5627, the
number of medication items isMmed = 405, the number of nursing items isMnurse = 6808,
and the number of time-invariant features is Mp = 4832.
The data is representative, which reflects the following natures of patient flow. For each
CU, the number of patients ever staying in it and the number of transitions directing to it
are shown in Table 6.1. We can find that the data for various departments is imbalanced.
On the one hand, most of the patients and transitions concentrate on certain CUs (i.e., GW,
CCU, and CSRU) while few patients and transitions involve ACU and TSICU. The average
duration days for each department is also listed. Except for NICU, the average dwell time
of other department is within one week. Therefore, we categorize the duration times into
D = 8 time intervals, include 1 day, 2 days, ...., 7 days and more than 1 week.
Interestingly we also observed that the transitions and the durations are weakly corre-
lated with each other. Specifically, the correlation coefficient between the transition and
the duration is about 0.2. The nature of the weak correlation between the transition and the
duration is important for us to simplify our model, which will be shown in the following
section.
Table 6.2 gives the proportions of nonzero elements in different feature domains w.r.t
various CUs. Specifically, we count the number of nonzero elements in different feature
domains for each CU and normalize the counts. The proportions reflect the importance of
feature domains. We can find that patient’s profile, treatment, and nursing are relatively
important for all CUs, which contain most of nonzero features. On the contrary, the pro-
portion of nonzero features from medication is relatively low. For TSICU and GW, most
of nonzero features concentrate in the domain of treatment.
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Table 6.1: Number of patients and transitions, and average durations (days) in each CU.
Depts. CCU ACU FICU CSRU MICU TSICU NICU GW
# patients 6,259 559 3,254 9,490 7,245 1,552 7,458 23,748
# trans. 7,030 631 3,525 10,679 8,903 1,628 7,657 28,118
durations 3.32 2.38 4.46 3.96 3.83 3.21 9.01 4.15
Table 6.2: The proportions of nonzero elements in different feature domains in each CU.
Depts. CCU ACU FICU CSRU MICU TSICU NICU GW
Profile 0.347 0.512 0.347 0.330 0.513 0.001 0.640 0.001
Treatment 0.505 0.354 0.505 0.562 0.342 0.995 0.241 0.996
Nursing 0.117 0.112 0.120 0.085 0.121 0.002 0.100 0.001
Medication 0.031 0.022 0.028 0.023 0.024 0.002 0.019 0.002
6.3 Proposed Method
We take advantage of the properties of patient flow and propose a mutually-correcting point
process to describe the transitions among CUs and the durations in CUs respectively. The
proposed model can be viewed as a specialization of a generalized parametric point process
model. It has higher capability and can represent more complicated event sequences than
existing popular point processes, e.g., the modulated Poisson process in [11], the Hawkes
process in the previous chapters, and the self-correcting process in [26]. Our discriminative
learning algorithm is applied, which corresponds to the multinomial logistic regression with
the group-lasso regularizer. Both the feature selection problem and the imbalance of data
are considered in our learning algorithm.
6.3.1 Mutually-Correcting Processes
As aforementioned, patient flow is a time-varying transition process in the continuous
time domain. It generally has two important properties. Again, take the patient flow in
Fig. 6.1(a) as an example:
• High correlation between EHRs and patient flow. A typical EHR consists of a
patient’s profile (i.e., gender, age), her diagnose of certain diseases (i.e., ICD code),
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and her treatment process (i.e., medications and nursing information). It reflects
the patient’s status and contains very useful information for predicting patient flow.
Recall the previous cases shown in Fig. 6.1(a). For a man having coronary heart
disease, the probability staying in the Coronary care unit is relatively high, while
the probability staying in the Neonatal ICU is zero. On the contrary, for a premature
baby, the probability staying in the Neonatal ICU is high while the probability staying
in the Coronary care unit is very low. In more general cases, most of patients whose
treatments involve surgeries are likely to have transitions among the Anesthesia care
unit, the surgery recovery unit, and the general ward. These examples show that the
patient flow is highly correlated with their EHRs.
• Mutually-correcting across CUs. Staying in the Coronary care unit is likely to
increase the probability transferring to the Cardiac surgery recovery unit while sup-
press the probability transferring to the Neonatal ICU. It reflects that the duration of
previous CU has a positive or negative influence on the transitions to following CUs,
which is called mutually-correcting in our work.
Therefore, both the transitions among CUs and the durations in different CUs contain
mutually-correcting patterns, which are highly dependent on EHR-based features. Ad-
ditionally, taking the weak correlation between the transition and the duration into con-
sideration, we propose a new point process model called mutually-correcting process to
model the transitions and the durations respectively. Specifically, given the event sequence
sn = {cni , dni , tni }Ini=1 of patient n, we decouple the event (c, d) into two independent events
c and d, which correspond to two counting processes {Nnc (t)}Cc=1 and {Nnd (t)}Dd=1. Here
Nnc (t) is the number of events that transferring patient n to the c-th CU after time t, while
Nnd (t) is the number of events that staying in a CU d days after time t. We propose a
generalized parametric model for the conditional intensity functions of these two counting
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Figure 6.2: Comparison on conditional intensity function for various point processes. An
event sequence is given and the conditional intensity functions of various point processes
are shown.
Table 6.3: Comparison of various parametric point processes.
Model f(x) g(t) h(t, t′) Constraints
Modulated Poisson process x 1 1 β ≤ 0 ≤ α
Hawkes process x 1 e−w(t−t′) β ≤ 0 ≤ α
Self-correcting process ex t 1 α,β ≥ 0
Mutually-correcting process ex t− tI e−
(t−t′)2
σ2 —
“—” means no constraints.
processes as follows:





















λnc (t) represents the instantaneous rate of the event transferring patient n to the c-th CU at
time t, while λnd(t) represents the instantaneous rate of the event staying in a CU d days.
Here {fn0 ,fni } are time-invariant and time-varying features defined in Section 7.2. The
termα>fn0 g(t) represents the temporal influence of time-invariant feature of the patient on
event. The term β>
∑
i:tni <t
fni represents the temporal influences of historical transitions
Hnt on event. Here f(·), g(·) and h(·, ·) are predefined functions, which describes the
increase or the decay of influences over time.
103
Actually, (7.5) provides a unified framework for many useful point processes, as Ta-
ble 6.3 shows. In our mutually-correcting process model, we set f(·) = exp(·), g(t) =
t − tnI , and h(t, t′) = exp(− (t−t
′)2
σ2
), where tnI is the time stamp of the last event before
time t for patient n. Our model extends traditional self-correcting process model [24]
to multivariate case and further considers the temporal decay of influence from historical
record. Compared with existing models, our model is more flexible. First, different from
the self-correcting process, whose historical influence is time-invariant (i.e., h(·, ·) ≡ 1),
our model considers the time-varying historical influence as Hawkes process does. Sec-
ond, the self-correcting process requires all parameters α = [α1, ...,αC ], β = [β1, ...,βC ]
to be nonnegative while the modulated Poisson and the Hawkes process require α ≥ 0
and β ≤ 0. Our model, however, does not have such constraints. Such a relaxation in-
creases the flexibility of our model. Fig. 6.2 compares the conditional intensity functions
obtained via various 1-dimensional point processes. We can find that the conditional in-
tensity function of the modulated Poisson process is piecewise constant. The conditional
intensity always decreases for Hawkes process and increases for self-correcting process till
new event comes. Our mutually-correcting process, however, is more flexible, which can
capture both the increase and the decrease of intensity function between adjacent events.
Obviously, the conditional intensity function of our mutually-correcting process model
can be rewritten as













0 (t − tnI ), (
∑
tni <t




>, M = Mtreat + Mmed + Mnurse + Mp. Such a simple representation inspires
us to propose the following discriminative learning method with the help of multinomial
logistic regression.
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6.3.2 Discriminative Learning Algorithm
Traditional learning methods of point processes are generative, which aim to estimate the
joint probability of all events via the maximum likelihood estimation. In the task of pre-









i |Htni )(1− P (T
n)),
where p(c, d, t|Hnt ) is the conditional probability of event (c, d) given historical record
Hnt of patient n, and P (T n) is the cumulative probability transferring before T n. The
parameters of the model is represented as a matrix Θ = {θc,θd}c∈C,d∈D ∈ RM×(C+D).
However, the generative learning methods may lack discrimination power because it aims
to estimate the probability of the whole event sequence, rather than to classify or predict
individual events given the historical record. The information of labels, e.g., the transition
destination and the duration, is not fully used in the algorithm. Additionally, the generative
learning methods will be at high risk of over-fitting when it comes to sparse and imbalanced
data.
According to the analysis above, we apply our discriminative learning method in this
work. Recall the problem we have: given current time tni−1 and historical record Hnti−1 ,
we aim to maximize the probability that the patient n stay in a CU dni days before be-




i |tni−1,Hnti−1). Therefore, instead of estimating
p(c, d, t|Hnt ) directly, we focus on the conditional probability of event (c, d) given current
time t and the historical record, denoted as p(c, d|t,Hnt ). Note that this conditional prob-
ability is calculated as the normalized intensity function at time t. According to the weak
correlation between the destination CUs and the duration days and the intensity functions
in (7.5), we decouple the event (c, d) into two independent events c and d, and propose the
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Here I{statement} is an indicator of returning to 1 if the statement is truth, otherwise to 0.
Additionally, for exploring the relationship between the EHR-based feature and the
patient flow, we consider the group sparsity of the parameter matrix of proposed model,
denoted as ‖Θ‖1,2. ‖Θ‖1,2 =
∑M
m=1 ‖Θm‖2 sums the l2-norms of Θ’s rows Θm, m =
1, ...,M . Here each dimension of feature is treated as a group. Introducing this term as a
regularizer into the loss function, we achieve feature selection simultaneously when learn-
ing model — the rows corresponding to insignificant and noisy features will be suppressed
to all zeros. Because the parameters of the model for predicting destination CUs and those
for predicting durations are concatenated in Θ, the regularizer ensures that the useful fea-
tures are shared via the two models. Such a feature selection strategy is also be used in [89,




L(S; Θ) + γ‖Θ‖1,2, (6.4)
where γ ≥ 0 is the weight controlling the significance of regularizer. Recalling the for-
mula of conditional intensity function in (6.2), we can easily find that (6.4) corresponds to
a problem combining multinomial logistic regression with group-lasso regularization [84].
From the viewpoint of Bayesian inference, the loss function L(S; Θ) corresponds to the
negative log-likelihood function of Θ given a series of samples, and the group-lasso regu-
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larizer imposes a structural prior distribution on Θ [134, 135] such that the prior probability
p(Θ) ∝ exp(−γ∑Mm=1 ‖Θm‖2).
We apply the idea of alternating direction method of multipliers (ADMM) [136] to con-
vert the optimization problem to several sub-problems that are easier to solve. Specifically,
by introducing an auxiliary variable X and a dual variable Y , we obtain the augmented
Lagrangian of (6.4) as follows:
min
Θ




where ρ > 0 is the penalty parameter. It mainly controls the convergence of ADMM
algorithm [137]. tr(·) computes the trace of matrix. We solve it via optimizing the following
sub-problems iteratively:
Update Θ: In the k-th iteration, we optimize the following problem:
Θ(k+1) = arg min
Θ
L(S; Θ) + ρ
2
‖Θ−X(k) + Y (k)‖2F .
Applying gradient descent algorithm, we update Θ as
Θ(k+1) = Θ(k) − β∇L|Θ(k) − βρ(Θ(k) −X(k) + Y (k)), (6.6)
where parameter β > 0 is the learning rate for updating parameters. ∇L|Θ(k) is the gradient










































− I{dni = d}
)
fnti−1 .
Here λn,(k)c (t) and λ
n,(k)
d (t) are estimates of conditional intensity functions given current
parameters.
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UpdateX: The optimization problem is a simple linear model with group-lasso penalty [84,
138, 139]:




‖Θ(k+1) −X + Y (k)‖2F + γ‖X‖1,2.
DenoteXm as the m-th row ofX . Its subgradient equations are
ρ(Xm − (Θ(k+1)m + Y (k)m )) + γs = 0, (6.7)
where s = Xm
‖X(k)m ‖2




















Y (k+1) = Y (k) + (Θ(k+1) −X(k+1)). (6.9)
Repeating the steps above until convergence, we learn the parameter matrix of the model,
and obtain p(c|t,Hnt ) and p(d|t,Hnt ) jointly. In summary, we give the scheme of our learn-
ing algorithm in Algorithm 7.
Our model and algorithm can be viewed as a trade-off between learning joint probabil-
ity p(c, d|t,Hnt ) directly and learning the probabilities of transition and duration (p(c|t,Hnt )
and p(d|t,Hnt )) independently. On one hand, learning p(c, d|t,Hnt ) requires O(CD) pa-
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Algorithm 7 Discriminative Learning of Mutually-Correcting Processes (DMCP)
1: Input: Patient flow {sn}Nn=1, parameters γ, ρ, β, error bound ε = 0.01.
2: Output: Θ.
3: Initialize Θ(0) randomly,X(0) = Θ(0), Y (0) = 0, outer iteration number k = 0
4: repeat
5: Inner iteration number l = 0, Θ(k,l) = Θ(k).
6: repeat
7: Update Θ(k,l+1) via (6.6).




10: Θ(k+1) = Θ(k,l).
11: UpdateX(k+1) via (6.8).
12: Update Y (k+1) via (6.9).




15: Θ = Θ(k).
rameters, which might lead to the over-fitting result. Our model, however, merely requires
O(C + D) parameters. On the other hand, although we relax the weak correlation be-
tween the transition and the duration to an independence assumption, we do not really
learn p(c|t,Hnt ) and p(d|t,Hnt ) independently. With the help of the group-lasso in (6.4),
their correlation is preserved to some degree — the group sparsity of parameters is shared
via p(c|t,Hnt ) and p(d|t,Hnt ) and the parameters are updated simultaneously.
It should be noted that our discriminative algorithm is not only suitable for mutually-
correcting processes. Actually, we can use conditional intensity functions from arbitrary
point processes to compute the conditional probabilities and the loss function in (6.3).
6.3.3 Enhancing Robustness to Imbalanced Data
As aforementioned, the imbalance of the data has a remarkable impact on the overall per-
formance of patient work flow prediction, leading to the poor performance of duration and
transition prediction of classes with minority samples (i.e., in the following experiments,
the prediction accuracy of destination CUs with only a few patients transferring to CUs









































































Figure 6.3: The simple 2-D example illustrating various methods to solve data imbalance
problem: (a) The original data having 3 classes is shown, where blue crosses are samples of
major class while red squares and green dots are samples of two minor classes, respectively.
(b) The weighed data is shown, where the samples of minor classes have large weights
(enlarged). (c) The hierarchical data is shown, where the samples are unchanged while a
nonlinear binary classifier is learned. (b) The synthetic data is shown, where the minor
classes are supplemented via auxiliary samples. The classifiers in the subfigures are shown
as black dotted lines and curves.
SCRU, MICU, NICU). As the 2-D case in Fig. 6.3(a) shows, the classifier trained on im-
balanced data will focus more on the classification accuracy of the class having sufficient
samples while ignore the errors of the class having extremely few samples.
For suppressing the negative influence of data imbalance problem, several potential
solutions are proposed and analyzed in depth.
• Weighted data. A possible way to increase the significance of the classes with few
samples is adding the weights of the samples in the training phase [76, 77, 79, 78].



























where the weight wi aims at suppressing the imbalance of the data. It should be large
for the samples in the minor classes and small for those in the major ones (i.e., in our
case, counting the number of labels {(c, d)} in the training set, denoted as #{(c, d)},
we calculate wi = 1log(1+#{(c,d)}) if c
n
i = c and d
n
i = d). Fig. 6.3(b) visualizes
the weighted data, where the enlarged squares and dots are the samples with large
weights. However, such a simple method might wrongly change the distribution of
data and lead to wrong boundaries between classes. As a result, it is likely to increase
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the classification accuracy of the classes with few training samples while decrease the
classification accuracy of the classes with sufficient samples at the same time.
• Hierarchical data. Instead of learning one multi-class classifier directly with im-
balanced data, we can rank classes according to the number of training samples and
learn binary classifiers hierarchically [74, 75]. Specifically, in each step, we take
the class with the largest number of training samples as “MAJORITY”, and the rest
samples as a single class called “MINORITY”. Then, a binary classifier is trained on
them and the samples of “MAJORITY” is removed from the training set. Repeating
the steps above, we obtain a series of binary classifier from hierarchical data. The
principle of this method is re-balancing data via merging minor classes. However,
in practice, the merging step may lead the classes to be linear-inseparable, which
increase the difficulty of training phase. In this case, as Fig. 6.3(c) shows, nonlinear
binary classifier is required in each step, which relies on more complicated learning
algorithms.
• Synthetic data. For overcoming the weaknesses of the two methods above, we pro-
pose a data synthesis method to solve the data imbalance problem: for the samples
(feature vectors) in a minor class, we synthesize auxiliary samples for the class by
sampling each element according to the distribution of corresponding elements of
existing samples. Therefore, the auxiliary samples are similar but not identical to
original ones. Supplementing these auxiliary samples to the minor classes as train-
ing samples, we obtain balanced training data. Our data synthesis method is actually
based on an assumption that the dimensions of feature are independent with each
other. Different from the two competitors mentioned above, which change the dis-
tribution of original data, our method can guarantee that the auxiliary samples obeys
the same distribution with original data as long as the assumption is held. In the
following experiments, we will show that applying our data synthesis method as the
111
pre-processing of training data, we can enhance the robustness of learning method
and obtain superior testing results to its competitors.
6.3.4 Patient Flow Prediction
Given learned model Θ, we can predict patient flow for each patient n simply. Specifically,
given historical record Hti−1 , we compute p(c|tni−1,Hnti−1) and p(d|tni−1,Hnti−1) for c ∈ C
and d ∈ D, respectively. The predicts of cni and dni are given as
ĉni = arg max
c∈C
p(c|tni−1,Hnti−1), d̂ni = arg maxd∈D p(d|t
n
i−1,Hnti−1). (6.10)
6.3.5 The Connection with Deep Learning
Our discirminative point process learning method actually can be viewed as an implemen-
tation of a deep neural network. In particular, given the features associated with event se-
quences, the flexible intensity function actually provides us with a powerful representation
of the features, which corresponds to multiple hidden layers of a forward neural network.
The discriminative learning framework that maximizes the conditional probability of the
events can be implemented as logistic regression, which corresponds to the output layer of
the neural network. Such a deep learning-based discriminative learning framework is very
suitable for dealing with the classification tasks of event sequences.
We can extend our discriminative learning method to more general situations. Suppose
that we have a set of event sequences S = {sn}Nn=1, where sn = {(tni , cni ,fni )}Ini=1 is the n-





We can represent intensity function as follows:
λc(t) = F
L(FL−1(...(F 2(F 1︸ ︷︷ ︸
composite function
(t,Ht)...).
Here, Ht = {(ti, ci,fi)|ti < t} contains all historical events and features before time t,
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...
Figure 6.4: The discriminative learning of point processes implemented via a neural net-
work.
and the intensity function is the composition of L functions, which can be achieved via
L hidden layers of a neural network. The input of F 1(·) can be vectorized easily as the
Section 6.3.1 does. The only assumption is that output of the L-th function fL(·) should
be non-negative, which ensures that our intensity function is physically-meaningful. In
practice, we can apply exponential function exp(·) or ReLU (·)+ to meet the requirement.
The objective function is maximize the conditional probability of each event given time














where the first term corresponds to logistic regression if we apply exponential function as
fL(·). We can apply various regularizersR(Θ) to our learning algorithm, and optimize the




6.4.1 Baselines and Evaluations
Taking the following methods as baselines, we compare our method (named as DMCP)
with them and demonstrate its superiority:
Markov chain (MC). TakingC CUs andD duration days as states, the simplest method
is treating the event sequences as two independent Markov chains for the transition and
the duration, respectively. Two one-order MCs are trained, whose transition matrices are
calculated via counting the transitions among various states. In the prediction phase, given
initial state (i.e., current CU and previous duration time), we use the transition matrices to
predict next states (i.e., current duration time and next CU).
Vector auto-regressive model (VAR). Similar to the MC model, the VAR model used
in this paper also captures the transitions among CUs and the durations in CUs as two inde-
pendent transition processes, whose transition matrices are learned via the method in [5].
Different from the MC model, the transition matrix of the VAR model does not have prob-
abilistic interpretation but is more flexible.
Continuous-time Markov Chain (CTMC). The CTMC [140], as a special type of
semi-Markov model [17], also models the transition among CUs as a markov process. The
transition process among CUs is modeled as a Markov chain in the continuous time domain,
whose transition probability is time-varying. In the prediction phase, the destination CU
is predicted according to previous CU and current transition matrix, and the duration in
current CU is predicted via the interval between adjacent transitions.
Logistic regression (LR). Using the feature extracted from EHRs, we can treat the
prediction of CU patient flow as two classification problems. Specifically, two multi-class
classifiers are trained independently via multinomial logistic regression for destination CUs
and duration days, respectively. In the training set, for each label cni (or d
n






Hawkes processes (HP). Taking the transitions among CUs as event sequences, the
parametric Hawkes process model in [20] is implemented, where the conditional inten-
sity function is shown in Table 6.3. Different from our method, the Hawkes process is









i |Hnt )(1−P (T n)). In the prediction phase, given historical record





Modulated Poisson processes (MPP). The MPP replaces our mutually-correcting pro-
cess with the modulated Poisson process [11] shown in Table 6.3. This method can be
viewed as a point process-based interpretation of the generalized logit model of Markov
chain.
Self-correcting process (SCP). Similar to the MPP, the SCP replaces our mutually-
correcting process with the self-correcting process shown in Table 6.3.
The baselines above can be categorized into three classes: the MC, VAR, and CTMC
methods are feature-independent, which merely rely on temporal information; the LR is
history-independent, which merely relies on the EHR-based feature generated at current
time while ignores historical record; the HP, MPP, SCP, including our DMCP are point
process-based methods. The MPP, SCP, and our DMCP can be viewed as extensions of
the LR method, which merge current features with historical ones via various point pro-
cess models. To evaluate the performance of the pre-processing of imbalanced data, we
consider our DMCP method with various pre-processing methods, including the weighted
data+DMCP (WDMCP), the hierarchical data+DMCP (HDMCP), and the proposed
synthetic data+DMCP (SDMCP). The SCP with synthetic data (SSCP) is also tested to
prove the universality of our data synthesis method.
The parameters in our DMHP method include the learning rate of gradient descent β,
the bandwidth of Gaussian kernel σ in our mutually-correcting process model, and the
weight of group-lasso γ. The learning rate β controls the step length of gradient descent.
Too large β will lead our algorithm to be unstable while too small β will lead our algorithm
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to converge too slowly. Following the work in [141], we set the learning rate β decays
with rate O(k−1), where k is the number of iteration. Its initial value for our work is set
as 10−4. The parameter σ controls the importance of historical EHR-based features. When
σ is large, the kernel exp(− (t−t′)2
σ2
) decays slowly, which means the temporal influence of
historical events will exist for a long time. In an extreme case that σ →∞, the kernel will
tend to be 1, and our mutually-correcting process model will ignore the temporal difference
among historical events and degrade to a self-correcting process. On the contrary, when σ
is small, the kernel decays rapidly and the influence of historical events will be short. In
the case that σ → 0, our model will only consider the feature at current time and our
learning algorithm will be similar to the LR method mentioned above. For achieving a
trade-off, we set σ as the mean of duration days in our work. The parameter γ controls the
importance of the group-lasso regularizer. In the case that the features of data indeed yield
to the assumption of group sparsity, a suitable γ will regularize model well and improve
the result of feature selection. Here, we set γ = 1 empirically.
Using the proposed data representation method, we can extract a large amount of








of patient n containing her historical information before time ti−1, cni is her destination CU
after ti−1, and dni is the duration time in c
n
i accordingly. Given these pairs, we evaluate all
the methods above via 10-fold cross validation. Specifically, we use 90% of the data for
training and the remaining 10% for testing randomly. The training data is further divided
into 10 folds. For each method, its model is trained via 10 trials. In each trial, the 9-fold
data is used to train the model while the remaining fold is for validation. The final model
is the average of the 10 training results.
To evaluate various methods comprehensively, we apply the following measurements:
• Prediction accuracy: The prediction accuracy ACc for each CU c and the overall
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accuracy ACC are calculated as
ACc =
#{right prediction}





The prediction accuracy ACd for each duration category d and the overall accuracy
ACD are calculated in the same way.
• Relative simulation error: Given historical patient data, we simulate the daily num-
ber of patients in each CU within the following week. The relative simulation error
















where Nc,d (Nd) is the real number of patient in each CU (all CUs) in the d-th day,
and N̂c,d (N̂d) is the simulation result.
Table 6.4: Prediction accuracy for various methods on destination CUs
Method
ACc’s ACC
CCU ACU FICU CSRU MICU TSICU NICU GW All CUs
MC 0 0 0 0.430 0 0 0 1.000 0.478
VAR 0.010 0 0.002 0.455 0 0 0.005 1.000 0.483
CTMC 0 0 0 0.438 0 0 0 1.000 0.479
Without LR 0.912 0.002 0.113 0.311 0.338 0.172 0.977 0.932 0.696
pre-process HP 0 0 0 0.999 0.997 0 0.372 0.996 0.731
MPP 0.954 0.008 0.138 0.359 0.356 0.194 0.995 0.942 0.719
SCP 0.965 0.006 0.117 0.323 0.301 0.171 0.997 0.940 0.705
DMCP 0.461 0.014 0.313 0.605 0.628 0.376 0.924 0.995 0.766
SSCP 0.979 0.295 0.393 0.486 0.470 0.525 0.486 0.963 0.724
With WDMCP 0.479 0.025 0.325 0.612 0.629 0.371 0.894 0.995 0.766
pre-process HDMCP 0.534 0.040 0.396 0.496 0.619 0.466 0.901 0.991 0.758
SDMCP 0.529 0.482 0.520 0.606 0.684 0.758 0.920 0.995 0.805
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MC VAR CTMC LR HP MPP SCP DMCP SSCP WDMCP HDMCP SDMCP
(a) The prediction accuracy of destination CUs obtained via various methods.






































































MC VAR CTMC LR HP MPP SCP DMCP SSCP WDMCP HDMCP SDMCP
(b) The prediction accuracy of duration days obtained via various methods.
Figure 6.5: (a) The prediction accuracy of each CUs and the overall accuracy are given. In
each subfigure, the color bars correspond to various learning methods. (b) The prediction
accuracy of each duration day and the overall accuracy are given. In each subfigure, the
color bars correspond to various learning methods.
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MC VAR CTMC LR HP MPP SCP DMCP SSCP WDMCP HDMCP SDMCP
Figure 6.6: The relative simulation error of each CU and the overall simulation error are
given. In each subfigure, the color bars correspond to various learning methods.
Table 6.5: Prediction accuracy for various methods on duration days
Method
ACc’s ACC
1-day 2-day 3-day 4-day 5-day 6-day 7-day >7-day Overall
MC 1.000 0 0 0 0 0 0 0 0.171
VAR 1.000 0.002 0 0 0 0 0 0.005 0.173
CTMC 0.017 0 0 0.215 0.193 0.557 0 0 0.058
Without LR 0.603 0.481 0.115 0.134 0.004 0.008 0.003 0.560 0.355
pre-process HP 0.445 0.385 0.350 0.150 0.029 0.058 0 0 0.253
MPP 0.656 0.509 0.158 0.165 0.035 0.019 0.009 0.574 0.387
SCP 0.618 0.568 0.135 0.158 0.035 0.022 0.016 0.378 0.357
DMCP 0.652 0.633 0.538 0.105 0.052 0.054 0.029 0.734 0.508
SSCP 0.628 0.605 0.178 0.285 0.240 0.238 0.237 0.357 0.412
With WDMCP 0.646 0.599 0.185 0.204 0.106 0.097 0.059 0.676 0.443
pre-process HDMCP 0.677 0.329 0.187 0.256 0.154 0.162 0.109 0.652 0.389
SDMCP 0.705 0.683 0.297 0.321 0.305 0.335 0.340 0.715 0.542
6.4.2 Comparison Results
We compare our DMCP method with its competitors on predicting destination CUs and
duration days in current CUs, and simulating the patient flow in the future. The predic-
tion results are shown in Fig. 6.5, and the relative simulation errors are shown in Fig. 6.6.
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Table 6.6: Overall prediction accuracy for various methods on relative simulation errors
Method
Errc’s ErrC
CCU ACU FICU CSRU MICU TSICU NICU GW All CUs
MC 0.799 1.002 0.864 0.504 0.821 0.767 0.903 1.536 0.984
VAR 0.803 0.903 0.861 0.506 0.819 0.760 0.903 1.535 0.982
CTMC 0.942 1.003 0.664 1.042 0.877 0.933 0.373 0.908 0.730
Without LR 0.256 0.838 0.311 0.148 0.196 0.407 0.064 0.294 0.215
pre-process HP 0.247 0.855 0.329 0.156 0.191 0.393 0.059 0.296 0.218
MPP 0.230 0.790 0.287 0.172 0.231 0.420 0.068 0.293 0.224
SCP 0.453 0.903 0.553 0.295 0.442 0.580 0.227 0.464 0.419
DMCP 0.230 0.468 0.281 0.142 0.223 0.273 0.114 0.230 0.204
SSCP 0.398 0.894 0.508 0.224 0.386 0.538 0.150 0.610 0.395
With WDMCP 0.316 0.611 0.357 0.206 0.308 0.386 0.149 0.323 0.281
pre-process HDMCP 0.290 0.433 0.288 0.168 0.259 0.398 0.141 0.277 0.243
SDMCP 0.201 0.406 0.245 0.131 0.197 0.259 0.100 0.208 0.181
The numerical results of overall prediction accuracy and simulation error are shown in
Tables 6.4, 6.5, and 6.6. Experimental results of these three tasks show that our DMCP
method obtains superior results in most situations and outperforms other methods. Further-
more, adding proposed data synthesis method as the pre-processing of training data, our
SDMCP method further improves the prediction results. Specifically, we can find that:
1) According to Fig. 6.5, Fig. 6.6, and Tables 6.4, 6.5, we can find that our DMCP
methods obtain the highest overall prediction accuracy and the lowest simulation error.
Compared with the second best methods, i.e., the HP for predicting destination CUs and
the MPP for predicting duration days, our DMCP achieves improvements over 4% and 11%
respectively. These encouraging results demonstrate that our mutually-correcting process
model is suitable for describing patient flow.
2) The feature-independent methods (MC, VAR and CTMC) perform poorly in all three
tasks. Because of the imbalance of data, there are insufficient transition processes involving
those rarely-used CUs. As a result, the transition probabilities learned via MC and CTMC
and the transition coefficients learned via VAR are unreliable. For example, in Fig. 6.5(a),
we can find that these methods only obtain high accuracy when predicting general ward
because it is contained via most patients’ transition processes. However, the prediction
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accuracy of other CUs is almost zero in most situations. Similar phenomenon can also be
observed in the prediction results of duration days — only the 1-day situation is predicted
with high accuracy while the rest situations cannot be predicted.
3) Compared with feature-independent methods, the LR method improves the testing
results greatly, which demonstrates the importance of EHR-based features for predicting
patient flow. Specifically, in Fig. 6.5 we can find that LR outperforms MC, VAR, and
CTMC in most situations, whose overall accuracy is improved over 20% in both prediction
tasks.
4) The point process-based methods (HP, MPP, SCP, and our DMCP) further improve
the prediction accuracy of both two learning tasks because of considering the temporal in-
fluences of historical features on current predictions. Specifically, the HP method trains
a Hawkes process model in a generative way, and the joint probability p(c, d, t|Hnt ) is es-
timated. However, as aforementioned, such a generative learning method is sensitive to
the insufficiency and imbalance of data. As a result, the predictive model does not work
when it comes to predict the classes having few samples (i.e., ACU, FICU, and TSICU in
Fig. 6.5(a) and the duration with 7-day in Fig. 6.5(b)). On the contrary, the discrimina-
tive learning methods (MPP, SCP and our DMCP) are more robust, which improves the
prediction accuracy for the classes having few samples.
5) Adding suitable pre-processing in the training phase indeed enhances the robustness
of our DMCP method to imbalanced data. In Tables 6.4, 6.5, and 6.6, we can find that
because of the weaknesses analyzed in Section 6.3.3, WDMCP and HDMCP are slightly
inferior to original DMCP method. Fig. 6.5 illustrates the reason obviously: while the
prediction accuracy for those minor classes (i.e., the ACU, FICU in Fig. 6.5(a) and the 4-
day in Fig. 6.5(b)) is improved, the performance on major classes degrades more (i.e., the
CSRU, NICU in Fig. 6.5(a) and the 2-and 3-day in Fig. 6.5(b)). The proposed SDCMP, on
the contrary, improves the result of minor classes and avoids the degradation of the result
of major classes jointly, which obtains even better results than original DMCP — both the
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ACC and ACD increase over 3% and the ErrC is reduced to 0.183.
6.4.3 Feature Selection Result
As aforementioned, our method achieves feature selection via the group-lasso regularizer.
Treating each dimension of feature as a group, we measure the importance of each group
via the amplitude of the coefficient associated with the group, denoted as |Θm|. The large
amplitude means that the change of feature corresponding to the coefficient has a huge in-
fluence on the prediction result. In particular, when the coefficient is positive, it means that
the corresponding feature will increase the conditional intensity function. Such a feature
(profile, treatment, nursing operation, or medication) increases the probability that transit-
ing patients to certain CUs and staying certain days. On the contrary, when the coefficient
is negative, the corresponding feature decreases the probability of certain transition events.
When the coefficient is zero, it means that the corresponding feature does not change the
conditional intensity function, and therefore, does not have any contribution to predict pa-
tient flow.
Figs. 6.7(a) and 6.7(b) visualize the coefficients in different feature domains w.r.t. vari-
ous learning tasks. We can find that the time-varying features related to treatments are with
dense coefficients while the time-invariant features (personal profile) and the time-varying
features related to nursing programs and medications are with very sparse coefficients. Ad-
ditionally, many features have negative coefficients. It means that these features suppress
the transitions among CUs and lengthen the duration in current CU. We think these phe-
nomena are reasonable based on the following reasons. 1) The treatments are the most
influential factors for the patient flow, whose progresses and feedbacks impact on the tran-
sitions between CUs and the durations in them greatly. Therefore, it is natural that the
features in this domain are with large coefficients. 2) The features in the personal profile
domain are likely to be correlated with each other. For example, a certain disease’s diag-
nose is correlated with patient’s age and gender. Therefore, only a part of features in this
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(a) The distribution of coefficients for predicting destination CUs.
(b) The distribution of coefficients for predicting duration days.
Figure 6.7: Feature selection result.
domain are selected. 3) Similarly, nursing programs and medications are highly correlated
with treatments. When most of the features related to treatments are selected, only a part of
them are useful. 4) Some diseases and corresponding treatments require patients to stay at
certain CUs for a long time. When the treatments, nursing operations, or medications are
applied, the patients are unlikely to transit to other CUs in few days.
6.5 Summary
In this chapter, we propose a flexible mutually-correcting process model to capture the
properties of patient flow and apply a discriminative algorithm to learn the model. The
connection between our method and deep learning techniques is discussed. Focusing on
predicting patient flow, we apply our discriminative learning method and demonstrate its
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usefulness. In this task, our mutually-correcting process model improves the flexibility
of existing parametric point process models, which reflects the properties of patient flow.
The proposed discriminative learning algorithm combines multinomial logistic regression
with the group-lasso regularizer, and achieves feature selection during learning model. We
also consider the data imbalance problem in the real-world dataset and propose a novel
pre-processing method for training samples, which greatly improves the learning result.
Compared with the state-of-art methods, our method obtains superior prediction results on
real-world data set, which has potential to predict overcrowdedness or conflicted usage of
CUs in practical situations. Our method is applicable to modeling a patient’s need for vari-
ous “care teams” within the CU (critical care nurses, a pharmacist, a nutritionist, respiratory
therapists, consultants, social workers and case managers, clergy, etc), which will further
improve care management and coordination for patients with multiple chronic conditions.
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CHAPTER 7
POINT PROCESS-BASED TRAILER GENERATION
7.1 Introduction
7.1.1 Motivations
In the previous chapters, the applications of our point process models are mainly about data
analysis and data mining, e.g., causality analysis of IPTV data, clustering users according
to their behaviors, constructing disease networks, and predicting patient flow. However, the
application of point processes should not be limited to data mining — actually, we can ex-
tend their applications to more fields. In this chapter, we propose an innovative application
of our point process model in the field of computer vision, modeling the attractiveness of
video clips and generating movie trailer automatically.
With the proliferation of online video sites such as Youtube, promoting online videos
through advertisements is becoming more and more popular and important. Nowadays,
most advertisements consist of only key frames or shots accompanied by textual descrip-
tions. Although these advertisements can be easily produced using existing video sum-
marization techniques, they are oftentimes not attractive enough. Only a small portion of
videos, e.g., Hollywood movies, are promoted by highly attractive trailers consisting of
well-designed montages and mesmerizing music. Nevertheless, the quality of trailers gen-
erated by video summarization techniques are far from satisfactory, and it is reasonable
because the goal of trailer generation is to maximize the video attractiveness, or equally,
to minimize the loss of attractiveness, whereas video summarization aims at selecting key
frames or shots to capture storylines or important scenes. To produce highly attractive trail-
ers, human expertise and creativity are always needed, making trailer generation procedures
costly. In this chapter, we study how to produce trailers automatically and efficiently, and
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our approach may be applied to potentially millions of online videos and hence lower the
cost substantially.
Trailer generation is challenging because we not only need to select key shots but also
re-organize them in such a coherent way that the whole trailer is most attractive. Neverthe-
less, attractiveness is a relatively ambiguous and subjective notion, and it may be conveyed
through several factors such as the shots, the order of shots, and the background music.
In this paper, we propose an automatic trailer generation approach which consists of three
key components: 1) a practical surrogate measure of trailer attractiveness; 2) an efficient
algorithm to select and re-organize shots to maximize the attractiveness; 3) an effective
method to synchronize shots and music for improved viewer experience. Specifically, we
learn an attractiveness model for movie trailers by leveraging the self-correcting point pro-
cess methodology in [24, 25]. Then, we position the trailer montages by exploiting the
saliency information of the theme music. Finally, based upon the montage information and
the attractiveness model, we construct a shot graph and generate a trailer by finding the
shortest path that is equivalent to minimize the loss of attractiveness.
We summarize our contributions as follows: 1) We propose an effective surrogate mea-
sure of video attractiveness, namely, fixation variance. With this measure, we study the
dynamics of video attractiveness and the properties of movie trailer. 2) Although point
processes have been widely used for modeling temporal event sequences, such as earth-
quakes [25] and social behaviors [34], to the best of our knowledge, our methodology is
the first to model video attractiveness using self-correcting point processes. 3) We investi-
gate the influence of music on trailer generation, and propose a graph-based music-guided
trailer generation method. Compared to the state-of-the-art methods, our method achieves
significantly better results while using much shorter time.
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7.1.2 Background
Video summarization techniques have attracted much research interest and many meth-
ods have been proposed in the past. The early work in [142, 143] extracts features of
frames and clusters frames accordingly, but their performance is limited because only vi-
sual features are considered. Besides visual frames, other information has been taken into
consideration in video summarization, including the attentions [144, 145] and the inter-
actions [146] of viewers, the textual information [147], and the aural information [148].
Recently, a joint aural, visual, and textual attention model is proposed for movie summa-
rization in [149]. Moreover, semantic information of videos has been exploited, including
the saliency maps of images [150], special events [151, 152], key people and objects [153,
154], and storylines [155]. The external information sources such as web images have also
been demonstrated to be useful [154, 155].
Focusing on trailer generation problem, a user attention model is proposed for trailer
generation in [156]. A trailer generator combining Plutchik’s emotion model [157, 158]
with Bayesian surprise model [159] is proposed in [160], which achieves the state-of-the-
art performance. However, the system does not incorporate the relationships between a
trailer and its music, and the causality between the surprise degree and video attractiveness
is questionable. The definition and the measurement of visual attractiveness are largely
overlooked in these methods, which turns out to be rather critical for trailer generation.
7.2 Properties of Movie Trailer
Suppose that we have a set of K training trailers {Tk}Kk=1, and in total N shots {Ci}Ni=1.
Each shot comes from one trailer and consists of a set of frames. Let Ci ∈ Tk indicate that
shot Ci comes from the trailer Tk, and Ci = {f (i)j }nij=1 indicate that there are ni frames in Ci
and f (i)j is the jth frame of Ci. Similarly, we use T ⊂ V to indicate that T is the trailer of
the video V . We also represent a video V or a trailer T as a sequence of shots, denoted as
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{Ci}Ni=1, in the sequel. We use the index of a frame as the time stamp of the shot (trailer and
movie) for convenience. The beginning and the ending of a video or a trailer are denoted
as L0 = 0 and LN =
∑N
i=1 ni. The position of montage between Ci and Ci+1 is denoted as
Li = Li−1 +ni =
∑i
j=1 nj . The trailer generation problem is: given a video V and a piece
of music m, we would like to generate a trailer T ⊂ V that is the most attractive.
7.2.1 Measure and Dynamics of Attractiveness
We might observe such a common phenomenon: when attractive scenes such as handsome
characters and hot actions appear, viewers will look at the same area on the screen; on the
other hand, when boring scenes such as the cast of characters and tedious dialogues appear,
viewers will no longer focus on the same screen area. In other words, the attractiveness of a
video is highly correlated with the attention of viewers when they watch the video. There-
fore, we propose a surrogate measure of attractiveness based on viewers’ eye-movement,
whose efficacy is validated by the following experiments. Specifically, we invite 14 (6 fe-
male and 8 male) volunteers to watch 8 movie trailers, which contain 1, 083 shots1. We
further record the motions of their gazes and calculate the mapped fixation points in each
frame using Tobii T60 eye tracker. Denote the locations of gaze on the screen, namely, the
fixation points, in the j-th frame of Ci as [x(i)j ,y(i)j ], where x(i)j ∈ R14 (resp. y(i)j ∈ R14)
is the vector of the horizontal (resp. vertical) coordinates of the fixation points of the 14
volunteers. For the j-th frame, we define the fixation variance as the determinant of the
covariance matrix of the fixation points:
σ
(i)





We average {σ(i)j }nij=1 for the frames belonging to the same shot. The averaged fixation
variance reflects the spread of attention when watching the shot. Following the above rea-
soning and definition, we expect that the boring shots (e.g., background) should have large
1In this paper, we segment video into shots using a commercial software “CyberLink PowerDirector”.
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fixation variance whereas the attractive shots (e.g., hot action scenes, characters) should
have small fixation variance. To verify this, we label these two types of shots manually and
calculate the statistics of their fixation variance. The results are summarized in Table 7.1.
Table 7.1: The statistics of normalized fixation variance (×108)
mean(σ) median(σ) variance(σ)
Boring shots 1.19 0.45 0.03
Attractive shots 0.60 0.22 0.01
It is easy to observe that both the mean and the median of the fixation variance of boring
shots are about twice larger than those of the attractive shots. The variance is very small,
meaning that our proposed fixation variance is stable in both boring and attractive shot
groups. These results show that fixation variance is negatively correlated with the video
attractiveness — it measures the loss of attractiveness accurately and robustly. Fig. 7.1
further shows typical examples.
(a) Authorization: σ = 2.9× 108
Figure 7.1: The left subfigure shows four shots in trailer “The Wolverine 2013” and their
fixation variances. The right subfigure shows dynamics of fixation variance calculated from
training trailers.
The dynamics of fixation variance. Given N shots {Ci}Ni=1, the averaged fixation




j , where Nj is the number
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of shots having at least j frames. In Fig. 7.1, we find that the change of σ̄j over time
can be approximated by an increasing exponential curve. In other words, within a shot, its
attractiveness decreases over time. The inter-shot dynamics can be modeled as the stitching
of the fitted exponential curves for adjacent shots. It means that although the attractiveness
within one shot decreases over time, the montage between shots increases attractiveness.
7.2.2 The Dynamics of Music
Similar to the dynamics of attractiveness, we empirically find that the dynamics of music
are also highly correlated with the montages between shots. To see this, we first detect
the saliency points of the music associated with a trailer as follows. 1) Using the saliency
detection algorithm in [161], we extract the saliency curve of a piece of music as
m̂ = G((idct(sign(dct(m))))2), (7.2)
where dct(·) and idct(·) are a DCT transformation pair, sign(·) is the sign function that
returns 1, -1, and 0 for positive, negative, and zero inputs, respectively. G(·) is a Gaussian
filter. 2) After re-sampling m̂ with the number of frames, we detect the peaks in m̂. Re-
garding these peaks as the saliency points of the music, we investigate their correlations
with the montages in the trailer as follows. For each peak, we label the peak as a cor-
rect indicator of the location of the montage when a montage appears within ±6 frames
(about 0.25 second). On the 8 sample trailers, we find that the time stamps of the saliency
points are highly correlated with those of the montages (with accuracy 84.88%). Fig. 7.2
presents an example: in high-quality trailers, the montages of shots are synchronized with
the rhythm of the background music.
According to the analytic experiments above, we summarize three properties of movie
trailer as follows: Property 1. The loss of attractiveness can be approximated by a surro-
gate measure, namely, fixation variance. Property 2. Within each shot, the loss of attrac-
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Figure 7.2: The Saliency Points of Music v.s. Montage Positions (Trailer of “The Bling
Ring”).
tiveness increases exponentially and this tendency is corrected when a new shot appears.
Property 3. The self-correction of attractiveness, the rhythm of the music in the video, and
the montages between shots are highly correlated.
7.3 Point Process-based Attractiveness Model
7.3.1 Motivation
Our modeling assumption is that the fixation variance is highly correlated with the number
of viewers losing their attention on the screen, which directly connects the notion of the
attractiveness of a video with a specific point process model we will discuss below. To this
end, suppose that there are V viewers watching a movie. We define a sequence Ev(t) of





1, viewer v loses her attention at time t,
0, otherwise.
(7.3)
Although we do not observe the event sequence directly, we assume that the fixation
variance is proportional to the number of viewers losing their attention. Therefore, given




v Ev(t), and model viewers’ events as a temporal point process. Specif-
ically, we propose an attractiveness model based on a specific point process, i.e., self-
correcting point process.
7.3.2 Self-Correcting Point Process












where N(t) is the number of events occurred in time range (−∞, t],Ht denotes the histor-
ical events happened before time t, and E(dN(t)|Ht) is the expectation of the number of
events happened in the interval (t, t + dt] given historical observations Ht. The intensity
function in Eq. (7.4) represents the expected instantaneous rate of future events at time t.
The intensity function of the self-correcting point process increases exponentially with
rate α and this tendency can be corrected by the historical observations via rate β. Note that
the intensity function exactly matches the dynamics of attractiveness described in Property
2. Therefore, given a video V = {Ci}Ni=1, for each shot Ci, we define the local intensity


























j−1||f̂ (i)j ), (7.7)
where f̂ = G((idct2D(sign(dct2D(f))))2)/C is the normalized saliency map of frame
f [161]. C is a l1 normalizer that guarantees f̂ to be a distribution. For the first shot C1 of
V (i = 1), H i = H(f̂ (1)1 ) represents the entropy of the first frame in C1, which is the initial
stimulus given by C1. For the following shots (i > 1), H i = D(f̂ (i−1)Ni−1 ||f̂
(i)
1 ) represents the
KL-divergence between the last frame of Ci−1 and the first frame of Ci, which is the initial
stimulus given by Ci. Similarly, D(f̂ (i)j−1||f̂ (i)j ) represents the KL-divergence between the




j−1||f̂ (i)j ) is
the accumulative influence caused by the supplementary stimulus in the time interval (0, t],
where btc is the largest integer smaller than t.
The intensity function in Eq. (7.5) imitates the loss of attractiveness — it increases ex-
ponentially with the initial stimulus till the supplementary stimulus corrects this tendency.
For each shot Ci, its intensity function has two non-negative parameters (αi, βi). To sum-
marize, we define our attractiveness model as a self-correcting point process with a global
intensity function for time interval (0,
∑N
i=1 ni], which stitches N local intensity functions
as λV(t) =
∑N




Given K training trailers {Tk}Kk=1 consisting of N shots, our goal is to learn parameters
of the N local intensity functions. Similar to [34], we achieve this goal by pursuing an






















where Li denotes the local likelihood for Ci. σCi(t) is the fixation variance of the tth frame
of shot Ci. σm is the maximum of fixation variance.
Besides capturing the global event dynamics by maximizing Eq. (7.8), we also require
the proposed model to fit local event information in each time interval. Therefore, we
further propose to minimize a novel data fidelity loss function to correlate the local intensity




t=1 | log(γλCi(t)/σCi(t))|2, where γ is shared
by all frames. This term encourages the local intensity (scaled by γ) to be equal to the
















s.t. α ≥ 0, β ≥ 0, γ > 0,
where α = [α1, .., αN ] and β = [β1, .., βN ] represent the parameters of N local intensity
functions.
We develop an alternating algorithm to solve Eq. (7.8). To be specific, given the initial
values of (α,β, γ), we first solve the following subproblem for each shot with γ fixed:
min
αi,βi









s.t. αi ≥ 0, βi ≥ 0.



















We can solve the subproblems using gradient-based methods in a parallel manner. With









Algorithm 8 summarizes our learning algorithm.
Algorithm 8 Learning Proposed Attractiveness Model
1: Input: Training shots {Ci}Ni=1, the maximum number of iteration M = 500, the pa-
rameter µ = 0.5. The gradient descent step size: δα = 10−4, δβ = 10−5.
2: Output: Parameters of our model α, β, γ.
3: Initialize α0, β0 and γ0 randomly.
4: For m = 1 : M
5: For i = 1 : N
6: αmi =
(


















8: (·)+ sets negative value to be 0.
9: End
10: γm is calculated by Eq. (7.9).
11: End
12: α = αm, β = βm, γ = γm.
7.4 Trailer Generation
After learning the attractiveness model from the training set, we are able to generate an
attractive trailer given a new testing video V and a piece of music m with maximum attrac-







where L0 = 0 and LN =
∑N
i=1 ni are the beginning and the ending of the trailer, respec-
tively. ni is the number of frames in Ci and N is the number of candidate shots selected
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from V . {ni} and N are the positions of the montages. According to Property 3 in Sec-
tion 7.2.2, they are determined by the saliency points of the music, which is detected from
the m̂ in Eq. (7.2). The interval length between adjacent saliency points determines ni,
and the number of saliency points determines N . Since (7.10) is a combinatorial problem
and NP-hard, we have to resort to approximate solutions. Inspired by [82], we propose a
graph-based method to solve (7.10) approximately and efficiently.







λCi(s)ds, s.t. T = {Ci ∈ Si}Ni=1, (7.11)
where Si, i = 1, ..., N , is the set of s (s = 5 in our experiments) candidate shots selected
from V for Ci. Each selected shot satisfies the following two constraints: 1) the length is not
shorter than ni; 2) it does not appear in Si−1. SN contains only one shot, which corresponds
to the title of the trailer given in advance.
Step 2: Parameter Assignment. For a candidate shot Ci in the new video, we do not





1 ||f̂ (i)2 ), ...] ∈ R64. (7.12)
We fix the length of feature vector as 64 in this work — if the length of Ci is shorter
than 64, we pad zeros in the end of fCi; if Ci is longer than 64, we cut the end of fCi . Then,
we select the matching shot in the training set for Ci by comparing the features of training
shots with those of candidate shots. The matching criterion is the Euclidean distance. The
parameters of the matching shot are assigned to λCi(t).
Step 3: Graph-based Stitching. (7.11) is still a complicated combinatorial optimiza-
tion problem. To see this, we note that the selection of Ci−1 has recursive influence on the
selection of subsequent shots {Ci, Ci+1, ...}. As we know, the initial stimulus in λCi(t) is
the KL-divergence between the last frame of Ci−1 and the first frame of Ci. Hence, if we
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change Ci−1, the intensity function λCi(t) will change, and so dose the selection of Ci.
The problem will be efficiently solved if we only consider the pairwise relationships
between the shots in the adjacent candidate sets. Given {Si}Ni=1, we can construct a trellis
graph G with N + 1 layers. The nodes in the i-th layer are the candidate shots from Si. The








where wi,i+1p,q is the weight connecting the p-th candidate in Si with the q-th candidate in
Si+1. We calculate all the weights independently: the initial stimulus in λCp,i(t) is the
entropy of the first frame of Cp,i, which is independent of shot selection in the former layers;
on the other hand, Cp,i only influences Cq,i+1 through the initial stimulus in λCq,i+1 that is
the KL-divergence between the last frame of Cp,i and its first frame. Influence of Cp,i will
not propagate to the following layers. In other words, (7.11) can be solved approximately
by finding the shortest path [162] in the graph G (from the first layer to the last one). We
summarize our algorithm in Algorithm 9 and illustrate it in Fig. 7.3.
Algorithm 9 Graph-based Trailer Generation Algorithm
1: Input: a video V , a piece of music m, training shots with features and learned param-
eters.
2: Output: a movie trailer T .
3: Segment V to shots {Cj} and extract features.
4: For each Cj , find the matching shot in the training set and assign parameters accord-
ingly.
5: Detect saliency points of m by (7.2).
6: Construct candidate set Si and a hierarchical graph G.
7: Calculate the weight of edge by (7.5,7.13).
8: Find the shortest path in G.
9: T is constructed by the sequence of shots corresponding to the shortest path associated
with the music m.
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7.5 Experiments
We conduct two groups of experiments (objective and subjective) to empirically evaluate
the proposed method. Our data set consists of 16 publicly available movies including 3
animation movies, 2 fantasy movies, 2 action movies, 5 fiction action movies and 4 dramas
in 2012 and 2014. We also collect the movies, their theme music and official trailers. The
experimental settings are as follows: we first select 8 of the trailers as the training set and
collect the fixation data from 14 volunteers. Then, we learn our attractiveness model as
described in Section 7.3.3. Finally, based on the attractiveness model, we produce trailers
for the remaining 8 movies following Section 7.4. All movies and their trailers are with
frame size 640× 480.
Figure 7.3: The scheme of our trailer generator.
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We compare our method (“Ours”) with the following four competitors2: i) the trailer
generator “V2T” in [160]; ii) the commercial video summarization software “Muvee3”;
iii) the real official trailers (“RT”) generated by professionals; iv) the real trailers without
speech information (“RTwS”). For fair comparison, for “V2T”, the training and testing sets
are the same as we described above; for “Muvee”, we generate trailers for the testing movies
only as there is no training phase. We also note that, in this work, we focus on the visual
attractiveness model and its contribution on trailer generation, and hence we use “RTwS”
as a baseline. Moreover, we are only able to implement the shot selection and arrangement
algorithm of “V2T” since other steps such as feature extraction is omitted in the reference.
7.5.1 Objective Evaluation
Loss of Attractiveness. An important criterion for trailers is the loss of attractiveness,
which can be approximately measured by the proposed fixation variance. We invite the
14 volunteers to watch the testing trailers generated by all of the five methods mentioned
above, and record their fixation points in each frames by an eye tracker. For each method,
we calculate the fixation variance σ in each frame for all 8 testing trailers, and hence obtain
32,309 σ’s. The statistics of σ’s reflect the overall loss of attractiveness. Specifically, larger
σ indicates more loss of attractiveness. We present the mean, the median and the standard
deviation of σ’s for each method in Fig. 7.4.
It is easy to observe that both the mean and the median obtained by our method are
the smallest compared with its counterparts. Specifically, the results of our method are
comparable to those of “RT” whereas the results of “Muvee”, “V2T” and “RTwS” are much
higher than those of “RT”. Last but not least, the standard deviation results show that the
attractiveness of our trailers is the most stable, and “RT” trailers are the second best in
this aspect. In our opinion, the superiority of our method is mainly based on the utilizing




Figure 7.4: The mean, the median and the standard deviation of the fixation variance σ for
various methods.
of fixation variance and the proposed point process model. Firstly, fixation variance is
real feature from viewers, which reflects the attractiveness of video better than the learned
feature from video. Secondly, the proposed point process model captures the dynamics of
attractiveness well, which provides us with a useful guidance to generate trailer.
Table 7.2: Comparison on computational cost.
Training cost Testing cost
V2T [160] 0.0024 sec/frame 0.2676 sec/frame
Ours 0.0014 sec/frame 0.0113 sec/frame
Computational Cost. Computation cost is a key factor for trailer generation. As we
mentioned in previous sections, it is very promising to have efficient automatic trailer gen-
erators that may be potentially applied to millions of online videos. We note that the train-
ing and testing computational complexities of “V2T” are both O(N3), whereas ours are
O(N) and O(N2) for training and testing, respectively.
Table 7.2 compares empirical training and testing cost of our method and “V2T”. Both
methods are implemented by MATLAB and run on the same platform (Core i7 CPU
@3.40GHz with 32GB memory). Specifically, the training cost is calculated as the model
learning time per frame for training set, and the testing cost is calculated as the trailer gen-
eration time per frame for the generation result. Table 7.2 validates that our method needs
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much less training and testing cost than “V2T”.
7.5.2 Subjective Evaluation
In this subsection, we evaluate our method as well as the baselines through subjective exper-
iments. Similar to [160], for each testing trailer generated by different methods, we invited
14 volunteers to evaluate it by answering the following 3 questions: Rhythm: “How well
does the montage match with the rhythm of background music?” Attractiveness: “How
attractive is the trailer?” Appropriateness: “How close is the trailer to an real trailer?”
For each question, the volunteers were asked to provide an integer score in the range of 1
(lowest) to 7 (highest). Fig. 7.5 shows the overall results for all 8 testing movies.
Figure 7.5: The box plots of scores for various methods on three questions. The red crosses
are means and the red bars are medians.
Consistency of Objective and Subjective Evaluation. Similar to objective evaluation,
we find in Fig. 7.5 that our method is better than “V2T” and “Muvee” in all three questions,
indicating that our attractiveness model based on fixation variance and self-correcting point
processes is reasonable, and is able to generate trailers that satisfy our subjective feelings.
On the other hand, our method are inferior to “RTwS” and “RT”, which is different from
the result of objective evaluation. The reasons for the difference may be attributed to that
we only use visual information to learn the attractiveness model and produce trailers. On
the contrary, official trailers of “RT” often provide speeches, subtitles and special effects
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of montages, which impress viewers a lot. Similarly, although the trailers of “RTwS” does
not have speech information, they still contain subtitles and special effects of montages.
Since the information of these factors contribute to raising the attractiveness of the video,
volunteers feel that the real trailers are better than our trailers. This observation points
out a future extension of our work, that is, in addition to visual and music information,
we should also enrich our model with information sources such as speech, subtitles, and
montage effects to capture holistic movie attractiveness.
7.6 Summary
In this chapter, we study a challenging problem, namely, automatic trailer generation. To
generate attractive trailers, we propose a practical surrogate measure of video attractiveness
called fixation variance, and made the first attempt to use point processes to model the
attractiveness dynamics. Based upon the attractiveness model, we develop a graph-based
music-guided trailer generation method. In the future, we are interested in extending our
method to utilize other information such as speeches and subtitles. We would also like to




In this dissertation, we establish a unified framework for quantitative analysis of asyn-
chronous event sequences, which contains a series of point process-based models and algo-
rithms to deal with practical challenges, e.g., Granger causality analysis for multiple event
types, clustering analysis for the event sequences, learning point processes from imperfect
observations, and discriminative learning of point processes. These models and algorithms
have a wide range of applications, e.g., IPTV system analysis and user clustering, job hop-
ping analysis, constructing dynamical disease networks, ICU patient flow prediction, and
video attractiveness modeling. In particular, we have made the following contributions:
• Causality analysis of event types. We extend the concept of Granger causality from
time series to event sequences and learn Granger causality graph of event types based
on Hawkes processes. We show that learning triggering patterns among event types
and constructing Granger causality graph are unified in the framework of Hawkes
processes. We achieve these two aims simultaneously via learning a nonparamet-
ric Hawkes process model combining maximum likelihood estimation with sparse-
group-lasso regularization.
• Clustering analysis of event sequences. To cluster event sequences effectively, we
design a feature-based clustering method and a model-based clustering method, re-
spectively. The feature-based method decomposes the clustering problem into two
subproblems: feature extraction and clustering. The feature of each event sequence
is first learned in the framework of multi-task learning, and then traditional clustering
method is applied to these features. To overcome the drawbacks of the feature-based
method, we further establish a Dirichlet mixture model of Hawkes processes, which
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has good identifiability and can be learned via variational inference method.
• Robust learning of point processes. We enhance the robustness of learning algo-
rithms of point processes in two directions. On one hand, a data synthesis method
applying sampling-stitching mechanism is proposed to generate long event sequences
from original short doubly-censored ones. This method can be used as pre-processing
of learning algorithms, which helps us to learn longtime scale point process models
from short term observations. On the other hand, we propose a potential solution
to learn point processes in a discriminative way with the help of deep learning tech-
niques. Such a discriminative learning method is very flexible, which suppresses the
risk of model misspecification problem.
• Innovative applications of point processes. We apply our point process models and
learning algorithms to solve many hot issues in the field of data mining, e.g., cluster-
ing users based on their behaviors, predicting transition processes of patients among
ICUs, constructing dynamical disease networks from patients’ admission records.
Moreover, we extend the application of point processes to the field of computer vi-
sion, proposing an visual attractiveness model based on self-correcting processes. To
our knowledge, our work is one of the pioneers utilizing point processes to solve
computer vision problems.
In summary, our work contains flexible models and robust learning algorithms for asyn-
chronous event sequences analysis, which has very broad applications covering diverse
research fields.
Currently, our work is based on temporal point processes. We believe that it can be
extended to spatiotemporal point processes easily and inspire new research directions to-
wards modeling and predicting spatiotemporal event sequences. Additionally, we would
like to further enhance the scalability and the flexibility of our methods via introducing
more cutting-edge machine learning techniques to our learning algorithms. Therefore, from
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the viewpoints of both methodology and application, our future research interests include
three points.
• Scalable learning of point processes. In practical applications, hundreds and thou-
sands of event sequences will be involved in the learning phase. A scalable algorithm
is required to learn point process models from big data. To achieve this aim, we plan
to investigate how to accelerate the learning of point processes and reduce the time
and space complexity of our algorithms. The approximate learning method will be
developed, and the techniques of parallel computing, distributed learning, and online
learning will be introduced to our learning algorithms.
• Deep combination of deep learning and point processes. In recent years, deep
learning has been widely used to learn representative features from chaotic and com-
plicated data. This technique can also be combined with point processes, as we
mentioned in Chapter 6. However, the combination proposed in this dissertation is
very simple and there might be more sophisticated solutions to introduce deep learn-
ing into point process models. Along this direction, we plan to design a hierarchical
point process model to imitate the architecture of deep neural networks.
• E-health based on Point processes. The diagnose and the treatment of a disease are
often coupled with each other. The relationships between diagnoses and treatments
may be mutually-exciting (i.e., a treatment is applied after a diagnose and after a pe-
riod another diagnose would be applied to evaluate the treatment), while the relation-
ship among diagnoses and that among treatments are self-correcting (i.e., multiple
treatments are unlikely to be applied simultaneously without diagnose). We expect
to capture the complicated relationship between diagnoses and treatments via a pair
of interactive point processes and achieve personalized treatment recommendation





DETAILS OF BASIS FUNCTION SELECTION























































In other words, the spectral of λ(t) is the weighted sum of those of basis functions. There-
fore, the cut-off frequency of basis function is bounded by that of intensity function.
Given training sequences S = {sn}Nn=1, where sn = {(tni , cni )}Ini=1, we can estimate






Gh(t− tni ). (A.3)







is a Gaussian kernel with the bandwidth h.
Because we only care about the selection of basis functions, we just need to estimate
the spectral of λ(t) rather than compute (2.15) directly. Specifically, applying Silverman’s





)0.2, where σ̂ is the standard deviation
of time stamps {tni }. Applying Fourier transform, we compute an upper bound for the





































































Furthermore, we can compute the upper bound of the absolute sum of the spectral
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. The proposed basis functions {κω0(t, tm)}Mm=1 are selected,
where ω0 is the cut-off frequency of basis function and tm =
(m−1)T
M





IMPLEMENTATION DETAILS OF DMHP
B.1 Nested EM Framework
We consider a variational distribution having the following factorization:




An nested EM algorithm can be used to optimize (B.1).
Update Responsibility (E-step). In each outer iteration, the logarithm of the optimized
factor q∗(Z) is approximated as
log q∗(Z)
=Eπ,µ,A[log p(S,Z,π,µ,A)] + C


















































znk log ρnk + C.
(B.2)
where C is a constant, and each term E[log λkc (t)] is approximated via its second-order
150





























































































gd(s)ds and τij = ti − tj . The second equation above is based on
the prior that all of the parameters are independent to each other. The term E[log πk] =
ψ(αk) − ψ(
∑
k αk), where ψ(·) is the digamma function.1 Then, the responsibility rnk is
calculated as
rnk = E[znk] =
ρnk∑
j ρnj




It should be noted that here we increase q∗(Z) via maximizing its upper bound in each
iteration because the difference between q∗(Z) and its upper bound is bounded tightly.
In particular, q∗(Z) in (B.2) involves E[log λkci(ti)], which is approximated via Jensen’s




The second order term is bounded well and the higher order terms can be ignored. We
prove the rationality of our relaxation in the appendix.
1Denote the gamma function as Γ(t) =
∫∞
0









log(p(µk)p(Ak)) + EZ [log p(Z|π)]
+ log p(π) +
∑
n,k
rnk log HP(sn|µk,Ak) + C.
(B.4)







Here, we need to use an iterative method to solve the above optimization problem. Specifi-





B andA = Σ. Applying the Jensen’s inequality, we obtain the surrogate function
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where a = 1
(βkc )
2 , b =
∑





pkii. After repeating several such
inner iterations, we can get optimal µ̂, Â, and update distributions as
Σk = Âk, Bk =
√
2/πµ̂k. (B.6)
The distribution of clusters can be estimated via πk = Nk
N
.
B.2 Update The Number of Clusters K via MCMC
When the number of clusters K is unknown, we can apply the Markov chain Monte Carlo
(MCMC) [98, 99, 163] to estimateK via merging or splitting clusters in the learning phase.
Chose move type. We make a random choice to propose a combine or a split move.
Let qm and qs = 1 − qm denote the probability of proposing a merge and a split move,
respectively, for a current K. Following the work in [163], we use qm = 0.5 for K ≥ 2,
and qm = 0 for K = 1.
Merge move. We randomly select a pair (k1, k2) of components to merge and form
a new component k. The probability of choosing (k1, k2) is qc(k1, k2) = 1K(K−1) . For
our model, we can apply the following deterministic transformation to get new merged
parameters:













Then Σ andB are updated accordingly.
Split move. We randomly select a component k to split into two new components
k1 and k2. The probability of choosing component k is qs(k) = 1K . Different from the
sampling method in previous work [98, 99, 163], the splitting of parameters is an ill-posed
problem with positive constraints. Here, we apply a simple heuristic transformation to get
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new splitting parameters:















Then Σ andB are updated accordingly.
Acceptance. Given original parameters Θ and the new Θ′, we accept a merge/split





THE PROOF OF LOCAL IDENTIFIABILITY OF DMHP
Before proving the local identifiability of our DMHP model, we first introduce some key
concepts. A temporal point process is a random process whose realization consists of a
list of discrete events in time {ti} with ti ∈ [0, T ]. Here [0, T ] is the time interval of the
process. It can be equivalently represented as a counting process, N = {N(t)|t ∈ [0, T ]},
where N(t) records the number of events before time t. A multi-dimensional point process
with C types of event is represented by C counting processes {Nc}Cc=1 on a probability
space (Ω,F,P). Nc = {Nc(t)|t ∈ [0, T ]}, where Nc(t) is the number of type-c events
occurring at or before time t. Ω = [0, T ]× C is the sample space. C = {1, ..., C} is the set
of event types. F = (F(t))t∈R is the filtration representing the set of events sequence the
process can realize until time t. P is the probability measure.
Hawkes process is a kind of temporal point processes having self-and mutually-triggering
patterns. The triggering of historical events on current ones in a Hawkes process can be
modeled as branch processes [164, 32]. As a result, Hawkes Process can be represented
as a superposition of many non-homogeneous Poisson process. Due to the superposition
theorem of Poisson processes, the superposition of the individual processes is equivalent to
the point process with summation of their intensity function. Given this we can break the




i(t), whereN0(t) is the counting process associated to the baseline
intensity µ(t) and N i(t) is the non-homgenous Poisson process for the i-th branch. Simi-




λi(t) is the intensity of the i-th branch.
Definition C.0.1. Two parameter points Θ1 and Θ2 are said to be observationally equiva-
lent if p(s; Θ1) = p(s; Θ2) for all samples s’s in sample space.
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Definition C.0.2. A parameter point Θ0 is said to be locally identifiable if there exists an
open neighborhood of Θ0 containing no other Θ in the parameter space which is observa-
tionally equivalent.
Definition C.0.3. Let I(Θ) be a matrix whose elements are continuous functions of Θ
everywhere in the parameter space. The point Θ0 is said to be a regular point of the matrix
if there exists an open neighborhood of Θ0 in which I(Θ) has constant rank.
The information matrix I(Θ) is defined as
I(Θ) = Es
[
∂ log p(s; Θ)
∂Θ













The local identifiability of our DMHP model is based on the following two theorems.
Theorem C.0.1. [104] The information matrix I(Θ) is positive definite if and only if there
does not exist a nonzero vector of constantsw such thatw> ∂p(s;Θ)
∂Θ
= 0 for all samples s’s
in sample space.
Theorem C.0.2. [105] Let Θ0 be a regular point of the information matrix I(Θ). Then
Θ0 is locally identifiable if and only if I(Θ0) is nonsingular.
To our DMHP model, the log-likelihood function is composed with differentiable func-
tions of Θ. Therefore, the elements of information matrix I(Θ) are continuous func-
tions w.r.t. Θ in the parameter space. According to Theorems C.0.1 and C.0.2, our Theo-
rem 4.3.1 holds if and only if to each vector ∂p(s;Θ)
∂Θ
w.r.t. a point Θ, there does not exist a
nonzero vector of constants w such that w> ∂p(s;Θ)
∂Θ
= 0 for all event sequences s ∈ F.
Assume that there exists a nonzero w such that w> ∂p(s;Θ)
∂Θ
= 0 for all s ∈ F. We
have the following counter-evidence: Considering the simplest case — the mixture of two
Poisson processes (or equivalently, two 1-dimensional Hawkes processes whose impact
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functions φ(t) ≡ 0), we can write its likelihood given a sequence with N events in [0, T ] as
p(sN ; Θ) = πλ
N
1 exp(−Tλ1) + (1− π)λN2 exp(−Tλ2)
= Λ1 + Λ2,




















Denote the time stamp of the last event as tN , we can generate new event sequences











((N + n)− Tλ1)λn−11 Λ1






= 0 for n = 0, ...,∞ requires w ≡ 0 or all ∂p(sN+n;Θ)
∂Θ
are coplanar.
However, according to the formulation above, for arbitrary three different n1, n2, n3 ∈
{0, ...,∞}, ∑3i=1 αi
∂p(sN+ni ;Θ)
∂Θ
= 0 holds if and only if α1 = α2 = α3 = 0.1 Therefore,
w ≡ 0, which violates the assumption above.
Such a counter-evidence can also be found in more general case, i.e., mixtures of
multiple multi-dimensional Hawkes processes because Hawkes process is a superposition
of many non-homogeneous Poisson process. As a result, according to Theorems C.0.1
and C.0.2, each point Θ in the parameter space is regular point of I(Θ) and the I(Θ) is
nonsingular, and thus, our DMHP model is locally identifiable.
1The derivation is simple. Interested reader can try the case with n1 = 0, n2 = 1, n3 = 3
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