ABSTRACT
nents of the signal being analyzed. Intuitively, a component is a concentration of energy in the time-frequency plane, but this notion is difficult to translate into a quantitative concept. and the In fact, the concept of a signal component has never beenand may never be -clearly defined.
In this paper, rather than address the question "what is a component?" directly, we will investigate several quanti-provided @(8,0) = 'P(0, T ) = 1 V 8, T . (The function S(f) tative measures of signal complexity and information on the denotes the Fourier transform of the signal s(2). ) We will time-frequency plane. While they do not yield direct answers assume throughout this paper that the signal energy is norregarding the locations and shapes of components, these mea-malized to one, that is, sures are intimately related to the concept of a signal compoThe formulas (2) and (3) evoke an analogy between a nent, the connection being the intuitively reasonable assump-TFR and the probability density function (PDF) of a twotiOn that signals of high complexity (and therefore high infor-dimensional random variable. l-his has been exmation content) must be constructed from large numbers of ploited with much SUCCeSS in the past [1,2]. fact, as we will information include the time-bandwidth product and other bor'rowed directly from probability theory, H~~~~ there tion appropriated from probability theory by Williams et d. because of the freedom of choice of kernel function the T F R [2] , and parametric techniques based on decompositions into of a given signal is nonunique, second, most c o~e n~s TFRs are nonpositive and, therefore, cannot be interpreted strictly as densities of signal energy.2 Nevertheless, concepts from probability theory still have considerable merit in timefrequency analysis, provided caution is exercised in their interpretation.
INTRODUCTION
is judged based on subjective criteria related to the compo- 
applied here t o a normalized T F R C,(t,f), belongs t o the class of Rknyi entropy measures [5] parameterized by a > 0. (The Shannon entropy is recovered as the limit of R, as a -+ 1.) As the passage from Shannon to Rknyi entropy involves only the relaxation of the mean value property of entropy from an arithmetic to an exponential mean [SI, R, behaves much like H. In particular, these functionals can be interpreted as inverse measures of concentration or "peakiness," since by analogy t o probability theory, the outcomes of random experiments governed by concentrated PDFs are relatively certain and, hence, yield little information. When applied t o a T F R , we will refer t o R, as the RCnyi time-frequency information measure. We will study this measure in greater detail in Section 4.
A different approach to signal complexity estimation has been proposed by Orr. In [3], the complexity of a signal with respect t o a given discrete basis is defined as essentially the Shannon entropy of the basis expansion coefficients. Since the resulting complexity value varies with the choice of basis, it is necessary t o carry out a minimization over all "nice" bases t o obtain the true estimate of signal complexity. Use of the TFRs of Cohen's class rather than the Gabor expansions considered in [3] circumvents t o some extent the problem of optimizing over different bases, but there remains the choice of particular TFR. Fortunately, we will see in the next section that the properties of the Rknyi entropy of a T F R appear relatively insensitive t o the particular choice of representation. Counting property. For signals satisfying the separation conditions of Theorem 2, the T F R C,(t, f ) is "quasi-linear,"
and therefore each auto-component contributes separately t o the overall R,(C,) information value. In this case, the similarity t o composite PDFs of statistically independent events suggests that we should expect an additive or counting behavior from R,(C,). As an example of this property [2] , consider the R3(WS)
information of the signal g ( t ) + g ( t + T), with g a lowpass Gaussian pulse. This information is plotted in Fig. 1 'Sketch of proof: For simplicity, assume that the signal consists of just two components with compact supports TI and T2 separated by a distance T (the generalization to bounds on the decay of (7) for
arbitrary signals in L2 is straightforward). Let A'(O,T) denote the ambiguity function (the 2-d Fourier transform of the WD [l]) of the cross-componentsof Cs(t, j ) . It is also compactly supported along the T (delay) axis in the ranges T E *[ITI, (TI+Tl +T2]. Note that the integral (7) equals the value of the a-fold 2-d convolution [(A'@) * (A'@) * . . . * (A'@)](O, 0), where is the kernel of C,( t , f ) . Performing this convolution yields the constraint T > ?(TI +T2)
on the separation distance that must be satisfied for (7) to hold. Note that this requirement grows linearly with the Renyi order parameter, justifying a preference for 3rd-order Renyi information over other, larger orders.
'The result follows directly from Theorem 2 and the quasilinearity of C , (t, f ) for well-separated auto-components.
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the same information content as a solitary pulse.) The TBP of the signal is also plotted. It is clear from the figure that, unlike the TBP, which grows without bound with T, the in- T h e results of Fig. 1 are very a p pealing, but are also incomplete and unrealistic, because no modulation or phase differences were introduced between the two signal components. Figure 2 illustrates a more complete set of curves of the R3(W..) information for the signal
g ( t ) c o s ( a t / 6 ) + g ( t + T ) c o s ( x ( t + T ) / 6 + y 5 ) .
Each curve corresponds t o a different relative phase angle $ between 0 and K rad. It is apparent from the curves that while phase changes do not affect the saturation levels of the information measure, they allow many possible trajectories between the two levels, including even trajectories where an "overestimation" [?I of information content occurs.
To interpret these results, note that as we decrease T, the auto-and cross-components of the signal begin to overlap in the time-frequency plane so that Theorem 2 no longer holds. At this point, relative phase plays a key role in determining information content.
In fact, the sensitivity of the R3(Ws) measure to phase is quite reasonable, given the sensitivity of closely spaced signals to relative phase. For example, Fig. 3 shows t,he composit,e signals and their respective WDs for a fixed offset T and relative phases II, = 0 and $ = rad. The difference in appearance is striking -clearly the components in the signal and WD at top are more separated than those on the bottom. Accordingly, the R3( W,) informations for the t.wo signals are very different: 1.31 and 0.31, respectively.
Effects of smoothing. Since relative phase information
is carried by the cross-components of the WD, it seems reasonable that smoothing the WD (choosing kernels other than @ = 1) would lessen the effect of relative phase on information estimates. Figure 4 shows this to be the case, by repeating the same experiment as in Fig. 2 , but with a matched window spectrogram T F R rather than the WD. While the spectrogram RJ information estimate remains phase sensitive, it climbs more swiftly to the saturation level and with a reduced overshoot than R3(Ws). T h e price paid for this improved performance is a signal-dependent bias of information levels compared t o those estimated using the Wigner distribution.
It is important to note that some smoothing is crucial for accurate information estimates for complicated multicomponent signals with overlapping auto-and cross-components. Fig. 5 illustrates the relationship between the two for a single Gaussian pulse in white Gaussian noise. Interestingly, the sigmoidal characteristic of the information measure behaves more like our eyes and ears than the SNR: for high SNRs, it indicates that there is virtually only signal present, whereas for low (negative) SNRs, it indicates that there is virtually only noise present. Furthermore, the 0 d B SNR point (the point of equal signal and noise energies) occurs roughly midway between the two information extremes.
CONCLUSIONS
Unlike the T B P and other moment-based measures, the RCnyi entropy measure shows great promise for estimating the complexity of signals via the time-frequency plane. Possible applications include adaptive transforms that minimize the complexity of the T F R , contrast measures for signals in noise, and information-theoretic distance/dissimilarity measures between different TFRs.
This paper has not addressed the question of choosing the appropriate T F R from Cohen's class for the information calculation. In fact, other classes of TFRs, such as the positive distributions [4] (which would allow the unrestricted use of the Shannon entropy) and the affine class of time-scale d i e tributions [6] (which contains the squared magnitude of the continuous wavelet transform) could prove more appropriate for certain classes of signals. 
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