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Overview 
 
 
The department of design and development of an important chemical company 
developsand configures a set of drivers for some clinical analysis instruments. 
These drivers allow the exchange of information between a computer system and 
the medical analyzers. Their main goal is to carry out an automatic management 
of the samples, tubes and all the process to diagnose and analyze the possible 
pathologies of the patients. Currently they have a wide setof different applications 
and interfaces that do this job. The integration of all these features ina single 
application (called Omega 4) is a key point to enhance the performance and 
reliability of the system. 
 
Although some drivers that implement the required protocols already exist, they 
generallyimplement variations of the ASTM and HL7 protocols with different 
specifications. Theseprotocols support the communication between the medical 
instruments and the servers where the Omega application is running. This 
application integrates all the information in a common database as well. 
 
Among the most important parameters to handle in the communication, the 
identifiers ofthe tube, sample, test and order are the most critical ones. The 
unwanted modification ofthese parameters in their transmissions may lead to a 
high risk since all the history of a patient depends of these unique identification 
numbers. 
 
Having all these into account, the goals of this project arei) investigate 
thediagnosticsapplication and the technical differences and specifications 
between the old and new versions of the connection engines, ii) state and 
describe the main problems that arise in the previous version of the application, 
iii) implement a solution as a set of changes related to the connectivity engine so 
it can properly work with all the versions of this diagnosis application,so that it be 
much more scalable for further implementations, and iv) analyze the benefits of 
this solution. 
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CHAPTER 1.INTRODUCTION 
 
 
 
1.1. Introduction	
 
 
The purpose of this document is to describe a project carried out in the 
department of Information Solutions of Roche diagnostics to enhance the 
connectivity engine of a laboratory information system. This includes a 
modification of a variety of drivers that allow the exchange of information 
between the laboratory systems and our centralized data base for the 
automation of all the processes.  
 
This document is divided into four chapters. The first chapter is the introduction, 
and describes the general context of the work, acronyms used and the main 
objectives. In the second chapter we describe the technology platform where 
our applications run and the reasons of being chosen. The third chapter 
describes the application itself, it is focused in the architecture and gives a 
general view of the main processes involved and also the data structure is 
described. The fourth chapter describes the changes in the new connection 
engine and the modifications to the drivers. Also, tells how these drivers are 
tested.It is important to remark that some specific details of the technology and 
the code implementation are not detailed in this document in order to respect 
the know-how and confidentiality of Roche.Technical overall descriptions are 
included, always with the maximum allowable comprehensiveness. 
 
Finally, the last chapter contains the conclusions of all this work.   
 
1.2. Objectives	
 
The objectives of this projectare: 
 
 investigate the diagnostics application and the technical differences and 
specifications between the old and new versions of the connection 
engines 
 state and describe the main problems that arise in the previous version 
of the application 
 implement a solution as a set of changes related to the connectivity 
engine so it can properly work with all the versions of this diagnosis 
application, so that it be much more scalable for further implementations,  
 analyze the benefits of this solution. 
 
In order to do this, we must state which problems arise in the old system. All of 
these problems regard to instrument and host communication issues.Then we 
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will show is our proposal for the solution, which is included in the latest version 
of the diagnostics application and describe it comprehensively, at the level of 
graphics and processes.Finally the benefits of its application will be analyzed 
with respect to the previous situation. Changes in the code shall not be detailed 
in order to respect the know-how of Roche. 
 
Once this subject will be developed, we shall conclude giving a evaluation of all 
this work. 
 
1.3. Definitions,	Acronyms	and	Abbreviations	
 
These are the acronyms used in this document from now on: 
 
ASTM  American Society for Testing and Materials www.astm.org 
CIC  Connectivity Industry Consortium www.poccic.org 
CLIA  Clinical Laboratory Improvement Amendments 
www.hcfa.gov/medicaid/clia/cliahome.htm 
CoC Center of Competence 
CUI  Common User Interface 
CORBA Common Object Request Broker Architecture 
DB  Database 
ECMA Scripting language, standardized by Ecma International. 
FDA  Food and Drug Administration (www.fda.gov) 
FIFO First Input First Output 
FTP  File Transfer Protocol 
GUI  Graphical User Interface 
HCA Hosts Communication Agent 
HCP Health Care Professional 
HIPAA  Health Insurance Portability & Accountability Act 1996 
www.hcfa.gov/hipaa/hipaahm.htm 
HIS  Hospital Information System 
HosPOC Hospital Point Of Care 
HTML  Hyper Text Markup Language 
HTTP  Hyper Text Transfer Protocol 
ICA Instrument Connectivity Agent 
ICE The Information and Content Exchange (ICE) Protocol, 
http://www.w3.org/TR/NOTE-ice 
ISO International Organization for Standardization 
IT Information Technology 
IVDD  In Vitro Diagnostic medical Devices 
LAB  Laboratory 
LAN  Local Area Network 
LIS  Laboratory Information Systems 
MIB  Medical Information BUS (IEEE 1073 Standard, www.ieee.org 
MIME Multipurpose Internet Mail Extensions 
MTOM Message Transmission Optimization Mechanism 
NPT  Near Patient Testing 
OEM  Original Equipment Manufacturer 
OLTP On Line Transaction Processing 
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OS  Operating System 
OSI Open System Interconnect 
POCT  Point of Care Testing 
QC  Quality Control 
RD Roche Diagnostics 
SMS  Short Message Service 
SOAP Simple Object Access Protocol, http://www.w3.org/TR/SOAP/ 
SQL  Structured Query Language  
TCP/IP  Transmission Control Protocol / Internet Protocol 
UDDI Universal Description, Discovery and Integration, 
http://www.uddi.org 
UMS  Unified Messaging Services (FAX, e-mail, SMS, ...) 
URL  Uniform Resource Locator, 
http://www.w3.org/Addressing/rfc1738.txt 
VPN   Virtual Private Network 
W3C  World-Wide Web Consortium 
WAN  Wide Area Network 
WSDL  Web Service Definition Language, http://www.w3.org/TR/wsdl 
WSIL  Web Service Inspection Language,  
 http://www-106.ibm.com/developerworks/webservices/library/ws-
wsilspec.html 
WWW  World-Wide Web 
wysiwyg 'What you see is what you get' (on screen layout) 
ZEN Graphical user interface development environment within 
IntersystemsCaché platform. 
XML eXtendable Markup Language 
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CHAPTER2.DEVELOPMENT ENVIRONMENT 
 
2.1. Techonology	platform	
 
2.1.1. Definition	
 
 
InterSystems Caché is a commercial object database management system from 
InterSystems Corporation. It provides object and SQL access to the database, 
as well as allowing direct manipulation of Caché’s underlying data structures. 
The company claims Caché is the world’s fastest object database. Its official 
definition can be found in [1]. 
 
Caché runs on Windows, Linux, Sun Solaris, HP-UX, Tru64 UNIX, AIX, Mac OS 
X and OpenVMS platforms (old, still supported versions of Caché, also runs on 
Data General Aviion and SCO UnixWare). 
 
Notable customers of this DBMS(Data Base Management System) are many 
hospitals, who use it to run their electronic medical record systems; financial 
institutions like Sungard; and others including Epic, IBM, BT, and Vodacom. 
 
2.1.2. Architecture	
 
 
Internally, Caché stores data in multidimensional arrays capable of carrying 
hierarchically structured data. These are the same “global” data structures used 
by the MUMPS programming language in which Caché is implemented, and are 
similar to those used by MultiValue (aka PICK) systems. In most applications, 
however, object and/or SQL access methods are used. 
 
 
CachéObjectScript, Caché Basic or T-SQL can be used to develop application 
business logic. External interfaces include native object binding for C++, Java, 
EJB, ActiveX, and .NET. Caché supports JDBC and ODBC for relational 
access. XML and Web Services are also supported. 
 
 
Caché Server Pages technology allows tag-based creation of Web applications 
that dynamically generate Web pages, typically using data from a Caché 
database. Caché also includes InterSystems Zen, an implementation of AJAX 
that enables component-based development of Rich Internet Applications. 
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Caché derives much of its power from its unique architecture. At the core, the 
Caché database engine provides the complete set of services - including data 
storage, concurrency management, transactions, and process management - 
needed to build complex database management systems. We can think of the 
Caché engine as a powerful database toolkit. Using this toolkit, Caché 
implements a complete object and relational database management system. 
 
 
The benefits of this architecture are manifold: 
 
 
 The object and relational database systems talk directly to the database 
engine for extremely efficient operation; there is no object-relational 
middleware or SQL-to-object bridge technology. 
 The logical separation of the database from its physical implementation 
makes it possible to radically reconfigure application deployments with 
no change to application logic. 
 Because the database engine interface is open, we can make direct use 
of its features where needed. This can range from building your own 
customized database management system to adding targeted 
optimizations to performance critical applications. 
 A platform for the future: The Caché architecture makes future database 
engine enhancements possible without impact on existing applications. 
For example, Cachév4.1 introduced a brand-new physical data 
structure, with dramatically improved scalability and performance that 
not only required no change to existing applications but also required no 
change to the Caché object or relational systems. As new technologies 
emerge, Caché can add support for them as native, high-performance 
components with little impact to existing applications. 
 
All the documentation provided for Caché for developers is found in [2]. 
 
2.1.3. Caché	applications	
 
 
Caché is used for a wide variety of applications ranging from single-user 
embedded systems to enterprise-wide multiserver installations with tens of 
thousands of concurrent users. 
 
A sample of applications built with Caché includes: 
 
 As the application platform for a large health-care network running 
hundreds of patient-critical applications. The network includes a set of 
Caché systems acting as data and application servers and has over 
30,000 client machines. 
 As the data server for a Java-based enterprise messaging system for 
large financial institutions. Caché was chosen both for its performance 
and its ability to carry out customized tasks not possible within a 
traditional relational database. 
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 As an SQL-based OLTP (online transaction processing) system for a 
large government organization with over 1400 concurrent users. Caché 
was a drop-in (no application changes) replacement when other 
relational products failed to perform. 
 As an object database and Web application framework for an online 
educational system used by a leading technical university. Caché was 
chosen for its rapid development (the application had to be built in three 
months), its object capabilities, as well as its ability to scale without 
application reworking. 
 As an object database used to track real-time position and velocity of 
professional athletes during a world championship. Caché was chosen 
for its performance (compared with the leading object and relational 
databases) and its native C++ interface. 
 As a distributed SQL data engine for a major Web site with millions of 
users. This site uses a set of cost-effective Linux-based servers and 
uses the Caché distributed data management to provide a scalable, 
personalized site with no middleware or Web caching infrastructure. The 
hardware costs of this system (four off-the-shelf Linux machines) were 
less than 10% of those quoted by a “leading database for internet 
applications”. 
 
2.2. Cachéfor	Omega	4	
	
2.2.1. A	brief	introduction	to	Omega4	
 
 
Omega 4 is the latest version of a software for laboratories management 
developed by the department of Information Solutions of Roche Diagnostics 
S.L. specifically for the market of Spain and Latin-America. 
 
The goal of the application is to carry out a centralized and an automatic 
management of a large number of orders to diagnose pathologies of many 
patients, including all the process of getting the samples, analyze in the 
laboratory, validate results, make reports… etc.    
 
It has a modular design to match the requirements of each laboratory and allow 
many configurations as possible and different levels of interaction between 
severallaboratories. 
 
 These are the main modules of the application to have a general vision: 
 General: central module matched to the sections of Biochemistry, 
Hematology, Urine, Serology, etc. 
 Emergencies: Module of laboratories management of emergencies with 
management of these in real-time.  
 Microbiology: Designed to meet the specific requirements of the 
microbiology laboratory. 
 TAO: Patients management under treatment with oral anticoagulants. 
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 Weblab: Web solution for the remote access to orders, queries and 
reports printing.  
 
The specifications of Omega4 are detailed in chapter 2. 
 
2.2.2. Choice	of	Cache	for	Omega4	
 
The Omega 4 infrastructure is build on top of Caché, an application 
infrastructure platform provided by InterSystems, the leading provider of high-
performance technology used in Healthcare.  
 
 InterSystems Corporation is a leading provider (over 4.000.000 users 
worldwide) of high-performance technology. Specialized in mission-
critical transaction-processing systems, it enables develop and deploy 
complex client/server or web-based applications that function at high 
speed, with heavy transactional loads. The largest integrated database 
enterprise client/server network in the world runs on Caché. 
 Unlike other database companies, InterSystems has always focused on 
mission-critical transaction-processing systems. 
 IntersystemsCaché, is a post-relational database offering ultra-fast 
objects and SQL, massive scalability, and breakthrough technology for 
developing Web applications.  
 70% of the clinical labs in the US run on InterSystems technology 
including the top three: SmithKline Beecham; Covance Central Lab 
Services (formerly Corning Sci/Cor); and LabCorp of America. 
 The top 10 hospitals in the U.S. as ranked by “U.S. News & World 
Report” use InterSystems technology 
 Most of the leading healthcare solution providers in the United Kingdom 
use InterSystems database technology, including EMIS, iSOFT, 
McKesson, JAC, Torex Healthcare, and Trak Healthcare, and many 
more. 
 In healthcare, the instant availability and accuracy of information it is a 
must. We have chosen Intersystems Caché for their proven technology 
that meets the most stringent requirements for performance and 
reliability. More than any other database product, healthcare application 
developers around the world, choose database systems from 
Intersystems (Klas Enterprises January 2002)).  
 
Caché offers a comprehensive platform for development, implementation and 
maintenance of applications, allowing managing adequately high complexity 
environments, which require high speed in transactional processes. Caché 
provides advanced performance for managing complex information flows, as 
well as relational access.  
 
His multidimensional storage engine offers an unbeatable transactional 
performance when the volume of users and/or data grows continuously. 
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Caché supports transactional sophisticated applications, which are 
implemented more rapidly, can be climbed in a predictable form, need a 
minimal maintenance and are more adaptable to cover the changes of an 
environment with high functional complexity, with massive volumes of 
information. 
 
Caché is in itself a multi user and multi task operative environment. It 
complements the operating system on top of which it is installed, supporting its 
performance qualities independently of the physical platform. Fig.1 shows the 
technological layers of Caché environment. 
 
 
 
 
 
 
 
 
 
It maintains an integrated communication system between processes provides 
a specific interface for every operating system, moving adequately the system 
requests in calls to the operating system, answers to the dynamical requests of 
memory and constantly monitors the use of system resources.High 
performance and scalability run paired. Compared with relational systems, 
Cache is more compact, it does a more efficient use of the disk space, allowing 
a major growth, processes the transactions more rapidly, and therefore it can 
process more transactions simultaneously and support more concurrent users. 
It obtains very top performance for the same hardware and drastically reduces 
the administration effort and the system maintenance costs, being practically 
unattended. 
 
The Omega 4 infrastructure supports the concept of database independence 
which allows the use of a different database than Intersystems Caché, like 
Oracle. This module is able to automatically save the relevant historical 
information in a database separate from the main working database leaving 
only the persistent objects necessary for daily operation system. 
 
The way this is achieved is through the Caché SQL Gateway Intersystems 
component which is shown inFig.2: 
Fig.1Caché environment 
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Fig.2Caché SQL gateway 
 
The information to be managed by the module contains all the information 
which is maintained over time and historical significance, especially data related 
to Omega 4 patients, results, requests and tubes for both general laboratory 
and microbiology which should be stored long term. 
 
2.2.3. The	user	interface	layer	
 
A three-tier architecture is any system which enforces a general separation 
between the following three parts:  
 
 Client Tier or user interface, the interface between human and machine. 
 Middle Tier or business logic, implementing all the functionality and data  
 Processing relevant to provide best aid for business processes. This tier 
is also known as Application Server as it supplies the application’s core 
 Data Storage Tier, responsible for data storage and fast delivery, usually 
implemented by powerful Data Base Management Systems or DBMS 
 
Applied to web applications and distributed programming, the three logical tiers 
usually correspond to the physical separation between three types of devices or 
hosts:  
 
 Browser or GUI Application 
 Web Server or Application Server 
 Database Server (often an RDBMS or Relational Database)  
 
The precise definition of "tiers" can vary widely depending on the particular 
needs and choices of an application designer. However, they all maintain the 
general division of client-logic-storage.  
 
 
OMEGA 4 
SQL Gateway
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If the architecture contains more than three logical tiers -- for instance, multiple 
data feeds, multiple transactional data sources, multiple client applications -- 
then it is typically called an "N-tier" or "Distributed" architecture. In consideration 
of this it might be justified under certain conditions to melt the data and 
business tier into one and archive a two tier system, as the functional range of 
many DBMS has grown up to an amplitude similar to “real” application servers, 
providing platform independency and scalability and powerful programming 
languages (e.g. CachéObjectScript, Oracle PL/SQL and embedded Java, etc.). 
 
Combine the Business Tier and Presentation Tier on the other side into a thick 
client would also lead to a two tier architecture, but with all the risks of 
inconsistencies or platform dependence.Client technologies like Zen, where the 
user interface is separated from business related processing of data is 
commonly known as “Thin Clients”. 
 
Zen is designed to support this aim to an extremely high degree. Developed as 
a comprehensive implementation of the Presentation Tier, its abstract definition 
language allows a platform independent development of the user interface by 
simply describing it (see Fig.3). Using XML for the UI description guaranties a 
broad support for different systems. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Thin and Rich Client Technologies 
 
The client architectures can be split into two groups:  
 
 Rich clients do all presentation related tasks like data retrieval, 
preparation and display, user input handling, etc. on the client computer. 
Fig.3 ZEN development layers 
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 Thin clients, usually based on Web technologies like HTML and 
Javascript, do many or most of these tasks on a web server. On the 
client side there is a “user agent”, responsible for viewing the data, 
accepting user input and do some simple input validations 
 
Each technology has its advantages and disadvantages. The main benefit of an 
HTML based client is a really simply deployment as the only requirement is a 
powerful browser. Many enhancements have improved the possibilities of 
HTML far beyond simple click and refresh capabilities.  
The aim of Zen is to support both extremes and variations in between, using the 
same definition language for all implementations as shown in Fig.4 and Fig.5. 
Zen is intended to split the Graphic Presentation from the Application Logic, 
allowing presenting the information and interacting with the user. This allows the 
developers, to focus in the application logic, without having to know, nor being 
experts in specific technologies (J2EE, .NET, VisualBasic, Delphi, C#, etc. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
	
2.2.4. ZEN	architectural	overview	
 
The full Zen implementation runs inside InterSystemsCaché environment. This 
means that the architecture remains simple and without unnecessary pieces, 
redounding to a better performance and most easy maintainabilityFig.6 shows 
the basic schema of Zen deployment: 
 
 
Browser CachéServers
Web
Servers
Compiled
Page Class
Request
HTML,
JavaScript
<XML Page 
Definition>
Development 
Tools
Compiler
Component
Library
Compiled
Page Class
Fig.4 Compilation of the page class 
Fig.5Caché web servers 
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Fig.6 basic schema of ZEN deployment 
 
Page Definition 
 
Key to the capabilities of Zen is the XML definition. It is built purely on common 
standards like XML and ECMA Script. The code in fact is a simple XData 
structure. 
 
XML is well defined, well known standard, supported in almost every 
programming environment. JavaScript or other ECMA Script compatible 
implementations are available on almost every system as well and also allow for 
browser support. 
 
The entirety of all page definitions describes the complete visual part of the 
application. There is no need to understand a specific implementation. An 
analyst reading the mask does not need to know anything about any 
programming language or platform depending details. The page definition holds 
all information in a human legible way. Together with the component 
specification it builds the “intelligence” of the front end and therefore reduces 
the risk of dependencies to the knowledge of “key developers”. 
 
Another strength of the system is the ability to allow for detailed automated 
analysis. Due to the XML structure, reports can be created by a set of XSLT 
style-sheets or tools can be easily implemented for all sorts of automated 
processes, e.g. 
 
 Detailed statistics about actions, masks and language resources, vital 
e.g. for proofing coverage of functionality and translation. 
 Cross references, e.g. access of business logic. Vital for system changes. 
 Building a pictorial view of each screen and popup message with or 
without translations, e.g. for online help. 
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System Environments 
 
InterSystems Caché environment suitable to run on most operating systems: 
Microsoft Windows family, and Linux from all distributions. Also we are able to 
choose the most appropriate web server software, depending on the platform: 
Microsoft Internet Information Server or Apache. 
These combinations and taking into consideration also the possibility to choose 
between Microsoft Internet Explorer or Mozilla Firefox to use as browser and 
produce the same outputs from the same code, configures a powerful engine 
able to cover any kind of customer or market requirement. 
Web Services 
 
The defined Data Model is accessed through Web Services to assure that 
future Roche and non-Roche modules will be plugged-in accordingly. 
 Web Services are a standardized way of integrating heterogeneous 
systems and applications connected through IP (Internet Protocol). Web 
Services are self-contained, self-describing, reusable modular 
applications that can be published, located, and invoked across the Web 
(from simple requests to complex processes). 
 
Web Services offer a streamlining of middleware integration, reducing the cost 
and complexity of application integration allowing integrating business 
processes through the network, beyond the firewall, without having to 
understand how different application suppliers built their own IT systems. Not 
only to move information between applications, but also create composite 
applications, allowing to aggregate local application and remote Web Services. 
2.2.5. Object	Data	Model	
 
The results and patients information is stored within the database in three main 
classes:Patients, Orders and Results. The relationship between them is 
hierarchical, where a Patient may have one or more Orders and an Order may 
have one or more tests results. To inform a test result there has to be always an 
order, created manually or automatically. Each order has to refer to a patient to 
whom it belongs. 
 
 Entity Patient represents a person and his unmovable data: 
- Name, Sex, DoB, Address, weight, race, … 
- Normally identified by Patient ID 
- There will be three code fields defined as indices and for each site 
it will be configurable which of them to use, with which purpose 
and which name they will have. The name of the main index is 
configurable too. Normally it will be the History Number. There will 
be also additional indices defined on some fields for searching or 
filtering purposes (Last Name, Sex, …). 
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 Entity Order identifies one or many samples belonging to a patient, got 
from him in a single collecting action, i.e.: blood, urine. 
- Each order is identified normally by the Sample ID (but it could be 
Accession number or Visit number or Case number, … like as in 
the Patient ID one has to be chosen as the main index and the 
rest may be used for searching purposes). 
- Data stored at that level are: Date & Time: extraction, reception, 
register; Physiological type and period, Visit number and 
Observations. There will be possible to define all the demographic 
fields specifying the content type and the name to refer. 
 
Many data in both classes, patients and orders, are site configurable, this 
means that each of these fields can be checked as used in the site or not, and 
the user is able to define the name for each one. The only restriction is that 
each field will follow its behavior rules: the indices fields will remain and behave 
as indices, the text fields too will behave as text fields. There are fields that will 
require the entry of a code: ward, area, physician, type, origin, etc.  Thus they 
may be used afterwards to classify or to access to the results filtering the 
queries by those fields. Those fields will require a class definition in the data 
dictionary of the application. 
 
 Entity Test Result represents a biological measurement performed on a 
sample. 
- Each test result has the following data: test, measurement, 
analyzer, date & time & user of: result, validation, reporting, Host; 
status, printer, … 
- In the data dictionary of the application there is a main class that 
has all the information regarding the tests performed in the lab. 
 Entity Test contains the information about all the biological 
measurements that may be performed in the Lab.  
- For each test the following information is recorded: Test ID, short 
name, name, test group, specimen, tube, formula, immediate 
result, primary and secondary units, number of decimals, factor, 
method, normal ranges, panic values, tolerance values, ranges, …  
- Additionally: order printing, format, … 
- There is some tests’ information that may vary in the course of 
time like method, normal ranges, units,… The system supports to 
store these values “date depending”. 
 
Of course in both cases, in the main classes and in the data dictionary 
definition, there are many more classes to manage the rest of the information 
needed or produced in a laboratory environment, but we have mentioned only 
the classes that we consider the most important ones to understand the 
underlying logic in the database architecture. 
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CHAPTER3.APPLICATION DESCRIPTION AND 
ARCHITECTURE 
 
 
2.1.1. Purpose	and	scope	
 
 
This chapter provides a comprehensive architectural overview of the Omega 
system, using a number of different architectural views to depict different 
aspects of the system. It is intended to capture and convey the significant 
architectural decisions which have been made on the system and understand 
some of the keys to the application in which we have worked.  This will make 
easier to explain the tasks of this project in a concrete way. 
 
This chapter provides a high level overview of the evolving technical 
architecture for the Omega 4 software.  
 
This architecture builds on the work of other important standards groups, 
including the World Wide Web Consortium, HL7, and the Advanced Distributed 
Learning Initiative. 
 
3.1. Architectural	overview	
 
The IS R&D Center is developing a framework for professional laboratories that 
includes XML Web Services standards. Whenever possible, we embrace 
existing industry standards that have significant traction. In some cases, we 
customize existing standards to meet the needs of professional medicine.  
 
The Omega 4 Technical Architecture is represented using a UML [OMG 2003] 
model at a high level of abstraction that allows us to visualize, understand and 
reason about the architecturally significant elements and identify areas of risk 
that require more detailed elaboration. This chapter is a way of communicating 
the model in context, to present the information in a structured fashion and to 
discuss areas of the model. 
 
The technical architecture is decomposed along the following dimensions: 
 
 Architectural constraints: known technical decisions that are independent 
of the use cases, i.e. choice of a certain implementation technology to 
facilitate interoperability. 
 System functionality: Represented by use cases 
 Design layers separating four kinds of concerns: 
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- Domain concerns that focus on the key abstractions representing 
information common to, and agreed upon by, the community. 
- Service concerns that focus on interfaces and services are developed 
that will implement key functionality in a live system. 
- Portal concerns that focus on the discovery, aggregation and 
presentation of the community information to users as well as security, 
membership, personalization and ownership of information. 
- Deployment concerns that focus on the constraints imposed on the 
architecture by certain deployment considerations. 
 
These concerns will be discussed and elaborated further to present an 
overview, all be it at a high level, of the technical architecture defined by the IS 
R&D Center and therefore implemented. 
 
3.2. Architectural	goals	and	constraints	
 
The Omega 4 architecture has been designed with the following objectives in 
mind: 
 
 Considering the orientation of the products based on Omega 4 architecture, 
to manage real-time medical information, the performance on all the 
transactions is a critical factor. The chosen tools and database engine(s) 
must fulfill the requirements established. 
 Create a modular system, easily extensible and adaptable to the different 
market needs. 
 Total connectivity, considering from modules to clinical devices or another 
hosts, sharing or interchanging the required information in real time. 
 Provide an advanced user interface engine, web based but with 
performance similar to current client-server applications. 
 
Key networking protocol standards such as TCP/IP and HTTP and the markup 
language HTML have driven the explosive growth of the Web. For the next 
phase of growth, we have chosen the use of XML to enable the sharing of data 
across multiple systems and XML Web Services to enable rich integration of 
distributed applications.  
 
These technologies will streamline the development process for creating a 
highly interactive and interoperable suite of software tools for clinical 
laboratories. 
 
The specific technical objectives of the project Omega are:  
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 Modular design, with applications that will address specifically the above 
goals, and all interconnected by a common group of business logic Web 
Services. With the modularity the goal is to dispose of applications that can 
be used independently or grouped together for optimal adaptation to each 
type of features and organization of health centers. 
 Increase development speed, reducing the effort of validation (validation of a 
particular module instead of the full package), possibility to be more specific 
and more flexibility with a unique family of products. 
 User Interface via web browser without installation on the PC, thin client 
technology, using the standard browser, on any personal computer to 
reduce the complexity of infrastructure (no need to install software on the PC 
client), reducing maintenance requirements, obtaining the ubiquity of the 
Internet and minor learning disabilities. 
 Full and open connectivity: Instant access from anywhere, massive 
scalability, complete traceability, more secures communications, and 
independence of formats and protocols. 
 Full support of the four "ACID" principles: Atomicity, Consistency, Isolation 
and Durability. 
 Object Orientation: As a necessary step to achieve database independence, 
and also contribute to standardization, increase the reuse of components, 
and implementing a standard development methodology of advanced 
technology. 
 Quality: Compliance with all Roche corporate standards (handling of 
sensitive health data), greater security, confidentiality, integrity, traceability 
and high availability. Roche positioning itself as a pioneer in the IVD market. 
 
The technical specifications to be followed in Omega 4 provide the latest 
technology trends and enable an easy and standard integration:  
 
 Architecture of three layers, separable logically and physically.  
 Advanced user interface design: 100% Web.  
 Platform independence: Linux and Windows platforms are fully 
supported. Unix platforms (Solaris, HP-UX, …) are not officially validated  
although the system could operate with them as is or with slight 
modifications. 
 Database independence: for consolidated long-term data, the usage of 
other databases different from Intersystems Caché is allowed, specially 
Oracle database. 
 Integration of systems and applications through Web Services 
"(possibility of embedded integration in enterprise portals).  
 Messaging between modules.  
 Connectivity standards: HL7 v2/v3, support of IHE frameworks.  
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 High availability. Unattended administration. High level security.  
 Total scalability.  
3.3. Architectural	view	decomposition	
 
3.3.1. Design	view	
 
This section describes the logical structure of the system. It starts from the 
overview of the architecture and then presents its key structural and 
behavioral elements such as usage and dependency.   
 
The shared and agreed upon vision for the future includes the development of 
a modular suite of applications to support the feature / functionality 
requirements of Roche Diagnostic organization, local markets and end-user 
customers. The vision in includes multiple applications that can be plugged in 
based on customer needs. As few or as many modular applications can be 
provide.  
 
As well the core architecture will support connectivity with a multitude of 
diagnostics measurement devices from Roche as well as competitive 
instruments and it will also support connectivity with auxiliary systems (such 
as expert or knowledge systems), external databases and LIS and HIS 
systems (see Fig.7). 
 
This concept fits different customers and market segments, from a Work Area 
Manager (WAM), through a basic LIS (Laboratory Information system) till and 
advanced LIS. If a LIS is not needed, in a concrete market, specific and 
innovative applications can be sold to complement existing LIS solutions from 
third parts in such market. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.7 Modular architecture 
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To minimize the risk that the impact of a technology architecture decision may 
involve, an extensive investigation has been conducted in order to compare the 
available development tools and environments and the trends of the major 
projects on the market. The main J2EE platform architectures have been 
analyzed: VisualAge/WebSphere (IBM), SunONE/iPlanet (Sun); besides, 
Visual.NET (Microsoft) and Zen (InterSystems), were studied as a non-J2EE 
platform. 
 
As a result of this assessment, the preferred and recommended option based in 
three tiers architecture, was:  
 Presentation Layer: Based in ZEN, an XML user interface manager, 
developed in cooperation with InterSystems. 
 Business Layer: InterSystems Caché framework 
 Database Layer : Intersystems Caché 
 
The Omega 4 infrastructure is an answer to the projected connectivity centric 
model. It is intended to be a multipurpose communication and connectivity 
server.The core of the new generation concept is the Omega 4 infrastructure 
supporting a connectivity centric model. 
 
Conceptually, the Omega 4 infrastructure shall provide connectivity with 
analyzers, with local and remote computers, with functional application 
modules, with different databases and supporting multiple user interfaces 
technologies. 
 
The Omega 4 infrastructure role is the interchange of information, while data 
manipulation functions will be performed by the functional application modules. 
This modular approach fits with different customers and market segments. This 
innovative concept provides Roche Diagnostics with an unique upgrade and 
scalability possibilities. 
 
Modular concept 
 
Applications 
 
Application: Means a software package, comprising a set of functional modules, 
at least one module, which provides scalability to provide varying functionality. 
Example: General Laboratory, Microbiology, eFlow, TQM, etc. 
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Modules 
 
A module is an autonomous entity that provides full functionality for some of the 
applications, objects, tables, business logic and screens. A module consists of a 
set of components and involves all the "layers" of software. Example: Reporting, 
Management of Orders, etc. 
To develop functionality only once and to make the final products maintainable, 
the functionality has been split into modules. The application specific 
functionality will be developed into each module besides the common one. 
The application-specific functionality will be developed in each module, in 
addition to common shared functionality of the Core Objects. 
 
3.3.2. Physical	view	
 
The physical view describes the overall component and subsystem organization 
of the Omega 4 infrastructure. Fig.8represents the architecture of the different 
modules from a functional perspective. 
 
Omega 4 must provide the following modules/applications: 
 Barcode 
 Demographics 
 eFlow 
 General Master Files 
 HCA 
 Hematology 
 ICA 
 Lists 
 Microbiology 
 Operator 
 Optical Reader 
 Order Entry 
 Patient Handling 
 Quality Control 
 Result Retrieval 
 Rule Engine  
 Serology 
 Statistics 
 TQM (Total Quality Manager) 
 Urianalysis 
 Utilities 
 Validation 
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 Warnings 
 Workareas 
 Working Lists 
 
 
Fig.8 : the whole architecture of the application although it contains modules that are out 
of the scope. Host and Analyzers are out of the scope of this. Scope of the modules is 
included into the red square. 
 
System Scope: Inputs, Outputs, Interfaces 
 
In order to get a rough idea about the various inputs, outputs and interfaces 
which Omega 4 must be able to handle, Fig.9illustrates these system 
boundaries for Omega 4. 
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Fig.9 System boundaries for Omega 4 
 
3.3.3. Deployment	View	(Topologies	view)	
 
The Omega 4 deployment view of a system shows the different topologies on 
which it executes. The Omega 4 infrastructure is comprised of three physical 
main nodes: the browser, the application(s) server, and the database server. 
The application server can be even physically separated in one or several 
“functional application servers” and one or several “connectivity application 
servers”.   
The overall complexity of the Omega 4 infrastructure physical view can be seen 
in the diagrams for each topology shown below. 
 
Small Configuration (1 server all-in-one) 
 
All these components can be deployed in different scenarios depending on the 
number of connected instruments to be supported, the number of users and the 
performance requirements. The simplest deployment is the standalone 
configuration, shown in Fig.10. 
 
A single laptop can act as DB Server, Application Server Web Server and Web 
client at one time. Instruments may be connected using the serial port or some 
comport extensions and the HIS or Host using the network connection. 
 
 
 
Fig.10 Standalone configuration
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Medium Configuration (1 
Caché server + 1 Web 
server) 
 
The next step is to deploy a single Server for all server functions and the Web 
clients will be connected using the intranet of the site.  
Many clients will be able to use the system concurrently as well as many 
instruments may be connected using terminal servers (TCP/IP to RS232) and 
the HIS or Host using the network connection. 
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Fig.11 Medium configuration 
Large Configuration (1 Caché server + 1 Web server + 1 reports 
server) 
 
A typical scenario, in a medium/large site with internet access may be as shown 
in Fig.11 plus a reports server between firewalls, where the Web Server, for 
security reasons, will be protected behind a firewall. In that configuration the DB 
Server and the Application Server are located in a separate computer from the 
Web Server.  
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Many clients will be able to use the system concurrently as well as many 
instruments may be connected using terminal servers (TCP/IP to RS232) and 
the HIS or Host using the network connection. 
 
3.4. Data	representation	
 
 
This section is the previous step to get into the next chapter, where the 
development and the updates of the drivers and the new ICA engine will be 
exposed. This is the UML representation of the concepts explained in 2.2.5 but 
this section is focusedin the relationships between them. 
 
Before that, a model of data must be represented in order to understand all 
variables we will manage and the relationship between them. As explained in 
previous sections, all data are stored in a persistent data base provided by 
Caché. 
 
Of course, the data we need to handle is only a little part of the whole. All 
modules of Omega 4 make up a set of tables and relationships so large that it 
doesn’t make sense to detail here. The only part we need to explain it’s just 
those data related to tubes, orders, tests and results; which are those 
parameters we need take into account when we develop the connectivity engine 
for Omega.  
 
In the following UML diagram we have the representation of the data we 
manage in the ICA engine and their relationship. These data are represented by 
tables in a data base. A table may contain a set of rows;every of them are 
entities belonging to the same category of object.  
 
All relationships between tables in the data base of Caché can be “one to one” 
or “one to many”; the relationship “many to many” is not used in Caché. “One to 
many” means that one entity of a given table may “contain” several entities of 
another table. In this last table an entity of the first table is referred in several 
entities or rows of the last. For example, if we have information in two tables of 
hospitals and patients respectively, the relationship from hospitals to patients is 
“one to many” because a hospital can contain several patients. This relationship 
is represented in Fig.12: 
 
Fig.12 UML relationship 
 
In the “*” side is table of the several entities referring to the same “container” 
entity in another table, which is in the “1” side. With that, we can now represent 
the UML diagram. 
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Fig.13 UML diagram 
 
Let’s enumerate and explain the data represented in Fig.13: 
 
 tOrderContainers: the entities of this table are the physical tubes in which 
the samples of the patients (urine, blood, serum…etc) are placed to be 
analyzed. 
 tTubeType: the specific type of tube. Thus, several specific tubes belong 
to a same tube type with the relationship fromtOrderContiners. The types 
of tube can be “red tube”, “yellow tube”…etc. These types of tube can be 
used to distinguish the sample in the same order when all tubes have the 
same identifier as we will see in the next chapter. 
 tSpecimen: the generic type of sample. Several types of tube contain the 
same type of sample. The entities of this table are serum, urine, saliva, 
blood…etc. 
 tOrderTubes: these are the tubes called aliquots. The sample of a given 
tube can be separated into several tubes. An aliquot is a portion of a total 
amount of a solution in chemistry. Thus, we can obtain several aliquots 
from a tube to be analyzed separately. 
 tOrders: this is the main entity of the application. An order is related to a 
single patient and can contain several tubes (tOrderContainers), these 
tubes contain the different samples of the patient to be analyzed in the 
laboratory and a same tube can have several tests (tOrderTests) to be 
done. Thus, an order contains several tests for a patient. 
 tOrderTests: represents a given test in an order. Each test belongs to a 
type of test represented in tTests. Note that different tests can be done 
upon a same tube and sample of blood, urine…etc. 
 tTests: these are the tests we define apart in Omega independently from 
the orders. A test can be of glucose, cholesterol, leukocyte, hemoglobin, 
etc.  
 tResults: the results of a given test in an order. A same test of glucose 
for example can contain different results. 
 tTestVersions: a same test can have different versions because can 
change the procedures to be carried out. It depends on how works each 
laboratory. 
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CHAPTER4.ICA AND DRIVERS ENHANCEMENTS 
 
 
This chapter is dedicated to the description of the main modifications of the 
connectivity engine of the LIS of Roche, since its old version to the newest, and 
shows the decisions we have taken this last year to improve its functionality. 
These changes are mainly in the architecture of the application (modular 
structure) and the design of all drivers that have had to be redefined.  
4.1. PSM	and	the	old	connectivity	engine	
 
PSM (Process System Manager shown in Fig.14), is a laboratory information 
system used to carry out a control of the diagnostics instruments, designed to 
control and monitor the state and the results of the tubes, aliquots, and all the 
samples of any patient, inside a laboratory. It is the previous version of 
laboratory information system that Roche has been commercializing before the 
release of the new Omega. A presentation of this system is found in [3]. 
 
This system, allows carrying out the laboratory management for each 
instrument separately, its main features are: 
 
 Modular structure 
 Instruments connectivity 
 Real time traceability 
 Technical validation 
 Distribution 
 Backup 
 
 
Fig.14 PSM general schema 
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This application has an exclusive LIS interface only for the management of 
tubes and samples, it doesn’t integrate other modules of Omega such as patient 
handling, order handling, microbiology module…etc. The ordering of tubes and 
samples has to be done manually and we need an instance of the application 
for each instrument.  
 
From the functional point of view, this is the simplest laboratory information 
system that we have in our scenario.     
 
The most critical point of the application is its architecture.  
 
Fig.15 Modular schema of PSM connectivity system 
 
Fig.15 shows the main modules conforming the connectivity system of PSM to 
the laboratory instruments. PSM is a LIS GUI (Laboratory Information System 
Graphical User Interface) that allows us to monitor the diagnosis state of each 
patient order.  
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For each instrument, we open a new dedicated window to monitor and manage 
the instrument. This GUI has the following main features: 
 
 give us the information from the instrument. 
 save the information in an internal database (usually located in the same 
file where the PSM application is installed).  
 
From Fig.15, we can see that there are so many instances of connectivity 
engines as sockets managing the instruments connections (being these both 
TCP as serial port connections). Each connection engine has a FIFO queue of 
messages as a buffer (the buffer is a set of objects representing the messages 
stored in the memory. These messages between the instrument and the host 
can be a request(outgoing) or an event(incoming) message). The engine has 
actually two buffers (request and events buffer); one for output messages and 
other for incoming messages from the instrument. All these data are served 
asynchronously.   
 
This architecture has some advantages and disadvantages. The main 
advantages of this architecture are: 
 
 Each connectivity engine is dedicated for each instrument and work 
independently. Each instrument is treated separately and reduces the 
complexity of the application for a final user. 
 With that multiple instances of the connectivity engine, a bug in one 
engine or driver does not affect to the rest, since each of them are 
executed as a single process. That makes sense in the past when most 
drivers were being in a development phase. Caché allows execute its 
routines as separate processes. 
 
On the other hand, the main disadvantages are: 
 
 A larger amount of memory is required for having multiple instances of 
the same connection engine, which loads the computer. 
 The modules are directly connected to the LIS GUI system. Thus, these 
routines and subroutines are called directly from the GUI interface 
without any other middleware component (such as web services or using 
interchange of XML data structures), which reduces the scalability of the 
application. 
 As a consequence of the previous point, this application is limited by 
design and it must be redefined with the objectives explained below in 
order to be integrated along with other components written in other 
technologies since this is its main limitation from the business point of 
view.  
 
With that state of our LIS, some changes in the connectivity systems are 
required to be adapted to the new philosophy of Omega.  
 
As this connectivity system must be thoroughly scalable, it should: 
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 Be ready and compatible to be used by any other applications in addition 
to Omega,  
 Work separately from any other modules of the application and work 
autonomously.  
 All of its modules must be capable of being redefined and improved 
independently without altering the design of any other dependencies of 
that module.  
 
Any of these statements are not possible in the current PSM. 
 
4.2. The	new	Instrument	Connectivity	Agent(ICA)	
 
We have designed the new component for Omega that provides connectivity 
with any kind of instruments and analyzers that can be usually found in a 
Clinical Laboratory, as well as devices found in POC, NPT, etc. In summary, it 
provides connectivity for virtually all kind of In Vitro Diagnostics instrumentation. 
It provides a homogeneous interface between Omega 4 and external Devices. 
 
 
 
 
 
There are four elements forming the Instruments Connectivity Agent: 
 
 Connectivity Engine:  Is the set of classes and routines which handle the 
runtime operation of the driver communication. This engine is able to 
interpret the driver definition as well as the Drivers Parameters Set in 
order to run the communication. 
The components of the engine are the I/O handler, the messages parser 
and the event handler. It takes care also of the internal temporary 
storage which contains some temporary files containing audit and logs 
information, the orders and patient information to be used by the driver, 
results, flags and comments to be transferred to the main Omega 
database. 
ICA- InstrumentsConnectivityAgent
AnalyzerAnalyzer 
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AnalyzerACB
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ICA Config Setup
Inter
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Driver n
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Fig.16 ICA schema 
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 Interface: Provides a unique interface with the Core Objects component. 
This interface is able to call to the Omega Core Objects in order to save 
and retrieve all needed information from the system regarding orders, 
patients, etc. 
 Drivers: Those packages contain the definition of the parameters 
specified in an instrument protocol. Those parameters will be stored in 
the driver’s definition table. This task will be performed internally by 
skilled and specialized experts, coordinated by the Hospital IT 
Competence Center, to develop new drivers for analyzers or other 
devices to be connected to the system. 
 ICA Configuration setup:  This submodule is used to configure the 
particular behavior of the driver at a customer site for each single 
instrument.  
 
The supported user definable features (Driver Parameter Set) are: 
 
 Mapping tables for test and controls 
 Sample ID extension support (aliquots slitting and data merging) 
 Ability to store sample ID and sample type to allow processing sample 
that are non-unique and handle through sample ID/carrier type (e.g. 
Modular). 
 Ability to strip off or add on leading fill characters (e.g. PSD with leading 
zeros.) 
 Usage of barcode labels 
 Codbar, Interleave 2-5, Code 39, Code 128 (all subsets) 
 Barcode labels format 
 Capability to handle more than one sample type per ID number 
 Sample identification by ID number or by position (loading list) 
 Connection mode: Unsolicited batch (Dynamic), host query, solicited 
batch (e.g. Integra). 
 Selection criteria: test, sample, sex, age, date, .…, 
 Related results and flags. Support for graphical results. 
 Patient Demographics information 
 Device configuration & comments 
 Device configuration 
 Operator comments 
 QC materials 
 Operator information 
 Patient demographics 
 Ability to map data elements to comment fields even allowing 
concatenation or have  multiple elements map to one comment with field 
delimiters that are definable. 
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Fig.17shows the new architecture of the ICA engine, where it can be seen the 
main difference from the old connectivity engine of PSM shown in Fig.15. This 
new architecture uses only one connection engine, which switches all incoming 
and outgoing messages for all the instruments. The “Other Modules” of Fig.17 
are actually the ICA configuration setup, or the “Driver Parameters Set” of 
Fig.16. 
 
 
Fig.17 General schema of the ICA modular system 
 
 
The main differences with respect to PSM are: 
 
 It uses one daemon for each connection reading the information of the 
driver asking what to do in each case (sending and order, a request, 
receiving a message of each type…etc.) but only one message buffer, 
saving all messages in the same format, independently of the type of 
message that the instrument uses.  
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 Implements a web service interface that allows the engine to work 
separately from any other modules of the application. 
 Implements interfaces  between modules 
 
These main differences are reasoned below.  
 
 
4.2.1. The	message	buffer	
 
 
A very important difference with respect to PSM is the message buffer. Unlike 
PSM, that uses two message buffers for both incoming and outgoing messages 
in each connection engines, we decided to use only one message buffer for 
both types of messages. Furthermore, this message buffer is not yet a FIFO 
queue (array), so is a HashMap class, just like in java, with tagged messages 
for each instrument.  
 
A HashMap class is a particular case of a defined data set provided by Caché, 
which is referred as an object that contains a set of information units (in our 
case, objects representing the “message” class) that provides constant-time 
performance for the basic operations (get and put). All information units are key-
value mappings or pairs.The key is a string we have conveyed describing the 
message (the value) and allows us to group these as a tree, since the key string 
referring any message inside the map is of type: 
 
Instrument:TypeOfbuffer:TypeOfMessage.  
 
This string is defined for the connection engine. The Instrument: is a 
reference to the instrument given by the connectivity engine to quickly identify 
the message. The TypeOfBuffer: can be both the input or the output buffer 
and the TypeOfMessage:is the type of ASTM record to communicate with the 
instrument specified in section 4.3.1 .With this simple referring method we can 
arrange all messages in a hierarchy, which makes its search more efficient. 
 
The message class objects stored in the map, are mapped by a tag containing 
information that allows to arrange the messages for each instrument and 
indicating if they are outgoing or incoming messages. The new connection 
engine queries periodically the map depending on the state of the connections 
at both sides (socket connection and web service interface), the instrument we 
are handling, and if we are receiving or sending anything to the instrument.  
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We considered that by using this tree map, queries are done more efficientlythat 
using and array such as the used in PSM for the messages buffers, centralizing 
the management of all messages in a single thread of execution, without having 
several FIFO buffers and having to check all arrays and coordinate them. For 
that reason, the tree map class has been considered the most suitable. 
 
4.2.2. Web	services	
 
A Web service is defined as a software system designed to support 
interoperablemachine-to-machine interaction over a network. It provides access 
to basic resources such as Object Data Model and both functional and generic 
business methods.  
 
 
It also contains the logic needed for HCA and ICA interfaces to manage 
communications with externals systems, hosts and devices. The Web Services 
use the Event Buffer services too when events communication between 
modules (usually asynchronous) is needed. The business logic also contains 
the definition of the main and global classes to be used in the Hospital 
environment like Patients, Orders, Results, Tests,…etc. 
 
LIS interacts with the Web service in a manner prescribed by its description in 
the WDSL using SOAP messages, typically conveyed using HTTP with an XML 
serialization. For this serialization, we followed the standard of [4]. 
 
The SOAP XML based protocol consists of three parts: an envelope, which 
defines what is in the message and how to process it, a set of encoding rules 
for expressing instances of application-defined data types, and a convention for 
representing procedure calls and responses. For further information abut this 
protocol see [5]. 
 
Both SMTP and HTTP are valid application layer protocols used as Transport 
for SOAP, but HTTP is our choice because works well with network firewalls 
and proxies. 
 
As the main advantages of applying this architecture to manage the final 
messages between LIS and ICA we have: 
 The implementation of a web service with SOAP makes it versatile 
enough to allow for the use of different transport protocols. As standard 
stack, we use HTTP as a transport protocol, but other protocols such as 
SMTP are also usable. 
 Using the HTTP get/response model, we can tunnel easily over existing 
firewalls and proxies, without modifications to the SOAP protocol, and 
can use the existing infrastructure. This advantage is particularly 
noticeable when the medical usually uses the LIS interface of Omega 
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from the outpatients department in order to query the state of the 
diagnosis in the laboratories usually located at the hospitals, by a remote 
connection. 
 Above all, the implementation of this web service, allows the 
interoperability between different modules written in different languages 
and even using different technologies, isolating them from their 
respective technological issues and making Omega much more scalable 
than PSM. 
 
As main disadvantages we have the following: 
 When relying on HTTP as a transport protocol and not using other 
protocols such as WS-Addressing, the roles of the interacting parties are 
fixed. Only one party (the client, in this case ICA) can use the services of 
the other. As developers, we must use polling instead of notification in 
these common cases. 
 Because of the verbose XML format, SOAP can be considerably slower 
than other competing middleware technologies such as CORBA. This 
may not be an issue when only small messages are sent. To improve 
performance for a possible case of XML in futures implementations with 
embedded binary objects, a Message Transmission Optimization 
Mechanism has been introduced. 
 
Introduction of SOAP MTOM to Caché 
 
As explained above, for implementations with embedded binary objects into the 
SOAP-XML message, such as serializable and initialized Caché objects or 
instances, any kind of content, files, PDF, reports…etc. SOAP Message 
Transmission Optimization Mechanism (MTOM) has been introduced. This 
mechanism is a W3C Recommendation designed for optimizing the electronic 
transmission of SOAP attachments. It is detailed in [6]. 
 
Fig.18shows the steps involved in transmitting data between a Consumer and a 
Producer application using MTOM.  
 
 
Fig.18 MTOM schema 
 
The Consumer application begins by sending a SOAP Message that contains 
complex data in Base64Binary encoded format. Base64Binary data type 
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represents arbitrary data (e.g., Images, PDF files, Word Docs) in 65 textual 
characters that can be displayed as part of a SOAP Message element. For the 
Send SOAP Message Step 1 inFig.18, a sample SOAP Body with 
Base64Binary encoded element (<tns:data>) is as follows:  
 
<soap:Body> 
 <tns:ByteEcho> 
 <tns:data>JVBERi0xLjYNJeLjz9MNCjE+DQpzdGFyNCjEx0YNCg==</tns:dat
a> 
</tns:ByteEcho> 
</soap:Body> 
 
We have designed an MTOM-aware web services engine that detects the 
presence of Base64Binary encoded data types, <tns:data> in our example, and 
makes a decision – typically based on data size – to convert the Base64Binary 
data to MIME data with an XML-binary Optimization Package (xop) content 
type. The data conversion, shown in Step 2 of Fig.18results in replacing the 
Base64Binary data with an <xop:Include> element that references the original 
raw bytes of the document being transmitted. The raw bytes are appended to 
the SOAP Message and are separated by a MIME boundary as shown below:  
 
<soap:Envelope> 
 <soap:Body> 
  <tns:ByteEcho> 
  <tns:data><xop:Includehref="cid:1.633335845875937500@example.o
rg"/></tns:data> 
  </tns:ByteEcho> 
 </soap:Body> 
</soap:Envelope> 
‐‐MIMEBoundary000000 
content‐id:  <1.633335845875937500@example.org> 
content‐type:  application/octet‐stream 
content‐transfer‐encoding: binary 
 
The raw binary data along with the SOAP Message and the MIME Boundary is 
transmitted over the wire to the Producer. The Producer then changes the raw 
binary data back to Base64Binary encoding for further processing. With this 
conversion between Base64Binary and raw binary MIME types, MTOM 
provides two significant advantages: 
 Efficient Transmission: Base64Binary encoded data is ~33% larger than 
raw byte transmission using MIME. MTOM therefore reduces data bloat 
by converting Base64Binary encoding to raw bytes for transmission. 
 Processing Simplicity: Base64Binary encoded data is composed of 65 
textual characters. The data is represented within an element of a SOAP 
message. Security standards such as WS-Signatures and WS-
Encryption can directly be applied to the SOAP Message. Once such 
operations are performed, the Base64Binary data can be converted to 
raw bytes for efficient transmission. Securing document transmission via 
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SOAP, therefore, does not require additional standards for securing 
MIME-based attachments. 
4.2.3. Module	interfaces	
 
Since Caché is an object-oriented programming language such as Java, a 
protocol or interface is a common means for unrelated objects to communicate 
with each other. These are definitions of methods and values which the 
functional modules agree upon in order to cooperate. Thus, an interface is a 
specification for the modules we are up to design. A larger explanation of this 
concept can be found in [7]. 
This protocol is a description of  the messages that are understood by the 
module, the arguments that these messages may be supplied with, the types of 
results that these messages return, the invariants that are preserved despite 
modifications to the state of a module and the exceptional situations that will be 
required to be handled by clients to the module. 
The implementation of interfaces has only advantages, which are: 
 With this protocol of communication between objects, every component 
of the engine is subject to modification or improvement without having to 
modify any other related objects, always preserving the same 
interactivity. 
 Just like in Java, objects can be classified as a same entity implementing 
the same interface despite belonging to different classes. 
 Makes the design more scalable and almost the whole analytical work of 
the application can be reduced to the specification of these interfaces. 
This simplifies the work of the analyst. 
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Fig.19 Connection engine main classes 
Fig.19 places the main interfaces in a schema of interoperability between 
several modules. These interfaces are  represented separately from their 
respective modules as Input/Output units, regarding to the messages that are 
interchanged between these modules. 
The driver daemons are all referred by the same interface in the driver 
manager. These driver daemons have been defined inside a common interface 
for the special routines. These routines can be thoroughly different depending 
on the driver. For that reason, it has been defined a common protocol to pass 
and process the specific data of the instrument from the daemons of Fig.19 to 
the special routines, as a set of bytes. 
 
These special routines are used to have the variables of the ICA set with their 
respective data (See Fig.24) when the format of the message is unknown. 
These variables store the information received from or transmitted to the 
instrument in a message. This information can be the type of sample, the code 
of the tube, the patient name, the results of the analysis, the date of the test… 
etc. For further details, see the section “General changes” of chapter 4.3.2 
 
In the same way, such interfaces have been defined for the web service 
manager and the message buffer modules. Note that the whole management of 
these peripheral modules is centralized from the drivers manager. 
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4.3. Driver	enhancements	in	ICA	
 
 
A driver in Omega 4 is a set of instructions for the connectivity engine of ICA 
that specify how to read all the variables in the incoming messages and how to 
create outgoing messages to give specific orders to the connected instrument. 
Thus, each instrument has its own specific driver because all instruments can 
use different protocols or different versions of the same protocol.  
 
The most important protocols are HL7 (the newest) and the ASTM. In this 
project we usually had to match drivers of the ASTM protocol and proprietary 
protocols that are only seen in a single instrument. More than 600 drivers have 
been matched. 
 
As a set of instructions, a driver is an array that contains each one of these 
instructions that specify to the connectivity engine how to handle the variables 
of the messages when sending or receiving messages. These instructions can 
be listed in a table with an instruction per row. This array is usually divided into 
four sections that depending on the complexity of the instrument can be less: 
 
 Start 
 Preparation 
 Query 
 Reception 
 
Fig.20represents a schematic of the driver and the reading flow that follows the 
connectivity engine. 
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Fig.20 General schema of a typical driver. The connectors represent the reading and 
execution flow of the connectivity engine. 
 
Start section 
 
Fig.20represents the procedure to read instructions from a driver in the 
connectivity engine. As can be seen from this figure, when we connect a driver, 
each driver we have activated is running as a daemon that reads what is 
arriving to the message buffer. The ICA engine (driver daemon) enters to a 
cycle that: 
 Starts reading the “start” module  
 Keeps in a loop executing instructions of this module.  
 This procedure lasts until we send something to the instrument or a valid 
message arrives trough the TCP port of this driver, that can be a query 
message or a result message. In such case, ICA enters to its 
corresponding module (preparation, query, reception…) following the 
instructions of the driver. 
 
Preparation section 
 
The preparation record is sent from ICA to the instrument. It is intended to 
configure the instrument properly. A preparation record usually contains the 
relations between tubes and tests associating one or more tests to a tube 
identifier, thus the instrument knows what test to do to the tubes. 
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When sending a preparation record, the ICA engine looks up in the preparation 
module of the driver where there are the instructions to build and send a 
preparation message.  
 
Query section 
 
The query record is sent from the instrument to ICA. It is used when the 
instrument or analyzer receives an unknown tube for which it has not been 
configured previously (neither with a preparation message nor manually). Then, 
it sends a query record to Omega asking for information about that tube 
regarding to what tests it has to do to that tube and all the other necessary 
information. 
 
When ICA detects that arrives a query record from the instrument, ICA shall:  
 read the corresponding variables  
 call to the query module of Omega through its interface asking for 
information regarding to the tube not configured in the instrument. This 
information is replied to the instrument with a preparation message. 
 
 
Result section 
 
The result record is sent from the instrument to ICA. When ICA receives a result 
record, it calls the reception module of the driver and reads the received 
variables that are submitted to be treated to its corresponding module of 
Omega. 
 
The result record is sent to Omega when a tube has all the tests done and the 
instrument has the results of each of them. Then the instrument sends a result 
record to Omega with the identifier of tube, identifier of tests, results of the 
tests…etc. 
 
There are some instruments that don’t support the preparation message and 
have to be configured manually in the laboratory or neither support query 
message. Also, there are some instruments that don’t send results and only 
support preparation because their only duty is to separate tubes and send them 
to its corresponding instruments. There are some possible combinations. But 
most drivers include the four modules. 
 
4.3.1. Remarks	of	the	ASTM	protocol	
 
 
The ASTM protocol is used to interconnect laboratory information systems and 
exchange information between them. It has a set of message types. The most 
important of them are:  
 
 Header Record: It the header of each message (Query, Order, Patient, 
Result) and contains information about the sender and receiver among 
other data. 
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 Patient Information Record: Is the message regarding to the 
demographic data of the patient. It contains data such as name, 
surname, address… and more technical data such as facultative, 
diagnostic… etc. 
 Test Order Record: Is the message that identifies uniquely the tube in 
which the sample of the patient is stored. It contains the instructions for 
the instrument about what to do with that tube.  
 Message Terminator Record: Is the message that indicates the end of 
the communication (in a higher OSI layer level than TCP). It does not 
contain any information. 
 Comment Record: contains the remarks about the results. Depending on 
the location of the message, the remarks can be referred to the patient, 
query or a result  
 Result Record: Is the message that contains the results of the tests 
conducted on a tube. For each conducted test, a result message is sent.  
 Query Record:  This message is sent from the instrument to Omega 
when an unknown tube arrives. It requests for a Test Order Record for 
that tube. Thus the instrument is configured automatically. 
 
Mode of operation 
 
The ASTM protocol operates as a sequence of messages sent from one side to 
another since communication is opened with a header record message until it is 
close with a terminator record.  
 
In the following process, LIS sends results and information of the patient to 
Omega. The LIS starts the process when has validated results.  The basic 
structure is:  
 
LIS -> Omega    Results Information 
 
H - MESSAGE HEADER RECORD (Level 0) 
 { 
P - PATIENT RECORD (Level 1) 
O - TEST ORDER RECORD (Level 2)      
[ {C - COMMENT RECORD (Level n)} ] 
       { 
R - RESULT RECORD (Level 4) 
[ {C - COMMENT RECORD (Level n)} ] 
} 
L - MESSAGE TERMINATOR RECORD (Level 0) 
 
The basic information the driver receives is: 
 
RequestID (in the field #3 of the Test Order Record and Patient Record Too), 
CHAPTER4.ICA AND DRIVERS ENHANCEMENTS  42 
Register Date and Time (field #7 of the Test Order Record and Patient Record), 
the tests, the results, date and validation time, the instrument involved, the type 
of result and the alarms (Result Record). 
 
ASTM uses some special ASCII characters in order to control the transmission 
above the TCP layer. These are: 
 [STX]: Start of transmission 
 [ETX]: End of transmission 
 [ENQ]: Enquiry (of a query record) 
 [CR]: Start of CRC 
 [LF]: End of CRC 
 [EOT]:End of transmission 
4.3.2. Drivers	matching	in	the	new	connectivity	engine	
 
The connectivity engine has been evolving up to nowadays since the former 
versions of Omega. Firstly it was called PSM, later eFlow and since the version 
4.1 of Omega it is called ICA. This engine has worked in the same way with the 
drivers as shown in Fig.20. The differences in the daemons that read the drivers 
are basically a change in the name of some variables, and the introduction of 
some new features. 
 
For this reason, drivers have been to be adapted to meet the new requirements 
of ICA but being compatible with the oldest versions of the connectivity engine.  
 
That set of changes carried out in the drivers basically affect the instructions of 
each driver, that are defined independently for each module of the driver (start, 
preparation, query, reception) since they have to be compatible with the new 
ICA. 
 
In order to simplify the description, we shall separate these changes for each 
module of the driver. It’s important to remark that the settings of variables are 
always done from instructions of the drivers, and not from the daemons and ICA 
engine; these last only manage the information. 
 ‘Preparation’Module 
 
This module contains all the necessary information to build and send a Test 
Order Record to the instrument. The objective of these changes is having the 
drivers work fine with all versions of the connectivity engine. 
 
The changes in the preparation module only affect to those instructions that 
write the tube identifier in the preparation message. The main reasons of these 
changes are: 
 
 In the old engine, there wasn’t tube identifier. Instead, we used the order 
identifier, which allowed to identify a single tube. We could only identify 
tubes by their order identifier. From Fig.13, a same order can contain 
several tubes, so several tubes having the same order identifier could 
share the same identifier. That was the main problem we had in the past. 
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 In consequence, we couldn’t distinguish two different tubes from the 
same order if the instrument didn’t support any other type of data to 
distinguish the tube. This problem was solved inventing the “secondary 
sample” of the tube. 
 The secondary sample is an additional data added in the order identifier, 
to distinguish tubes (Variable MOSSECREC detailed below in the query 
module section) 
 
Thus, the change in ICA for the preparation module is the variable we write in 
the output message identifying the tube to prepare the instrument, in this case 
is BCLABEL, which is the tube identifier. In the old engines, PSM and eFlow it 
was NUMPET and CODBAR respectively, which were the order identifier. This 
instruction is represented as a flow diagram in Fig.21:  
 
 
Fig.21 Instruction to send the identifier in the preparation module 
 
In Fig.21, if the engine is ICA, the variable we send is BCLABEL, otherwise, we 
keep sending NUMPET and CODBAR if the engine is PSM or eFlow 
respectively. Note that: 
 NUMPET: the order identifier of the tube. 
 CODBAR and NUMPET: a generic name in eFlow that is the barcode of 
the tube that kept being the order identifier.  
 BCLABEL: the tube identifier in ICA. 
 
In eFLow and PSM we send respectively CODBAR and NUMPET typically as 
“(order identifier).(secondary sample)”. 
 
The tube identifier BCLABEL can be: 
 the tube identified by a code. 
 the position of that tube in the tray of tubes that the nurse introduces in 
the instrument if we work with worksheet. This is a new feature in the ICA 
engine with regards to the older engines. 
worksheet 
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The worksheet is a new option in the module of maintenance of Omega to work 
with tubes that don’t have barcode label to be identified nor the instrument is 
unable to read (it can be an old or a cheap instrument). Other applications of 
Roche were able to work with worksheet but not Omega.  
 
The worksheet allows relating tube identifiers of the system Omega with their 
position in the tray of the instrument when setting up the driver. These relations 
have to be introduced manually for each tube.  
 
QueryModule 
 
We have adapted each module for the driver to be compatible with the 
specifications of all versions of the connectivity engine. All these changes are 
mainly an addition of checkings of the version of the engine in the code of the 
drivers. As a result of these checkings, the engine decides which variable reads 
from the incoming message, in this case the query message. With these 
changes, the driver is able to get the correct information in each version of the 
engine. 
 
In the query module the changes are similar to those done in the “preparation” 
module but changing the names of the variables. 
 
This module gets the following variables from the query record whose behavior 
has been modified for ICA: 
 
 IDENHQ: Is the tube identifier in ICA. In the old engines is the order 
identifier with a “.” separating the order identifier at left and the 
secondary sample at right (MOSSECREC).  
 MOSSECREC: In the old engines it is the secondary sample of a tube. It 
comes at right of the “.” of the IDENHQ. It was invented to distinguish 
several tubes with the same identifier (of order). So, in the past the 
format of IDENHQ used to be “(order id).(secondary sample)”. This 
secondary sample was configured in the settings of the driver for each 
tube. In ICA, this variable has come to be the type of sample of the tube 
(serum, blood..etc. tSpecimen from Fig.13)  
 MOSREC: this variable is the generic type of sample of the tube in the 
old engines. It is not used in ICA and has been replaced by 
MOSSECREC. 
 
Evolution MOSSECREC MOSREC 
PSM and eFlow Secondary sample 
(right side of “.” In 
IDENHQ) 
Type of sample of the 
tube 
ICA Type of sample of the 
tube 
Not used 
Table 1Uses of the variables MOSREC and MOSSECREC 
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We don’t need MOSSECREC when tube identifiers are different. However, 
MOSSECREC is still used to distinguish tubes by their type of sample. In ICA 
that means that in a single order having several tubes with different samples we 
are not forced to give a unique identifier for each of them, they still can be 
identified under their same order and not for a unique identifier. In fact, some 
laboratories work that way. MOSSECREC is in ICA that MOSREC is in the old 
engines. 
 
 
Fig.22 Process to change variable MOSREC 
 
We have defined a flow diagram (Fig.22 ) to follow in order to handle variable 
MOSREC in a driver. If MOSREC goes at right of the “.” in IDENHQ or it is 
assigned directly (it’s not got from any field from the incoming query message, 
the driver gives it a value), the driver will set MOSREC to a null value in the 
case of ICA, for older engines this process doesn’t apply.    
 
Reception Module 
  
In the same way as the previous modules, these changes keep on being 
checkings of the version of the connectivity engine. In the case of reception 
message, the engine must be able to set the received information in the new 
variables, that differ from older versions of ICA. The objective is that the driver 
be able to work with all versions of ICA.  
 
Changes in reception module are similar to those done in the “Query” module: 
In the case of older versions of ICA, for the reception module: 
 as IDEN1REC is the tube identifier . IDEN1REC can also have the same 
format than IDENHQ or BCLABEL: “(order id).(secondary sample)”.  
 PETREC is the order identifier in the same way as IDENHQ, as 
explained in the query module. We can find PETREC instead of 
IDEN1REC in some drivers.  In case of having PETREC, for ICA we 
erase that variable and we change it for IDEN1REC if it isn’t assigned 
yet. 
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 MOSSECREC is the secondary sample of the tube to distinguish it by its 
type of sample, got at right of the “.” of IDEN1REC, in case of having it, 
as done in the query module in IDENHQ. 
 
In this module, we get variables MOSSECREC and MOSREC as well as in the 
query module. In this case, Fig.23 illustrates the process we defined to change 
these variables, that derives from Table 1. 
 
Since the changes have had to be done in so many drivers, a generic algorithm 
has been created to do these changes automatically instead of doing them 
manually. This algorithm is illustrated in Fig.23. It evaluates which of these 
variables (MOSSECREC and MOSREC) the driver gets, and adds the case of 
ICA to the instructions of the driver. Thus, we can apply this algorithm to each 
driver. The same goes for the flow diagram of Fig.22. Finally, all changes 
explained in Preparation, Query and Reception modules have been 
automatized in the same way. 
 
 
Fig.23 Process to change variables MOSREC and MOSSECREC 
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In the algorithm of Fig.23 we shuffle all possible combinations of MOSSREC 
and MOSSECREC. Some drivers get either one of them, or both. In the case of 
getting only MOSREC, we only set it to null in ICA because is a variable not 
used yet.  
 
When getting both MOSSECREC and MOSREC, following the specification of 
Table 1, in ICA we erase MOSREC and it is replaced with MOSSECREC.  
 
When we find a driver that only gets MOSSECREC, we look the role of this 
variable in the old engines: 
 If MOSSECREC is the secondary sample of the tube in PSM or eFlow (it 
comes at right of the “.” Of the tube identifier), in ICA the secondary 
sample is not used yet, so we clear this variable.  
 In case of being obtained from another field of the results record, it keeps 
unchanged because it can be used for other purpose.  
 If it is assigned directly, in ICA we just clear it. 
 
General changes 
 
Apart from the explained changes in each module, there are some other issues 
in the drivers that lead to some modifications in instructions of the driver array 
that are independent of the module. These are general changes to the whole 
system. 
 
General changes that have been carried out are the following: 
 
 Check whether exists some special routine: this means that the driver 
calls to some special Caché routine (Fig.24), so we can find an order of 
execution of this special routine in some instruction of the driver array, 
something like “do ESP01”, where ESP01 may be a routine that handles 
a receiving or query record, that belongs to some proprietary protocol, 
only for that driver. These routines decode the information that ICA 
needs. These routines must be checked and adapted too, due to 
changes in specifications from the old connectivity engines and the new 
ICA. Each of these routines has its own protocol and these changes are 
not detailed here.  
 Add Catalan as a new language. The drivers did not contain Catalan as 
language, so it has been added. These are sentences defined in the 
driver array in several languages(start module). These sentences refer 
to features of the driver like fields in its configuration windows like Fig.27 
or Fig.28, depending on the language Omega works with.  
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Fig.24 Special routine call diagram 
 
4.4. Testing	a	driver	
4.4.1. Installing	and	configuring	a	driver	
 
When a driver is adapted, it must be tested. There are a set of steps to follow 
that are shown in this section. In this document, we show the tests done to a 
driver called “HPLC Piano” as an example, since the process is identical to all 
drivers. All the captures of this section belong to the ICA module of Omega.  
 
Firstly, once the driver has been adapted, we must export the driver and install 
it in Omega. The driver is exported as a “.wco” file, where the driver array 
(Fig.20) is saved. Fig.25 shows a capture of the screen of Omega to load and 
install drivers. 
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Fig.25 Loading and installing a driver. 
 
When the driver is loaded, we insert a random number of TCP socket for this 
driver. We configure the Omega side of the connection as a server (Fig.26), 
without being necessary to give it an IP. The instrument side has a determined 
IP since it’s a simulator as we’ll explain later, whose configuration of socket is 
similar. 
 
Fig.26 Driver TCP socket 
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The next step is to assign tests to the driver (entity test from Fig.13) in the GUI 
form of Fig.27. These will be the tests that will carry out the instrument. The 
Omega software will send and program them to the instrument via TCPtogether 
with a Preparation message.  
 
When receiving a Query or a Results message, Omega will recognize these 
tests with the number of test (variable TESTREC, that has not been changed in 
ICA)of Fig.27.In this case we have 2 tests assigned: “PRUEBA21” and 
“PRUEBA22”. 
 
Apart from the number of test, in Fig.27 we have defined a field representing the 
generic type of sample used for each test (field “Muestra”, corresponding to the 
entity tSpecimen in Fig.13), not necessary in ICA, but supported because we 
can still work with an old engine with the same GUI.  
 
When several tubes are identified by the same “order id”, they can be 
distinguished by their secondary sample, (variable MOSSECREC, secondary 
sample from Table 1), in the case of not having secondary sample. Depending 
on the driver, the fields of the table of tests configuration in Fig.27 can be 
different, because these fields are input variables of each driver(MOSREC, 
TESTREC..etc), which can be different in some of them.  
 
Fig.27 shows the mapping we do manually between the entities from Fig.13 
(tTest and tSpecimen) and the variables TESTREC and MOSSECREC. 
 
 
Fig.27 Tests assignment 
Now we define how we want this driver to work. Fig.28 shows a webpage dialog 
of Omega to do this task. All drivers are configured on the same way in this 
screen. In Fig.28, BCC control is an error control that has the driver to check the 
MOSSECREC TESTREC tSpecimen tTest 
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incoming messages from the instrument, always activated. Also, we work with 
barcode, that means we decode it when arrives in IDEN1REC or IDENHQ in the 
message, if the instrument hasn’t decoded it previously.  
 
 
Fig.28 Work conditions 
 
4.4.2. Using	the	simulator	
 
 
Now the driver is ready to be tested. In order to test the driver, we must open a 
utility of Omega to watch the traces of the driver; that means, all the info about 
the internal processes of the connectivity engine and the contents of the input 
and the output messages of the protocol that the driver protocols. 
 
In order to test a driver, we must send and receive ASTM messages from 
another side of the network. The other side can be an instrument or a simulator 
of an instrument.  
 
When testing drivers, we use a simulator, since its behavior is the same as the 
communication interface of an instrument and thus we don’t need any actual 
instrument to carry out the tests. The simulator is a software we can configure in 
any host.It opens a TCP connection as a server, using the ASTM protocol as 
application layer, where our connectivity engine connects. We must set the IP 
address of the TCP server side(the host where the simulator is installed), and 
the  port number we wish to use, that should be configured at both sides.  
 
To send and receive messages from the instrument (simulator), we connect the 
driver opening the connection from Omega and the simulator. We configure the 
simulator (Fig.29) with the corresponding number of TCP socket and enter a 
test message in it to send to Omega. 
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Fig.29 Host simulator 
 
In the file editor of Fig.29 we have typed manually an ASTM results message. 
The tube identifier is LAB_0002.1.  This identifier has been configured for the 
old engines, with the format “(order id).(secondary sample)”, to see whether 
these changes have been successful. Also, we send “1” as the number of test in 
the results record. We can see the result of this test, 15.265 mg/ml as example. 
Note that in the ASTM protocol fields are separated by the character “|”.  The 
drivers have been designed to work with ASCII characters 
 
4.4.3. Traces	
 
Fig.30 ASTM protocol diagram 
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Fig.30represents all the interchanges of packets of the driver tests in order to 
check the proper operation of the protocol.It helps the reader to follow the flow 
graphically. The instrument simulator starts sending and [ENQ] (enquiry) ASCII 
character to start the transmission. For each sent packet, OMEGA (the driver) 
responses with an [ACK] ASCII character. Note that these ACK’s are not the 
TCP layer ACK’s, but are the ASTM layer ACK’s. 
 
Omega has a utility to watch the traces in the port of the driver when the 
connection is open and there are outgoing and incoming messages (Results, 
Queries, Preparation messages…). 
 
These traces are used to test the driver. Fig.31, Fig.32 and Fig.33represent four 
captures of the scroll window in which we can see the traces of the driver we 
are working with as example sending the ASTM message from the file editor of 
Fig.29.   
 
 
 
Fig.31 Traces part 1 
Each line of the scroll in Fig.31 represents an event in the driver. These events 
can be classified into 3 types:  
 incoming frame  
 output frame  
 driver event  
 
They can be distinguished by their character themes that are green, blue and 
black respectively. The incoming frames representation is usually preceded by 
“Disp - >” and the output frames by “Host - >”. So, in Fig.31 we can see how the 
communication starts with the control characters explained in section 4.3. 
 
The procedure shown in the scroll is the following:  
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1. The ICA variables are killed and the engine resets and calculates the 
BCC for each record it receives in order to check errors.  
2. The instrument sends a header record and later an order record with the 
tube identifier. 
3. The following record is a results record for the test identified by number 1 
(variable TESTREC, Fig.27). Note that ICA sends an [ACK] character for 
each valid received record. In Fig.32 we can see the termination record 
on top of the scroll. 
 
 
 
Fig.32 Traces part 2 
Once the termination record has been received and all BCC’s have been 
calculated, ICA identifies the tube (Fig.32), following the instructions of the 
reception module of the driver (Fig.20) and sets IDEN1REC to this value.  
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Fig.33 Traces part 3 
Finally, on top of Fig.33 the ICA engine gets the variable RESREC as the result 
of the test and TESTREC as test number 1. Since TESTREC is mapped in 
Fig.27, Omega recognizes the test 1 as the generic test with code 21 for this 
tube. The result for this is updated. The driver is validated when there are no 
errors in the traces and the information is received and registered by Omega 
successfully as shown in the last lines of the scroll. 
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CONCLUSIONS 
 
 
 
A set of changes related to connectivity engine of a diagnosis automation 
system have been performed, stating the main technical disadvantages of the 
old version of the engine, showing the enhancements carried out and the 
decisions taken,  explaining the main reasons for them. Also, the way a 
pharmaceutical enterprise works in its division of diagnostics has been 
described. An example of the process carried out in the laboratories of the 
hospitals and an automation of the diagnosis has been shown as well. Also, the 
whole technical environment in which the development department of the 
division of diagnostics works has been exposed. 
 
In the first part of this document, Omega has been described, together with its 
main features and its technological platform. In the second part,  the old 
connectivity engine of Omega has been studied. It has been stated which its 
main problemswere, all of them related to matters of scalability, and a solution 
to improve this scalability in its design has been proposed, for further 
implementation. With that in mind, the use of web services has been 
implemented, a new modular architecture and several interfaces to make the 
code much more scalable. Also, changes to the drivers have been proposed 
connecting the instrumentation that Omega uses in the laboratories, so that 
these drivers are able to work either with the old and the new versions of the 
connectivity engine. Finally, the process to test a driver when it is adapted 
running with the new connectivity enginehas been described, and its correct 
working has been verified.  
 
This project can be understood as an example of application of the current 
information and communication technologies to the healthcare world, which are 
seemingly taking on greater relevance as time passes by. 
 
As a final conclusion, all this work has had some well-defined guidelines to work 
in the development department. A very important part of the work has been the 
process of learning the environment and to plan the set of changes, how to do 
them and apply it to the application just by studying the differences in 
specifications between PSM and Omega. Note that these differences (code, 
modules…etc.) hasn’t been exposed in detail in order to respect the 
confidentiality of Roche. 
 
The way to work and set out Omega and its communication agents that has 
been exposed, has served as a model to follow to develop some similar 
applications in the future. 
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