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Link prediction aims to uncover the underlying relationship behind networks, which could be
utilized to predict the missing edges or identify the spurious edges, and attracts much attention
from various fields. The key issue of link prediction is to estimate the likelihood of two nodes
in networks. Most current approaches of link prediction base on static structural analysis and
ignore the temporal aspects of evolving networks. Unlike previous work, in this paper, we propose
a popularity based structural perturbation method (PBSPM) that characterizes the similarity of
an edge not only from existing connections of networks, but also from the popularity of its two
endpoints, since popular nodes have much more probability to form links between themselves. By
taking popularity of nodes into account, PBSPM could suppress nodes that have high importance,
but gradually become inactive. Therefore the proposed method is inclined to predict potential edges
between active nodes, rather than edges between inactive nodes. Experimental results on four real
networks show that the proposed method outperforms the state-of-the-art methods both in accuracy
and robustness in evolving networks.
I. INTRODUCTION
Many complex systems in society and nature can be
modeled as complex networks, with individuals denoted
as nodes and relations as links, respectively [1, 2]. A
significant concern about complex networks is link pre-
diction that aims at estimating the likelihood of two un-
connected nodes based on obtained information [3, 4].
In protein-protein interaction experiments in cells, only
strong relations between proteins could be detected by
limited precision of equipments. Measuring every in-
teraction between all pair proteins is prohibitive due to
quadratical increasing experimental cost as the size of
proteins [5, 6]. An appropriate approach is to evaluate
the likelihood of potential relations and specifically test
non-existing relations with high likelihood. In social net-
works, if two persons have many common friends, they
would build friendship in the near future with high prob-
ability, which could be utilized to uncover lost friends
or predict future friends [7–9]. Besides further extensive
applications also includes personalized recommendation
in e-commerce [10, 11], aircraft route planning study and
traffic dynamics in Internet topology [12, 13], and so on.
Therefore link prediction attracts numerous researchers
in various fields covering from biology to sociology and
others [14–17].
The key issue of link prediction is evaluating the like-
lihood of potential edges, based on which we could rank
the potential edges and edges in the top of ranking list
are predicted as underlying or future edges. To achieve
this, traditional attribute based methods measure the ex-
istent likelihood of links by learning how many common
∗ zhoumy2010@mail.ustc.edu.cn
features (e.g. common hobbies, ages, tastes, geograph-
ical locations) the two nodes share [18]. However this
kind of methods suffer from the inaccessible and unreli-
able information of nodes due to privacy policy in real
scienario [19]. Luckily the development of complex net-
work provides a new path to solve the problem, in which
only network topological structure is required regardless
of privacy information. When evaluating the similarity
between nodes, according to the structure differences,
structure based methods could be classified into three
categories: local methods, global methods and Quasi-
global methods. Local similarity is mainly based on com-
mon neighbors, such as the most well-known Common
Neighbor (CN) index that counts the number of com-
mon neighbor nodes [20], Adamic-Adar (AA) index and
Resource Allocation (RA) index that depress the large-
degree neighbor nodes [21, 22]. Global similarity empha-
sizes the global topology information of network, such
as the Katz index counting all of the paths between two
nodes [23]. Quasi-global similarity is a well trade-off of
local similarity methods and global similarity methods,
such as the Local Path (LP) index that only considers
the short paths in Katz index [22], Local Random Walk
(LRW) index that focuses on the limited random walk
in local area [24]. Beyond that, some algorithms based
on maximum likelihood and other exquisite models have
been proposed. Clauset et al. proposed Hierarchical
Structure Model which presents well performance in hier-
archical networks by using a dendrogram [14]. Guimera`
et al. developed a Stochastic Block Model to identify
the missing and spurious links, and obtained reconstruc-
tions of observed networks [16]. Liu et al. proposed
a Fast Probability Block Model in which links are cre-
ated preferentially to promote the clustering coefficient
of communities, with the advantages of low computa-
2tion complexity and high accuracy [25]. Lu¨ et al. pro-
posed the Structural Perturbation Method based on the
structural consistency that features of networks will not
change sharply before and after a random addition or re-
moval of links, presenting high accuracy and robustness
in real-world networks [26].
Unlike previous work that predict potential links
mostly based on static networks, we propose a hypothe-
sis that evolving of future links is not only determined by
observed network topology, but also influenced by pop-
ularity of nodes. Important nodes in observed networks
would attract more fresh edges according to preferential
attachment, but some of them may become unpopular
and fresh edges would avoid these nodes. That is to
say, the ability of nodes to attract fresh nodes is decided
by both its current importance and popularity. Then
we propose a popularity based structural perturbation
method to predict future edges. Comparing with other
traditional approaches, experimental results on four real-
world networks show that popularity based structural
perturbation method (PBSPM) outperforms the other
methods in accuracy with enhancement at most 112.09%.
II. POPULARITY METRICS
Consider an undirected and unweighted network
G(V,E), where V and E represent the set of nodes and
links, respectively. Multi-links and self-loops are not al-
lowed. In real scenario, the networks always evolves to-
ward a certain direction under the influence of specific
events and other external factors. For two nodes with
same degree, one may connect its neighbors at early stage
and not form connections later. While the other one de-
velops most its connections at late stage. Evidently the
later node would attract more fresh edges with high prob-
ability in the near future. Inspired by this, a straightfor-
ward approach to evaluate popularity of a node is count-
ing the edges that it recently attracts.
Given a network with each edge having time-stamp
that represents its entering time, we denote ki(t) the de-
gree of nodes i at time t. In the next time span T , node
i would attract ∆ki(t, T ) new edges,
∆ki (t, T ) = ki (t+ T )− ki (t) . (1)
Note that degree increment in Eq. 1 is determined
by both t and T . ∆ki(t, T ) cannot reflect the relative
activeness of node i, since even large degree nodes become
inactive, they still attract more fresh edges than that of
small degree ones due to preferential attachment. To
solve the issue, for a dataset that spans time ta ∼ tc,
we divide it into polder fraction of old edges and pfresher
fraction of fresh edges according to time sequence with
time boundary tb, polder + pfresher = 1. The popularity
of node i is
si =
∆ki(tb, tc − tb)
∆ki(ta, tc − ta)
=
ki,fresher
ki,all
, (2)
where ki,all and ki,fresher indicate the whole degree and
fresher degree of node i. Note that ki,fresher ≤ ki,all,
thus si ≤ 1. If all degree of node i locate in fresh set,
si = 1 means high popularity of node i. For another case
that all degree of node i locate in old set, node i becomes
inactive, si = 0. Therefore si ∈ [0, 1] and higher si means
higher popularity.
III. POPULARITY BASED STRUCTURAL
PERTURBATION METHOD
In the section, we propose a hypothesis that the ob-
served networks are determined by some latent attrac-
tors (e.g. similar hobbies, ages, sex, location). Given a
network G with adjacent matrix A = (aij)n×n, for an
attractor xk = [xk,1, xk,2, ..., xk,n]
T where xk,i represents
the attractiveness of node i for attractor xk, inspired by
configuration model, the probability pij that an edge ex-
ists between two node i and j is proportional to xk,i∗xk,j .
Supposing that there are m kinds of attractors, proba-
bility pij equals to weighted influence of each attractor,
pij =
m∑
k=1
wk · xk,i ∗ xk,j , (3)
where wi is a tunable parameter to balance the relative
influence of every attractor xk. The problem is how to
seek the optimal wi and xk,i that guarantee pij approx-
imating aij at most. A special case is that pij = 1 if
aij = 1, otherwise pij = 0, where aij is the element of
adjacent matrix A. For optimal wi and xk,
Ap = (pij)n×n =
m∑
k=1
wk · xk ∗ x
T
k . (4)
If m = n in Eq. 4 where n is the size of the network,
then Equation 4 could be comprehended as the matrix
decomposition, with wk and xk representing eigenvalues
and eigenvectors respectively. In practice, many random
connections exist in networks, Lu¨ et al. proposed struc-
tural perturbation method (SPM) to reduce the influence
of randomness. In SPM, a small fraction pH of edges ∆A
is removed from the networks, A = AR + ∆A, adjacent
matrix AR of the remaining networks is decomposed into
AR =
N∑
k=1
λkxkx
T
k , (5)
where λk and xk are the eigenvalues and eigenvectors of
AR, |xk| = 1. We could use A
R to evaluate A with
A˜ =
N∑
k=1
(λk +∆λk)xkx
T
k , (6)
where ∆λk ≈
xTk∆Axk
xT
k
xk
is the coupling influence of xk on
λk. A˜ actually is a special case of Ap in Eq. 4. wk and el-
ements of eigenvector xk represent weight difference and
the attractiveness for attractor xk separately.
3As is mentioned above, the ability for node i to at-
tract new edges is determined by both latent attractors
and popularity. To meet practice better, an advanced
attractiveness x′k,i is proposed that
x′k,i = xk,i (1 + α∗si) , (7)
where α is a tunable parameter. We later utilize x′k to
substitute xk in Eq. 6 to predict future edges,
A˜ =
N∑
k=1
(λk +∆λk)x
′
kx
′T
k . (8)
Since Eq. 5 degenerates into Eq. 4 if the size m of
attractors is less than n. According to theoretical anal-
ysis, suppose that |λ1| > |λ2| > ... > |λn| in Eq. 5, we
substitute wk and xk in Eq. 4 with λk and xk in Eq. 5,
similar to the same transition from Eq. 5 to Eq. 8, we
obtain
A′ = (pij)n×n =
m∑
k=1
(λk +∆λk) · x
′
k ∗ x
′T
k . (9)
Equation 9 reduces into Eq. 8 if m = n. In the fol-
lowing experiment, we firstly measure the performance
of Eq. 8, then show that we could reduce the calculation
complexity by using only a few eigenvalues and eigenvec-
tors, that is m≪ n in Eq. 9.
IV. EXPERIMENTAL METHODS
A. Experimental process
For a dataset, we firstly divide it into 90% training
set AT and 10% probe set AT based on timestamps at-
taching to edges, with training set and probe set con-
taining old edges and fresh edges separately. Popular-
ity of nodes are obtained by only training set. Train-
ing set is further divided into polder fraction of old edges
and pfresher fraction of fresh edges according to time se-
quence, polder + pfresher = 1. Then we utilize Eq. 2 to
calculate popularity.
Later we perturb training set by randomly removing a
small fraction pH of edges ∆A, AT = AR + ∆A. Then
A˜ and A′ could be obtained, in which a′ij represents the
existent likelihood of link between node i and j. Nonex-
isting edges with high score A˜ij and a
′
ij are chosen as
potential future edges. All the experiments are the re-
sult of 10 independent simulations.
B. Metric
In this experiment, we choose Precision index as the
metric to evaluate the accuracy of link prediction meth-
ods. Precision is defined as the ratio of links predicted
accurately to all links selected[27]. In other works, if we
select Top−L links in the all ranked non-observed links
and only Lr links are predicted rightly in probe set E
P ,
the accuracy of predictor follows
Precision =
Lr
L
. (10)
Obviously, precision is sensitive to L which is fixed at∣∣EP ∣∣ in this paper.
C. Baselines
For comparison, we briefly introduce five traditional
algorithms based on all three kinds of structural similar-
ity.
(1) Common Neighbors (CN) is the basic method
which assumes that two endpoints tend to connect with
each other if they have much more common neighbors.
sCNxy = |Γ (x) ∩ Γ (y)| , (11)
Γ (x) is the set of neighbors of node x and |Γ (x) ∩ Γ (y)|
represents the set of common neighbors of x and y.
(2) Adamin-Adar (AA) assumes that the contributions
of common nodes are measured by the logarithm of re-
ciprocal of their degrees.
sAAxy =
∑
z∈Γ(x)∩Γ(y)
1
log kz
, (12)
where kz denotes the degree of node z.
(3) Resource Allocation (RA) is similar with AA, re-
garding the reciprocal of common neighbors as the ability
of transmission.
sRAxy =
∑
z∈Γ(x)∩Γ(y)
1
kz
. (13)
(4) Katz index, based on global information, counts all
the paths connecting two endpoints with weakening the
contributions of longer paths exponentially:
sKatzxy =
∞∑
l=1
αl ·
∣∣∣paths〈l〉x, y
∣∣∣ . (14)
When |α| < 1/λmax, it can be rewritten as:
S = (I − α · A)
−1
− I, (15)
where I is the identity matrix, α > 0 is the tunable
parameter, λmax is the largest eigenvalue of A.
(5) Superposed Random Walk (SRW) considers the lo-
cal random walk to emphasize the local nodes near start-
ing point.
sSRWxy (t) =
t∑
τ=1
[qxpixy (τ) + qypixy (τ)] , (16)
where qx =
kx
2|E| and pixy (τ) denote the transfer proba-
bility from x to y.
4V. RESULTS AND DISCUSSIONS
Popularity based structural perturbation method (PB-
SPM) integrates the attractiveness and popularity whose
the effects on precision should be investigated firstly.
With Eq .7, PBSPM degenerates into original SPM when
α = 0 since the popularity of all nodes are equal to 1.
With the increase of α, popularity starts to function in
link prediction. And, given that the considered pfresher
fraction of links has strong influence on final results, three
precision curves of four real-world networks for typical
values pfresher = 0.05, 0.10, 0.15 are plotted in Figure 1
to show the effects of popularity on precision for con-
tinuous range of α, with x-axis labeled as α and y-axis
labeled as Precision. Benefiting from the popularity of
nodes, all precision curves rise to different degree in con-
trast to SPM (α=0). The value of pfresher and α that
optimize the precision varies for different networks, 0.05
and 7 in Hypertext, 0.05 and 3 in Haggle, 0.10 and 6 in
Infec, 0.10 and 6 in Ucsoci. In Figure 1(a)(c)(d), pre-
cision curve rises rapidly when α is just combined, and
then tends to keep stable after achieving the best. In
Haggle, the false popularity of nodes are strengthened
greatly with the exceeding α which weakens some at-
tractive nodes incorrectly and results the lose of existent
connections. Therefore, precision curve in Figure 1(b)
firstly increases but then decreases sharply. Moreover,
even given the different pfresher, the precision curves all
show the similar trend and the curve for a certain pfresher
in one network always presents the advantages in preci-
sion. For the small scale network Hypertext and Haggle,
when pfresher = 0.05, most nodes are observed in fresh
set to characterise the popularity. On the contrary, for
Ucsoci and Infec, the size of fresher set is imbalanced in
regard to the number of nodes when pfresher is small,
thus, properly longer history information should be con-
sidered to describe the popularity better. Besides, in
all networks, the precision is hampered over the optimal
value duo to the enhancement of noise in fresh set, sug-
gesting the influence of various pfresher on final results.
The validity of proposed algorithm in temporal net-
works has been confirmed. Urgently, the underlying rea-
sons of these improvements are worth pursuing further.
Taking example for Hypertext, after a random pertur-
bation, the principal eigenvector x1 for A
R and the ad-
vanced x′1 under the optimal case are calculated to quan-
tify the attractiveness for the most weighted attractors.
Notice that, the principal eigenvector not only charac-
terises attractiveness of nodes, but also describes the
importance. Four typical nodes are selected, the large-
degree node 1 and 3, and the predicted active node 91 and
113, to analyse the predicted topology and correspond-
ing variation of importance. Figure 2 plots the predicted
topology of SPM and PBSPM respectively, and Figure 3
shows the importance and degree of nodes for above men-
tioned two cases with x-axis labeled as Node and y-axis
labeled as importance and degree. In Figure 2(a) without
popularity, the large-degree nodes attract more links due
to the higher importance, and few links connect to the
unimportant nodes, especially, the connections of node
113 is 0 just for the lowest importance in Figure 3(a).
With popularity, the advanced importance results in the
burst of links connecting to the two populary nodes in
Figure 2(b), particularly, degree of the most active node
113 (s113 = 1) changes from 0 to 41. Reflected by Fig-
ure 3, large degree nodes are always of higher importance
and vice versa. As is expected, the importance of large-
degree but inactive nodes are weakened to reduce the
number of edges, otherwise, a node with higher popular-
ity is enhanced via Eq .7 to attract much more links than
before.
The above analysis focuses on the importance of sev-
eral typical nodes. Definitely, the improvements result
from the advanced attractiveness of all nodes. To com-
prehend the variation of attractiveness holistically, the
Pearson correlation coefficient (CC) between principal
eigenvector x1 and degree increment in probe set are com-
puted as follows:
cc =
1
N
N∑
i=1
(
x1,i − x1,i
δx1,i
)(
ki,probe − ki,probe
δki,probe
)
, (17)
where x1,i and ki,probe are the means of and si and
ki,probe. The CC between advanced x
′
1 and degree in-
crement is obtained similarly. As is mentioned, princi-
pal eigenvector denotes the attractiveness for the most
weighted attractor. Because (λ1 +∆λ1)
(
x1x1
T
)
occu-
pies the main body of A˜. Hence, neglecting constant
term λ1 +∆λ1, similarity a˜i,j is mainly determined by
eigenvector x1. Table I lists the variation of Correlation
Coefficient when popularity is considered and the aver-
aged ∆λ1 after ten independent perturbations. ∆CC
of four networks are all positive, suggesting attractive-
ness of some nodes are corrected to consist with the laws
of nodes evolution. Crucially, the ∆λ1 is also positive,
which strengthens the improvements of correlations. As
a result, the active nodes are assigned more connecting
opportunities to promote the precision.
Nevertheless, the high computation complexity of both
SPM and PBSPM limits the application in large-scale
networks. In real case, many common properties make
no sense to characterise the similarity between two enti-
ties. Similarly, the attractor denoted by xk correspond-
ing lower weight λk could be treated as noise. Inspired
by this, we propose a fast PBSPM that only considers
a few more weighted attractors to reduce the computa-
tion complexity. Taking Hypertext as example, Figure
4(a) plots the precision for various m, with x-axis la-
beled as m/n and y-axis labeled as Precision. Compared
with SPM, the curve presents significant improvements
with 0.05n most weighted attractors, then keep stable in
a long interval, and ultimately achieves the best. The
results meet the effectiveness of Eq. 9 and we suppose
that there should be a m < 0.05n at which we can seek
a well trade-off of computation complexity and accuracy.
In practical networks, a huge gap usually exists between
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FIG. 1. (Color online) Precision versus α for pfresher = 0.05, 0.10, 0.15 based on PBSPM. The results here are averaged over
10 independent realizations in 4 temporal networks.
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(b)Predicted topology of PBSPM
FIG. 2. (Color online) The edges of four typical nodes in Hypertext are predicted by SPM and PBSPM. The results of PBSPM
are obtained with the parameters optimize the precision.
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FIG. 3. (Color online) The original and advance importance of the four nodes are plotted as histograms corresponding to SPM
and PBSPM. Degree of nodes are counted from Figure 2.
TABLE I. ∆λ1 after perturbations and the variation of correlation coefficient ∆CC when popularity is considered, each result
is averaged over ten perturbations.
Networks Hypertext Haggle Infec Ucsoci
∆λ1 4.1822 4.79 1.86 4.2183
∆CC 0.28 0.0582 0.3092 0.1155
the large eigenvectors and the other eigenvalues of adja-
cent matrix AT . Thus, eigenvectors corresponding large
eigenvalues are emphasized while the others can be ne-
glected roughly. To determine the optimal m precisely,
Figure 4(b) shows the gap ∆λi = |λi| − |λi+1| between
the two eigenvalues, with x-axis labeled as i and y-axis
labeled as ∆λi. The gap denoted by red point is distinct
and the others including when i > 30 are all close to 0,
suggesting that the optimal value for Hypertext ism = 1.
For Haggle, Infec and Ucsoci, the m are respectively de-
termined as 2, 19, 2 after which the ∆λi approaches to
0 approximately. Later, Equation 9 with fixed m is uti-
lized and Table II shows the precision that indicates the
fast PBSPM is a well trade-off of computation complex-
ity and accuracy. Despite the slight lose of precision in
some networks, the fast method still presents remarkable
improvements compared with other predictors.
Lastly, Table II shows the optimal cases and preci-
sion of other traditional algorithms. Compared with
SPM, both fast PBSPM and PBSPM achieve remark-
able improvements in all networks, 112.09% in Hyper-
text, 20.59% in Haggle, 63.21% in Infec, 97.32% in Uc-
Soci. The results in boldface suggest that the proposed
methods outperform five state-of-the-art algorithms in
accuracy. Besides, the two advanced SPM predict future
links without the priori information of network organi-
zations, improving the drawbacks of traditional methods
and presenting high accuracy and robustness in evolving
networks.
VI. CONCLUSIONS
In conclusion, the main contribution of our paper is to
investigate the popularity of nodes in real-world evolving
scenario and apply popularity to link prediction. Un-
like previous work that calculate popularity with com-
plex theory, we propose a simply approach to obtain
popularity only based on straight statistics of training
dataset. Then a hypothesis is proposed that current net-
work structure is determined by history attractiveness
of nodes, while the future network structure is further
influenced by activeness of nodes. By introducing ac-
tiveness into perturbation method, the proposed method
could differentiate active and inactive history important
nodes, and prefer to predicting new edges attaching ac-
tive nodes with high history importance. Four real-world
evolving networks is employed to test the performance of
the proposed method. Comparing with traditional meth-
ods, PBSPM achieves better performance in precision.
However the proposed popularity of a node has low cor-
relation with future attracted edges, meaning that popu-
larity metrics still need to improve. Improving popularity
performance would enhance the precision of link predic-
tion, which is the future task. Since our work mainly ex-
plore prediction in dynamical networks, it has extensive
application in traffic prediction, airline control, recom-
mendation of social network, and so on.
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FIG. 4. (Color online) Precision versus m/n and the gap ∆λi of A
T for Hypertext. The precision curve is obtained with
pfresher = 0.05 and α = 7.
TABLE II. Comparison of accuracy measured by Precision of four networks. The results of fast PBSPM and PBSPM are
obtained with the same pfresher and α.
Precision CN AA RA Katz SRW SPM Fast
PBPSM
PBSPM
Hypertext 0.0959 0.1050 0.1005 0.0959 0.1187 0.0984 0.2087 0.2023
Haggle 0.1786 0.1888 0.1939 0.2041 0.2194 0.2928 0.3531 0.3429
Infec 0.0233 0.1163 0.1814 0.0233 0.2884 0.1949 0.3070 0.3181
UcSoci 0.0138 0.0153 0.0138 0.0138 0.0046 0.0298 0.0587 0.0588
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