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Abstract—Although cognitive engagement (CE) is crucial
for motor learning, it remains underutilized in rehabilitation
robots, partly because its assessment currently relies on sub-
jective and gross measurements taken intermittently. Here, we
propose an end-to-end computational framework that assesses
CE in real-time, using electroencephalography (EEG) signals
as objective measurements. The framework consists of i) a
deep convolutional neural network (CNN) that extracts task-
discriminative spatiotemporal EEG to predict the level of CE
for two classes- cognitively engaged vs. disengaged; and ii) a
novel sliding window method that predicts continuous levels of
CE in real-time. We evaluated our framework on 8 subjects
using an in-house Go/No-Go experiment that adapted its
gameplay parameters to induce cognitive fatigue. The proposed
CNN had an average leave-one-out accuracy of 88.13%. The
CE prediction correlated well with a commonly used behavioral
metric based on self-reports taken every 5 minutes (ρ=0.93).
Our results objectify CE in real-time and pave the way for
using CE as a rehabilitation parameter for tailoring robotic
therapy to each patient’s needs and skills.
I. INTRODUCTION
Rehabilitation robots have been successful in enhancing
motor recovery through repetitive, goal-oriented and inten-
sive training [1], [2], [3]. Mounting evidence suggests that
adapting the training regimes to patients’ needs and skills
can lead to further improvements [4], [5], [6]. Successful
adaptation requires adherence to the main principles of motor
learning, namely massed practice, functional relevance and
cognitive engagement (CE) [7], [8], defined as the mental
state that reflects the cognitive load a patient devotes towards
a task. While massed practice and functional relevance
have been successfully integrated in adaptive rehabilitation
strategies, CE remains largely underutilized, despite having
a strong relation to recovery at both the neural [8] and the
behavioral level [4], [5].
Indeed, current CE measurements have a number of
limitations in driving adaptation of robotic therapy. CE
has traditionally been regarded as a gross, slow-varying
therapeutic variable whose range progressively includes: a)
under-challenged or bored, b) challenged and motivated,
and c) over-stressed and frustrated [9]. Recent CE measures
commonly include self-reports [10], i.e. feedback provided
by the patients themselves. In addition to being limited by
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the patient’s self-perception capabilities, this offline approach
cannot be used for adapting therapy in real-time. Alterna-
tively, an indirect way to assess CE is through measuring
performance related to motor skills, such as the ability to
initiate movements, or to reach the target accurately and
in a timely manner, etc [11], [12]; yet, these robot-derived
metrics are not objective as they are often compromised by
the disease itself. Physiological measurements, such as car-
diovascular or skin responses, have also been used to assess
CE levels [9]; however, these signals can easily be distorted
by the interference of other functions that the nervous system
controls, such as homeostasis and emotions [13]. Therefore,
due to the lack of an objective, continuous and real-time
measurement, CE remains partially explored under the scope
of current adaptive rehabilitation strategies.
Brain recordings have long been used to objectively assess
the states of human behavior across the motor, cognitive
and affective domains [14], [15]. Electroencephalography
(EEG) offers a non-invasive way of recording brain activity
with a remarkable temporal resolution. Visual attention and
cognitive workload have been shown to correlate with EEG
signals [16], [17]. These studies paved the way for single-
trial EEG classification of mental workload, that relied on
statistical and machine learning techniques to decode the
brain signals. With their main research focus being the
association of EEG with simple mental components such as
memory tests and problem solving tasks [18], [19], there
is scarcity of efforts on classifying perception-action tasks
that are commonly targeted in rehabilitation. In addition to
not being able to generalize to new subjects, the traditional
methods require computationally-intensive offline EEG pre-
processing and hand-crafted features. This has hindered
their incorporation in an end-to-end real-time rehabilitation
system.
Recently, deep neural networks [20], which have achieved
tremendous success in domains such as image classification,
object detection, speech synthesis, etc. have been applied
to classify EEG signals for various tasks with reasonable
success [21]. Such networks can automatically learn task-
discriminative features and hence avoid the need for domain-
specific pre-processing and hand-crafted features. In spite
of having a large number of learnable parameters, these
networks typically generalize very well [22]. This made us
wonder whether, and to what extent, a deep network would
become suitable for driving a real-time rehabilitation system
that adapts based on one’s ability to be cognitively engaged
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Fig. 1: Experimental Setup: Subjects were asked to execute
an adaptive Go/No-Go paradigm in their interaction with the
Bionik InMotion Arm rehabilitation robot. EEG data were
acquired as subjects performed the task.
in the motor task.
Here, we propose an end-to-end computational framework
to objectively assess CE in real-time using EEG. We first
developed a convolutional neural network (CNN) that was
trained to decode EEG activity and predict whether the
subject was “cognitively engaged” or “disengaged”. We then
introduced a novel sliding window method that mapped the
binary classification to a continuous level of CE in real-
time. We evaluated our approach on a dataset acquired
from an in-house experiment where 8 subjects performed
a Go/No-Go paradigm, aimed to induce cognitive fatigue
and consequent loss of engagement through adaptation of its
task components. The CNN achieved average test accuracy
of 88.13% when evaluated using leave-one-out technique,
and the continuous assessment of CE using the sliding
window correlated well with a commonly used self-reported
behavioral metric taken periodically (average ρ = 0.93).
II. METHODS
A. Subjects and Experimental Apparatus
Eight healthy volunteer subjects (age= 23 ± 2, all right
handed) participated in this study that was approved by
the local Institutional Review Board (IRB). The EEG data
were recorded using a 128-channel Biosemi ActiveOne EEG
system with a sampling frequency of 1024 Hz. The motor
task was performed on the InMotion Arm Robot (Bionik
Laboratories Corp.) (Figure 1). Subjects were seated at an
appropriate distance from the screen so that they could
perform the task comfortably without moving their torso.
B. Experiment
Building on [23], we developed an adaptive Go/No-Go
task and asked the subjects to perform it to their best ability.
Fig. 2: Our Go/No Go paradigm to induce decreasing levels
of CE over time. The task consisted of a cognitive and a
motor component: i) Cognitive Component: A finite number
of black dots were presented on screen. After 1s, a subset
of dots (2 to 5 dots randomly selected) called target dots
turned blue for 2s and then returned to black. After 1s, all
dots started moving for 10s. ii) Motor Component: When
tracking ended, subjects responded to whether a probe dot
(a random dot turned green) was one of the target dots or
not; They did so by moving the robot arm towards the green
dot, if the probe dot was a target dot, or not moving at all,
otherwise.
The experimental paradigm is described in Figure 2. Each
subject performed the task for around 35 minutes, with
the total number of trials being 170 per subject. Following
a common practice [24], every 5 minutes, we asked the
subjects to report their level of resistance against performing
the task (with 1 and 9 indicating no and maximum resistance
respectively). EEG data were acquired simultaneously. Our
paradigm represents a typical robot-assisted goal-directed
task, in which a cognitive task (e.g., motor planning) is
followed by a motor task (here, a discrete movement.)
The Go/No-Go task adapted the cognitive components- the
total number of dots, number of blue targets and tracking
speed based on the subject’s motor performance, namely
correctness of responses and reaction time respectively (Fig-
ure 3). In other words, the task difficulty (defined as the
number and the speed of the dots) increased if the subjects’
performance improved over time (within 11 trials), and vice-
versa. By adapting to each subject’s abilities, the game aimed
to keep the subject maximally engaged, which resulted in
decreasing levels of CE due to the inevitable cognitive fatigue
induced during the 35-minutes long experiment.
C. Notations
For each subject i, we created a dataset Di =
{(X1i ,y1i ),(X2i ,y2i ), .....,(Xnii ,ynii )}, where ni denotes the num-
ber of trials recorded for that subject. For every trial j,
X j ∈R128×T is a 2 dimensional matrix which was created by
stacking recordings from all the channels. T is the duration of
recording of each trial. The labels y j of the trial j contained a
value from {0,1} corresponding to the two classes (engaged
vs. disengaged). The task of the CNN was to assign class
Fig. 3: Example adaptation of task parameters for one sub-
ject. The speed of the dots and the number of tracking dots
were changed based on performance measures- correctness
of the responses and reaction time, respectively.
labels y j to the unseen trials.
D. EEG Minimal Preprocessing and Labeling
Minimal data preprocessing was done to get rid of the
contamination in the EEG data, as described below. The
minimal preprocessing on the one hand ensured the CNN
would learn the representations by itself and, on the other
hand, made it possible for the CNN to be compatible with
a real-time system. A bandpass filter of 0.1Hz - 40Hz was
applied to remove the low and high frequency artifacts and
drifts. Independent component analysis (ICA) was used to
remove occular artifacts from the data. We segmented the
data into trials of equal time length (3 seconds each). We then
normalized the segmented trials using z-score normalization
and downsampled all the trials to 200Hz to reduce the
computational load. For the purpose of training the CNN,
we assigned the labels to the trials in the following way: all
the trials in the time window 0.5 min - 4 min were assigned
the label “cognitively engaged”; and all trials in the time
window 30 min - 35 min were assigned the label “cognitively
disengaged.” The CE dataset contained 170 data points (70
engaged and 100 disengaged) per subject.
E. The Convolutional Neural Network
The architecture of the 5-layer CNN that we developed
is shown in Figure 4. The CNN performed convolution in
spatial and temporal space. The inputs to the CNN were
preprocessed EEG trials. The first 4 layers in the network
were convolutional layers with the kernel size 3 x 5 and
stride of 1 x 1. We applied batch normalization to the output
of each convolutional layer to normalize their outputs to
zero mean and unit variance, and then passed them through
ReLU non-linearities. Batch normalization has been shown
to provide regularization and therefore helps in avoiding
overfitting [25]. We also applied max pooling (of window 2 x
3 with stride 2 x 3) at the end of every layer, to downsample
the outputs and reduce computational load. Maxpooling has
also the desirable property of translational invariance which
can lead to better generalization across subjects. The last
layer was a fully connected layer with softmax that took in
the flattened feature vector produced by the last convolutional
layer and converted it to class probabilities. The choice of
the CNN hyper-parameters, i.e. the number of layers, kernel
size, etc. were limited by the training data size and the
input dimension, and were found using a grid search over
the allowable hyper-parameters space. We performed a grid
search over the allowable parameters space and selected the
best ones.
F. Network Training
The CNN computed a mapping from the EEG trial to
the labels, f (X j,θ) : R128×T → {0,1} where θ are the
trainable parameters of the network. The CNN was trained
to minimize the average loss over all training examples:
θˆ = argmin
1
N
ΣNi=1l(X
i,yi;θ) (1)
where N denotes the number of training examples and l is the
loss function, which in our case was the binary cross entropy
loss function. Batch size was set to 128 and Adam (a variant
of stochastic gradient descent) was used for optimization.
We added dropout layer after the last convolutional layer for
additional regularization.
G. Network Validation
We evaluated our CNN in two ways: i) Leave-one-out:
Data from all but one subject were used for training. Eval-
uation was done on the data from the left out subject. This
allowed us to evaluate the ability of the CNN to generalize to
new subjects, that were not included in training; ii) Subject-
specific training: Data from a single subject were split
randomly into training and test in the ratio 4:1. Validation
was done on the test data. This tested the ability of the CNN
to predict CE when trained on individual subjects.
H. Sliding Temporal Window for Real-Time Assessment of
CE
We also propose a temporal sliding window method to
measure gradual change in the level of CE. To do so, we
first trained the binary classifier using the procedure outlined
above. We then tested the CNN on EEG trials in a sliding
window of 7 minutes with a 50 % (3.5 minutes) overlap. The
window was slid through the duration of the experiment. For
each window, we computed the percentage of trials classified
as ’engaged’ by the trained binary classifier. This acted as a
proxy for the continuous level of CE corresponding to that
window.
Fig. 4: The 5 layer CNN Architecture. The inputs to the CNN were EEG data of dimension 128 x 600 (3s recordings
from 128 channels sampled at 200Hz). The filter size for convolution was 3 x 5 for all the layers. Batch normalization and
Maxpooling with filter size 2 x 3 was applied to the output of each convolutional layer. The output of the convolution layer
was flattened and the resulting feature vector was passed through a fully connected layer. Finally, softmax was applied to
convert the result of fully connected layer to class probabilities.
III. RESULTS
A. CNN Accuracies
The results for 2-way classification of CE are shown in
Figure 5A for both types of evaluation. When evaluated using
leave-one-out, the average accuracy was 88.19%±6.86%. In
this case, the best performance was achieved for subject 4
with an accuracy of 96.7%, while the lowest accuracy was
obtained for subject 3 (75%). Some variance is expected
given the EEG signal variability across subjects. On the
other hand, when evaluated using subject-specific CNN, we
obtained an average accuracy of 96.49%±3.62%. It can be
argued that if the CNN observes samples from all subjects
during training, the performance is typically better than when
evaluated using the leave-one-out technique, which aligns
with our results. In general, we obtained, for all the subjects,
accuracies that are high enough for practical usage. This
is further elaborated by the confusion matrices for both
evaluations (Figure 5B). The F1 scores (harmonic mean of
precision and recall) for the two evaluations were 0.88 and
0.96, respectively. It can be observed from the matrices that
the CNN predicts both classes equally well.
B. Tracking continuous loss of CE in real-time
We used the percentage of trials classified as “engaged”
in a time window by the trained classifier as our metric for
assessing the continuous levels of CE. Since our paradigm
was designed to induce cognitive fatigue, this metric was
expected to decrease with time. In Figure 6, we show the
ability of our CNN to predict this gradual loss in CE. This
was the case for all tested subjects. We observed that the
percentage of points classified as “cognitively engaged” by
the trained binary classifier decreased as the time window
slides farther in time. Interestingly enough, the output of
the sliding window correlated strongly with the self-reported
feedback by the subjects indicating their level of resistance
against the task, as detailed next.
C. Correlation with subjects’ feedback
Every five minutes, we asked the subjects to report their
resistance against continuing the task on a scale of 1 to 9.
We then correlated the CE level predicted by our sliding
Fig. 5: A: CNN accuracies when evaluated using leave-one-
out and subject-specific training. B: Left- Averaged confu-
sion matrix for leave-one-out evaluation; Right- Averaged
confusion matrix for subject-specific CNNs. Numbers are in
percentage.
window method with this behavioral metric by computing the
Pearson’s correlation coefficient. The predicted CE correlated
strongly with the periodic feedback given by all subjects,
with the mean ρ being 0.93±0.05.
IV. DISCUSSION
In this paper, we presented a computational framework that
couples EEG-informed continuous assessment of CE with
rehabilitation robots. To demonstrate our method’s applica-
bility, we validated the CNN’s ability to predict CE when a)
both the training and the validation EEG data belonged to
Fig. 6: Continuous measurement of CE levels for two
example subjects. Blue bars show the percentage of EEG
trials classified as “engaged” in a time window. Red bars
correspond to ‘’disengaged” trials. Black dots indicate the
subject’s feedback for a given time window.
TABLE I: Pearson’s Correlation Coefficient between Pre-
dicted and Self-Reported Levels of CE.
Subject Correlation
1 0.97
2 0.97
3 0.98
4 0.81
5 0.94
6 0.96
7 0.95
8 0.88
Mean 0.93±0.05
the same subject (subject-specific), and b) data from the test
subject were not used for training the CNN (leave-one-out).
The high accuracies reported in both the cases signify our
ongoing effort to tailor robotic therapy based on the real-time
assessment of CE.
In that sense, the knowledge of CE aims to comple-
ment the robot-derived quantitative metrics of motor per-
formance [26], [27], already corroborating that successful
motor recovery not only requires repetitive movements [28],
but “repetition without repetition” [29] signifying “active
participation” during therapy [4], [5]. Indeed, a patient
highly engaged in a challenging rehabilitation environment
is likely to participate actively in the motor task, which is
known to enhance motor learning and thus improve clinical
outcomes [8]. Given that both upper and lower extremity
discrete movements are likely controlled by the same sen-
sorimotor control strategies [30], the real-time knowledge of
CE can be applicable to a wide range of rehabilitation tasks.
Our validation method used self-reports as “data points”
in measure (level of CE) and time, but went beyond simply
correlating the predicted and the self-reported levels of CE. A
main disadvantage of self-reports (questionnaires) associated
with changes in mental states [31] is that they provide
information at discrete points in time, typically after the
completion of the training, and cannot be used in real-time.
Further, many neurological patients, particularly children,
often suffer from cognitive deficits that limit their self-
perception capabilities and cannot objectively report their
levels of CE. Our sliding window method consistently pre-
dicted the decreasing levels of CE over time. Its strong
correlation with the self-reported levels of CE across all
subjects is an additional evidence that it can be used to assess
CE at any time instant during therapy.
Adding to the mounting evidence that deep networks can
predict cognitive functions [32], our work showed how CE
can be measured using EEG as an objective signal. We
also showed the ability of deep networks to extract task-
relevant features from noisy EEG signals with minimal pre-
processing of the data. The leave-one-out evaluation results
suggest that our CNN generalizes well across all the subjects.
This is important as the system can be used for new patients
with minimal or no need to retrain the CNN.
An explicit measurement of CE levels during therapy
will help us devise new adaptive rehabilitation strategies.
For example, we have previously shown how cognitive
components of a serious game can be adapted to promote
patient engagement during sensorimotor therapy [33]. In
addition to opening up the possibilities of adapting gami-
fication to the CE level, the proposed framework can also
augment the assist-as-needed adaptive controllers that we
have previously proposed [12], [11], [34], by separating
the cognitive component from the motor components of the
rehabilitation tasks. In other words, the real-time knowledge
of CE based on EEG signals is unbiased by the motor
state of the disease and can allow further exploration of the
conditions under which patients exhibit the largest capacity
to learn. Our framework could also help in identifying a
“therapeutic window”, i.e. task conditions that maximize
CE. Under this therapeutic window, patients can potentially
exhibit their largest capacity in motor learning, which could
result in more efficient rehabilitation strategies.
Overall, our results pave the way for using CE as a
rehabilitation parameter for tailoring robotic therapy to each
patient’s needs and skills. A fast-responsive CE scale can
also offer new insights on the long-proven association of
CE to motor recovery and allow for further personalizing
the evidence-based rehabilitation robots and clarifying the
underlying motor neuroscience. While thorough studies are
needed, a real-time CE assessment can help in answering
a number of open questions: What game parameters should
we adapt to find the right responders or get the maximum
improvement? What “dosage” should we provide to each
patient? What kind of feedback should we give? Is CE related
to implicit [11] or explicit motor learning? Would a type of
social interaction during a gameplay be beneficial? Answer-
ing these and other questions would help us study the origin
of motor learning and offer novel and testable hypotheses
that combine CE with neurorehabilitation robotics.
V. CONCLUSION
This work aims to complement the current approaches
where robots are simultaneously used as therapeutic and
performance-evaluation devices, by introducing an objective
assessment of CE that can be used to adapt therapy. The
EEG-based CE measurement, which is unbiased by the motor
state of the disease, is expected to allow exploration of
the conditions under which patients exhibit their largest
capacity to learn. Its further integration with the commonly
used motor behavioral metrics could help us step away
from evidence-based and move towards science-based re-
habilitation, increasing our insights on motor recovery and
facilitating our efforts to harness and nurture brain plasticity.
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