Abstract-Opportunistic networks (ONs) exploit mobility of devices to route messages and distribute information. Unfortunately, the fleeting and intermittent connections between pairs of devices make many traditional computer collaboration paradigms, such as distributed shared memory (DSM), very difficult to realize. DSM systems, developed for traditional networks, rely on relatively stable, consistent connections among participating nodes.
I. INTRODUCTION
In opportunistic networks (ONs), mobile wireless devices interact with each other when they are within communication range [1] [2] . Many technologies developed to facilitate collaboration among processes over network connections, such as distributed shared memory (DSM), were intended for use with consistent and stable links between nodes [3] . DSMs have been under investigation for several decades; central to all DSM models proposed thus far is that each process participating in the system will have consistent access to shared memory, be it located on the same physical machine or available across a network connection. As DSM systems evolved, these schemes began to incorporate mechanisms to increase a system's tolerance to network delay, but still assumed network connectivity.
To facilitate the collaboration of mobile wireless nodes in the presence of unpredictable and intermittent network connections, we propose delay tolerant lazy release consistency (DTLRC). DTLRC has two goals:
• Allow two or more processes to share content in an ON;
• Ensure that a node can continue working on shared data even if it is separated from its peers for an extended period of time. Using DTLRC as a foundation, we propose Social Cache (SC). SC allows nodes that share a high probability of repeatedly encountering one another to increase the size of shared memory and better accommodate a heterogenous collection of mobile platforms.
To assess the viability of DTLRC, several simulations were conducted. These simulations made use of experimentally collected data traces to present a realistic opportunistic networking environment. Through various scenarios, we demonstrate that maintaining consistency of shared memory among nodes using only brief, erratic connections is achievable.
II. BACKGROUND
This section discusses opportunistic networks as well as extant consistency schemes for distributed shared memory in traditional networks.
A. Opportunistic Networks
In ONs, no pre-existing networking infrastructure is required, and no fore planning is necessary [1] [2] . Nodes may frequently join and leave the network with no warning and may not be seen again for lengthy periods of time, if they're seen again at all.
B. Distributed Shared Memory
DSMs allow multiple computational entities connected via a network, to jointly operate on a set of data [3] . In order to facilitate mobile devices to share content in a seamless manner, there is need to develop a mechanism for DSM on top of an ON.
Traditional DSM systems are designed for use over networks with relatively high reliability links among highly available nodes [3] . While DSM systems accommodate a certain degree of network delay, loss of connection with a node due to a network failure will result in that node waiting to rejoin the network before it can continue working with shared data. The separated nodes will remain fully functional while disconnected, but their DSM capability cannot be utilized until the resumption of connectivity. Such disconnections are expected to be commonplace in ONs.
In order for DSM to function, all processes participating in the system must have a consistent view of shared data. Consistency schemes allow processes to decide which value in the shared data is appropriate to use, and which value should be overwritten to reflect more relevant writes. Simply using the "most recent" write at all processes is not possible because nodes do not share a common clock [4] .
Many consistency schemes have been proposed over the years [3] . One scheme focusing specifically on memory consistency in high-latency networking environments is lazy release consistency (LRC) [5] . LRC utilizes techniques to avoid synchronizing memory between two processes until absolutely necessary, and then only by exchanging a minimum of data. However, LRC ultimately assumes that a process and its data will be available when needed.
C. Delay Tolerant Lazy Release Consistency
DTLRC expands upon core concepts within LRC to create a consistency protocol applicable in ONs where loss of endto-end connectivity between processes is common. The next section discusses the theory and architecture of DTLRC.
III. ARCHITECTURE

A. Setup
When two or more nodes agree to collaborate via DTLRC, they set aside an area of memory for use in the system. The memory is uniformly divided into segments, with each segment assigned an index. The arrangement of segments and indices is identical for all participating devices, similar to that in [5] . The entire data set necessary for operation is then copied to each machine and stored in the prepared area of memory. Copying the entire shared memory set to a node creates high overhead during initialization, however it permits nodes to work on the dataset regardless of network conditions, as well as communicate changes to the dataset with a minimum of information.
B. Memory Metadata
Metadata for each index comprises three fields:
• Cluster ID -if contiguous segments of shared memory are related to one another, they are assigned to a cluster; • Priority -if an application determines that a write is of high importance, an elevated priority can be assigned; and, • Write history -contains three subfields: (i) Origin -the node ID that created this write; (ii) Creation time (T C ) -the internal time at the origin node when this write was created; and, (iii) Received time (T R ) -the time at the local node when this value was received. T R = T C for values written locally. Upon an opportunistic contact, these metadata values are encapsulated into objects called diffs and used by the meeting nodes to communicate changes to memory.
C. Diffs
Information about operations to memory can be communicated via diffs, as memory is identically arranged on all participating nodes. Diffs, conceptually similar to those used in [5] are objects recording the represented index and containing the metadata for that index in shared memory. The diffs are exchanged between two previously separated nodes to determine the most appropriate way to apply writes to shared memory.
D. Write Conflicts
While a node is operating on its own, it is free to read and write to its copy of shared memory whenever required by the process. When a node makes a modification to shared memory, it stores the metadata for its write in its own write history. A node with which this process was collaborating prior to being disconnected can also read and write freely to their copies of shared memory.
Because these nodes are unable to communicate in the absence of a network connection, two or more nodes may write to the same index in their local copy of shared memory, creating a write conflict. If nodes carrying a copy of shared memory do not encounter one another again, these write conflicts are irrelevant and can be ignored. When nodes carrying shared memory do meet one another later, they will negotiate which writes to retain in the conflict resolution phase.
E. Conflict Resolution
DTLRC assumes a global clock is not available to all nodes. As writes cannot directly affect one another while nodes have no end-to-end network connection, simply determining event order is unproductive, even if a global clock were available.
A write produced by a process is automatically selected for retention if there are no conflicts. When a write conflict does occur, three methods are used for selecting the most appropriate write to retain. They are:
• Priority-based: If two writes to an index have different priorities, the write with the highest priority is selected for retention; • Cluster-based: Writes to a cluster at two different nodes conflict as the segments in a cluster are directly related.
The resolution protocol will select writes to this cluster from one node for retention; and, • Volume-based: Should the preceding criteria be equal or not applicable, the node that has produced the highest volume of writes will have its write retained in the event of a conflict. By applying the conflict resolution protocols, nodes can agree on a consistent view of memory. While only two nodes will synchronize at a time [5] those nodes can then propagate their view of memory to other nodes. As opportunistic contacts continue to occur, processes continue synchronizing their local copies of shared memory while assimilating new writes into the system.
F. Write History
In ONs, two nodes can independently write to an index and share the written values with other nodes. This leads to a condition called a 'historical conflict', where the current value of an index may get overwritten by a previous value. To prevent nodes from having values repeatedly overwritten, a write history is kept for each index.
1) Updating Write History: When an index is updated, the following values are recorded: the ID of the originating node; the T C at the origin node; and, the T R at the local node. As nodes synchronize their local copies of memory, they check an incoming diff against the write history for the affected index. If the same values for origin ID and T C are found in the write history, the node knows it has seen this write previously. The conflict resolution protocol would then select the node's local value to be applied to the shared memory of the remote process.
2) Historical Synchronization: Synchronizing nodes create a write history for both the value that was retained, as well as the value that has been overwritten. One write history entry in the metadata is maintained for every node participating in the system. This is sufficient to ensure values, which have previously been selected to overwrite, are eventually removed from the local cache of all nodes. Memory requirements for the write history grow linearly with the number of nodes in the system.
3) Timestamps: The timestamp maintained within the write history is only used as an indication of chronology when comparing later writes originating from the same node to the same index. If a later write to an index is seen from the same node, its existing entry in the write history is updated.
Timestamps from two different nodes are only compared to one another in the special circumstance that each node has previously seen the other's current write in a segment. In this case, the write with the 'most recent' timestamp is selected for retention. The value of these timestamps is not assumed to be an accurate indicator of event order, they are used to resolve write conflicts.
4) Notification Interval:
The T R field is used to determine the length of time the node should notify its peers that the value in this index needs to be shared. Based on the rate of contacts between nodes in the system per unit time, DTLRC can select a 'notification interval' (NI). The NI is set as the estimated amount of time it would take a single write from a single node to propagate to a percentage of the number of nodes participating in the system. The NI can be continuously readjusted based on the contact patterns in the network.
Upon an opportunistic contact, the initiating process examines memory to determine which writes have been received or created within the NI, and selects those writes for consideration by its peers by sharing diffs for those indices. Without the NI, nodes would notify one another about every memory update that has taken place since the instantiation of the system.
IV. OPERATION
This section describes the procedure followed when two nodes utilizing DTLRC experience an opportunistic contact.
A. Diff List
When two collaborating nodes have an opportunistic contact, they examine the metadata of their local copy of shared memory. If the T R for an index is within the NI, a diffs is created for this index and added to a list. The resulting list of diffs, or diff list, is sent to the node that initiated the contact. The initiating node prepares its own diff list to compare against the received diff list.
B. Identifying Write Conflicts
Due to identical memory configurations on each node, any index present in the diff lists of both nodes indicates a write conflict has occurred. If an index is present in one diff list but not the other, this represents an uncontested write, and can be applied to the shared memory of both nodes. Once conflicts are identified, the initiating node can then use the included metadata to resolve write conflicts. The first step in the resolution process is resolving historical conflicts.
C. Resolving Historical Conflicts
To prevent a write currently selected for retention by the system from being overwritten by a write previously selected for removal, the write history for this diff is examined. If the most recent entry in the write history of the conflicting diff is the same, both nodes currently share the same write; this write was simply received within the NI and had a diff created for it. If the writes are not the same, the initiating node will attempt to find the most recent write to this index in the write history of the remote node. Three outcomes are possible: 1) Both nodes have previously seen the other's current write. Here, the write with the greatest T C is selected for retention. The T C is simply a static value that will be associated with this write for the duration of its presence in the system; 2) One node has seen the other's current write, but not vice versa. The previously encountered write will be overwritten; or 3) Neither node has seen the other's current write. This write conflict will be resolved with another protocol.
If the write conflict was resolved by historical resolution, the system moves on to examine other diffs. If the write conflict was not resolved, the system uses one of the conflict resolution protocols described in §III-E.
D. Retaining Writes
As the initiating nodes resolve conflicts between the two diff lists, the diffs of writes that have been selected to share are added to a 'retained' diff list. Once the conflict resolution process has completed, the initiating node exchanges the retained diff list with the remote process, along with its writes that have been selected for retention. The remote process responds with its writes that have been selected for retention.
Both nodes then proceed to update shared memory with the newly received values, as well as updating the shared memory metadata and write history at the updated segments. Writes are applied to memory as they are received, with the exception of writes to a cluster: all writes to a cluster must be received at a node prior to applying them to memory, such that if two nodes are disconnected while updating memory, the cluster is not left in an indeterminate state.
The order of the resolution protocols could be adjusted with a simple API switch, should a developer feel an alternative series would be more appropriate.
The next section discusses Social Cache, which leverages and expands upon DTLRC for groups of nodes that repeatedly interact.
V. SOCIAL CACHE
If a collection of nodes has a high probability of regularly encountering one another, they can elect to employ Social Cache. Social Cache (SC) is an expansion of DTLRC wherein a group of nodes have access to the entire contents of shared memory amongst all participating nodes. The total capacity of memory available to all systems is perceived to be increased. Each node contributes to the shared memory distributed among peers. SC is similar to traditional distributed shared memory, while making use of the delay tolerant features of DTLRC.
A. Sharing Memory
Data objects in SC have indices as in DTLRC. Each member of the system assumes responsibility for a range of indices and the contents of memory therein. For example, objects in a node n i may be assigned indices i(k)...i(k + 1) − 1 where 1 ≤ i ≤ N , N is the number of nodes, and k is the number of indices per node.
Nodes within SC are the owners of the data assigned to their range of indices. When another node wishes to access that data, it first determines the node responsible for that data and enters a request into a local queue. Upon meeting the node responsible for this range of memory, a temporary copy of the data is made on the requesting node. Multiple devices can make temporary copies of a piece of data at the same time, and all can read or write to that section of memory freely.
When a node completes modifications to its temporary copy of data, it creates diffs and holds them in a queue. Upon meeting the owner of that data, the diffs are submitted and the temporary copy is dropped from the requesting node. The owner of the data maintains a notification interval based on the expected amount of time it would take to meet every node in the group. Because multiple nodes can write to a temporary copy of the data at a time, updates received from other nodes within the notification interval are screened with the DTLRC's conflict resolution protocols, then applied to the data.
B. Advantages and Disadvantages of SC over DTLRC
As well as increasing the amount of memory available to the system, the arrangement of memory on each system no longer has to be symmetrical. A resource constrained device can allocate the amount of memory it has, while still making use of the memory on other systems. This arrangement better accommodates a heterogenous collection of computing platforms participating in the network.
While allowing increased flexibility in memory configurations and a greater variety of computing platforms, a delay in requesting data and receiving data will be inherent in the operation of SC. The amount of delay that can be tolerated is ultimately defined by the consumer of the data.
Utilizing SC also creates a reliance on the presence of a node in the network. Should any device become permanently 1  4d 3h 46m 30s  9  1364  2  5d 6h 33m 29s  12  4229  3  2d 22h 35m 50s  41  22459  6  3d 21h 43m 38s  98  170601 disconnected from the system, its shared memory data will be lost. Depending on the degree of participation of the departing node in the network, the distributed shared memory system may cease to function.
VI. DTLRC EVALUATION
This section discusses the simulations conducted to demonstrate the viability of DTLRC. Data traces from the Cambridge / Haggle dataset, provided by the Community Resource for Archiving Wireless Data at Dartmouth (CRAWDAD) [6] are used in the DTLRC simulation studies. Data sets were experimentally collected by users carrying Bluetooth-enabled devices (iMotes) for several days in different social environments for 'internal' and 'external' contacts. This simulation uses only 'internal' contacts for analysis.
Details of the experimental traces are presented in Table I . The data in Table I are:
• EXP: the title of the data set given by the Cambridge / Haggle team 1 . EXP 4 is not used in this paper and EXP 5 is not included in the released data; • Run Time: the duration of the experiment;
• Nodes: the number devices collecting data; and, • Contacts: the total number of 'internal' contacts in each data trace.
VII. DTLRC EXPERIMENTS
To demonstrate the behavior of DTLRC in a variety of opportunistic networking environments a number of experiments were conducted.
A. Setup
Simulations conducted for this analysis demonstrate how writes to shared data propagate through the system. For these tests, each node shares a simulated 500KB of memory divided into 62,500 indices, or approximately 8 bytes per index. Writes to memory are uniformly distributed, and occur every t minutes, where 5min ≤ t ≤ 15min. Node contacts and encounter times are defined by the Cambridge / Haggle data traces.
Several shared memory scenarios were simulated (due to space requirements, the results of other simulations performed are excluded from this paper): 
M i through M l are the shared memory of node i through node l respectively. If the number of nodes in a group does not divide evenly into the total number of nodes in the EXP data trace, remaining nodes are assigned to a partially filled group; and, • All-to-all sharing: A special case of group sharing, S = n where n is the total number of nodes in the EXP data trace. All nodes in the simulation are writing to the same 500KB set of memory. The shared memory simulations monitored the following metrics:
• State: the number of different versions of shared memory exist in the system at any given time. As processes produce writes to shared memory, the number of different copies of memory in the system will increase. As nodes meet and share their writes, the number of versions decreases as memory is made consistent; • Conflicts: the number of write conflicts that have occurred in the system; and, • Time lived (T L ): in the event of a conflict, the amount of time a write existed in the system prior to being overwritten. T L indicates how long a write could be shared among systems. A short T L suggests wasted effort as these writes did not exist long enough to be utilized by other nodes. Each of the shared memory scenarios were run a total of ten times. The averages for those experiments are presented here.
B. Shared Memory: Groups
In this scenario, memory is shared between groups of four to eight nodes. Trials for each group size were repeated ten times and the averages presented here. The man number of write conflicts per group size is shown in Table II . Due to space requirements, only T L for EXP 1 is presented in Table  III .
Table IV presents the data on state within the system. The theoretical minimum state for each group is one. The theoretical minimum state for the system is one copy of The state data indicates that the rate of operations within the system is outpacing the rate of contacts. Because DTLRC can maintain consistency between any two nodes at a time, and only when two nodes meet in an opportunistic contact, the nodes within this network are not meeting often enough to reduce the system state to its minimum value. Here, the minimum possible state in a group of five nodes is one and the maximum possible state is five.
While the state data in Table IV shows that groups in this experiment may seldom, if ever, obtain the theoretical minimum state, they usually operate below the maximum possible state. This indicates that nodes are meeting often enough to prevent shared memory at each device from becoming completely divergent from every other device.
C. Shared Memory: All-to-All
In the all-to-all sharing scenario, every node in the data trace is collectively operating on the same 500KB set of memory. Each trial was performed ten times and the resulting averages are presented in this section. Table V shows the average state and conflicts for the all-to-all simulations. The theoretical minimum state for all simulations is one, and the maximum state is one unique copy of memory for each node in the system (i.e., Experiment 6 has 98 nodes, therefore the maximum possible state is 98). As discussed in §VII-B, the nodes in the all-to-all simulations are not meeting often enough to agree on one set of memory before new writes are introduced into the system. The average state for each simulation sits well below the maximum possible state however, this shows that nodes are meeting often enough to prevent every node in the system from hosting a distinct state of shared memory. Median  1  4d 3h 38m 39s 3m 55s 2d 12h 59m 57s  2  5d 1h 36m 19s  42s  1d 20h 34m 37s  3  2d 4h 21m 23s  4m 8s  1d 19h 12m 35s  6  3d 6h 15m 15s  47s  1d 18h 36m 59s 
VIII. SOCIAL CACHE EVALUATION
To evaluate the performance of Social Cache, data traces were generated with the Opportunistic Networking Environment (ONE) simulator [7] . The configuration and results of these experiments are included below.
A. Scenario Configuration
Our scenario for this simulation is as follows: a group of six small, unmanned aerial vehicles (UAVs) communicating via commercial off-the-shelf WiFi components, are patrolling a 1km x 1km map grid. The UAVs are collaboratively observing activity within this designated area, and are sharing collected data amongst themselves using Social Cache.
The ONE was configured for a 1 km 2 grid, and nodes with an 50m broadcast range. Movement of the nodes was conducted using ONE's RandomWaypoint, with speed of the nodes was set at 80 kilometers per hour. Total duration of the simulation was set at eight hours. Ten contact traces, each using a different random movement seed, were generated using a custom report module. For these tests, each of six nodes share a simulated 500KB of memory divided into 62,500 indices, or approximately 8 bytes per index. Writes to shared memory were uniformly distributed, occurring once every five to fifteen minutes.
Metrics recorded were as follows:
• Contacts: the number of opportunistic contacts experienced by the nodes; • Fulfilled: the time a data request from a remote node to be fulfilled at the local node; and, • Conflicts: the number of write conflicts during the simulation.
B. Results
Over ten trials, the ONE produced the following contacts patterns, presented in Table VII . For each trial, the fulfillment times are presented in Table VIII .
With the simulation producing writes between five and fifteen minutes, the data in Table VIII suggest that meetings between nodes occurred often enough that writes to data hosted remotely were shared at a pace roughly equal to their creation. Over the course of all ten simulation runs, each run averaged less than one write conflict for the duration of the experiment. In this particular scenario, SC allowed opportunistically connected nodes to efficiently share data. Given the increased range of memory available to all nodes the total number of write conflicts was minimal, resulting in a high rate of utilization by processes across the ON.
IX. CONCLUSION
This paper presents Delay Tolerant Lazy Release Consistency and Social Cache as methodologies for maintaining the consistency of shared data in opportunistic networks. Simulation results, using both experimentally collected and synthetically generated data traces, confirm that DTLRC and SC are viable technologies in a variety of scenarios where opportunistic contacts occur among wireless devices. Our future work includes: development of analytical models of DTLRC and SC; and, addressing security and fault tolerant challenges.
