The purpose of this paper is twofold. The first is to remove a possible ill-posedness related to a local minimax method developed in [10, 11] and the second is to provide a local characterization for non-minimax type saddle points. To do so, a local L-⊥ selection is defined and a necessary and sufficient condition for a saddle point is established, which leads to a min-orthogonal method. Those results exceed the scope of a minimax principle, the most popular approach in critical point theory. An example is given to illustrate the new theory. With this local characterization, the local minimax method in [10, 11] is generalized to a local min-orthogonal method for finding multiple saddle points. In a subsequent paper [23] , this approach is applied to define a modified pseudo gradient (flow) of a functional for finding multiple saddle points in Banach spaces.
critical point theory. However, most minimax theorems in the literature (See [1, 7, 16, 17, 18, 19, 22] ) are in the global theory, which focus basically on the existence issue, such as the well-known mountain pass lemma, various linking and saddle point theorems. They require one to solve a two-level global optimization problem and therefore not for algorithm implementation. On the other hand, the local theory which studies the local characterization, local behavior and local instability of critical points has not been developed.
In [10] , motivated by the numerical works of Choi-McKenna [4] and Ding-Costa-Chen [6] and the idea to define a solution manifold [15, 5] , a new local minimax method which characterizes a saddle point as a solution to a two-level local minimax problem, is developed.
The basic idea of the method is to define a local peak selection [10, 24] .
Let H be a Hilbert space and L ⊂ H be a closed subspace, called a support. Denote
A set-valued mapping P : The following theorem characterizes a saddle point as a local minimax solution which laid a mathematical foundation for the local minimax method [10] for finding multiple critical points. To the best of our knowledge, it is the first local minimax theorem established in critical point theory. If we define a solution set
in a neighborhood of v 0 , then the above theorem states that a local minimum point of J on M yields a saddle point. A local minimum point of J(p(v)) can be numerically approximated by, e.g., a steepest descent method, which leads to the numerical local minimax algorithm [10] for finding multiple critical points is devised. The numerical method has been successfully implemented to solve many semilinear elliptic PDE on various domains for multiple solutions [10, 11] . Some convergence results of the method are established in [11] . In [24] , the local minimax method is used to define an index to measure the instability of a saddle point which can be computationally carried out. To be more specific, we have
The following questions motivate us for this work:
(1) In the above results for the local minimax method, it is assumed that a local peak selection p is continuous or differentiable at v * . How to check this condition? It is very difficult, since p is not explicitly defined. In particular, the graph of p or the solution set M is, in general, not closed, i.e., a limit of a sequence of local maximum points is not necessarily a local maximum point. In other words, if By analysis, we find that those two questions are closely related to the notion of a peak selection or the solution set. To answer the questions, in this paper, we develop a new and more general method by generalizing the definition of a peak selection so that the corresponding solution set M is closed and contains the solution set defined by a peak selection as a subset. 
A New Local Characterization of Saddle Points
To study a dynamic problem, Nehari [15] introduced the concept of a solution manifold M, and proved that a global minimizer of the energy functional on M yields a solution to the underlying dynamic problem (with MI = 1). Ding-Ni [5] generalized Nehari's idea in studying the following semilinear elliptic boundary value problem
where
, t = 0 and other standard conditions and u, v H 1 (Ω) = Ω ∇u · ∇v dx, ∀u, v ∈ H. The associated variational functional is the energy function
Then a direct computation shows that solutions to the BVP (2.1) coincide with critical points of J in H. Ding-Ni defined a solution manifold 
Thus (2.4) can be expressed as
It becomes an orthogonal condition. This observation and our idea to use a support L to define a peak mapping inspire us for the following generalized definitions.
It is clear that if u is a local maximum point of J in {L, v}, then u is an L-⊥ point of J in {L, v} as well. Thus Definition 2.1 generalizes the notion of a peak mapping (selection).
The solution set is now defined by
Note that the graph of P can be very complicated, it may contain multiple branches, U-turn or bifurcation points. We will show that such defined L-⊥ selection has several interesting properties.
Now the ill-condition for a local peak selection has been removed.
necessary and sufficient condition that u * = p(v * ) is a critical point of J is that there exists
Proof. Only need to prove the sufficiency. Since
The above is equivalent to J (u
If t s = 0, similar to the above, we have When a problem is variational, one way to satisfy the orthogonal condition in (2.5) is to look for a local minimum point v * of J(p(v)). We are now dealing with a composite function
The main reason we use a composite function J(p(v)) rather than J(v) is that we try to find multiple solutions. The operator p is used to stay away from old solutions. For example, when a peak selection p is used, p(v) is a local maximum point of J in {L, v} where L is spanned by previously found solutions. Thus it can usually be expected that p(v) ∈ L.
To find a local minimum of J(p(v)), we need to discuss a descent direction of a composite function. Let u = φ(v) be a locally defined smooth mapping. Write
Thus u * = φ(v * ) is a critical point of J implies that v * is a critical point of J . But we are interested in the reversion, i.e., under what condition that v * is a critical point of J will imply that u * = φ(v * ) is a critical point of J? Then a critical point v * of J can be found, for example, by a local minimization process.
The following lemma presents an interesting property enjoyed by a local L-⊥ selection.
Since the proof can follow along the same line as in Lemma 2.3 in [24] , it is omitted here.
Proof. By the definition, we have
For example, when the function
defines a linear variation at v in the direction d with stepsize s. d is said to be a descent
is the steepest descent direction. Since we are looking for a critical point u * ∈ H such that J (u * ) = 0, the normalization of the gradient will introduce an extra error in numerical computation and also when a stepsize s is used, s can absorb the length of a descent direction d, thus we may just call d = −J (u) the steepest descent direction.
Next let φ : H → H be a continuous mapping and consider the composite function
is the steepest descent direction of J(p(·)) along the nonlinear variation v(s).
where s > 0 if t v > 0 and s < 0 if t v < 0. It follows from 1 < 1 +
the orthogonality, we obtain
Thus we have
where since v(s) → v as s → 0 and p is continuous at v, we have p(v(s)) − p(v) → 0 and t s → t v as s → 0. When J (v), d < 0 and 0 < λ < 1, for |s| > 0 small we obtain
, is a descent direction of J(p(·)) at v along the nonlinear variation v(s). Next we note that when s is small, t s is close to t v , the term
Once a descent direction is selected, we want to know how far it should go, in other words, we want to establish a stepsize rule. Since 1 + s 2 d 2 → 1 as s → 0, (2.12) can be rewritten as
(2.13)
) is chosen and |s| > 0 is small, by using (2.10),
The above analysis can be summarized as Lemma 2.4. Let H be a Hilbert space, L be a closed subspace of H and J ∈ C 1 (H, ).
Let p be a local L-⊥ selection of J at a point v ∈ S L ⊥ such that p is continuous at v and
Lemma 2.4 has two outcomes. The first is a local characterization of a saddle point as stated in Lemma 2.5 and the second is that the inequality (2.14) can be used to define a stepsize rule in a numerical algorithm.
will not be satisfied, then u = p(v) must be a critical point. The condition p(v) ∈ L is important to ensure that the saddle point
u may fail to be a critical point or a new critical
, and consider
(2.11), if t s = 0 for some |s| > 0 sufficiently small, we have t s s > 0 and
which implies that if v is a local minimum point of J(p(·)), we must have J (p(v)) = 0. Next
i.e.,J (v L ) = 0. We have established the following local characterization of a critical point.
Lemma 2.5. Let H be a Hilbert space, L be a closed subspace of H and J : H → be a Thus t = 0, ±1 are three critical points of f . Since f will not change sign near t = ±1, t = ±1 are two saddle points of f . While f (0) = 1 implies that t = 0 is a local (global)
and define
and J(0) = 0. Then J(x) is well-defined in 2 except along the lines (x 1 , 0) and (0, x 2 ). It is clear that x = (0, 0) is a global minimum and a trivial critical point. Note that for t > 0
To find other critical points, let L = {0}. For each x = 1, x = (1, 0) or (0, 1) the local L-⊥ selection p(x) = tx where t is solved from
It follows t = 1 or p(x) = x is a saddle (not a local maximum) point of J in the direction of x. We have
Thus
By taking derivative, it leads to sin θ(1 − sin θ) = cos θ(1 − cos θ), i.e., two local maxima are attained at θ = . Thus we conclude that x = (
) and (−
) are two min-orthogonal saddle points of J, which cannot be characterized by a min-max method.
Since J(x) > 0 for any x = 0 and J(x) = +∞ for x = (x 1 , 0) or (0, x 2 ), the function J(x) has no mountain pass structure at all. Thus the wellknown mountain pass lemma, a minimax approach, cannot be applied.
is said to be a U-turn critical point of J relative to L and p if u * ∈ L and there are v ∈ L ⊥ ,
In the above definition, we need u
Proof Suppose that d = −J (u * ) = 0. There is s 0 > 0 such that for 0 < s < s 0 , we have
for some scalars t s ,t s and v *
By the continuity of p at v * , when s > 0 is small, t s andt s have the same sign as that of t * . It follows
and
The right hand sides in (2.16) and (2.17) are in opposite signs, so v * can not be a local
and it contradicts to our assumption.
there are two cases, either (a) for any 0 <s < s 0 , there are 0 < s 1 , s 2 <s such that t s 1 = 0 andt s 2 = 0 or (b) there is 0 <s < s 0 such that either t s 1 = 0 for all 0 < s 1 <s ort s 2 = 0 for all 0 < s 2 <s. In case of (a), since u * is not a U-turn critical point of J relative to L and p, it implies that the right hand sides in (2.16) and (2.17) are in opposite sign. Thus it leads to the same contradiction. In case of (b), say
Note that to apply the Ekeland's variational principle to J, J has to be bounded from When we replace the local maximization in Steps 2 and 5 in the local minimax algorithm [11] by a local orthogonalization, we obtain a local min-⊥ algorithm. To be more specific, when a point v ∈ S L ⊥ is given, to evaluate p(v) as in Steps 2 and 5 in the flow chart, for the local minimax algorithm, we find a local maximum point p(v) of J in {L, v}. Thus it is quite natural to expect that p(v) ∈ L. For a local min-⊥ algorithm, we find a point p(v) ∈ {L, v}
from the system
for t 0 , t 1 , ..., t n . Each one w i in L will trivially satisfy the system. Since p(v) ∈ L is important in our theoretical setting for finding a new solution, those choices must be excluded for p(v).
Once this condition is satisfied in implementation, convergence results of the local min-⊥ algorithm similar to those in [11] can be established almost identically.
A Numerical Local Min-Orthogonal Algorithm
Step 1: Given ε > 0, λ > 0 and n previously found critical points w 1 , w 2 , . . . , w n of J, of which w n has the highest critical value. Set L = span{w 1 , w 2 , . . . , w n }. Let v 1 ∈ S L ⊥ be an ascent direction at w n . Let t 0 0 = 1, v 0 L = w n and set k = 0;
Step 2: Using the initial guess u = t
Step 3: Compute the steepest descent vector
Step 4: If d k ≤ ε then output w n+1 = u k , stop; else goto Step 5;
Step 5:
Step 2 and where t k 0 and v k L are found in Step 2.
Step 6: Set v k+1 = v k (s k ) and update k = k + 1 then goto Step 2.
It is wellknown that a steepest descent method may approximate an inflection point, not necessarily a local minimum point. But convergence results in [11] show that any limit point of the sequence generated by the algorithm is a critical point, not necessarily a min-⊥ saddle point. Local characterization of critical points presented in [10, 11] cannot cover such cases.
Now with the necessary and sufficient condition in the local characterization of critical points established in Theorem 2.1, it becomes clear that for a steepest descent method stops at a limit point, the orthogonal condition (2.5) must be satisfied. Thus it has to be a critical point.
3 Differentiability of an L-⊥ selection p Continuity and/or differentiability condition of a peak selection p have been used to establish the local minimax theorem [10] , to prove convergence of the local minimax algorithm [11 and to study local instability of minimax solutions in [24] . Since a peak selection p is defined by a local maximization process not an explicit formula, it is very difficult to check those conditions. When a peak selection is generalized to an L-⊥ selection p, various implicit function theorems can be used to check continuity or smoothness of p at certain point. For example, let us use the classical implicit function theorem to directly check if a local
for t 0 , t 1 , ..., t n . We have
By the implicit function theorem, if the (n + 1) × (n + 1) matrix
is invertible or |Q | = 0, where u * = t 0 v + t 1 w 1 + ... + t n w n = p(v), then p is differentiable at and near v. This condition can be easily and numerically checked.
Example 3.1. Let us consider a functional of the form
when Ω is a bounded open set in n , A : H → H be a bounded linear self-adjoint operator and where F (t) = f (t) satisfies some standard growth and regularity conditions. We have
The condition that
is monotone has been used in the literature [17] to prove the existence of multiple solutions. Here we show that this condition implies that the L-⊥ selection p is the unique peak selection w.r.t. L = {0} and p is differentiable at every u ∈ H with u = 1.
First we note that
is monotone, for each such u, there exists at most one t u such that
Thus by the implicit function theorem, p is differentiable at u.
When dim(L) = n, the differentiability of p can be computationally checked through verifying |Q | = 0. This inequality has been numerically checked to be satisfied for all multiple solutions to superlinear elliptic equations numerically computed in [10, 11] , in particular, when a concentric annular domain is used, a rotation of a solution for any angle is still a solution. So each solution belongs to a one-parameter family of solutions and therefore a degenerate critical point.
This approach also plays an important role in computational local instability analysis of saddle points as studied in [24] .
Remark 3.1. There are several advantages to use a local min-L-⊥ approach. The first, if we use a local min-max approach in numerical computation, theoretically we can embed a local min-max approach into a local min-L-⊥ approach, i.e., we can embed the graph of a peak mapping into the graph of a corresponding L-⊥ mapping. Thus any limit of the graph of a peak mapping is always in the graph of a corresponding L-⊥ mapping. The second, to solve for u in {L, v} such that J (u) ⊥ {L, v} is equivalent to solving system of equations, it is much easier to determine the continuity or differentiability of a local L-⊥ selection than that of a local peak selection. For example, we may use various implicit function theorems to determine the continuity or differentiability of a local L-⊥ selection p near a point v.
The disadvantages of using min-L-⊥ method are that we lost trace of instability index of a solution, since the solution found by the local min-L-⊥ method can be too general, e.g., the monkey saddles, to define a local instability index, and it is not easy to satisfy the condition p(v) ∈ L, an important condition in out theoretical setting. As for a minimax saddle point, we can combine the merits of two approaches, i.e., use a local peak selection, or, a local maximum point in {L, v} at the first level of the algorithm and treat it as a local L-⊥ selection to check its continuity or differentiability and to do other theoretical analysis.
Then an interesting question can be asked, when a local L-⊥ selection p is used to find a critical point u * = p(v * ) that happens to be a local maximum point of J in {L, v * }, will such a local L-⊥ selection become a local peak selection near v * ? Theorem 2.6 in [24] positively answers the question.
The notion of an L-⊥ selection has been recently applied in [23] to define a modified pseudo gradient (flow) of a function, with which we are able to develop a local minimax method for finding multiple saddle points in Banach spaces, such as multiple solutions to a quasilinear elliptic PDE and eigenpairs to the p-Laplacian operators.
