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Abstract
In this paper, we consider the minimum density power divergence estimator for the tail index of heavy
tailed distributions in strong mixing processes. It is shown that the estimator is consistent and asymptotically
normal under regularity conditions. The simulation results demonstrate that the estimator is robust in the
presence of outliers.
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1. Introduction
The divergence measures are indices used for measuring similarity of or discrepancy between
two density functions. The divergence method in the statistical analysis has a very long history,
and various divergence measures have been proposed by a number of researchers. Among those,
the Kullback–Leibler distance is the most well known, and the φ-divergence has long been
popular among statisticians: see [7,6,16], and the references therein. Recently, for developing
a robust estimation procedure, Basu et al. [2] introduced the density power divergence between
two densities f and g:
dα(g, f ) =

∫ {
f 1+α(z)−
(
1+ 1
α
)
g(z) f α(z)+ 1
α
g1+α(z)
}
dz for α > 0∫
log
g(z)
f (z)
g(z)dz for α = 0,
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which may be viewed as a particular case of the Bregman divergence (cf. [1]), and designed the
minimum density power divergence estimator (MDPDE). The parameter α controls the trade-off
between the efficiency and robustness of the MDPDE: the MDPDE becomes more efficient but
less robust against outliers as α gets closer to zero, while it becomes more robust but less efficient
as α increases. In particular, the L2 distance is obtained for α = 1. An advantage of using the
MDPDE over using the minimum Hellinger distance estimator (cf. [3,21]) is that the former can
avoid the difficulties, like the problem of an optimal bandwidth choice, which necessarily follow
in dealing with the latter. See [2] for more details.
Although the MDPDE was originally studied for an i.i.d. sample, one can easily extend the
same estimation procedure to stationary processes. Let {xi } be a stationary sequence with a
common marginal density g that satisfies
Gn(y) := 1n
n∑
i=1
I (xi ≤ y) P−→
∫ y
−∞
g(u)du as n→∞
for each y ∈ R, and∫ ∞
−∞
h(u)dGn(u) = 1n
n∑
i=1
h(xi )
P−→
∫ ∞
−∞
h(u)g(u)du
for all bounded Borel functions h. Further, let { ft : t ∈ Θ} be a class of densities that is fitted to
observations. The MDPDE is defined as the point t that minimizes the empirical density power
divergence:
Hn(t) =
∫ ∞
−∞
f 1+αt (z)dz −
(
1+ 1
α
)
1
n
n∑
i=1
f αt (xi ). (1.1)
In an actual derivation, the MDPDE is obtained by solving the equation
Un(t) =
∫ ∞
−∞
ut (z) f
1+α
t (z)dz −
1
n
n∑
i=1
ut (xi ) f
α
t (xi ) = 0, (1.2)
where ut (z) = ∂∂t log ft (z) is the score function. It is well known that f αt (xi ) in (1.2) functions
to make the MDPDE robust against outliers, and the MDPDE is a consistent estimator for
t◦ := arg mint dα(g, ft ) under certain regularity conditions (cf. [2]). For a reference concerning
the MDPDE in time series models, see [17].
In this paper, we attempt to apply the above mentioned MDPDE procedure to estimating
the tail index of heavy tailed distributions, which belong to the domain of attraction of
Fre´chet distributions, since conventional estimators like the Hill’s estimator (cf. [12]) are much
influenced by abnormal observations: see, for instance, [22]. Later, it will be seen that the
minimum density power divergence method not only includes the approach of Vandewalle et al.
but also produces more efficient estimates.
In what follows, we describe the procedure used to obtain the MDPDE for the tail index.
Let {X i } be a nonnegative stationary sequence following the distribution F . Since it is well
known that a distribution is in the domain of attraction of a Fre´chet distribution if and only if the
distribution has a regularly varying tail (cf. Theorem 1.6.2 of [14]), we can assume that F¯ = 1−F
is regularly varying at∞ with the exponent− 1
γ
(γ is called the tail index of distribution F), i.e.,
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lim
x→∞
F¯(λx)
F¯(x)
= λ− 1γ for every λ > 0, (1.3)
or equivalently, F¯(x) = x− 1γ l(x), where l(x) is slowly varying at∞, namely,
lim
x→∞
l(λx)
l(x)
= 1 for all λ > 0. (1.4)
The idea of constructing the MDPDE for the tail index is to view the logarithms of relative
excesses over a given high threshold as exponentially distributed r.v.’s, i.e., we assume that {X i }
satisfies
Gn(x) := 1k
n∑
i=1
I (log X i − log b(n/k) > x) P−→
∫ ∞
x
γ−1e−u/γ du = e−x/γ
for each x > 0, where b(x) = F−1(1− x−1) (F−1(x) := inf{u : F(u) ≥ x}), and {k := kn} is a
sequence of positive integers satisfying
k →∞ and k = o(n) as n→∞.
Under this assumption, we have∫ ∞
0
h(u)dGn(u)
P−→
∫ ∞
0
h(u)γ−1e−u/γ du
for all bounded and continuous h defined on R+. Thus, by fitting the exponential model to the
logarithms of relative excesses over b(n/k), we can reformulate the estimating equation in (1.2)
as follows:∫ ∞
0
(
z
t2
− 1
t
){
1
t
e−z/t
}1+α
dz −
∫ ∞
0
(
z
t2
− 1
t
){
1
t
e−z/t
}α
dGn(z)
= − α
(1+ α)2t1+α −
1
k
n∑
i=1
(
Yi
t2
− 1
t
)
1
tα
exp
(
−αYi
t
)
I (Yi > 0) = 0,
where Yi = log X i − log b(n/k), and 1t e−z/t I (z > 0) and ( zt2 − 1t )I (z > 0) are the density
of the exponential distribution and its score function, respectively. Since b(n/k) is unknown, we
replace it by X(k+1), the (k + 1)-th largest value of X1, . . . , Xn , and define the MDPDE as the
solution of the equation
Un(t) = − α
(1+ α)2t1+α −
1
k
n∑
i=1
(
Y˜i
t2
− 1
t
)
1
tα
exp
(
−αY˜i
t
)
I (Y˜i > 0) = 0, (1.5)
where Y˜i = log X i − log X(k+1). If multiple solutions of (1.5) exist, we choose the one that
minimizes the corresponding Hn . It is noteworthy that when α = 0, the estimating equation
produces the Hill’s estimator.
The organization of this paper is as follows. In Section 2, we verify that the MDPDE obtained
based on (1.5) is consistent and asymptotically normal for a class of strong mixing processes. In
Section 3, we provide a simulation result that demonstrates the validity of the MDPDE. All the
proofs are provided in Section 4.
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2. Asymptotic properties of the MDPDE
In this section, we verify that the MDPDE is consistent and asymptotically normal under some
regularity conditions. In what follows, we assume that all r.v.’s are defined on the probability
space (Ω ,F , P), and {k = kn} denotes a sequence of positive integers such that k → ∞ and
k = o(n) as n→∞. In this study, we only consider the case of α > 0 since the case of α = 0 is
already handled by Hsing [13]. The proofs of the results in this section are provided in Section 4.
2.1. Consistency
Theorem 1. Suppose that
1
k
n∑
i=1
{I (log X i > log b (n/k)+ x)− P (log X i > log b (n/k)+ x)} P−→ 0 (2.6)
for every x ∈ R. Then, there exists a sequence {γˆn} satisfying Un(γˆn) = 0 such that γˆn P−→ γ .
It is well known that a broad class of strong mixing processes satisfy the conditions in (2.6).
In order to obtain the consistency result, stronger conditions are needed as addressed below.
Corollary 1. Let
β(l) := sup
m∈N
sup
{|P(A ∩ B)− P(A)P(B)| : A ∈ Fm1 , B ∈ F∞m+l} , (2.7)
where Fml = σ {Xl , Xl+1, . . . , Xm} (l ≤ m) and F∞m = σ {Xm, Xm+1, . . .}. Suppose that (1.3)
holds and there exists a sequence {rn} of positive integers such that rn = o(k) and
lim
n→∞mnβ(rn) = 0, (2.8)
where mn = [n/rn]. Then, (2.6) holds, and subsequently, there exists a sequence {γˆn} satisfying
Un(γˆn) = 0 such that γˆn P−→ γ .
2.2. Asymptotic normality
For a bivariate function h(x, t), we define h˙(x, t) = ∂
∂t h(x, t) and h¨(x, t) = ∂
2
∂t2
h(x, t). For
notational convenience in handling the argument in (1.5), we introduce
φ(x, t;α) :=
(
x
t2
− 1
t
)
1
tα
exp
(
−αx
t
)
, ψ(x, t;α) := − α
(1+ α)2t1+α − φ(x, t;α),
and
J (t;α) :=
∫ ∞
0
ψ˙(x, t;α)1
t
e−
x
t dx = 1+ α
2
t2+α(1+ α)3 > 0.
We set
Yi := log X i − log b(n/k), Y (ζ )i := I (
√
kYi > ζ) for ζ ∈ R .
Further, we set φ(x) := φ(x, γ ;α) and denote by RVη the class of all functions regularly varying
at∞ with the exponent η.
In order to achieve the asymptotic normality of the MDPDE, we impose the following
regularity conditions on (1.4):
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A There exist κ(x) = K ∫ x1 tτ−1dt (K is finite) and a positive measurable g ∈ RVτ (τ ≤ 0)
such that for all λ > 1,
lim
x→∞
l(λx)
l(x) − 1
g(x)
= κ(λ). (2.9)
Further,
√
kg(b(n/k))→ 0 as n→∞.
Furthermore, we assume that there is a sequence of positive integers {rn} such that
r2n = o (n) and limn→∞mnβ([rn]) = 0 for any 0 <  < 1, (2.10)
where mn := [n/rn].
Note that the condition in (2.9) is a slight modification of Condition (SR2) of [13]. The
following is the main result of this subsection.
Theorem 2. Suppose that (1.3) and A hold. Then, there exists a sequence of positive integers
{rn} (rn →∞) satisfying (2.10), and
1
k
n∑
i=1
{
I
(
log X i > log b
(
n
ρk
)
+ x
)
− P
(
log X i > log b
(
n
ρk
)
+ x
)}
P−→ 0 (2.11)
for each x ∈ R and ρ in some neighborhood I of 1. Further, suppose that there exist constants
χ , ϑ , and ω such that as n→∞,
2n
[rn]k
∑
1≤i< j≤[rn ]
Cov(φ(Yi )Y
(0)
i , φ(Y j )Y
(0)
j ) −→ χ, (2.12)
γ n
[rn]k
∑
1≤i< j≤[rn ]
{Cov(φ(Yi )Y (0)i , Y (ζ )j )+ Cov(Y (ζ )i , φ(Y j )Y (0)j )} −→ ϑ, (2.13)
nγ 2
[rn]k
∑
1≤i< j≤[rn ]
{Cov(Y (0)i , Y (ζ )j )+ Cov(Y (ζ )i , Y (0)j )} −→ ω, (2.14)
and
2nγ 2
[rn]k
∑
1≤i< j≤[rn ]
Cov(Y (ζ )i , Y
(ζ )
j ) −→ ω (2.15)
for any 0 <  < 1 and ζ ∈ R. Then, if for any δ > 0,  > 0, c1, c2, c3, and ζ ∈ R,
mn
k
EW 2n I (|Wn| > δ
√
k)→ 0 as n→∞, (2.16)
where
Wn =
[rn ]∑
j=1
{
c1
(
φ(Y j )Y
(0)
j − Eφ(Y j )Y (0)j
)
+ c2γ
(
Y (0)j − EY (0)j
)
+ c3γ
(
Y (ζ )j − EY (ζ )j
)}
,
it holds that√
k(γˆn − γ )⇒ N (0, V ),
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where V = V0 + V1,
V0 = (1+ α)
2
(1+ α2)2
{
(1+ α)4(1+ 4α2)
(1+ 2α)3 − α
2
}
γ 2,
and
V1 = (1+ α)
6γ 4+2α
(1+ α2)2
{
χ + 2αϑ
γ 2+α(1+ α)2 +
α2ω
γ 4+2α(1+ α)4
}
.
Remark 1. If r2n = o(k), the above mentioned conditions can be slightly relaxed (see
Corollary 2). A typical example of the stationary process satisfying all those conditions is the
infinite order moving average process with mixing order geometrically decaying to 0 (cf. [10,
19]), which includes ARMA processes.
Remark 2 (Bias and Asymptotic MSE of γˆn). Suppose that observations are i.i.d. and
l(x) = C (1+ Dxτ + O (xη)) , C > 0, D 6= 0, η < τ < 0 (2.17)
as x →∞. In this case, A holds with g(x) = τDxτ and K = 1 (except that√kg(b(n/k))→ 0
as n → ∞). For the details regarding the condition in (2.17), we refer the reader to [8]. By a
slight modification of the proofs of Lemma 2 and Theorems 2 and 3, and by using the fact that
b(x) = xγCγ (1+ O (xτ )) (as x →∞), we can write
γˆn = γ + k−1/2
{
Nn +
√
kτ J−1(γ ;α)M(γ, α, τ )DC−ρ(k/n)ρ + oP (1)
}
= γ + k−1/2 Nn + τ J−1(γ ;α)M(γ, α, τ )DC−ρ(k/n)ρ + oP
(
1√
k
)
,
where M(γ, α, τ ) = ∫∞0 e− yγ κ(ey)dφ(y) = 1τγ 2+α { α1+α − (ρ+1)(α+ρ)(1+α+ρ) }, ρ = −τγ , and
Nn ⇒ N
(
0 ,
(1+ α)2
(1+ α2)2
{
(1+ α)4(1+ 4α2)
(1+ 2α)3 − α
2
}
γ 2
)
.
Therefore, the bias and asymptotic MSE of γˆn are obtained as
(1+ α)3
1+ α2
{
α
1+ α −
(ρ + 1)(α + ρ)
(1+ α + ρ)
}
DC−ρ(k/n)ρ
and
(1+ α)6
(1+ α2)2
{
α
1+ α −
(ρ + 1)(α + ρ)
(1+ α + ρ)
}2
D2C−2ρ(k/n)2ρ
+ (1+ α)
2
(1+ α2)2
{
(1+ α)4(1+ 4α2)
(1+ 2α)3 − α
2
}
γ 2
k
,
respectively. We can see that the bias of γˆn has the same decaying rate as the conventional Hill’s
estimator (cf. [11]), and the asymptotic MSE of γˆn is greater than that of the Hill’s estimator.
Remark 3 (Optimal Level k). The optimal kopt is determined as the k that minimizes the
asymptotic MSE in Remark 2. In fact, it can be seen that the rate of kopt is n2ρ/(2ρ+1), which is
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identical to that of the Hill’s estimator (cf.[11]). Then, if we set k = λn2ρ/(2ρ+1), the asymptotic
MSE is obtained as n−2ρ/(2ρ+1) multiplied by the number:
(1+ α)6
(1+ α2)2
{
α
1+ α −
(ρ + 1)(α + ρ)
(1+ α + ρ)
}2
D2C−2ρλ2ρ
+ (1+ α)
2
(1+ α2)2
{
(1+ α)4(1+ 4α2)
(1+ 2α)3 − α
2
}
γ 2
λ
. (2.18)
This indicates that kopt is λ∗n2ρ/(2ρ+1), where λ∗ is the λ that minimizes (2.18).
3. Simulation study
In this section, we evaluate the performance of the MDPDE of the tail index through a
simulation study. First, we investigate the performance of the MDPDE in the case where
observations do not include outliers. To achieve this, we consider the following four cases:
(1) Let X i , i = 1, 2, . . . , n, be i.i.d. observations following a t-distribution with degrees of
freedom 2 (its tail index is 0.5).
(2) Let X i = ξi + 0.5 ξi−1, i = 1, 2, . . . , n, be a first-order moving average sequence, where ξi
are i.i.d. r.v.’s following a t-distribution with degrees of freedom 2: its tail index is 0.5, and
the distribution of X1 also has a regularly varying tail with tail index 0.5.
(3) Let X i , i = 1, 2, . . . , n, be i.i.d. observations following the Burr distribution:
F¯(x) =
(
β
β + x−τ
)λ
with β = 1, λ = 1, and τ = −2 (its tail index is 0.5).
(4) We consider the same situation as in Case (3) with λ = 2 and τ = −1 (its tail index is still
0.5).
In the above set-up, we evaluate the performance of the MDPDE, the Hill’s estimator, and
the bias-reduced estimator proposed by Feuerverger and Hall [8] by comparing their MSE’s. The
bias-reduced estimator is obtained through the least squared approach, which is well known to
be robust against departures from classical extreme value approximations. In each simulation,
the repetition number is 1000.
Tables 1 and 2 show the MSE’s in Cases (1) and (2), respectively. It can be observed
that the MSE’s of MDPDE are greater than those of the other two estimators, and the bias-
reduced estimator outperforms the other two estimators. These results appeal to our intuition.
Meanwhile, Table 5 shows the relative efficiency of the MDPDE with respect to the Hill
estimator theoretically obtained based on Theorem 2, where the relative efficiency is defined
as the asymptotic variance of the Hill estimator divided by that of the MDPDE: as anticipated,
the MDPDE loses efficiency as α increases.
In fact, Cases (3) and (4) are considered to see the effect of the second-order regularly varying
parameter τ on the performance of the three tail index estimators. The results summarized in
Tables 3 and 4 demonstrate that all the estimators in Case (3) outperform those in Case (4). This
is natural since the τ close to 0 damages the step of viewing the logarithms of relative excesses
as exponentially distributed in constructing the MDPDE.
We now turn our attention to the case where observations are contaminated by outliers. In
order to achieve our aim, we consider the following cases:
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Table 1
MSE of estimators for Case (1)
n k Hill Bias-reduced MDPDE/α
0.1 0.3 0.5 0.7 0.9 1
1000 50 0.0111 0.0309 0.0127 0.0170 0.0208 0.0269 0.0228 0.0277
100 0.0316 0.0352 0.0371 0.0480 0.0646 0.0744 0.0825 0.0810
150 0.0857 0.0392 0.1088 0.1505 0.1753 0.2041 0.2217 0.2355
200 0.1934 0.0414 0.2300 0.3177 0.3898 0.4420 0.4985 0.5157
3000 50 0.0099 0.0185 0.0088 0.0115 0.0141 0.0151 0.0169 0.0212
100 0.0063 0.0085 0.0071 0.0083 0.0094 0.0098 0.0129 0.0142
150 0.0072 0.0076 0.0082 0.0109 0.0137 0.0151 0.0178 0.0205
200 0.0110 0.0125 0.0156 0.0202 0.0263 0.0274 0.0341 0.0330
250 0.0194 0.0137 0.0265 0.0330 0.0398 0.0451 0.0531 0.0560
300 0.0328 0.0130 0.0372 0.0493 0.0632 0.0721 0.0786 0.0804
Table 2
MSE of estimators for Case (2)
n k Hill MDPDE/α
0.1 0.3 0.5 0.7 0.9 1
1000 50 0.0136 0.0140 0.0135 0.0167 0.0192 0.0182 0.0229
100 0.0120 0.0162 0.0256 0.0324 0.0403 0.0483 0.0456
150 0.0517 0.0625 0.0937 0.1191 0.1432 0.1617 0.1693
200 0.1360 0.1700 0.2398 0.3054 0.3585 0.4141 0.4236
3000 50 0.0123 0.0130 0.0140 0.0140 0.0152 0.0176 0.0201
100 0.0058 0.0056 0.0062 0.0078 0.0105 0.0095 0.0099
150 0.0047 0.0045 0.0052 0.0067 0.0073 0.0075 0.0090
200 0.0041 0.0050 0.0066 0.0088 0.0102 0.0123 0.0131
250 0.0067 0.0091 0.0131 0.0177 0.0218 0.0251 0.0247
300 0.0135 0.0171 0.0255 0.0309 0.0364 0.0416 0.0422
Table 3
MSE of estimators for Case (3)
n k Hill Bias-reduced MDPDE/α
0.1 0.3 0.5 0.7 0.9 1
1000 50 0.0102 0.0285 0.0083 0.0117 0.0172 0.0171 0.0168 0.0197
100 0.0061 0.0147 0.0069 0.0081 0.0113 0.0105 0.0130 0.0132
150 0.0079 0.0153 0.0088 0.0121 0.0133 0.0162 0.0178 0.0203
200 0.0134 0.0142 0.0169 0.0230 0.0264 0.0304 0.0330 0.0351
3000 50 0.0093 0.0158 0.0089 0.0110 0.0123 0.0162 0.0159 0.0164
100 0.0054 0.0072 0.0049 0.0056 0.0066 0.0094 0.0100 0.0096
150 0.0034 0.0052 0.0033 0.0044 0.0050 0.0056 0.0068 0.0071
200 0.0028 0.0057 0.0029 0.0046 0.0047 0.0054 0.0063 0.0060
250 0.0027 0.0060 0.0032 0.0039 0.0062 0.0054 0.0071 0.0059
300 0.0029 0.0049 0.0038 0.0043 0.0062 0.0069 0.0081 0.0071
(5) Let Zi and Ui , i = 1, . . . , n, be independent r.v.’s following a t-distribution with degrees of
freedom 2 and 13 , respectively (the tail index γ is 0.5 and 3, respectively). In this case, we
consider the situation in which the Zi are contaminated by the Ui , and the MDPDE of γ is
obtained from the observations X i = (1 − δi )Zi + δiUi , where δi are i.i.d. Bernoulli r.v.’s
with the success probability 0.05, and {δi }, {Zi }, and {Ui } are assumed to be all independent.
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Table 4
MSE of estimators for Case (4)
n k Hill Bias-reduced MDPDE/α
0.1 0.3 0.5 0.7 0.9 1
1000 50 0.0306 0.0528 0.0377 0.0455 0.0565 0.0628 0.0588 0.0646
100 0.0749 0.0502 0.0827 0.1059 0.1306 0.1405 0.1464 0.1543
150 0.1370 0.0697 0.1560 0.2019 0.2199 0.2555 0.2546 0.2621
200 0.2113 0.0861 0.2409 0.3005 0.3608 0.3841 0.4036 0.4149
3000 50 0.0137 0.0252 0.0141 0.0185 0.0223 0.0241 0.0233 0.0305
100 0.0198 0.0287 0.0241 0.0295 0.0332 0.0349 0.0376 0.0351
150 0.0305 0.0341 0.0351 0.0436 0.0545 0.0573 0.0613 0.0644
200 0.0461 0.0383 0.0524 0.0643 0.0740 0.0816 0.0867 0.0897
250 0.0595 0.0354 0.0718 0.0823 0.0982 0.1044 0.1140 0.1190
300 0.0762 0.0342 0.0894 0.1077 0.1236 0.1367 0.1442 0.1441
Table 5
Relative efficiency of MDPDE with respect to Hill’s estimator
α
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Ratio 0.967 0.897 0.819 0.745 0.683 0.632 0.591 0.558 0.531 0.509
Table 6
MSE of estimators for Case (5)
n k Hill Bias-reduced MDPDE/α
0.1 0.3 0.5 0.7 0.9 1
1000 50 1.2591 0.8708 0.7148 0.2668 0.1823 0.1818 0.1748 0.1686
100 0.6206 0.4157 0.3683 0.1854 0.1646 0.1613 0.1734 0.1759
150 0.5397 0.3885 0.3761 0.2780 0.2726 0.2991 0.3366 0.3319
200 0.6419 0.3801 0.4898 0.4529 0.5017 0.5671 0.6157 0.6187
3000 50 6.3778 4.9426 5.0949 2.8146 1.8025 1.3786 1.1989 1.2138
100 2.3038 1.5117 1.4348 0.4994 0.3042 0.2584 0.2591 0.2594
150 1.3770 0.9224 0.7356 0.2565 0.1731 0.1607 0.1521 0.1628
200 0.9664 0.6121 0.5039 0.2044 0.1446 0.1386 0.1448 0.1496
250 0.7321 0.4740 0.3843 0.1784 0.1436 0.1469 0.1474 0.1523
300 0.6317 0.4424 0.3534 0.1856 0.1612 0.1684 0.1770 0.1750
(6) Let Zi = ξi + 0.5 ξi−1, where ξi are i.i.d. r.v.’s following a t-distribution with degrees of
freedom 2. All the remaining other parts are the same as in Case (5).
Tables 6 and 7 exhibit the MSE’s of the Hill estimator, the bias-reduced estimator, and the
MDPDE for Cases (5) and (6), respectively. In almost all cases, the MSE of the MDPDE appears
to be less than that of the Hill estimator and that of the bias-reduced estimator, which implies
that the MDPDE is more robust against outliers than the other estimators. Further, as might
be anticipated, we can see that the MSE has a tendency to decrease as α increases, which
confirms that the α properly controls the degree of robustness of the MDPDE. Our findings
in this simulation study enable us to conclude that the MDPDE is a promising robust estimator
for the tail index parameter when the data set is contaminated by outliers.
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Table 7
MSE of estimators for Case (6)
n k Hill MDPDE/α
0.1 0.3 0.5 0.7 0.9 1
1000 50 1.1498 0.5624 0.1666 0.1001 0.0947 0.0900 0.1009
100 0.4625 0.2361 0.1146 0.0925 0.1090 0.1117 0.1214
150 0.4200 0.2683 0.1900 0.1906 0.2194 0.2302 0.2498
200 0.4930 0.3932 0.3509 0.4011 0.4478 0.4821 0.5242
3000 50 5.8982 4.4672 2.2522 1.3905 1.0642 0.9123 0.9103
100 2.1701 1.1928 0.3813 0.2123 0.1773 0.1664 0.1631
150 1.1581 0.5548 0.1783 0.1019 0.0888 0.0878 0.0965
200 0.8035 0.3602 0.1224 0.0891 0.0796 0.0820 0.0818
250 0.6015 0.2811 0.1072 0.0828 0.0864 0.0894 0.0921
300 0.5077 0.2446 0.1174 0.0927 0.1014 0.1076 0.1071
4. Proofs
4.1. Proof of the consistency of the MDPDE
The following lemma is useful for proving the consistency of the MDPDE.
Lemma 1. Suppose that for each x ∈ R+,
G˜n(x) := 1k
n∑
i=1
I
{
Y˜i > x
}
P−→ e− xγ . (4.19)
Then, ∫ ∞
0
h(z)dG˜n(x) = 1k
n∑
i=1
h
(
Y˜i
)
I (Y˜i > 0)
P−→
∫ ∞
0
h(x)
1
γ
e−
x
γ dx, (4.20)
for each h is a continuous and bounded function defined on R+. Further, we have a sequence
{γˆn} satisfying Un(γˆn) = 0 such that γˆn P−→ γ .
Proof. Set
1
k
k∑
i=1
I
{
Y˜(i) ≤ x
}
= 1− 1
k
n∑
i=1
I
{
Y˜i > x
}
= 1− G˜n(x), (x > 0),
where Y˜(i) is the i-th largest value of Y˜1, . . . , Y˜n . Let {G˜n′} be any subsequence of {G˜n}. Then,
using the conventional diagonal method, we can choose a further subsequence {G˜n′′} such that
with probability 1,
lim
n′′→∞
∣∣∣G˜n′′(x)− e− xγ ∣∣∣ = 0 for every x ∈ Q+, (4.21)
where Q+ is the set of positive rational numbers. Since x 7→ G˜n′′(x) is non-increasing and
x 7→ e− xγ is continuous in x , with probability 1, the above convergence holds uniformly for
x ∈ R+. Hence, in view of Billingsley [4], we have that for all bounded continuous functions h,
1
k′′
k′′∑
i=1
h
(
Y˜(i)
)
=
∫ ∞
0
h(x)dG˜n′′(x) −→
∫ ∞
0
h(x)
1
γ
e−
x
γ dx a.s,
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where k′′ = kn′′ . Therefore, (4.20) is asserted.
Now, to prove the existence of a consistent solution of Un(t) = 0, we follow the lines of the
proof of Theorem 6.4.1 of [15]. By Taylor’s theorem, we can write
Hn(t)− Hn(γ ) = Un(γ )(t − γ )+ U˙n(γ )2 (t − γ )
2 + U¨n(t
∗)
6
(t − γ )3
for some t∗ between t and γ . Further, both ψ(x, γ ;α) and ψ˙(x, γ ;α) are bounded and
continuous functions in x ∈ R+, and supx>0 supt∈(γ−δ,γ+δ) |ψ¨(x, t;α)| < ∞ for some
δ ∈ (0, γ ). By using these facts, (4.20), and the positivity of J (γ ;α), we can readily verify
the theorem. The details are omitted for brevity. 
Proof of Theorem 1. From (2.6), we have that for each x ∈ R,
Gn(x) := 1k
n∑
i=1
I (log X i − log b(n/k) > x) P−→ e−
x
γ , (4.22)
which in turn implies
log X(k+1) − log b(n/k) P−→ 0
(cf. the proof of Theorem 2.2 in [13]). Since both x 7→ Gn(x) and x 7→ e−
x
γ decrease as x →∞,
and x 7→ e− xγ is continuous, we have
sup
x∈I
∣∣∣Gn(x)− e− xγ ∣∣∣ P−→ 0 as n→∞
for every bounded interval I . Thus, by replacing log b(n/k) with log X(k+1), we have
1
k
n∑
i=1
I
(
log X i − log X(k+1) > x
) P−→ e− xγ ,
which implies (4.19). This completes the proof. 
Proof of Corollary 1. According to Theorem 3.1 of [13], we have (2.6). Hence, by Theorem 1,
we assert the corollary. 
4.2. Proof of the asymptotic normality of MDPDE
In this subsection, we prove the asymptotic normality of the MDPDE. The idea of the proof
heavily depends on that of the Hill estimator (cf. [13]). For a bivariate function h(x, t), we put
h′(x, t) = ∂
∂x h(x, t) and h
′′(x, t) = ∂2
∂x2
h(x, t). Further, we set
ν1(γ ;α) :=
∫ ∞
0
φ(y)
1
γ
e−
y
γ dy = − α
(1+ α)2γ 1+α
and
ν2(γ ;α) :=
∫ ∞
0
φ2(y)
1
γ
e−
y
γ dy = 1+ 4α
2
γ 2+2α(1+ 2α)3 .
The following lemma is concerned with the moments of the functions of Yi = log X i −
log b(n/k), which is crucial for verifying the asymptotic normality of the MDPDE.
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Lemma 2. Under A, we have
EI (
√
kYi > ζ) = kn
{
1− ζ
γ
√
k
+ o
(
1√
k
)}
,
Eφ (Yi ) I
(√
kYi > ζ
)
= k
n
{ν1(γ ;α)+ o(1)} ,
Eφ2 (Yi ) I (Yi > 0) = kn {ν2(γ ;α)+ o(1)} .
and,
Eφ (Yi ) I (Yi > 0) = kn
{
ν1(γ ;α)+ o
(
1√
k
)}
. (4.23)
Proof. We only provide the proof for (4.23) since the remaining part of the statements can be
proven similarly. Note that
Eφ(Y1)I (Y1 > 0) =
∫ ∞
b(n/k)
φ
(
log
x
b(n/k)
)
dF(x)
= φ(0)F¯(b(n/k))+
∫ ∞
b(n/k)
F¯(x)dφ
(
log
x
b(n/k)
)
, (4.24)
where the second equation is obtained by the integration by parts. Let y = x/b(n/k). Then the
second term in (4.24) is rewritten as follows:∫ ∞
1
F¯(b(n/k)y)φ′(log y)dy
y
= F¯(b(n/k))
∫ ∞
1
F¯(b(n/k)y)
F¯(b(n/k))
φ′(log y)dy
y
= F¯(b(n/k))
∫ ∞
1
y−(1+
1
γ
)
φ′(log y) l(b(n/k)y)
l(b(n/k))
dy. (4.25)
In view of Goldie and Smith [9], we can write∫ ∞
1
y−(1+
1
γ
)
φ′(log y) l(b(n/k)y)
l(b(n/k))
dy =
∫ ∞
1
y−(1+
1
γ
)
φ′(log y)dy + Mg(b(n/k))
+ o
(
1√
k
)
,
where M = ∫∞0 e− yγ κ(ey)dφ(y). By using the integration by parts, it follows from (4.24) and
(4.25) that
Eφ(Y1)I (Y1 > 0) = F¯(b(n/k))
{
ν1(γ ;α)+ Mg(b(n/k))+ o
(
1√
k
)}
.
Since F¯(b(n/k)) = kn {1+ o(g(b(n/k)))} (cf. the arguments up to (3.1) in [20]) and√
kg(b(n/k))→ 0 as n→∞,
Eφ(Y1)I (Y1 > 0) = kn
{
ν1(γ ;α)+ o
(
1√
k
)}
.
Hence, the proof is completed. 
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Here we prove a lemma and a series of theorems to establish the asymptotic normality of the
MDPDE.
Lemma 3. Suppose that there exists a neighborhood I of 1 such that for all x ∈ R and ρ in I ,
1
k
n∑
i=1
{
I
(
log X i > log b
(
n
ρk
)
+ x
)
− P
(
log X i > log b
(
n
ρk
)
+ x
)}
P−→ 0, (4.26)
and
√
k(log X(k+1) − log b(n/k)) = OP (1). (4.27)
Let ϕ(x) = φ(x)+ 1
γ 1+α : ϕ(0) = 0. Then,
1√
k
k∑
i=1
ϕ
(
Y(i)
)− 1√
k
n∑
i=1
ϕ (Yi ) I (Yi > 0) = oP (1). (4.28)
Proof. Like in the proofs of Theorem 2.2 of [13] and Proposition 2.1 of [18], it can be seen that
(4.26) implies
log X([ρk]) − log b
(
n
ρk
)
P−→ 0 for each ρ in I . (4.29)
For  > 0 satisfying (1− , 1+ ) ⊂ I , we rewrite the left hand side of (4.28) as follows:
1√
k
∑
i∈I1
ϕ
(
Y(i)
)
I
(
Y(i) ≤ 0
)+ 1√
k
∑
i∈I2
ϕ
(
Y(i)
)
I
(
Y(i) ≤ 0
)
− 1√
k
∑
i∈I3
ϕ
(
Y(i)
)
I
(
Y(i) > 0
)− 1√
k
∑
i∈I4
ϕ
(
Y(i)
)
I
(
Y(i) > 0
)
, (4.30)
where I1 := {1, . . . , [(1− )k]}, I2 := {[(1− )k] + 1, . . . , k}, I3 := {k + 1, . . . , [(1+ )k]},
and I4 := {[(1+ )k] + 1, . . . , n}. By using Taylor’s theorem, we can rewrite the second term in
(4.30) as follows:
1√
k
∑
i∈I2
{
ϕ′ (0) Y(i) + ϕ
′′(ξni )
2
Y 2(i)
}
I
(
Y(i) ≤ 0
)
= ϕ
′(0)√
k
∑
i∈I2
Y(i) I
(
Y(i) ≤ 0
)+ 1√
k
∑
i∈I2
ϕ′′(ξni )
2
Y 2(i) I
(
Y(i) ≤ 0
)
, (4.31)
where ξni lies between Y(i) and 0 for each i ∈ I2. The second term in (4.31) is dominated by
√
k| log X(k+1) − log b(n/k)|2 1k
∑
i∈I2
ϕ′′(ξni )
2
,
which is negligible since mini∈I2 ξni is greater than −1 with probability tending to 1, ϕ′′ is
bounded on [−1,∞), and (4.27) holds. A similar argument can be applied to the third term in
(4.30). This enables us to rewrite (4.30) as follows:
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1√
k
(∑
i∈I1
ϕ
(
Y(i)
)
I
(
Y(i) ≤ 0
)−∑
i∈I4
ϕ
(
Y(i)
)
I
(
Y(i) > 0
))
+ ϕ
′(0)√
k
∑
i∈I2
Y(i) I
(
Y(i) ≤ 0
)−∑
i∈I3
Y(i) I
(
Y(i) > 0
)+ oP (1). (4.32)
The remaining part of the proof is essentially the same as that of Lemma 2.1 of [13], and we only
give a guideline. Due to (4.29), it can be shown that the first term in (4.32) is oP (1) for each .
For handling the second term, note that it is dominated by 2ϕ′(0)
√
k(log X(k+1) − log b(n/k)).
By letting  → 0, (4.28) is established. 
Theorem 3. Suppose that (1.3) and A hold, and there exists a random vector (Z1, Z2)T such
that 
1√
k
n∑
i=1
{φ(Yi )I (Yi > 0)− Eφ(Yi )I (Yi > 0)}
γ√
k
n∑
i=1
{Y (0)i − EY (0)i }
γ√
k
n∑
i=1
{Y (ζ )i − EY (ζ )i }

⇒
Z1Z2
Z2
 for all ζ ∈ R. (4.33)
Then, 
1√
k
n∑
i=1
{φ(Yi )I (Yi > 0)− Eφ(Yi )I (Yi > 0)}
γ√
k
n∑
i=1
{Y (0)i − EY (0)i }
√
k{log X(k+1) − log b(n/k)}
⇒
Z1Z2
Z2
 . (4.34)
Further, if (4.26) holds for each x ∈ R and ρ in a neighborhood I of 1, then
−√kUn(γ )⇒ Z1 + α
γ 2+α(1+ α)2 Z2.
Proof. By using the arguments in the proof of Theorem 2.4 of [13], we can see that (4.33) implies
(4.34) under A, so that
√
k(log X(k+1) − log b(n/k)) = OP (1). (4.35)
On setting ψ(x) := ψ(x, γ ;α), we can write
√
kUn(γ ) = 1√
k
k∑
i=1
ψ
(
Y˜(i)
)
= 1√
k
k∑
i=1
{
φ
(
Y(i)
)− φ (Y˜(i))}+ 1√
k
k∑
i=1
ψ
(
Y(i)
)
.
Using Taylor’s theorem, we can rewrite the first term in the right hand side of the above equation
as follows:
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1√
k
k∑
i=1
φ′
(
Y˜(i)
)
(log X(k+1) − log b(n/k))+ 1
2
√
k
k∑
i=1
φ′′ (ξni ) (log X(k+1)
− log b(n/k))2,
where the ξni ’s are between Y(i) and Y˜(i). Since φ′′(x) is bounded on x ∈ [−1,∞) and
min1≤i≤k ξni is greater than −1 with probability tending to 1, it follows from (4.35) that the
second term in the above argument is oP (1). Therefore, since (4.26) implies (4.19), we have
√
kUn(γ ) = 1√
k
k∑
i=1
ψ
(
Y(i)
)+√kcα{log X(k+1) − log b(n/k)} + oP (1), (4.36)
where we have used the boundedness and continuity of φ′ on [0,∞) and the fact that
cα =
∫ ∞
0
φ′(x)γ−1e−
x
γ dx = 1+ α + α
2
γ 2+α(1+ α)2 .
Let ϕ(x) := φ(x)+ 1
γ 1+α ; note that ϕ(0) = 0. Then, we have from (4.35) and Lemma 3 that
1√
k
k∑
i=1
ϕ
(
Y(i)
)− 1√
k
n∑
i=1
ϕ (Yi ) I (Yi > 0) = oP (1). (4.37)
Combining this and Lemma 2, we have that under A,
1√
k
k∑
i=1
ψ
(
Y(i)
) = − 1√
k
k∑
i=1
ϕ
(
Y(i)
)+√kν1(γ ;α)+ √k
γ 1+α
= − 1√
k
n∑
i=1
{φ (Yi ) I (Yi > 0)− Eφ(Yi )I (Yi > 0)}
− 1
γ 2+α
(
γ√
k
n∑
i=1
{I (Yi > 0)− EI (Yi > 0)}
)
+ oP (1).
Therefore, it follows from (4.36) that under A,
√
kUn(γ ) = − 1√
k
n∑
i=1
{φ (Yi ) I (Yi > 0)− Eφ(Yi )I (Yi > 0)}
− 1
γ 2+α
(
γ√
k
n∑
i=1
{I (Yi > 0)− EI (Yi > 0)}
)
+√kcα
(
log X(k+1) − log b(n/k)
)+ oP (1).
This asserts the theorem. 
In what follows, we verify that under some regularity conditions, Un(γ ) is asymptotically
normal.
Theorem 4. Suppose that (1.3) holds, and there exists a sequence of positive integers {rn}
satisfying r2n = o(n) (rn → ∞) and (2.10). Suppose that for each 0 <  < 1 and ζ ∈ R,
there exist constants χ , ϑ , and ω satisfying (2.12)–(2.15). Further, suppose that for any τ > 0,
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 > 0, c1, c2, c3, and ζ ∈ R,
mn
k
EW 2n I (|Wn| > τ
√
k)→ 0 as n→∞, (4.38)
where
Wn :=
[rn ]∑
j=1
{
c1
(
φ(Y j )Y
(0)
j − Eφ(Y j )Y (0)j
)
+ c2γ
(
Y (0)j − EY (0)j
)
+ c3γ
(
Y (ζ )j − EY (ζ )j
)}
.
Then, we have
1√
k
n∑
i=1
{φ(Yi )I (Yi > 0)− Eφ(Yi )I (Yi > 0)}
γ√
k
n∑
i=1
{Y (0)i − EY (0)i }
γ√
k
n∑
i=1
{Y (ζ )i − EY (ζ )i }

⇒ N
00
0
 ,Σ
 , (4.39)
where
Σ =
ν2(γ ;α)+ χ γ ν1(γ ;α)+ ϑ γ ν1(γ ;α)+ ϑγ ν1(γ ;α)+ ϑ γ 2 + ω γ 2 + ω
γ ν1(γ ;α)+ ϑ γ 2 + ω γ 2 + ω
 .
Proof. Let c1, c2, c3 and ζ be any fixed real numbers. For i = 1, . . . ,mn (mn = [n/rn]) and
0 <  < 1, we define
Jni := Jni () = {(i − 1)rn + 1, . . . , (i − 1)rn + [(1− )rn]},
J ′ni := J ′ni () = {(i − 1)rn + [(1− )rn] + 1, . . . , irn},
Jn := {mnrn + 1, . . . , n},
and
Bni := 1√
k
∑
j∈Jni
{
c1
(
φ(Y j )Y
(0)
j − Eφ(Y j )Y (0)j
)
+ c2γ
(
Y (0)j − EY (0)j
)
+ c3γ
(
Y (ζ )j − EY (ζ )j
)}
,
B ′ni :=
1√
k
∑
j∈J ′ni
{
c1
(
φ(Y j )Y
(0)
j − Eφ(Y j )Y (0)j
)
+ c2γ
(
Y (0)j − EY (0)j
)
+ c3γ
(
Y (ζ )j − EY (ζ )j
)}
,
Rn := 1√
k
∑
j∈Jn
{
c1
(
φ(Y j )Y
(0)
j − Eφ(Y j )Y (0)j
)
+ c2γ
(
Y (0)j − EY (0)j
)
+ c3γ
(
Y (ζ )j − EY (ζ )j
)}
.
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From (2.10), we have∣∣∣∣∣E exp
{
it
mn∑
i=1
Bni
}
−
∏
1≤i≤mn
E exp {it Bni }
∣∣∣∣∣ ≤ 16(mn − 1)β([rn]) for all real t,
where i is the imaginary unit (cf. Lemma 2 of [5, P. 365]). Thus, owing to (2.10), we can
view
∑mn
i=1 Bni as a sum of i.i.d. copies of Bn1. Let c = (c1, c2, c3)T. Using (2.12)–(2.15) and
Lemma 2, we have
lim
n→∞mnVar(Bn1) = (1− ) c
T Σ c
and
lim
n→∞mnVar(B
′
n1) =  cT Σ c.
Therefore, by (4.38),
mn∑
i=1
Bni ⇒ N (0, (1− )cT Σ c) (4.40)
and
mn∑
i=1
B ′ni ⇒ N (0, cT Σ c). (4.41)
On the other hand, due to the fact that r2n = o(n) and Lemma 2,
Var(Rn) ≤ r
2
n
n
2n
k
{Var(φ(Y1)Y (0)1 )+ Var(Y (0)1 )+ Var(Y (ζ )1 )} → 0 as n→∞,
which implies that Rn is oP (1). By combining this, (4.40) and (4.41), and letting  → 0, we have
1√
k
n∑
j=1
{
c1
(
φ(Y j )Y
(0)
j − Eφ(Y j )Y (0)j
)
+ c2γ
(
Y (0)j − EY (0)j
)
+ c3γ
(
Y (ζ )j − EY (ζ )j
)}
⇒ N (0, cT Σ c).
This completes the proof. 
We can relax the conditions in Theorem 4 by assuming more stringent strong mixing
conditions. The result is as follows.
Corollary 2. Suppose that (1.3) and A hold, and there exists a sequence of positive integers
{rn} satisfying rn → ∞, r2n = o(k), and (2.10). Suppose that for each 0 <  < 1, there exist
constants χ , ϑ , and ω such that (2.12), (2.13) and (2.15) hold with ζ = 0. Then, the same result
as in Theorem 4 holds.
Proof. Since for each c1, c2, and c3, the summands of Wn in Theorem 4 have a common bound
not depending on n, (4.38) holds for each c1, c2, c3, ζ , and τ > 0. Thus, it suffices to show that
for any real number ζ ,
1√
k
n∑
i=1
{
Y (0)i − Y (ζ )i − E
(
Y (0)1 − Y (ζ )1
)}
= oP (1).
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Without loss of generality, we can assume that mnβ(rn) → 0. Here, we express the left hand
side of the above equation as
∑mn
i=1 Sni + Rn where
Sni := 1√
k
irn∑
j=(i−1)rn+1
{
Y (0)j − Y (ζ )j − E
(
Y (0)1 − Y (ζ )1
)}
and
Rn := 1√
k
n∑
j=mnrn+1
{
Y (0)j − Y (ζ )j − E
(
Y (0)1 − Y (ζ )1
)}
,
which is oP (1). Now, if we set On := {i : i is odd in 1, . . . ,mn}, we can view {Sni : i ∈ On} as
i.i.d. random variables since limn→∞ mnβ(rn) = 0. Thus, for any  > 0,
P
(∣∣∣∣∣∑
i∈On
Sni
∣∣∣∣∣ > 
)
≤ 1
2
∑
i∈On
VarSni ≤ nrn
22k
E
∣∣∣Y (0)1 − Y (ζ )1 ∣∣∣ = o(1),
where we have used the fact that nE
∣∣∣Y (0)1 − Y (ζ )1 ∣∣∣ = O(√k) which is due to Lemma 2. Since a
similar argument can be applied to En := {1, . . . ,mn} \ On , the corollary is established. 
Proof of Theorem 2. From (2.11), there exists a sequence {γˆn} satisfying Un(γˆn) = 0 such that
γˆn
P−→ γ . By using Taylor’s theorem, we can write
−√kUn(γ ) =
√
k(γˆn − γ )
{
U˙n(γ )+ oP (1)
}
.
Since U˙n(γ )
P−→ J (γ ;α), the asymptotic normality of −√kUn(γ ) implies that of
√
k(γˆn − γ ).
The asymptotic normality of −√kUn(γ ) follows from Theorems 3 and 4. This completes the
proof. 
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