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ABELIAN-BY-CYCLIC MOUFANG LOOPS
ALEXANDER N. GRISHKOV AND ANDREI V. ZAVARNITSINE
Abstract. We use groups with triality to construct a series of nonassociative
Moufang loops. Certain members of this series contain an abelian normal subloop
with the corresponding quotient being a cyclic group. In particular, we give a
new series of examples of finite abelian-by-cyclic Moufang loops. The previously
known [10] loops of this type of odd order 3q3, with prime q ≡ 1 (mod 3), are
particular cases of our series. Some of the examples are shown to be embeddable
into a Cayley algebra.
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1. Introduction
Universal constructions for new Moufang loops are few. An example is Chein’s
doubling process [2] which allows one, given an arbitrary nonabelian group G, to
obtain a nonassociative Moufang loop of cardinality 2|G|. Since the discovery of
the relation between groups with triality and Moufang loops, which has been used
successfully by various authors [9, 6, 5] to solve important problems in the theory
Moufang loops, there appeared new ways of constructing Moufang loops using groups
with triality.
In the present paper, we build a new series of groups with triality and then derive
an explicit multiplication formula for the corresponding Moufang loops. In particular,
we obtain a series of abelian-by-cyclic Moufang loops (i. e. an upward extension of
an abelian group by a cyclic group). To be more precise, let R be an arbitrary
associative commutative unital ring and let R0 be a cyclic group of invertible elements
of R. We show that the set of tuples (r, x, y, z), where r ∈ R0, x, y, r ∈ R, with the
multiplication
(1)
(r1, x1,y1, z1)(r2, x2, y2, z2) =
(r1r2, x1 + r1x2, y1 + r1y2, r2z1 + z2 + (1− 2r
−1
1 r2)x1y2 − x2y1)
is an abelian-by-cyclic nonassociative Moufang loop of the form R0.(R + R + R)
provided that either R0 has order 3 or R has characteristic 2.
The minimal finite loops of this type clearly arise if R0 has prime order p and R
is a minimal finite field with an element of multiplicative order p. For example, this
gives abelian-by-cyclic proper Moufang loops of orders 3.26, 7.29, 3.56, 3.73, etc.
The abelian-by-cyclic Moufang loops are of interest in light of the following problem
proposed by M.Kinyon and based on [3]:
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Problem 1. Let M be a Moufang loop with a normal abelian subgroup (i. e. asso-
ciative subloop) N of odd order such that M/N is a cyclic group of order bigger than
3.
(i) Is M a group?
(ii) If the orders of N and M/N are coprime, is M a group?
Although the finite loops of the form (1) are not counterexamples to this problem,
there are reasons to believe that they are essentially the only types of abelian-by-cyclic
Moufang loops such that the orders of N and M/N are coprime.
Examples of abelian-by-cyclic Moufang loops of odd order 3q3 with prime q ≡ 1
(mod 3) have also appeared in [10], where the problem of the existence of nonasso-
ciative Moufang loops of orders pq3, with p, q prime, was considered. Due to the
uniqueness result of [10], these examples must be particular cases of our series (1).
However, we have not attempted to find an explicit isomorphism.
The loops (1) are constructed as particular cases of a wider class of Moufang loops
Ma,b, a, b ∈ R, not all of which are abelian-by-cyclic but all have the general structure
R0.(R + R).R for a given subgroup R0 6 R
×, see Lemma 10. We show that some
members of this series can be embedded in the Cayley algebra O(R). In the last
section, we raise the isomorphy problem for the loops Ma,b and prove one relevant
result.
2. Preliminaries
A loop M is called a Moufang loop if xy · zx = (x · yz)x for all x, y, z ∈ M . For
basic properties of Moufang loops, see [1].
A group G possessing automorphisms ρ and σ that satisfy ρ3 = σ2 = (ρσ)2 = 1 is
called a group with triality 〈ρ, σ〉 if
(x−1xσ)(x−1xσ)ρ(x−1xσ)ρ
2
= 1
for every x in G. In a group G with triality S = 〈ρ, σ〉, the set M(G) = {x−1xσ | x ∈
G} is a Moufang loop with respect to the multiplication
(2) m.n = m−ρnm−ρ
2
for all n,m ∈M(G). Conversely, every Moufang loops arises so from a suitable group
with triality. For more information on the relation between groups with triality and
Moufang loops, see [7].
Every group with triality G possesses a (necessarily unique) maximal normal sub-
group contained in CG(S) which we will denote by ZS(G). For every Moufang loop
M there exists a unique group with triality E(M) that satisfies both ZS(E(M)) = 1
and [E(M), S] = E(M).
A homomorphism ϕ : G1 → G2 of groups G1 and G2 with triality S is called an
S-homomorphism if αϕ = ϕα for all α ∈ S. The following result is a consequence of
[4, p. 383–384].
Lemma 1. Moufang loops M1 and M2 are isomorphic if and only if E(M1) and
E(M2) are S-isomorphic.
3. Triality representations
Lemma 2. Let M be a Moufang loop. Then, for every x, y,m ∈M , we have
m−1(mx.y) = xm−1.my = (x.ym−1).m
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Proof. This follows from the left and right Moufang identities. 
Lemma 3. Let G be a group with triality S = 〈σ, ρ〉. Then, for everym ∈M = M(G),
G is a group with triality S(m) = 〈σ, ρ
2mρ2〉 which we denote by G(m). The Moufang
loop M(m) = M(G(m)) has multiplication
(3) x ∗(m) y = (x.m
−1).(m.y)
for all x, y ∈ M(m). In particular, M(m) is isotopic to M and, conversely, every
loop-isotope of M has the form M(m) for some m ∈M .
Proof. By the triality identity we have
(ρ2mρ2)3 = ρ2mρmρmρ2 = ρmρ
2
mρmρ2 = ρ3 = 1,
(σρ2mρ2)2 = ρm−1ρρ2mρ2 = 1.
Hence, S(m) is an S3-complement for G in SG. Note that M(m) coincides with M =
[G, σ] as a set. For every n ∈M(m), we have
nnρ
2mρ2n(ρ
2mρ2)2 = n(m−1nρ
2
m)ρ
2
nρm
−1ρ =
nm−ρ
2
nρmρ
2
(mnρm−1)ρ = nm−ρ
2
nρ(mρ
2
mρ)nρ
2
m−ρ =
nm−ρ
2
(nρm−1nρ
2
)m−ρ = nm−ρ
2
(n−1.m−1)m−ρ =
n((n−1.m−1).m) = nn−1 = 1
Hence, G(m) is indeed a group with triality S(m). The multiplication formula in
M(m) is then given by
x ∗(m) y =x
−ρ2mρ2yxρm
−1ρ = (m−1x−ρ
2
m)ρ
2
y(mx−ρm−1)ρ =
m−ρ
2
x−ρ(mρ
2
ymρ)x−ρ
2
m−ρ = m−ρ
2
(x−ρ(y.m−1)x−ρ
2
)m−ρ =
m−ρ
2
(x.(y.m−1))m−ρ = (x.(y.m−1)).m = (x.m−1).(m.y)
where the last equality holds by Lemma 2.
By [1, Lemma VII.5.8] every loop-isotope of a Moufang loop is isomorphic to a
principal isotope with multiplication of the form (3). 
Let R be a commutative ring and S = 〈σ, ρ〉. A right RS-module V is called
a triality module (for S) if V is a group with triality S. This holds if and only if
(σ − 1)(1 + ρ + ρ2) annihilates V . The classification of the indecomposable triality
RS-modules over fields is given in [8, Lemma 5].
Let G be a group with triality S. A right R[S ⋌ G]-module V is called a triality
module (for G) if the natural semidirect product G⋌ V is a group with triality S.
Lemma 4. An R[S ⋌ G]-module V is a triality module for G if and only if the
restriction V |S(m) is a triality module for S(m) for every m ∈M(G).
Proof. If V is a triality module for G then V |S(m) is a triality module for S(m) by
Lemma 3, since M(G) 6M(G⋌ V ). Let us prove the converse.
Let g ∈ G and v ∈ V . Set x = gv ∈ G⋌ V . We have
[x, σ] = v−1mvσ = mv−m+σ,
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where m = [g, σ]. Since mmρmρ
2
= 1, we obtain
[x, σ][x, σ]ρ[x, σ]ρ
2
= mv−m+σmρv−mρ+σρmρ
2
v−mρ
2+σρ2 =
mmρmρ
2
v−mm
ρmρ
2
+σmρmρ
2
−mρmρ
2
+σρmρ
2
−mρ2+σρ2 =
v−1+σm
−1
−ρm−1+σρ2mρ2−mρ2+σρ2 = v(σ−ρ)(m
−1+ρ2mρ2+ρ2) =
vρ
2(σ−1)(ρ2m−1ρ2+ρmρ+1)ρ = 0,
where the last equality holds because the operator (σ − 1)(ρ2m−1ρ2 + ρmρ + 1)
annihilates V by the assumption. The claim follows. 
4. Triality modules and tensor product
Let H be a group with triality S. Denote H˜ = S ⋌ H. Let V1, V2, U be triality
RH˜-modules. Suppose that ϕ : V1 ⊗ V2 → U is an RH˜-module homomorphism. For
brevity, we will write v1⊠v2 = ϕ(v1⊗v2), where v1 ∈ V1, v2 ∈ V2. Then, in particular,
we have
(4) vh1 ⊠ v
h
2 = (v1 ⊠ v2)
h
for all h ∈ H˜. We endow the Cartesian product W = V1 × V2 ×U with the operation
(5) (v1, v2, u)(v
′
1, v
′
2, u
′) = (v1 + v
′
1, v2 + v
′
2, u+ u
′ + v1 ⊠ v
′
2)
which turns W into a nilpotent group of class (at most) 2 with a central subgroup
(isomorphic to) U . Moreover, setting (v1, v2, u)
h = (vh1 , v
h
2 , u
h) for every h ∈ H˜
and (v1, v2, u) ∈ W (with the RH˜-module action of h on the components) correctly
defines an action of H˜ on W due to (4). The resulting group G = H ⋌ W has a
natural S-action, and the normal series
1 P U P W P G
is S-invariant with the corresponding factors being groups with triality S. In general,
the triality on the factors of a normal series of a group does not imply the triality on
the whole group. We obtain the following criterion:
Lemma 5. The group G constructed above is a group with triality S if and only if
lρ
2mρ2
1 ⊠ l
(ρ2mρ2)2
2 ∈ CU (σ)
for all m ∈M(H), l1 ∈M(V1), l2 ∈M(V2).
Proof. Elements of G will be written as (h, v1, v2, u), where h ∈ H, (v1, v2, u) ∈ W .
Then the multiplication and inversion in G are given explicitly by
(6)
(h, v1, v2, u)(h
′, v′1, v
′
2, u
′) = (hh′, vh
′
1 + v
′
1, v
h′
2 + v
′
2, u
h′ + u′ + vh
′
1 ⊠ v
′
2),
(h, v1, v2, u)
−1 = (h−1,−vh
−1
1 ,−v
h−1
2 ,−u
h−1 + vh
−1
1 ⊠ v
h−1
2 ).
We now check the triality for G. Let g = (h, v1, v2, u) ∈ G. Then setting m = h
−1hσ
we have
(7) g−1gσ = (m, v−m+σ1 , v
−m+σ
2 , u
−m+σ + vm1 ⊠ v
m−σ
2 ).
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Using the fact that H is a group with triality and that V1, V2, U are triality RH˜-
modules we have
(g−1gσ)(g−1gσ)ρ(g−1gσ)ρ
2
=(m, v−m+σ1 , v
−m+σ
2 , u
−m+σ + vm1 ⊠ v
m−σ
2 )
×(mρ, v−mρ+σρ1 , v
−mρ+σρ
2 , u
−mρ+σρ + vmρ1 ⊠ v
mρ−σρ
2 )
×(mρ
2
, v−mρ
2+σρ2
1 , v
−mρ2+σρ2
2 , u
−mρ2+σρ2 + vmρ
2
1 ⊠ v
mρ2−σρ2
2 )
=(mmρ, v−mm
ρ+σmρ−mρ+σρ
1 , v
−mmρ+σmρ−mρ+σρ
2 , u
−mmρ+smρ−mρ+σρ
+ vmm
ρ
1 ⊠ v
mmρ−σmρ
2 + v
mρ
1 ⊠ v
mρ−σρ
2 + v
−mmρ+σmρ
1 ⊠ v
−mρ+σρ
2 )
×(mρ
2
, v−mρ
2+σρ2
1 , v
−mρ2+σρ2
2 , u
−mρ2+σρ2 + vmρ
2
1 ⊠ v
mρ2−σρ2
2 ) =
[by mmρmρ
2
= 1]
= (1, v−1+σm
−1
−ρm−1+σρ2mρ2−mρ2+σρ2
1 , v
−1+σm−1−ρm−1+σρ2mρ2−mρ2+σρ2
2 ,
u−1+σm
−1
−ρm−1+σρ2mρ2−mρ2+σρ2 + v1 ⊠ v
1−σm−1
2 + v
ρm−1
1 ⊠ v
ρm−1−σρ2mρ2
2
+ v−1+σm
−1
1 ⊠ v
−ρm−1+σρ2mρ2
2 + v
mρ2
1 ⊠ v
mρ2−σρ2
2
+ v−1+σm
−1
−ρm−1+σρ2mρ2
1 ⊠ v
−mρ2+σρ2
2 ) =
[by w−1+σm
−1
−ρm−1+σρ2mρ2−mρ2+σρ2 = 0 for w = v1, v2, u (as in proof of Lemma 4)]
= (1, 0, 0, v1 ⊠ v
1−σm−1+ρm−1−σρ2mρ2
2 + v
ρm−1
1 ⊠ v
ρm−1−σρ2mρ2
2
+ vσm
−1
1 ⊠ v
−ρm−1+σρ2mρ2
2 + v
mρ2
1 ⊠ v
mρ2−σρ2
2 + v
mρ2−σρ2
1 ⊠ v
−mρ2+σρ2
2 )
= (1, 0, 0, v1 ⊠ v
−mρ2+σρ2
2 + v
ρm−1−σm−1
1 ⊠ v
ρm−1−σρ2mρ2
2 + v
−σρ2
1 ⊠ v
−mρ2+σρ2
2 )
= (1, 0, 0,−v
ρ2(1−σ)ρ
1 ⊠ v
ρm−1ρ2(1−σ)ρ2m−1
2 + v
ρ2(1−σ)ρ2m−1
1 ⊠ v
ρm−1ρ2(1−σ)ρ
2 ).
The elements l1 = v
ρ2(1−σ)
1 and l2 = v
ρm−1ρ2(1−σ)
2 run through M(V1) and M(V2)
as v1 and v2 run through V1 and V2, respectively. Hence, G is a group with triality if
and only if the element
−lρ1 ⊠ l
ρ2m−1
2 + l
ρ2m−1
1 ⊠ l
ρ
2 = (−l + l
σ)ρmρ
2
is zero, where l = lρ
2m−1ρ2
1 ⊠ l
(ρ2m−1ρ2)2
2 . The claim follows.

5. The group with triality
Let R be a commutative unital ring and let R0 be a subgroup of R
×. We set
T = R0 ×R0 and let S = 〈σ, ρ〉 act on T according to
[σ] =
(
−1 .
1 1
)
, [ρ] =
(
. 1
−1 −1
)
,
e. g., (r1, r2)
σ = (r−11 r2, r2), ri ∈ R0. Then T is a group with triality S with M(T ) =
{(r, 1) | r ∈ R0} ∼= R0. Denote T˜ = S ⋌ T .
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We define an RT˜ -module V as a free R-module of rank 3 with basis e = {e1, e2, e3}
in which the corresponding R-representation Ψ for T˜ is given by
(8)
Ψ : (r1, r2) 7→

 r1 . .. r−11 r2 .
. . r−12

 ,
σ 7→

 . 1 .1 . .
. . 1

 , ρ 7→

 . 1 .. . 1
1 . .

 .
Swapping r ↔ r−1 for r ∈ R0 gives the matrices of the contragredient representation
Ψ∗ in the dual basis e∗ = {e∗1, e
∗
2, e
∗
3} of the corresponding module V
∗.
Lemma 6. The RT˜ -modules V and V ∗ are triality modules for T .
Proof. By duality, we may consider V only. A direct verification shows that Ψ((σ −
1)(1 + τ + τ2)) is the zero matrix, where τ has the form
(9) ρ2mρ2 =

 . 1 .. . r
r−1 . .


for m = (r, 1) ∈M(T ), r ∈ R0. The claim now follows by Lemma 4. 
The contragredient module V ∗ can be realized as a direct summand of the sym-
metric square S2V due to the following
Lemma 7. The 2-homogeneous component of R[x1, x2, x3] splits under the action of
T˜ given by t : xi 7→
∑
j(Ψ(t))ijxj, t ∈ T˜ into the direct sum
(10) 〈x2x3, x1x3, x1x2〉R ⊕ 〈x
2
1, x
2
2, x
2
3〉R.
The first summand is isomorphic to V ∗ as an RT˜ -module under the map γ : xixj 7→
e∗k whenever {i, j, k} = {1, 2, 3}. The second summand is isomorphic to V
∗ under
δ : x2i 7→ e
∗
i for i = 1, 2, 3 provided that R0 has exponent 3.
Proof. For every t ∈ T˜ , the matrix Ψ(t) is monomial, hence has the form
∑
k rkek,kτ
for suitable rk ∈ R and τ ∈ Sym3, where ei,j are the matrix units. Therefore, t acts
by t : xi 7→ rixiτ , which implies the decomposition (10). It also implies that
t : xixj 7→ rirjxiτ ,jτ
γ
7→ r−1k e
∗
kτ
whenever {i, j, k} = {1, 2, 3}, because for all matrices in (8) we have r1r2r3 = 1; and
t : x2i 7→ r
2
i x
2
iτ
δ
7→ r−1i e
∗
iτ ,
if r3i = 1. However, Ψ
∗(t) =
∑
k r
−1
k ek,kτ . Hence, γ extends to an isomorphism onto
V ∗ and so does δ whenever R0 has exponent 3. 
Let a, b ∈ R be fixed elements at least one of which is invertible. We henceforth
assume that one of the following conditions is fulfilled:
(I) R30 = 1,
(II) b = 0.
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Then by Lemma 6 the submodule of S2V spanned by ax2i + bxjxk, where {i, j, k} =
{1, 2, 3} is isomorphic to V ∗. The invertibility of either of a, b ensures that this
submodule is complemented in S2V . Hence, there is an RT˜ -module homomorphism
ϕa,b : V ⊗ V → V
∗ which is written in the bases e and e∗ as
(11)
(v1, v2, v3)⊠ (w1, w2, w3) =
(
a(v2w3 + v3w2) + bv1w1,
a(v1w3 + v3w1) + bv2w2, a(v1w2 + v2w1) + bv3w3
)
,
where ⊠ = ⊠a,b = ϕa,b ◦ ⊗. By the discussion in Section 4, we may construct the
group G = T ⋌W , where W = V ×V ×V ∗ has the operation (11). We will henceforth
denote G˜ = T˜ ⋌W = S ⋌G.
Lemma 8. We have
(i) G is a group with triality S,
(ii) ZS(G) = 1 and [G, S] = G.
Proof. (i) Let l1, l2 be arbitrary elements of M(V ). Then there exist s1, s2 ∈ R such
that li = (si,−si, 0). Let m ∈ M(T ). Then m = (r, 1) for some r ∈ R0 and ρ
2mρ2 is
as in (9). By (11), we have
lρ
2mρ2
1 ⊠ l
(ρ2mρ2)2
2 = (0, s1,−s1r)⊠ (−s2, 0, rs2) = s1s2(ar, ar,−a− br
2),
which lies in CV ∗(σ). The claim follows by Lemma 5.
(ii) Clearly, every proper nontrivial normal S-invariant subgroup of G must include
V ∗ and be included in W . Since S induces a nontrivial action on both V ∗ and G/W ,
the claim follows.

6. The Moufang loop
Lemma 8 implies the existence of a Moufang loop M(G) which depends on the
parameters R,R0, a, b. Assuming that R and R0 are fixed, we will denote this loop
by Ma,b and determine its structure.
Lemma 9. The Moufang loop Ma,b consists of the elements of G of the form
(12)
(
(r, 1), x(1,−r−1, 0), y(1,−r−1, 0), z(−r−1, 1, 0) + xy(b, 0,−ar−1)
)
.
for r ∈ R0, x, y, z ∈ R.
Proof. Let g = (t, v1, v2, u) ∈ G. Then g
−1gσ is given by (7), where m = t−1tσ =
(1, r) ∈M(T ), vi = (vi1, vi2, vi3), i = 1, 2, u = (u1, u2, u3). Due to
Ψ(−m + σ) =

 −r 1 .1 −r−1 .
. . .

 ,
we have
v−m+σ1 = v1Ψ(−m+ σ) = x(1,−r
−1, 0), where x = −rv11 + v12,
v−m+σ2 = v2Ψ(−m+ σ) = y(1,−r
−1, 1, 0), where y = −rv21 + v22,
u−m+σ = viΨ
∗(−m+ σ) = w(−r−1, 1, 0), where w = u1 − ru2,
vm1 ⊠ v
m−σ
2 = (rv11, r
−1v12, v13)⊠ (−y, r
−1y, 0) = (z1, z2,−ar
−1xy), where
z1 = y(ar
−1v13 − brv11), z2 = y(−av13 + br
−2v12).
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Since we assume (I) or (II), we have br3 = b and so
z1 + r
−1z2 = y(−brv11 + br
−3v12) = bxy.
Hence, setting z = w + z2, we have the required form of g
−1gσ. 
By Lemma 9, sending an element (12) to the tuple
(r, x, y, z) r ∈ R0, x, y, z ∈ R
gives a bijection from Ma,b. We will therefore assume that Ma,b consists of all such
tuples.
Lemma 10. The multiplication and inversion in the Moufang loop Ma,b are given by
(r1, x1,y1, z1)(r2, x2, y2, z2) =
(r1r2, x1 + r1x2, y1 + r1y2, r2z1 + z2 + a(x1y2 − x2y1) + br
−1
1 r2x1y2),
(r, x,y, z)−1 = (r−1,−r−1x,−r−1y,−r−1z + bxy).
Proof. We first derive the inversion formula using (6). Denoting m = (r, 1) we have
(r, x, y, z)−1 ↔
(
m, x(1,−r−1, 0), y(1,−r−1, 0), z(−r−1, 1, 0) + xy(b, 0,−ar−1)
)
−1
=
(
m−1,−x(1,−r−1, 0)m
−1
,−y(1,−r−1, 0)m
−1
,−z(−r−1, 1, 0)m
−1
− xy(b, 0,−ar−1)m
−1
+ x(1,−r−1, 0)m
−1
⊠ y(1,−r−1, 0)m
−1)
=
(
m−1,−x(r−1,−1, 0),−y(r−1,−1, 0),−z(−1, r−1, 0)− xy(br, 0,−ar−1)
+ xy(br−2, b,−2ar−1)
)
=
(
(r−1, 1),−r−1x(1,−r, 0),−r−1y(1,−r, 0),
− r−1z(−r, 1, 0) + bxy(−r, 1, 0) + (−r−1x)(−r−1y)(b, 0,−ar)
)
↔ (r−1,−r−1x,−r−1y,−r−1z + bxy).
Similarly, with mi = (ri, 1), i = 1, 2, we have
(r1, x1, y1, z1)(r2, x2, y2, z2)↔
(
m1, x1(1,−r
−1
1 , 0), y1(1,−r
−1
1 , 0), z1(−r
−1
1 , 1, 0)
+ x1y1(b, 0,−ar
−1
1 )
)
−ρ(
m2, x2(1,−r
−1
2 , 0), y2(1,−r
−1
2 , 0), z2(−r
−1
2 , 1, 0)
+ x2y2(b, 0,−ar
−1
2 )
)(
m1, x1(1,−r
−1
1 , 0), y1(1,−r
−1
1 , 0), z1(−r
−1
1 , 1, 0)
+ x1y1(b, 0,−ar
−1
1 )
)
−ρ2
=
(
m−ρ1 , x1(−r
−1
1 , 1, 0)
ρ, y1(−r
−1
1 , 1, 0)
ρ, z1(1,−r
−1
1 , 0)
ρ
+ x1y1(0, b,−ar
−1
1 )
ρ
)(
m2, x2(1,−r
−1
2 , 0), y2(1,−r
−1
2 , 0), z2(−r
−1
2 , 1, 0)
+ x2y2(0, b,−ar2)
)(
m−ρ
2
1 , x1(1,−r1, 0)
ρ2 , y1(1,−r1, 0)
ρ2 , z1(−r1, 1, 0)
ρ2
+ x1y1(0, b,−ar
−1
1 )
ρ2
)
=
(
(r2, r
−1
1 ), x1(0,−r
−1
1 , 1)
m2 + x2(1,−r
−1
2 , 0),
y1(0,−r
−1
1 , 1)
m2 + y2(1,−r
−1
2 , 0), z1(0, 1,−r
−1
1 )
m2 + z2(−r
−1
2 , 1, 0)
+ x1y1(−ar
−1
1 , 0, b)
m2 + x2y2(b, 0,−ar
−1
2 ) + x1y2(0,−r
−1
1 , 1)
m2 ⊠ (1,−r−12 , 0)
)
×
(
(r1, r1), x1(1, 0,−r
−1
1 ), y1(1, 0,−r
−1
1 ), z1(−r
−1
1 , 0, 1) + x1y1(b,−ar
−1
1 , 0)
)
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=
(
(r1r2, 1), (x2,−r
−1
1 r
−1
2 x1 − r
−1
2 x2, x1)
m
−ρ
2
1 + x1(1, 0,−r
−1
1 ),
(y2,−r
−1
1 r
−1
2 y1 − r
−1
2 y2, y1)
m
−ρ
2
1 + y1(1, 0,−r
−1
1 ), (−r
−1
2 z2, r2z1 + z2,−r
−1
1 z1)
m
−ρ
2
1
+ z1(−r
−1
1 , 0, 1) + (−ar
−1
1 r
−1
2 x1y1 + bx2y2, 0, bx1y1 − ar
−1
2 x2y2)
m
−ρ
2
1
+ x1y1(b,−ar
−1
1 , 0) + x1y2(−ar
−1
2 , a+ br
−1
1 r2,−ar
−1
1 r
−1
2 )
m
−ρ
2
1
+ (x2,−r
−1
1 r
−1
2 x1 − r
−1
2 x2, x1)
m
−ρ
2
1 ⊠ y1(1, 0,−r
−1
1 )
)
=
(
(r1r2, 1), (x1 + r1x2)(1,−r
−1
1 r
−1
2 , 0), (y1 + r1y2)(1,−r
−1
1 r
−1
2 , 0),
(r2z1 + z2)(−r
−1
1 r
−1
2 , 1, 0) + (−ar
−2
1 r
−1
2 x1y1 + br
−1
1 x2y2, 0, br1x1y1 − ar1r
−1
2 x2y2)
+ x1y1(b,−ar
−1
1 , 0) + x1y2(−ar
−1
1 r
−1
2 , a+ br
−1
1 r2,−ar
−1
2 )
+ (a(r−21 r
−1
2 x1y1 + r
−1
1 r
−1
2 x2y1) + br1x2y1, a(−x2y1 + r
−1
1 x1y1),
a(−r−11 r
−1
2 x1y1 − r
−1
2 x2y1)− br
−2
1 x1y1)
)
=
(
(r1r2, 1), (x1 + r1x2)(1,−r
−1
1 r
−1
2 , 0),
(y1 + r1y2)(1,−r
−1
1 r
−1
2 , 0), (r2z1 + z2 + a(x1y2 − x2y1) + br
−1
1 r2x1y2)(−r
−1
1 r
−1
2 , 1, 0)
+ (x1 + r1x2)(y1 + r1y2)(b, 0,−ar
−1
1 r
−1
2 )
)
↔ (r1r2, x1 + r1x2, y1 + r1y2,
r2z1 + z2 + a(x1y2 − x2y1) + br
−1
1 r2x1y2).

By Lemma 10, the loop Ma,b has the form R0.N , where N = (R + R).R is a
normal subgroup. It can be checked that the subgroup N is commutative if and only
if 2a + b = 0. The associator of (ri, xi, yi, zi) ∈ Ma,b, i = 1, 2, 3, is trivial if and only
if
a
∣∣∣∣∣∣
r1 − 1 r2 − 1 r3 − 1
x1 x2 x3
y1 y2 y3
∣∣∣∣∣∣ = 0.
In particular, Ma,b is nonassociative, if a 6= 0, |R0| > 1, and R is a domain, in which
case Nuc(Ma,b) consists of the elements (1, 0, 0, z), z ∈ R.
We observe that, for every c ∈ R×, the loops Ma,b and Mca,cb are isomorphic,
which can be shown by changing the ”coordinates” (r, x, y, z) 7→ (r, x, y, cz) in Ma,b.
Hence, we may only consider the loops M1,b and Ma,1. In particular, we obtain
abelian-by-cyclic Moufang loops, M1,−2, with the multiplication (1) which split into
two types:
(I) if the characteristic of R is not 2 then M1,−2 has the form 3.(R+R+R), i.e.
R0 is cyclic of order 3,
(II) if the characteristic of R is 2 then M1,−2 = M1,0 has the form R0.N , where
R0 is an arbitrary cyclic subgroup of R
× and N = R+R+R is an elementary
abelian 2-group.
7. Embedding in the Cayley algebra
We show that a particular case of the above-constructed series of Moufang loops,
namely M1,0, can be embedded in a Cayley algebra. Recall that the Cayley algebra
O = O(R) can be defined as set of all Zorn matrices(
a v
w b
)
, a, b ∈ R, v,w ∈ R3
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with the natural structure of a free R-module and multiplication given by the rule
(13)
(
a1 v1
w1 b1
)
·
(
a2 v2
w2 b2
)
=
(
a1a2 + v1 ·w2 a1v2 + b2v1
a2w1 + b1w2 w1 · v2 + b1b2
)
+
(
0 −w1 ×w2
v1 × v2 0
)
,
where, for v = (v1, v2, v3) and w = (w1, w2, w3) in R
3, we denoted
v ·w = v1w1 + v2w2 + v3w3 ∈ R,
v ×w = (v2w3 − v3w2, v3w1 − v1w3, v1w2 − v2w1) ∈ R
3.
It is well-known that O is an alternative algebra and the set of its invertible elements
O× forms a Moufang loop.
Consider the subset of O× of elements of the form(
r (0, x, y)
(z, 0, 0) 1
)
which we identify with the tuples (r, x, y, z), where r ∈ R0 6 R
×, x, y, z ∈ R. Using
(13) it can be checked that this subset is a subloop with the multiplication
(r1, x1,y1, z1)(r2, x2, y2, z2) =
(r1r2, x1 + r1x2, y1 + r1y2, r2z1 + z2 + x1y2 − x2y1),
hence is isomorphic to M1,0.
8. The isomorphy problem
Clearly, the loops Ma,b and Ma′,b′ are isomorphic if (a
′, b′) = (a, b)ϕ for some
ϕ ∈ Aut(R). However, determining all isomorphisms among the loops Ma,b seems to
be a challenging problem. In particular, we state
Problem 2. Can the loops M1,b and M1,b′ be isomorphic for non-Aut(R)-conjugate
elements b, b′ ∈ R?
We only prove the following particular result.
Proposition 11. Let R be a field and let 0 6= b ∈ R. Then M1,0 is not isomorphic
to M1,b.
Proof. By lemma 8(ii), the above-constructed group with triality G = Ga,b coincides
with E(Ma,b). By Lemma 1, it suffices to show that G1,0 is not isomorphic to G1,b.
Observe that, since R30 = 1 and R is a field, we have |R0| = 3. By the construction
of G, we have W = [G,G], V ∗ = Z(W ), and W/V ∗ ∼= V ⊕ V is the direct sum
of three RT -homogeneous 2-dimensional components Qi, i = 1, 2, 3, spanned by the
pairs (ei, 0) and (0, ei), where ei is the ith basis vector for V . By (6) and (11), the
full preimage Q̂i of Qi in W can be identified with a group with the multiplication
(r1, r2, u)(r
′
1, r
′
2, u
′) = (r1 + r
′
1, r2 + r
′
2, u+ u
′ + br1r
′
2e
∗
i ),
where rj , r
′
j ∈ R and u, u
′ ∈ V ∗. Hence, the groups Q̂i, i = 1, 2, 3, are abelian if and
only if b = 0. Due to the invariant way these groups were constructed, we conclude
that G1,0 and G1,b are not isomorphic. 
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