Abstract-We first present an explicit formula R(D) for the rate-distortion function (RDF) of the vector Gaussian remote Wyner-Ziv problem with covariance matrix distortion constraints. To prove the lower bound, we use a particular variant of joint matrix diagonalization to establish a notion of the minimum of two symmetric positive-definite matrices. We then show that from the resulting RDF, it is possible to derive RDFs with different distortion constraints. Specifically, we rederive the RDF for the vector Gaussian remote Wyner-Ziv problem with the mean-squared error distortion constraint, and a rate-mutual information function. This is done by minimizing R(D) subject to appropriate constraints on the distortion matrix D. The key idea to solve the resulting minimization problems is to lowerbound them with simpler optimization problems and show that they lead to identical solutions. We thus illustrate the generality of the covariance matrix distortion constraint in the Wyner-Ziv setup.
I. INTRODUCTION A. Notation
We denote matrices and vectors by boldface uppercase and lowercase letters, respectively. We consider zero-mean stationary Gaussian sources, which generate independent vectors x ∈ R nx , y ∈ R ny , and z ∈ R nz , being the remote source, the observation at the encoder, and the side information available to the decoder, respectively. The block diagram of the problem is shown in Fig.1 .
At the encoder, the sequence of observations y is encoded into another sequence u. An optimal estimationx of x is obtained from u and z at the decoder. For a given positivedefinite distortion matrix D, the problem is to find the minimum achievable rate for the encoded sequence u such that the reconstruction error e = x −x at the decoder satisfies the following: where E[·] denotes the expectation operation and Σ e is the covariance matrix of e. For random vectors x, y and z, the conditional crosscovariance of x and y given z is denoted by Σ xy|z . The n × n identity matrix is denoted by I n . We use diag{λ i , i = 1, . . . , n} to show an n × n diagonal matrix having the elements λ 1 , . . . , λ n on its main diagonal. The set of symmetric positive-definite matrices is denoted by S + . The statement A B (A B) means that A − B is positive semidefinite (definite). Markov chains are denoted by two-headed arrows as in x ↔ u ↔ y. We denote the determinant and trace operations by | · | and tr(·), respectively. We also make use of the following notations for briefness: Finally, if Σ x|yz ≺ D does not hold for the problem described above, the rate will become infinite. We thus assume that it holds.
B. Motivation
During the recent years, there has been a shift from the traditional mean-squared error distortion constraint to covariance matrix distortions in the area of multiterminal source coding [3] - [9] . In general with this kind of distortion constraint, the matrix form of the target distortion gives rise to new issues compared to the scalar target distortions, which make the problem harder to solve.
Consider the problem introduced in Section I-A as an example. The covariance matrix of the unknown part of the source at the decoder is Σ x|z . With a scalar target distortion d, the following two cases might arise:
• tr(Σ x|z ) ≤ n x d, for which the required rate for u is zero.
• tr(Σ x|z ) > n x d, which means that some nonzero rate has to be spent on u. In this case, with an optimal coding arXiv:1504.01090v1 [cs.IT] 5 Apr 2015
scheme, the variance of the reconstruction error at the decoder would be the same as the target distortion. For a matrix target distortion D on the other hand, it might happen that none of the two cases Σ x|z D and Σ x|z D hold. In general, there are two sets of directions in R nx . In one set of directions, the distortion constraint is already satisfied at the decoder using the side information z. In the other set of directions, the distortion constraint cannot be satisfied without some help from the encoder, making the minimum required rate a nonzero value. In such cases, the covariance matrix of the reconstruction error at the decoder is not guaranteed to be equal to D, although it satisfies Σ x|uz D.
The argument for considering the covariance matrix distortion constraints despite the above-mentioned issues is the generality of the results. It is considered to be subsuming other distortion constraints, particularly the mean-squared error constraint. In some setups, e.g. [9] , the mean-squared error case is an immediate special case of the covariance matrix distortion. In other setups including the remote Wyner-Ziv problem, which is under the scope of this paper, this relationship is not trivial.
For the remote Wyner-Ziv problem, the resulting ratedistortion function R(D) would be a mapping from D = D ∈ S + | D Σ x|yz to R. Denote the covariance matrix of the reconstruction error at the decoder by Σ e (D) and suppose that f (Σ e (D)) ≤ f 0 is a given constraint on the distortion matrix, equivalent to some specified criterion. One can then formulate the following problem:
The Gaussian Wyner-Ziv problem with the covariance matrix distortion constraint was recently treated in [6] . It was implicitly solved by showing that a Gaussian scheme is optimal for this problem, and the original problem in form of the minimization of a mutual information over u could be reduced to an optimization problem over a covariance matrix.
In this paper, to solve the optimization problem (2), we need to derive closed-form statements for the rate-distortion function and the covariance matrix of the reconstruction error at the decoder. We do so by defining a minimum for two symmetric positive-definite matrices based on a special variant of joint diagonalization of matrices, and using some useful properties of this definition, which we derive in Section II. We then proceed by showing that problem (2) is equivalent to the following problem:
and solve it for two different choices of the function f (·).
In the first one, we set f (·) = tr(·). The constraint in (2) is then equivalent to a mean-squared error constraint on the reconstruction error. We will show that (2) in this case gives the rate-distortion function for the vector Gaussian remote Wyner-Ziv problem with the scalar mean-squared error distortion constraint. In the second example, we set f (·) = |·|.
The constraint would then be related to the mutual information I(x, u|z). We will show that Problem (2) in this case yields a rate-mutual information function studied in [2] . Our technique for solving these two minimization problems is to convert them to the alternative form (3) and then lowerbound each problem with another minimization problem, which is easy to solve. We then show that the solution to the lower-bounding problem could be achieved by choosing an appropriate feasible point for the original problem.
C. Organization
The rest of the paper is organized as follows. In Section II, we introduce our diagonalization approach, define the minimum of two matrices, and derive some properties for the minimum. In Section III, we solve the source coding problem for the remote vector Gaussian Wyner-Ziv set-up with covariance matrix distortion constraints using the results from Section II. We then minimize the resulting rate function subject to the above-mentioned constraints and derive the corresponding rate-distortion and rate-mutual information functions in Section IV. Section V concludes the paper.
II. MINIMUM OF TWO MATRICES
Consider the ordered pair (Σ 1 , Σ 2 ) of two n×n symmetric positive-definite matrices. Denote the eigenvalue decomposition of Σ 1 by:
where Λ = diag{λ i , i = 1, . . . , n} and λ 1 ≥ λ 2 ≥ · · · ≥ λ n and U T U = I n . Consider the principal matrix square-root
We then define the joint diagonalizer of (Σ 1 , Σ 2 ) as follows. Definition 1. The joint diagonalizer V of the ordered pair (Σ 1 , Σ 2 ) is defined as:
One can then verify that:
where the diagonal matrix Λ = diag{λ i , i = 1, . . . , n} is defined as:
This variant of joint diagonalization is based on another form of diagonalization found in [10, Theorem 8.3.1] . Based on the above joint diagonalization, we define the minimum of (Σ 1 , Σ 2 ) as follows:
Definition 2. The minimum of the pair (Σ 1 , Σ 2 ) of symmetric positive-definite matrices with the joint diagonalizer V is defined as:
(10) Some properties of the above definitions are summarized in the following lemmas. Lemma 1. For the pair (Σ 1 , Σ 2 ) of symmetric positivedefinite matrices with the joint diagonalizer V the following properties hold:
Proof: The proof follows immediately from the definitions and is thus left out.
Based on the following theorem from [10, Theorem 8.4 .9], we proof another property of the minimum of two matrices: Theorem 1. Consider two hermitian n × n matrices A and B, with eigenvalues
Lemma 2. Consider three matrices Σ, Σ 1 , Σ 2 ∈ S + . If Σ Σ 1 and Σ Σ 2 , then we have:
Proof: See Appendix A.
III. VECTOR GAUSSIAN REMOTE WYNER-ZIV PROBLEM
The problem described in Section I could be formulated as the following optimization problem:
We write x in terms of its linear estimation from y and z and the estimation error n as follows:
where n is independent of y and z, and Σ n = Σ x|yz . See Appendix B for a quick derivation of the matrices A and B. Defining y as:
and using (13) one can write:
A. Lower Bound
Let us define the function R * (D) as follows:
Let V be the joint diagonalizer of (Σ x|z − Σ x|yz , D − Σ x|yz ) as defined in Section II, such that:
Define the functionR(D) as:
Then we have the following lemma.
Lemma 3. The solution to problem (17) is given by R * (D) = R(D).
Proof: Defining Σ * y |uz as:
it is clear from Property 3 in Lemma 1 that Σ * y |uz satisfies the constraints in (17). Substituting Σ * y |uz in (17) and using (15) yields (20).
Next we will show that no other feasible point for problem (17) can lead to a rate lower thanR(D). Suppose that Σ y |uz ∈ S + is a feasible point for (17) giving the rateR. It should then satisfyΣ y |uz D − Σ x|yz andΣ y |uz Σ x|z − Σ x|yz . From Lemma 2 it follows that:
Substituting (22) 
in (17) yieldsR ≥R(D).
The proof that R(D) is lower-bounded by R * (D) (and thus R(D)) follows from standard arguments. We include it below however for completeness.
Lemma 4. The rate-distortion function R(D) defined in (12) is lower-bounded as R(D) ≥R(D).
Proof: We have the following chain of inequalities:
where (24) is because the knowledge of the side information z at the encoder cannot increase the rate, (25) is because from (13), when z is given, y is a sufficient statistic of y for the estimation of x, (26) follows from (14) and the data processing inequality, (27) is because a Gaussian distribution for u maximizes the differential entropy, and we have added the extra constraint Σ y |uz Σ y |z , since any valid Σ y |uz must satisfy this condition, (28) follows from (15) and (16), and (29) follows from Lemma 3.
B. Upper Bound
Suppose that V, Λ, and Λ are defined as in Section III-A. Suppose also that U is the orthogonal matrix of the eigenvectors of Σ x|z − Σ x|yz giving the eigenmatrix Λ. The result of this subsection is then given by the following lemma.
Lemma 5. The following Gaussian scheme achieves (20):
where the covariance matrix of the coding noise ν is given by:
(31) Moreover, the covariance matrix of the reconstruction error at the optimal decoder is given by:
Proof: We have:
where (33) follows from (30) and (14), and (34) follows from (15). Rewriting Λ as:
and substituting (35) and (31) in (34) and simplifying the result, we get:
Next, we derive the covariance matrix of the reconstruction error. Similar to (13), we can write x as:
where n 1 is independent of u * and z. Form (36) it follows that Σ xu * |z = CΣ u * |z , or:
From (30), (14), and (15) we have:
Also note that:
where (39), (40), (41) and (42) follow from (30), (13), (14) and (15), respectively. The covariance matrix of the reconstruction error can then be written as:
where (43) and (44) 
and using Property 3 in Lemma 1, it is clear that Σ x|u * z D, as desired. This completes the proof.
C. Rate Distortion Function
Combining the results of lemmas 3-5, we have the following theorem:
Theorem 2. The rate-distortion function for problem (12) for D Σ x|yz is given by:
IV. CONSTRAINTS ON THE DISTORTION
In this section, following the formulation given by (2) and based on the results from Section III, we impose extra constraints on the target distortion D, and minimize the corresponding rate function. Minimization problems are defined over the set D = D ∈ S + |D Σ x|yz . We consider two cases, equivalent to a mean-squared error constraint and a mutual information constraint. The resulting statements for the rate are the same as the known rate-distortion and rate-mutual information functions. This shows that for the remote Gaussian Wyner-Ziv problem, instead of directly solving the corresponding source coding problems for these two constraints, the results could be derived from the rate-distortion function under the covariance matrix distortion constraint.
The following lemma contributes to the proof of the two main results of this section.
Lemma 6. Problem (2) is equivalent to (3).
Proof: See Appendix C.
A. Mean-Squared Error Constraint
For the vector Gaussian remote Wyner-Ziv problem with a scalar mean-squared error constraint, the rate-distortion function is defined as:
subject to tr Σ x|uz ≤ n x d, and u ↔ y ↔ (x, z).
It was shown in [2] that R(d) is given by:
where λ i ; i = 1, 2, . . . , n x are the eigenvalues of Σ x|z −Σ x|yz , and λ is a constant (water level) satisfying the following constraint:
To show the relation between R(d) and R(D), we first define the following problem, which is then followed by a theorem.
where R(D) and Σ e (D) are given by (51) and (32), respectively.
Proof: From Lemma 6 we can rewrite (55) as:
Now we define another functionR(d) as follows:
where µ i , i = 1, . . . , n x are the eigenvalues of D − Σ x|yz , sorted in the descending order. Note that only the second constraint in (57) is different from (56).
Suppose that D ∈ D satisfies the second constraint in (56). From Theorem 1 it then follows that µ i ≤ λ i ; i = 1, . . . , n x , and thus the second constraint in (57) is satisfied. One can then conclude that the feasible set for (56) is included in the feasible set for (57), and thus we have:
Problem (57) is equivalent to:
which turns out to have a water-filling solution. From the KKT conditions, the maximizer µ * i , i = 1, . . . , n x for (59) is given by:
where λ should be chosen such that the first constraint in (59) holds with equality, i.e.
Substituting (60) in the cost function in (57) and using (58) we have:
Denote the eigenvalue decomposition of Σ x|z − Σ x|yz by U T diag{λ i , i = 1, . . . , n x }U, and define:
where λ is defined by (61). It is clear that D * satisfies the constraints in (56) and is a feasible point. We thus have:
The proof follows from (64) and (62).
B. Mutual Information Constraint
Define the following problem:
subject to I (x; u|z) ≥ R I , and
This problem is a formulation of a source coding problem where a relay with a dedicated link of certain capacity helps a main transmitter deliver its information to an end receiver with some side information [2] . It was shown in [2] that the rate-mutual information function R(R I ) for 0 ≤ R I ≤ 1 2 log |Σx|z| |Σx|yz| is given by:
where µ i , i = 1, . . . , n x are the eigenvalues of
x|z , 2 and γ ∈ [0, 1) satisfies the following:
Note that with the Gaussian scheme (30) for the Wyner-Ziv problem, the constraint I (x; u|z) ≥ R I is equivalent to the following:
We thus define another function R * (R I ) below and then bridge between R(R I ) and R * (R I ) with a theorem.
To show the relationship between R(R I ) and R * (R I ), we first need the following lemma.
Lemma 7. Let A and B be two n × n hermitian matrices with the eigenvalues α 1 ≥ · · · ≥ α n and β 1 ≥ · · · ≥ β n , respectively, and suppose that A B. Then we have:
Proof: See Appendix D.
Proof: Using Lemma 6 we rewrite (69) as:
Applying the following change of variables to (71): 
where
x|z . With η 1 , . . . , η nx and θ 1 , . . . , θ nx being the eigenvalues of Σ x|z andD, respectively, sorted in the descending order, we define a new functionR(R I ) as follows.
R(R
From Lemma 7 it follows that the cost function in (73) is lower-bounded by the one in (74), and thus we have:
Problem (74) is equivalent to the following problem:
which has a water-filling solution given by:
for i = 1, . . . , n x , where the constant α > 1 is chosen such that the first constraint in (76) is satisfied with equality, i.e.
Noting that η i = 1−µ i , i = 1, . . . , n x and defining γ = α−1 α , one can rewrite (78) as:
which is the same as (67). Substituting (77) in the cost function in (74) and using (75), we have:
Suppose that W T diag{η i , i = 1, . . . , n x }W is the eigen-
x|z . Define:
such that (79) (and thus the first constraint in (73)) is satisfied. One can then see thatD * is a feasible point for (73), and therefore:
Comparing (82) and (80), it follows that:
With some manipulation of (66) it is easy to show that (66) is the same as (83). The proof is now complete.
V. CONCLUSIONS AND DISCUSSION
We derived a closed form expression for the rate-distortion function of the vector Gaussian remote Wyner-Ziv problem with covariance matrix distortion constraints. We then formulated minimization problems over the resulting rate function with two different constraints on the distortion matrix and showed that this will lead to known rate functions for two different vector Gaussian source coding problems with scalar distortion constraints.
The optimal distortions given by (63) and (81) imply that the optimal coding scheme for both of the problems studied in Section IV is included in the general scheme given by (30). The difference is between the covariance matrix of the coding noise ν which is determined by the choice of the distortion matrix. Future work is the study of possibly similar relationships between the rate functions with the covariance matrix distortion and scalar distortion constraints on the second order statistics of the reconstruction error in more general multiterminal source coding setups, e.g. the CEO problem.
Substituting (92) 
Noting that for D Σ x|z we have:
it is clear the (3) is the same as (93).
APPENDIX D PROOF OF LEMMA 7
For two n × n hermitian matrices A and B with the eigenvalues α 1 ≥ · · · ≥ α n and β 1 ≥ · · · ≥ β n , respectively, it was shown in [11] that:
where P is the set of all permutations P = {p 1 , . . . , p n } of the set {1, . . . , n}. Changing B to −B in the left side inequality yields:
If A B, it follows from Theorem 1 that α i − β i ≥ 0, for i = 1, . . . , n. Using this, and noting that for i < j and i < j we have:
it follows that:
which completes the proof.
