Models of kidney concentrating mechanism: relationship between core concentrations and tube permeabilities∗∗Research supported by NIH Grants DK1759314.  by Tewarson, R.P.
Appl. Math. Lett. Vol. 6, No. 6, pp. 71-73, 1993 
Printed in Great Britain. All rights reserved 
0893-9659193 $6.00 + 0.00 
Copyright@1993 Pergamon Press Ltd 
MODELS OF KIDNEY CONCENTRATING MECHANISM: 
RELATIONSHIP BETWEEN CORE CONCENTRATIONS 
AND TUBE PERMEABILITIES* 
R. P. TEWARSON 
Institute for Mathematical Modeling, Department of Applied Mathematics 
State University of New York, Stony Brook, NY, 11794-3600, U.S.A. 
(Received and accepted May 1993) 
Abstract-Using an inner medullary shunt model of the kidney concentrating mechanism, we inves- 
tigate the relationship between z-salt and urea concentrations in the Cent& Core, and h-water, 
salt and urea permeabilities in the He&e’s loop and the Collecting Duct. Computational results are 
given comparing (a) the direct problem: given h compute Z, to (b) the inverse problem: given z 
compute h. 
Mammals maintain the volume and composition of their body fluids within very narrow limits. A 
basic mechanism for this purpose is the kidney-which can produce urine that is either more, or 
less concentrated than plasma or other body fluids. Mathematical models have been responsible 
for many of the basic ideas leading to our understanding of the urinary concentrating mechanism. 
For a comprehensive review see [l]. Some of our recent models have been described in this journal 
[2-41. 
In [4], we formulated the inverse problem as a nonlinear least squares problem and then solved 
it by using the Modular In-core Nonlinear Optimization System (MINOS) [5]. We also pointed 
out the difference between [4] and [6]. In this paper we show that both the direct and the inverse 
problems can be formulated in a such a way that nearly the same algorithms can be used in both 
cases. Since this paper is a sequel to [4] that appeared recently in this journal, we feel that it is 
unnecessary to repeat the discretization procedure and other details here. 
Let us consider the equation 
g(h, y(h,z), z) = 0, (1) 
where g, h, z E Iw18, y E R48, 
f(h y(h,z), z) = 0, (2) 
and f E W48. Then we have 
Direct Problem: Given h, solve (1) for z; Inverse Problem: Given z, solve (1) for h. 
It is shown in [2] that, for the three tube central core model, (1) and (2) are, respectively, the 
core and tube equations for salt, and urea concentrations. We have introduced h as a variable 
here. Since the water, salt and urea permeabilities are given for the three tubes for the upper and 
lower part of the inner medulla, h has dimension 18. For the discretization process (Differential 
Equations I Algebraic Equations), we divide the z interval (length of the inner medulla) into 8 
equal parts. Thus, in the notation of [2] n = 8, m = 9. 
Now in the core, there are 9 levels and two variables at each level (salt and urea concentrations); 
therefore z has dimension 18. For the tubes, since the boundary values for tube 1 (Descending 
Henle’s Limb) and tube 3 (Collecting Duct,) are given, and for tube 2 (Ascending Henle’s Limb) 
the input is equal to the output from tube 1, the total number of variables and equations is 
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3 x 8 x 2 = 48. If the Trapezoidal rule is used in the discretization procedure, then the global 
error is O( $)” = 0(.0156). On the other hand, use of Simpson’s rule reduces this error to 
O(i)” = O(O.00024). Higher accuracy can be obtained by using splines to generate intermediate 
values for core concentrations and then collocation. 
ALGORITHM 1. Direct Problem (h fixed, z variable) 
(1) 
(2) 
(3) 
(4) 
Given h. Assume an initial value for z. 
Solve (2) for y sequentially at each level along the direction of flow (two nonlinear equations 
are solved at each level, see [2]) and thus 
f(h, y(h,z), z) = 0. 
Compute g(h, y(h,z), z). If Ilg(h, y(h,z), z)II is small or too many iterations have been 
done, stop; otherwise compute [2,7,8] 
& 
iGej = 
dh, y(h z + q), z + cej) - g(h, y(h, z), Z) 
> 
6 
j=l , . . . ,18, 
where E is a small positive number and ej is the jth column of the identity matrix of 
order 18. 
Solve $@z = -g(h, y(h, z), z) for 6z, and let z = z + 6z. Go to Step (2). 
COMMENTS. In Step (3), usually, we do not compute 2 every time but update it using a 
quasi-Newton method [3,9] or its Gauss-Newton version [lo]. In Step (4), we use a special 1F 
equations solver [ll] that computes the minimum norm least squares solution if matrix dz is 
singular. 
ALGORITHM 2. Inverse Problem (z fixed, h variable) 
(1) 
(2) 
(3) 
(4 
Given z. Assume an initial value for h. 
Solve (2) for y sequentially at each level along the direction of flow (two nonlinear equations 
are solved at each level, see [2]) and thus 
f(h, y(h,z), z) = 0. 
Compute g(h, y(h,z), z). If Ildh y(h,z), z)II is small or too many iterations have been 
done, stop; otherwise compute [2,7,8] 
& 
dhei = 
dh + cej, Y(h + ~ej,z), Z) - gh Yhz), Z) 
7 E 
j=l , . . . ,18, 
where c is a small positive number and ej is the jth column of the identity matrix of 
order 18. 
Solve z Sh = -g(h, y(h, z), z) for bh, and let h = h + Sh. Go to Step (2). 
Let h(k) = h i- Ah. Thus, k is the percent change in h. We used this h(k) in Algorithm 1 
to determine the corresponding z(k). This z(k) was then used in Algorithm 2 to compute the 
associated b(k). 
This can be shown schematically as follows: 
Algorithm 1 Algorithm 2 
h(k) * z(k) * h(k). 
Since Algorithm 2 needs a starting value for b(k), we used h(i), where i # k. The differences 
h(k) - h(k) are given in Table 1. Only five digits after the decimal point were compared, since 
the global roundoff errors, even in the case of Simpson’s Rule, are larger. Currently, we do not 
have a continuation procedure incorporated in Algorithm 2, and therefore, the initial guess for 
h(k) has to be reasonably good to get convergence. 
It is clear from Table 1 that h can be recovered to fair degree of accuracy by solving the inverse 
problem (Algorithm 2). Therefore, for this class of problems, the inverse problem is stable. 
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Table 1. Permeabilities computed by Algorithm 2. 
k h maxi l&(k) hi(k)1 - 
1 0 0.00000 
2 0 0.00001 
5 2 0.00000 
10 2 0.00000 
20 2 0.00000 
40 30 0.00000 
80 70 0.00000 
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