The representer theorem for kernel methods states that the solution of the associated variational problem can be expressed as the linear combination of a finite number of kernel functions. However, for non-smooth loss functions, the analytic characterization of the coefficients poses nontrivial problems. Standard approaches resort to constrained optimization reformulations which, in general, lack a closed-form solution. Herein, by a proper change of variable, it is shown that, for any convex loss function, the coefficients satisfy a system of algebraic equations in a fixed-point form, which may be directly obtained from the primal formulation. The algebraic characterization is specialized to regression and classification methods and the fixed-point equations are explicitly characterized for many loss functions of practical interest. The consequences of the main result are then investigated along two directions. First, the existence of an unconstrained smooth reformulation of the original non-smooth problem is proven. Second, in the context of SURE (Stein's Unbiased Risk Estimation), a general formula for the degrees of freedom of kernel regression methods is derived.
ing of the sum of a loss term dependent on the experimental data and a penalty term given by an RKHS (Reproducing Kernel Hilbert Space) norm. The choice of the loss function enables one to obtain a variety of estimators, including smoothing splines (Wahba 1990) , regularization networks (Poggio and Girosi 1992) and SVM (Support Vector Machines) for both classification and regression (Vapnik 1995) .
The remarkable feature of these methods is that, even if the minimizer is searched within an infinite dimensional space, the solution can be written as the linear combination of a finite number of kernel functions. This fundamental property goes under the name of representer theorem. The result, which goes back to (Kimeldorf and Wahba 1971) for squared loss functions, extends to differentiable loss functions, see (Cox and O'Sullivan 1990) and (Poggio and Girosi 1992) . More recently, it has been shown that the representer theorem holds in a very general setting ). For what concerns the characterization of the coefficients of the linear combination, if the loss function is differentiable, they are the solution of a system of algebraic equations (Wahba 1998) . This result does not apply to SVM because the loss function (either the -insensitive or the "hinge") is not differentiable. It is worth noticing that the standard approach to SVM computation relies on quadratic programming and lacks a closed-form solution. When the loss function is non-smooth, resorting to sub-differential calculus, it has been shown that the coefficients can be characterized in terms of inclusions (Steinwart 2003; De Vito et al. 2004 ). For regression loss functions, including -insensitive SVR (Support Vector Regression), it has been recently proven that the inclusions can be converted into a set of algebraic equations by a proper change of variable (Dinuzzo et al. 2007 ). Such algebraic characterization was then used to evaluate the degrees of freedom of -insensitive SVR and develop a tuning procedure for the parameters and C.
The present paper provides three main results. First of all, we derive an algebraic characterization of the optimum for a general class of kernel methods including classification ones and allowing for the presence of the bias term. The algebraic characterization provides new insight into the structure of the solution of the variational problem associated with kernel methods. In particular, the solution coefficients are directly characterized by a system of algebraic equations, a major difference with respect to dual-problem approaches, involving both equalities and inequalities. A number of specific examples are considered, including Huber's kernel regression, the -insensitive SVM, the support vector classification with hinge loss, and some methods relying on smooth approximations of the previous non-differentiable loss functions. Although investigation of potential computational benefits is beyond the scopes of the present paper, our algebraic characterization has a fixed-point structure and, in principle, it may also be used for computational purposes. Recently, there has been a certain interest in training kernel methods in the primal (Perez-Cruz et al. 2005; Chapelle 2007; Shalev-Shwartz et al. 2007 ). In particular, connections and differences between primal and dual formulations are thoroughly analyzed in Chapelle (2007) 
The algebraic characterization is then exploited to derive the second main result of the paper, namely that the original non-smooth variational problem can be exactly reformulated as an unconstrained smooth optimization problem. Recently, "reformulation" has become an important research topic in optimization, see the book by Fukushima and Qi (1999) . Smooth minimization of non-smooth convex functions has been considered in Nesterov (2005) (see also references therein), where a smoothing method is proposed that guarantees better bounds on the computational complexity of a rather general class of convex problems. A smooth approximation is employed in Lee and Mangasarian (2001) to generate the socalled SSVM (Smooth Support Vector Machines) , an unconstrained smooth reformulation of the support vector machine for pattern classification.
For what concerns the third main contribution of the paper, by making reference to the system of algebraic equations, it is relatively easy to obtain the derivatives of the coefficients with respect to the data and parameters. This sensitivity analysis can be used for many purposes. Among them, there is the evaluation of the degrees of freedom of kernel regression methods characterized by quadratic regularization terms. Sensitivity analysis and degrees of freedom of nonlinear estimators are interesting topics that have been the subject of several investigations, see e.g. Hastie et al. (2001) and references therein. Insights in sensitivity problems of SVMs and lasso can be found, for instance, in Pontil and Verri (1998) and Osborne (2001) . A major motivation for studying degrees of freedom is that they enter the definition of many popular tuning criteria such as C p (Mallows 1973) , AIC (Akaike 1973) , BIC (Schwarz 1978) , GCV (Craven and Wahba 1979) , and others. General references on the topic of degrees of freedom are Stein (1981) , Ye (1998 ), Efron (2004 . More recently, Gunter and Zhu (2007) and Dinuzzo et al. (2007) studied the degrees of freedom of support vector regression. The degrees of freedom of the lasso has been extensively studied in Zou et al. (2007) , where an up-to-date list of references on the subject can be found. It is worth remarking that assessing the degrees of freedom for the lasso and kernel methods poses intrinsically different problems in that the regularization term in the lasso is not quadratic.
The paper is organized as follows. The general form of the new algebraic characterization is derived in Sect. 2. The unconstrained smooth reformulation of the original non-smooth variational problem is derived in Sect. 3. The specialization to regularized regression and classification is treated in Sect. 4. In Sect. 5, the application of the new result to a variety of kernel methods is discussed. Section 6 addresses the evaluation of the degrees of freedom for a generic kernel regression estimator. Finally, some conclusions end the paper.
Throughout the paper, vectors are denoted by boldface characters (e.g. a), while matrices are denoted by sans serif uppercase letters (e.g. K).
Algebraic characterization for regularized kernel methods
Given an input set X and an output set Y , we consider the problem of estimating a functional relationship between inputs x ∈ X and outputs y ∈ Y , given the set of training pairs
Letĝ : X → Y denote the relationship that is learnt from the data. In order to cast the learning problem within a regularization approach, one may assume thatĝ is the composition
of a given output function σ : R → Y and a real-valued functionf : X → R, estimated by solvingf
where V is a suitable measurable function, convex with respect to its second argument, S either coincides with H, where H is an RKHS with kernel K(·,·), or is given by the sum S = H + B, with B a finite-dimensional parametric bias space spanned by functions {ψ j } m j =1 . The norm in H is denoted by · H and C is a positive real number that selects the regularization intensity. Note that for regression, Y = R and σ (t) = t , whereas for binary classification, a possible choice is Y = {−1, 1} and σ (t) = sgn(t). By the representer theorem, the solutionf can be expressed as a finite linear combination of kernel functions, namely, for S = H,
or, in the bias case S = H + B,
It has been recently shown that the coefficients a i are optimal if and only if they satisfy the set of inclusions (Steinwart 2003; De Vito et al. 2004 ):
with the additional relationships
in the bias case. In (2), the symbol ∂ 2 V denotes the sub-differential of the loss function V with respect to the second argument. Steinwart (2003) developed his quantified representer theorem as a by-product of the analysis of convergence and stability of SVMs. Herein, we proceed further in that the inclusion (2) will be replaced by a system of algebraic equations. Note that the function V (y i , ·) is a convex real function of a real variable, so that the structure of the sub-differential ∂ 2 V is very simple: essentially, it contains either a single value or an interval, depending on the value of the second argumentf (x i ). In the following, D − (γ ) and D + (γ ) will denote the left and right derivative of V (y i , ·) at γ :
In addition, let
Notations likef (x i ; a, b) will be used to denote dependence on coefficient vectors a and b. The next theorem shows that the set of inclusions (2) can be replaced by a set of algebraic equations. The proof is constructive and the key idea is to introduce some new coefficients z i . 
Theorem 1 For any
we have 
The proof of Theorem 1, which is similar to that of Theorem 1 in (Dinuzzo et al. 2007) , is reported in the Appendix. There are three differences with respect to (Dinuzzo et al. 2007 ). First, a more general class of loss functions, not restricted to regression ones, is considered. The second difference is the introduction of the parameter δ, which will play a key role in the proof of the subsequent Theorem 2. Note also that, for δ = 1, the variables z i will enter the definition of pseudo-residuals and pseudo-margins given in Sect. 4. Finally, Theorem 1 applies to both the no-bias and bias case.
It is also useful to introduce a matrix form representation. Let z := (z 1 , . . . , z ) T and introduce the nonlinear operator
Let matrices K and Ψ be such that
From the definition of the coefficients z i , it follows that
so that, in view of (4) and (3), the algebraic characterization can be given in the following compact form.
Algebraic characterization of the optimum Under the assumptions of Theorem 1, the following relationships hold:
or, equivalently,
Theorem 1 above is the main result of the paper. In the next sections, we discuss its consequences. In particular, in Sect. 3, it is shown that the original non-smooth regularization problem admits an unconstrained smooth reformulation. In Sect. 4, the algebraic characterization of the optimum is specialized to regression and classification. Its application to a number of specific regression and classification methods is illustrated in the subsequent Sect. 5. Finally, the use of Theorem 1 to derive formulas for the effective degrees of freedom of kernel regression methods is the subject of Sect. 6.
A smooth reformulation
The next result is relative to problems with strictly positive kernel matrix K. It shows that, exploiting the freedom in the choice of δ, we can construct an equivalent unconstrained smooth optimization problem whose solution coincides with the coefficient vectors z and b. Denote by · A the norm in R defined by v 
is well defined, convex, and has Lipschitz continuous gradient. Moreover, 
, so that the matrix K − δD has strictly positive eigenvalues. In fact, min i λ i > 0 because K is positive definite. This means that the functional φ is well defined and has Lipschitz continuous gradient. Since φ is smooth, each minimizer (u * , v * ) satisfies the necessary conditions for optimality:
By substituting the first expression in the second and multiplying the first expression by (δD − K), from (9) it follows that u * = z, v * = b. Now, we show that φ is strictly convex so that (z, b) is actually the only minimizer. Apart from a finite set of discontinuity points, there exists the Hessian of φ, given by
Since functions S i (y i , ·) are monotone non-decreasing, the first term is positive semidefinite. In addition, (K − δD) −1 is positive definite, so that the Hessian ∇ 2 φ(u, v) is positive definite whenever it exists. This proves that φ(u, v) is strictly convex attaining its global minimum at (z, b).
The equivalent optimization problem, though very similar to the original one, is always differentiable even when the original loss function V (y i , ·) is not. The smooth loss functions V eq i (y i , z i ) that appear in Theorem 2 are easily obtained by integration (often in closedform) given the functions S i (·, ·). Once z is known, it is straightforward to obtain vector a by applying (4). Theorem 2 is remarkable because it provides the constructive equivalence with an unconstrained smooth problem. Proving its computational relevance is beyond the scopes of the present paper, and is left to future investigation.
Algebraic characterization for regularized regression and classification
Equations (8) and (9) apply to general convex loss functions and give an analytic characterization for the coefficients a i of the solution of the regularized problem (1). Without loss of generality, hereafter it will be assumed that δ = 1. Two important classes of loss functions V are:
1. Symmetric loss functions that depend directly on the residual y i −f (x i ) (regression loss functions):
Loss functions that depend directly on the margin y if (x i ) (classification loss functions):
The following sub-sections specialize the new analytic characterization to these two classes. Before proceeding, let us summarize briefly the procedure that will be used to obtain the functions S i starting from the loss function V . 
Algebraic characterization for regularized regression
In general, the functions S i (y i , z i ) depend on y i and z i separately. This section shows how the analytic characterization of (Dinuzzo et al. 2007) follows from the more general result given in Theorem 1 above. In particular, in the case of regression loss functions, it is possible to introduce a single coefficient η i that captures the dependence on both y i and z i , thus simplifying the representation. (7) becomes:
Let
This implies that
we have a completely similar result:
Now, using (5), we can compute the intervals I k where the function S i (y i , z i ) is affine in z i :
In these intervals, we have the following affine relationship between a i and z i :
From (10) , (11) and (12) one can conclude that the single variable
suffices to capture the combined effect of both y i and z i . Indeed, (10), (11) and (12) become, respectively,
In conclusion, the algebraic characterization for the coefficients a i involves functions S i depending on just one variable η i :
where (15) and S i (η i ) is the implicit function defined by (13) that ties a i to η i in the differentiability points for V . Note that the coefficients η i are such that
and can be interpreted as pseudo-residuals (the residual plus the term a i K(x i , x i )). Letting
we have the following two (equivalent) systems in matrix form
Algebraic characterization for regularized classification
Let now consider margin-dependent loss functions:
As in the case of regression loss functions, convexity of V (·) implies convexity of V (y i , ·).
In fact, the value y i acts merely as a scale factor. Let γ 1 k denote the points where V (1, ·) is not twice differentiable. Then, for y i = 0, the points γ k (y i ) where V (y i , ·) is not twice differentiable are given by
In the differentiability points, using the structure of the loss function V , we can simplify equation (7) to obtain:
Let us calculate
where D − (γ ) denotes the left derivative of V (·) evaluated at γ . In a similar way,
Now, we can use (5) in order to compute intervals I k :
When z i ∈ I k , we can apply (6) to obtain
In the classification case, in view of (17), (18), (19), there does not exist a simple transformation, similar to the one used in the previous sub-section, able to capture the effect of both y i and z i with a single coefficient. However, in a classification context, the following assumption is natural: y i can take only the values +1 and −1. Then, we have y i = 1 y i and this naturally leads to the definition of the pseudo-margins η i and a new set of coefficients α i :
We can immediately obtain the system
valid in the differentiability points. Moreover, when
we have
Hence, everything is formally similar to the regression case, the only difference being the modified definition of η i and the introduction of the coefficients α i replacing the original a i . Thus, we have shown that there exist functions S i such that
where S i is a function implicitly defined by (21).
Observe that the usual way to express the solution for the Support Vector Classifier is a formula of the type:f
where α i are Lagrange multipliers for the dual problem. This means that the coefficients α i , here defined without passing through the dual problem, are precisely the Lagrange multipliers of the dual formulation. It is worth noting that the usual Kuhn-Tucker conditions contain also some inequalities and do not define the set of Lagrange multipliers by means of a system of algebraic equation like (23). To obtain a matrix form representation, let us introduce the matrix (y 1 , . . . , y ) , (20) and (23), we have
Examples
The aim of this section is to illustrate by means of some examples the previously derived analytic characterization. We will be able to obtain algebraic characterization for the coefficients of many regularized kernel methods, including Support Vector Machines for both regression and classification.
It goes without saying that Theorem 1 is of interest especially for non-smooth loss functions. Nevertheless, for the sake of comparison, also some smooth losses will be discussed. It will be seen that the function S i (η i ) provides a rather immediate visualization of some important properties, such as sparsity and robustness. In fact, sparsity is associated with a dead zone of the function S i (η i ), whereas robustness corresponds to saturation at the extremes.
Example 1 (Quadratic loss) Consider the quadratic loss function
Then, problem (1) boils down to regularized kernel least-squares whose solution is characterized by a linear system for the coefficients a i . Note that the quadratic loss is of the regression type (residual-dependent) and is everywhere differentiable. Then, there are no intervals I k to compute and it is sufficient to write (13) to obtain
Solving for a i , the following fixed-point equation easily follows:
This means that the function S i (η i ) is everywhere linear (see Fig. 3 , top left). Let us write the matrix form (16) for the no-bias case:
From this expression we see that, in the case of regularized least-squares, the pseudoresidual characterization is equivalent to use the splitting:
to express the linear system
Example 2 (Huber's loss) Let now consider Huber's loss function This function, as the previous one, is a regression loss that is everywhere twice differentiable except for a finite number of points. Let us write (13) in the two cases |y i −f (x i )| > d and
Otherwise, if
it results that
When |y i −f (x i )| < d we have: that is
This last equation holds for
Finally, if |y i −f (x i )| = d, observe that the left and right derivatives do coincide:
where γ (14), collapse to the points
In conclusion,
as illustrated in Fig. 3 , bottom left. (η i (a, b) 
Example 3 ( -insensitive loss) Let us consider the Vapnik's -insensitive loss function
which is illustrated in Fig. 3 (top right panel) . Observe that for = 0 the central plateau disappears and we have a simplified expression:
C, η i > CK(x i , x i ).
Compare this expression with (24) obtained in Example 2 relative to Huber's loss function and let d = 1. The similarity is apparent and suggests the following: to obtain a linear trait in the function S i we can either insert a quadratic trait in the loss function or a corner point. This fact can be exploited, for example, in order to approximate non-smooth loss functions using quadratic traits near the corner points. This possibility is explored in the subsequent example.
Example 4 (Soft -insensitive loss) Suppose we want to approximate the -insensitive function analyzed in the previous example by means of an everywhere smooth function. The final observation of the previous example suggests the following family:
In the last expression, the corner points of the -insensitive loss function have been replaced by quadratic traits whose length is regulated by a positive parameter d. Proceeding as in the previous examples, the following expression is easily obtained:
Apparently, (27) reduces exactly to (25) when d → +∞. Therefore, if d is large enough (say d K(x i , x i ), ∀i), the solution associated with the smooth loss function (26) will be a close approximation to the solution associated with the (non-smooth) -insensitive loss function.
Of course, in order to approximate the -insensitive loss function, it is possible to use other families different from (26). Any good approximation should preserve the two fundamental property of Support Vector Regression: robustness and sparsity. With reference to the functions S i (η i ), the robustness properties is associated with saturation as η i → +∞, whereas sparsity is associated with the dead zone around η i = 0, see Fig. 3 . There is a rather flexible family of loss functions, called SILF (Soft Insensitive Loss Function) (Chu et al. 2001) , that includes as particular cases all the functions presented in Examples 1-4. However, in the following, we will use the name soft insensitive loss function to indicate only (26).
Example 5 (Symmetric -insensitive logistic loss) In this and in the next example we analyze two additional regression loss functions that can be used to approximate theinsensitive loss and are not obtainable from the SILF family. They are infinitely differentiable and, as such, they are more regular than the soft insensitive loss function.
The symmetric -insensitive logistic loss (Dekel et al. 2005 ) is defined as
From (13) we have
This time we do not find a closed form expression for the coefficient α i as a function of the pseudo-margin η i . However, we can easily derive the inverse relationship:
Again, robustness is preserved (−C ≤ a i ≤ C) and a very smooth relationship between the coefficients and the pseudo-residuals holds. However, the sparsity property is lost. In the next example we propose a new loss function that guarantees robustness, smoothness and sparsity.
Example 6 (Ultraflat loss) Let
The function ρ(τ ) is infinitely differentiable and has finite integral
Let us define the symmetric ultra-flat family of loss functions, see Fig. 1 :
Observe that we can also write:
We have obtained a family of loss functions that are infinitely differentiable and preserve both robustness and sparsity. Note that, as d tends to +∞, we approach the -insensitive loss function. The price we must pay for these properties is that (13) is not easily solved for a i or η i due to the rather complicated expression of the loss function. However, it is easily checked that a i = 0 for |η i | ≤ , while a i = ±C for
. Conversely, when
which cannot be easily solved for either a i or η i .
Example 7 (Binomial log-likehood) In this example and in the following ones we consider margin-dependent loss functions. Let us start with the binomial log-likehood that is differentiable everywhere:
Having no differentiability problems, we can simply write the system (21):
As in Example 5, we do not find a closed form expression for α i as a function of η i . Nevertheless, one can obtain the inverse relation
From this expression we see that α i must lie in the interval [0, C] . Moreover, in accordance with Theorem 1, S i is an increasing function of η i . The coefficients α i will never reach exactly the values 0 and C, but will always lie in the open interval (0, C). In fact, boundary values for α i imply infinite values for the pseudo-margins η i , but this is impossible because the pseudo-margins are always limited:
Example 8 (Hinge loss) The "hinge" loss function, associated with the Support Vector Classifier, is defined by
where (·) + denotes the positive part. The first step of the procedure for obtaining the function S i described in Sect. 3 is to calculate the points γ 
Thus, we can determine the interval
for the pseudo-margin η i within which the affine relationship (22) holds:
.
From this relationship we see that α i ranges from 0 to C. When α i K(x i , x i ) − η i < 1, we have from (21) that:
At last, for
Putting pieces together, we obtain (see Fig. 4 ):
In this case, since the values 0 and C can be actually reached by some coefficient, the classifier, as is well known, enjoys the typical sparseness property of Support Vector Machines. Interestingly, the expression for S i is formally equivalent to an SMO (Sequential Minimal Optimization) update, see Platt (1998) .
Example 9 (Soft Hinge loss) Also for the "hinge" loss function we can work out approximations having a quadratic trait that replaces the corner point. Consider the following class of functions: Then, we obtain
Example 10 (Adaboost loss) The "Adaboost" (exponential) loss function
is everywhere differentiable. Then, it is sufficient to write the system (21):
As in the binomial log-likehood case, we cannot find a closed-form expression for α i . However, we can solve for η i :
From this expression we see that the coefficients α i are always strictly positive. Moreover, they are always strictly increasing as a function of η i (ranging from 0 to +∞). When η i → +∞, α i tends to an asymptote with slope
Degrees of freedom of kernel regression methods
In this section, attention is focused on regression methods and a probabilistic homoskedastic model is assumed for the generation of the dataset D. More precisely, it is assumed that Y = R and pairs (x i , y i ) are i.i.d. (independently and identically distributed) samples drawn from a probability measure P XY on X × Y . The conditional expectation of Y given X is defined as E[Y |X = x] := R ydP Y |X=x . Hereafter, it is assumed that the conditional variance
is independent of x (homoskedasticity) and satisfies 0 < σ 2 < +∞. A convenient definition for the degrees of freedom of a nonlinear regression estimatorf (x), see e.g. (Efron 2004) , is
Under mild assumptions, it can be shown that the formula
provides an unbiased estimate for df , see e.g. (Stein 1981) .
In this section, we exploit the analytic characterization of Sect. 2 in order to obtain df for a generic regression kernel estimator. Let
and introduce the following index sets
where η * := (η * 1 . . . η * ) T solves (16). Let p denote the cardinality of I N . Then, I D has cardinality − p and we can partition vectors and matrices according to these index sets:
It is easily seen that
Theorem 3 Consider a generic kernel regression estimator without bias. Let the hypotheses of Theorem 1 be satisfied and assume that system (16) without bias (i.e. Ψ = 0) admits a unique solution η * such that none of the coefficients η * i lies on the boundaries of the intervals I k defined in (14) . Then, the estimate (28) of the degrees of freedom is given by
where
Proof Note that, if η * i does not lie exactly on the boundaries of one of the intervals I k , the function S i (η i ) is at least differentiable in a neighborhood of η * i (see Theorem 1). Therefore, both the matrices B * and Λ * are well defined. Now, we show that if (16) admits a unique solution, then B * is nonsingular. Assume by contradiction that B * is singular. Then, there exists a direction d = 0 such that
As shown below, for this to happen, a number of conditions must hold true:
1. The loss function V is non-differentiable. 2. The set I N is nonempty. 3. The kernel K(·, ·) is not strictly positive.
With reference to the index sets I N and I D , introduce the following partitions:
Note that B * can be written as
In view of (30), we have:
Since KΛ * is positive semi-definite while the matrix
From these equations we see that in order to find d = 0 such that B * d = 0 the set I N must be nonempty. This means that the loss function V cannot be differentiable. Therefore, we assume that V is non-differentiable and that I N is nonempty. From (31) we obtain
N is nonsingular, in order to satisfy this last equation with D N = 0, K NN must be singular so that the kernel K(·, ·) cannot be strictly positive. Therefore, we suppose that the kernel is not strictly positive definite and that det(K NN ) = 0. Hence, any non-null direction d such that Now, consider system (16) , which, by assumption, admits a unique solution and can be rewritten as
Since each component of F is differentiable in a neighborhood of η * , we can choose t > 0 such that F is differentiable at η * + td. Locally, F is a linear operator along the direction d because the only components of η that vary belong to the I k intervals (recall that d D = 0) within which all the functions S i (y i , ·) are affine, see (15). Thus, if t is small enough, F(η * + td) coincides with its first order Taylor expansion around η * : 
Then, we have:
Therefore, η * + td is a solution of F(η) = 0 different from η * , which contradicts the uniqueness assumption. Hence B * is nonsingular. Finally, we can write
From (16) we obtain
which completes the proof.
Next, we consider the case in which the model includes also a constant bias term. In the following, the symbol 1 denotes a vector of ones of proper dimension. In this case,
In the constant bias case, condition (3) reads i=1 a i = 0, that is
We have the following result.
Theorem 4
Under the assumptions of Theorem 1, assume that system (16) with constant bias, given by The proof of Theorem 4 is given in the appendix. Interestingly, introducing the bias term in the model does not entail, in general, a unitary increase of the degrees of freedom with respect to the no-bias case. Indeed, the increase is fractional and equal to
In the following, Theorems 3 and 4 are used to derive the approximate degrees of freedom associated with some common loss functions.
Quadratic loss For the quadratic loss function analyzed in Example 1 of Sect. 5 we have
Note that this is a very well known result (Wahba 1990 ). In fact, df coincides with the trace of the so-called hat matrix and, due to linearity of the estimator, df = df . When also the bias term is introduced, we have
Huber loss Consider the Huber loss function analyzed in Example 2 of Sect. 5. Let us introduce the following index sets:
Note that I Q is the index set associated with the data whose residuals fall in the quadratic trait of the Huber loss function, while I L is the set relative to the data whose residuals fall in the linear traits. Then, we have
It is easy to verify that
After some simplification, we obtain
In the no-bias case, we have
, while, if the bias is present,
Soft -insensitive loss
For the soft -insensitive loss function (Examples 4, 5) df has expressions similar to that obtained for the Huber loss function:
Again, the index set I Q is associated with the data whose residuals fall in the quadratic traits of the loss function.
Vapnik -insensitive loss
The degrees of freedom of the kernel regression estimator that uses the -insensitive loss function have been already discussed in (Gunter and Zhu 2007) and (Dinuzzo et al. 2007) . When the kernel is strictly positive, the derivation of the result using the general formula (29) is straightforward. Rather interestingly, it can also be obtained via the following approximation argument.
Recall that the -insensitive loss can be obtained by taking the limit for d → +∞ in the soft insensitive loss function. Then, when d → +∞, the set of data whose residuals fall in the quadratic traits of the soft insensitive loss function reduce to the set of marginal support vectors. This means that there must existsd such that, for d >d, the set I Q does not change anymore. This final set must coincide with the set of indices I M associated with the marginal support vectors (let m denote the set cardinality of I M ). Then, we can obtain df taking the limits
If the matrix K MM is nonsingular, we obtain
which coincides with the results in (Gunter and Zhu 2007) and (Dinuzzo et al. 2007 ). Interestingly, the degrees of freedom are always equal to m irrespective of the presence of the bias term.
When K MM is not full rank, some complications arise because Theorem 3 or 4 cannot be used. One possibility is to take (33) as the definition of df . Using the spectral decomposition
we can easily handle the no-bias case:
The calculation of df E b is slightly more involved:
Introducing the vector v = U T 1 we have
Now, that there are two cases. If 
Conclusions
An algebraic characterization of the optimum associated with regularized kernel methods has been derived. In the case of non-smooth losses, the new characterization avoids the use of inclusions and is formulated as a system of algebraic equations. Two consequences of this main result have been investigated. First, it has been shown that the original non-smooth problem can be given an unconstrained smooth reformulation. Second, the algebraic characterization has been exploited to derive a general formula for the degrees of freedom of kernel regression methods in the context of SURE (Stein's Unbiased Risk Estimation).
The present paper substantially improves and generalizes the results reported in Dinuzzo et al. (2007) . Herein, rather than focusing on SVR, generic convex loss functions are considered, thus extending the algebraic characterization to virtually all kernel-based classification and regression methods. Furthermore, the presence of a parametric bias term is taken into account and non-strictly positive kernels are allowed. Of particular interest is the new derivation of explicit formulas for the degrees of freedom of any kernel regression estimator. Another novelty is the result on the smooth unconstrained reformulation.
Among possible future developments, we may mention two main directions of research. The first is extending the algebraic characterization in order to include also parametric models in a general framework. The second one deals with investigating the potential computational benefits of the smooth reformulation of the learning problem. In particular, note that the fixed-point equation (4) a i = S i (y i , z i (a, b) ), can be used to obtain a generalized version of an SMO update for generic convex loss functions. SMO-based algorithms are regarded as state-of-art algorithms for SVM computation. The combination of (4) with a suitable working selection strategy would lead to generalized SMO algorithms to be applied to a much larger class of regularization methods. First, whenf (x i ) = γ k , k = 1, . . . , n i γ , V (y i , ·) is twice differentiable atf (x i ) and its sub-differential is single-valued so that (2) yields (7). Now, using the Implicit Function Theorem, it is shown that, locally, a i is a monotone nondecreasing Lipschitz continuous function of z i . In fact, by taking the derivative of (7) Finally, (6) implies
so that functions S i (y i , ·) are locally monotone nondecreasing also in the second case. Combining this last inequality with the bound (37) that holds in differentiability points, we conclude that the derivative of S i (y i , ·) is bounded everywhere, possibly except for discontinuity points. Hence, in order to prove Lipschitz continuity it suffices to show that S i (y i , ·) is continuous. Therefore, we conclude the proof by showing that the set of discontinuity points is actually empty. In this respect, the only points that must be analyzed are the boundaries of the intervals I k . In fact, in the interior of I k , S i (y i , ·) is infinitely differentiable because it is affine, while, outside, it has the same regularity of ∂ 2 V (y i , ·), by the Implicit Function Theorem. Hence, it suffices to prove continuity at the left boundary z L k of I k . Consider (6) and take the limit from the right (see also By comparing the first and the last term of the previous chain of equalities, it follows that
