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Abstract—Video transmission over the wireless or wired net-
work requires error-resilient mechanism since compressed video
bitstreams are sensitive to transmission errors because of the
use of predictive coding and variable length coding. This paper
investigates the performance of a simple and low complexity
error-resilient coding scheme which combines source and channel
coding to protect compressed bitstream of wavelet-based Dirac
video codec in the packet-erasure channel. By partitioning the
wavelet transform coefficients of the motion-compensated residual
frame into groups and independently processing each group using
arithmetic and Forward Error Correction (FEC) coding, Dirac
could achieves the robustness to transmission errors by giving the
video quality which is gracefully decreasing over a range of packet
loss rates up to 30% when compared with conventional FEC only
methods. Simulation results also show that the proposed scheme
using multiple partitions can achieve up to 10 dB PSNR gain over
its existing un-partitioned format. This paper also investigates the
error-resilient performance of the proposed scheme in comparison
with H.264 over packet-erasure channel.
Index Terms—Coefficient partitioning, Dirac, error-resilient
coding, H.264, wavelets.
I. INTRODUCTION
COMPRESSION techniques for digital video have givenrise to applications such as storage, broadcast over digital
cable, internet broadcasting, satellite and terrestrial digital TV,
video-conferencing and video-telephony. This has led the de-
velopment of international standards, namely H.261 and H.263
under International Telecommunication Union Telecommuni-
cation Standardization Sector (ITU-T) and MPEG-1, MPEG-2
and MPEG-4 under International Organization for Standardiza-
tion/International Electrotechnical Commission (ISO/IEC). The
latest H.264 (a.k.a. MPEG-4 Part 10) standard which is being
developed by the Joint Video Team (JVT) of the ITU-T Video
Coding Expert Group (VCEG) and MPEG is aimed to elabo-
rate an open standard that is not application-specific and that
perform significantly better than the existing standards in terms
of compression, network adaptation and error robustness. In the
near future, H.264 will gain wide acceptance on many applica-
tions especially on Internet broadcasting. However, the usage
of H.264 incurs royalty fees [1] which may not be cost effec-
tive for non-profit and public content owners such as public
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service broadcasters, archive institutes, etc., for deployment of
Internet-based services. Whilst these costs are manageable ini-
tially, these could become prohibitive if the services scaling up
to millions of users, or if new services are deployed which were
not envisaged in the original license agreements.
As an alternative, a royalty-free general-purpose video codec
called Dirac [2] is designed, which is aimed at a wide range
of applications from storage of video content to streaming
video in view to address the above demands. Being “open
technology”, Dirac is an attractive option as it allows content
owners to distribute contents without royalty-fees in anyway.
However, the Dirac current alpha releases have only been opti-
mized for storage purposes and still there is no error-resilient
encoding mechanism. This paper investigates the performance
of a simple and low complexity error-resilient coding scheme
which combines source and channel coding to protect com-
pressed bitstream of wavelet-based Dirac video codec in the
packet-erasure channel, i.e. Internet. This paper also investi-
gates the error-resilient performance of the proposed scheme in
comparison with H.264 over packet-erasure channel.
The organization of this paper is as follows. Section II dis-
cusses the related work and the work of this paper. Sections III
and IV present the Dirac coding architecture and the wavelet co-
efficients partitioning, respectively. Sections V and VI present
the structure of the proposed error-resilient encoding and de-
coding, respectively. Finally, Sections VII and VIII present the
comprehensive result analyses and the conclusion respectively.
II. RELATED WORK
Several techniques have been developed over the last decades
to make video transmission over a wireless or wired channel re-
silient to errors. One approach is to transmit the video sequence
into several bitstreams, called descriptions. In this method, a
video sequence will be encoded into two or more bitstreams
or descriptions and transmitted over different channels. The
descriptions can be generated independently or correlatively.
When all of the descriptions are correctly received, the de-
coder can reconstruct the video with best quality. If any of
the description is lost during transmission, the decoder can
still reconstruct the video with a lower, but acceptable quality.
In [3], a new generation scheme using side information was
introduced which is based upon the multiple reference frames.
A novel technique of Multiple Description Scalar Quantization
for Fine Granularity Scalability (MDSQ-FGS) is presented
in [4]. In Multiple Description Scalable Coding (MDSC), the
advantages of scalable coding was combined with Multiple
Description in order to adjust the amount of redundancy and the
bitrate allocated to each description at transmission time [5].
0018-9316/$25.00 © 2007 IEEE
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Another approach, called coefficient partitioning makes
video transmission resilient to channel errors by partitioning the
wavelet coefficients into groups and independently processing
each group. Thus, a bit error in one group does not affect the
others, allowing more uncorrupted information to reach the
decoder. This method was first reported by Creusere [6] for use
with the EZW algorithm. Block based coefficient partitioning
method is presented in [7] where they partition each subband into
an equal number of coefficient blocks. Each coefficient block in
a subband carries information about some localized region in the
original frames. The components are then formed by grouping
from each subband, equal number of coefficient blocks that
correspond to different spatial regions of the source.
Some consider protecting the transmitted bitstreams against
packet losses by applying an unequal amount of Forward Error
Correction (FEC) to different data fragments according to the
importance of the data [8], [9]. However, this technique has
the disadvantage of still being vulnerable to packet erasures or
channel errors that occur early in the transmission, either of
which can cause a total collapse of the decoding process. To
overcome this problem, combined source and channel coding
has been considered in most cases where one of the coefficient
partitioning methods is used as source coding and combined
together with FEC to achieve double level of protection from
transmission error [10], [11].
In Pearlman’s work [12], the wavelet transform coefficients
is first broken into a number of spatio-temporal tree blocks ac-
cording to [6], and the 3-D SPIHT algorithm is modified to work
independently with these blocks. They then apply Kim’s method
[13], [14] of rate compatible punctured convolutional (RCPC)
channel coding to every packet to protect the data. It is inter-
esting to note that the scheme proposed in [15] could be used
inline with any error-resilient coding method to alleviate the ef-
fect of error propagation by adding some periodic macroblocks
in every fifth inter-frames.
In this work, the wavelet transform coefficients partitioning
method of progressive image [6], [8]–[14] is extended to work
in 2D wavelet transformed motion-compensated residual video
frames in Dirac and used as the source coding. The source
coding is combined with FEC, either RCPC [16] or Turbo
Coding (TC) [17] as channel coding to protect the compressed
bitstreams of Dirac to achieve robustness to transmission errors
in packet-erasure channel. In this way, the decoder can still
reconstruct the corrupted blocks if the reference frame and its
motion vector are correctly received. Error-resilient transmis-
sion for the packet-erasure channel can be achieved by using
the bitwise interleaver at the output of the channel encoder.
In this work, transform coefficients coding algorithms such as
EZW, ZTE, SPIHT, etc., are not considered since all of these
are heavily patented and Dirac has no intention to include any
patented algorithm in the codec architecture [2]. Moreover,
these algorithms do not perform very well in applying to the
motion-compensated residual frames since most of the coeffi-
cients in these frames have already been transformed to zeros.
III. DIRAC VIDEO CODEC
The Dirac design is that of a conventional hybrid mo-
tion-compensated architecture which based around funda-
mental coding algorithms, i.e. hierarchical motion estimation,
Fig. 1. Prediction of L1 and L2 frame.
overlapped-block motion compensation (OBMC), discrete
wavelet transform (DWT), rate-distortion optimization (RDO)
quantization and entropy coding [2]. It is aimed to be com-
petitive with other state-of-the-art video coding standards, and
the current performance is two-fold of MPEG-2 and slightly
less than H.264 [19] even in the Alpha development stage.
However, the performance is not the only factor driving the
Dirac design but it is also intended to be simple, modular and
most importantly not to infringe any patented algorithms, hence
it is offered as open technology.
Dirac uses OBMC to avoid block-edge artifacts which
are sensitive to wavelet transform. First the motion-compen-
sated residual frames are wavelet-transformed using separable
wavelet filters and divided into subbands which are then quan-
tized using RDO quantizers. The quantized data is entropy
coded using an Arithmetic encoder. Dirac supports any frame
dimensions (QCIF to HDTV) and common chroma formats
(luma only, 4:4:4, 4:2:2, 4:2:0) by means of frame padding.
The padding ensures that the wavelet transform can be applied
properly. Frame padding also allows for any size blocks to be
used for motion estimation, even if they do not evenly fit into
the picture dimensions.
Dirac defines three frame types. Intra frames (I-frames) are
coded independently without reference to other frames in the
sequence. Level 1 frames ( frames) and Level 2 frames (
frames) are both inter frames, which are coded with reference
to other previously (and/or future) coded frames. The definition
of the and frames are the same with and frames
in H.264. The encoder operates with standard Group of Pic-
ture (GOP) modes whereby the number of frames between
I-frames, and the separation between frames, can be speci-
fied depends on the application. A prediction method for frame
coding using a standard GOP structure is shown in Fig. 1. In this
figure, the number of frames between I-frames is 2 and the
frame separation is 3.
IV. WAVELET COEFFICIENT PARTITIONING
The wavelet coefficient partitioning is to divide the wavelet
coefficients at the output of the DWT process of the Dirac codec
into groups and then quantize and code each of them in-
dependently so that different bitstreams are created [6]. By
coding the wavelet coefficients with multiple, independent bit-
streams, any single bit error truncates only one of the bit-
streams while the others are still correctly received. Therefore,
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Fig. 2. Wavelet Coefficient partitioning for S = 4, with four levels wavelet
transform.
the wavelet coefficients represented by the corrupted bitstreams
are reconstructed at reduced accuracy, while those represented
by the error-free streams are reconstructed at the full encoder
accuracy. The partitioning method used here is the extension of
[6], in which it is applied to the motion-compensated residual
frames instead of the intra coded frames for the image transmis-
sion in [6] and 3D wavelet transformed frames in [12]. In this
way, the quality of the reconstructed frames particularly at high
packet loss rate becomes much better than the original scheme
in [6] and [12] especially when the motion vector data and ref-
erence frames are correctly received. It is because the corrupted
data can simply be replaced with the shifted version of the data
from the reference frame pointed by the motion vector.
Fig. 2 graphically illustrates this wavelet coefficient parti-
tioning for bitstreams for four levels wavelet decom-
positions. In this figure, each coefficient with the same shade
of grey maps the same group. Note that, can be increased by
powers of four. If the image is of size and levels of
wavelet decomposition are used, then the maximum number of
independent bitstreams allowed is:
(1)
V. ERROR-RESILIENT ENCODING
Fig. 3 shows the block diagram of error-resilient encoding
procedure of the Dirac. The DWT output of Dirac encoder is
divided into sub-frames according to the wavelet coefficient
partitioning method shown in the Section IV. These sub-frames
are then processed independently by employing the RDO quan-
tization and arithmetic encoding before entering multiplexer. In
the multiplexer, all the independent parallel bitstreams are com-
bined to obtain a serial stream starting from bitstream 1, fol-
lowed by bitstream 2 and so on until bitstream is reached.
The output serial bitstream is then protected by channel coding
using rate 2/3, 1/2, 1/3 and 1/4 RCPC or rate 1/2 TC.
Turbo encoder is the parallel concatenation of two recursive
systematic convolutional encoders having generator polyno-
mials , with memory . Puncturing is
performed at the output of the encoder by taking only odd parity
Fig. 3. Structure of error-resilient robust wavelet coefficient partitioning and
encoding procedure.
bit and even parity bit from the upper and lower convolutional
encoder output correspondingly. The encoder interleaver is a
pseudorandom interleaver with any size; this case, it is 200 bits.
In the decoder, symbol-by-symbol MAP algorithm is employed
with the 6 turbo decoding iterations.
The generator matrix and puncturing tables of the RCPC en-
coder are given in the Appendix. The memory of the associated
convolutional encoder, is 4 and punctured periodically with
period, . At the receiver, the Viterbi algorithm is used to
decode the received data.
In order to incorporate channel coding to the output bitstream,
the bitstreams is first break into equal length segments of
bits. In our case . The checksum bits,
of the Cyclic Redundancy Code (CRC) is generated for each
segment of bits and then appended to each segment. Next
bits, where is the memory size of the convolutional coder,
are padded at the end of each bit segment to flush the
memory of the encoder, i.e. to terminate the trellis at original
stage. Finally, each segment of the bits is passed
through the rate of the channel encoder. The generator poly-
nomial used for the CRC is
as in [12].
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Fig. 4. Example of decoding failure at packet number 10.
Bitwise interleaver is placed at the channel encoder output
before the construction of packet. The role of the bitwise in-
terleaver is to distribute the series of information bits into sev-
eral different locations so that a packet lost in the packet-era-
sure channel does not affect the error correcting capability of
the channel decoder, i.e. to avoid the formation of error burst.
For example, the bitwise interleaver length is set to 100 times
the length of the packet, where packet length is equal to
bits. That means a packet loss in a packet-erasure
channel does not mean that the whole packet is lost instead only
1/100 of a packet is lost. In the receiver, the channel decoder
can effectively correct those errors since the possibility of error
burst formation is eliminated by using the bitwise interleaving.
VI. ERROR-RESILIENT DECODING
In packet-erasure channel, there will be no bit errors occurred
inside each packet except the loss of whole packet because of
network congestion. In the event of packet loss, all-zero data
packet is created at the decoder to replace the lost one and un-
dergo a bitwise deinterleaving process.
The channel decoding and demultiplexing are carried out
repetitively in order to obtain number of sub bitstreams. The
channel decoder, i.e. RCPC or TC decoder, normally attempts
to correct the errors; but if the errors are still persisting the er-
roneous packet is marked by ERROR_CODE. Received packet
is checked whether it is erroneous by using CRC. Arithmetic
decoder will stop decoding for this packet and the remaining
packets of this bitstream once the ERROR_CODE is encoun-
tered. Up until this point, there will be some clean packets already
decoded and lose only the remaining packets. The decoder is
then continues to decode packets from other bitstreams.
In contrast, if single bitstream is transmitted without parti-
tioning, any single bit error in the middle of the bitstream will
affect the whole remaining bitstream. Therefore, by coding the
wavelet coefficients with multiple and independent bitstreams,
any single bit error affects only one of the bitstreams, while
the others are received unaffected.
In Fig. 4, if error is occurred in packet number 10, this packet
and the rest of this bitstream are discarded. After decoding, the
un-partitioned format has only 9 clean packets while in the par-
titioned format still retain 14 clean packets. Obviously, the par-
titioned format could deliver more clean packets than in the
un-partitioned since it just stops decoding at the point of first
error occurrence. A better error-resilient performance can be
achieved using maximum possible number of bitstreams which
can be calculated by using (1).
VII. RESULTS
The performance of the proposed Dirac error-resilient
scheme is tested with two sequences: Canal-vertical in CIF and
Squirrel in SD576; they are chosen to envisage in providing two
TABLE I
THE COMPRESSED VIDEO FILE’S SIZES AND THEIR CORRESPONDING AVERAGE
PSNR VALUES FOR DIFFERENT NUMBER OF PARTITIONS
viewing experience to Internet users. Both of these sequences
can be downloaded from the Dirac project website [2]. For
both test sequences, a default GOP structure of Dirac is used,
i.e. 36 for CIF and 12 for SD576 where frame separation is
3, and the number of frames between I-frames is 11 and 3
correspondingly. The number of frames can be calculated
by using the (2) as follow:
(2)
The goal is of this section is to analyse the Dirac error-re-
silient capability and so there has been no attempt to conceal
error (error concealment) at the decoder. The Dirac header
is considered received successfully from the channel, i.e. no
packet loss is introduced to the header. The distortion is mea-
sured by the peak signal-to-noise ratio (PSNR). All the PSNR
values are averaged over 10 independent runs.
Table I lists the number of partitions used in the simulation
for each video component, the compressed video file sizes and
their corresponding average PSNR values. It is also possible to
set the number of partitions for Y and UV components indepen-
dently, i.e. different number of partitions for luma and chroma
components. The compressed video file size shown there is in
percentage of the original uncompressed YUV size.
The use of coefficient partitioning incurs compression inef-
ficiency direct-proportion to the number of partitions. It is be-
cause the arithmetic encoder needs to restart as many times as
the number of partitions to encode one frame in the multiple
partitions format. This is the major trade off between the com-
pression efficiency and error-resilient performance.
The compression inefficiency become prominent in em-
ploying the multiple partitioning to the smaller frame size video
sequence such as CIF format since there are less coefficients in
each partition causing less statistical information providing to
the context based Arithmetic encoder. But on the other hand,
larger frame size video such as SD576 does not suffer much;
the loss is only 0.12 dB in 18_6 partitioned because of having
higher number of coefficients in each partition.
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Fig. 5. PSNR Performance comparisons between different percentages of
packet loss for un-partitioned format with rate 1/2 RCPC.
Fig. 6. PSNR Performance comparisons between different percentages of
packet loss for 33-partitioned with rate 1/2 RCPC.
A. Dirac Error-Resilient Scheme With RCPC
Figs. 5 and 6 show the PSNR performance comparison be-
tween different percentages of packet losses for both original
(un-partitioned) and 33-partitioned with rate 1/2 RCPC channel
coder for Canal-vertical sequence in CIF format. There is no bit
error at the RCPC decoder output for the 1% packet loss in both
cases, i.e. with the use of bitwise interleaver at the encoder; the
RCPC decoder can effectively correct the resulting error pattern
at the output of the bitwise de-interleaver. From these figures,
the PSNR curve of 2% packet loss is just below the error free
curve with a slight performance degradation which is the result
of having a few bit errors in the received sequence after RCPC
decoding.
Fig. 7 shows the PSNR performance comparison between two
formats with the same percentage of packet loss. It is clear that
the 33-partitioned achieves at least 5 dB gains over un-parti-
tioned case when the percentage of packet loss is 6%.
Fig. 8 shows the average PSNR performance comparison be-
tween un-partitioned and three types of multiple partitioning
formats as shown in Table I for the packet loss from 1% to
10%. From this figure, the PSNR gain tends to increase grad-
ually starting from the 2% packet loss and the maximum PSNR
Fig. 7. PSNR Performance comparisons between 33-partitioned and un-parti-
tioned (original) formats for 6% packet loss with rate 1/2 RCPC.
Fig. 8. Average PSNR Performance comparisons between original, 6_3, 33 and
99-partitioned formats for the packet loss from 0 to 10% with rate 1/2 RCPC.
gain achieved for 6_3, 33 and 99 partitioned formats are 4 dB,
8 dB and 10 dB respectively at the 8% packet loss. A better
error-resilient performance can be achieved if higher number of
partitions is used at the expense of lower compression efficiency.
Fig. 9 shows the average PSNR performance comparison be-
tween un-coded, rate 2/3, rate 1/2, rate 1/3 and rate 1/4 of 33-par-
titioned. It is interesting to note that the performance of rate
2/3 encoding achieves a few dB gains over the un-coded one
for the packet loss less than 4% and cross over occurred after
that. This is because the error correcting capability of the rate
2/3 RCPC decoder is relatively low and cannot correct the errors
effectively when the packet loss rate increases. At this point, be-
cause of the usage of bitwise interleaving in rate 2/3 case, packet
errors are spread over the interleaving length making the PSNR
performance even lower than the un-coded case.
On the other hand, rate 1/2, 1/3 and 1/4 offer better error cor-
recting capabilities and achieve much higher PSNR gain than
the un-coded. The coding gain over un-coded case is around
4 dB, 17 dB and 20 dB for the rate 1/2, 1/3 and 1/4 respectively
at the 10% packet loss. From the Fig. 9 again, it is clear that
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Fig. 9. Average PSNR Performance comparisons between un-coded, rate 2/3,
rate 1/2, rate 1/3, and rate 1/4 of 33-partitioned formats for the packet loss from
0 to 12% with RCPC.
Fig. 10. PSNR Performance comparisons between different percentages of
packet loss for un-partitioned format with rate 1/2 TC.
there are no losses in terms of PSNR performance in the rates
1/3 and 1/4 encoding; according to the simulation results, there
are no bit errors at the output of the RCPC decoder from 1% to
6% packet loss at these encoding rates. So, it is safe to conclude
that encoder rates 1/3 and 1/4 are able to be used to protect the
header layer of the Dirac’s compressed bitstream for less than
6% packet loss. Nevertheless, the performance will be improved
enormously by using the error-resilient scheme with TC instead
of RCPC as discussed next.
B. Dirac Error-Resilient Scheme With Turbo Codes
Figs. 10 and 11 show the PSNR performance comparison be-
tween different percentage of packet losses for both original
(un-partitioned) and 33-partitioned formats with rate 1/2 TC.
Clearly, both cases can sustain more than 30% packet loss with
the use of TC. There is no error at the decoder output for less
than 25% packet loss. This shows that the combined effect of
the bitwise interleaver and channel encoder is much more effi-
cient with the use of powerful channel coding mechanism.
Fig. 12 shows the PSNR performance comparison between
two partitioned formats with the same percentage of packet loss.
Fig. 11. PSNR Performance comparisons between different percentages of
packet loss for 33-partitioned format with rate 1/2 TC.
Fig. 12. PSNR Performance comparisons between 33-partitioned and un-par-
titioned (original) formats for 30% packet loss with rate 1/2 TC.
Fig. 13. Average PSNR Performance comparisons between 33-partitioned and
un-partitioned (original) formats with Rate 1/2 RCPC coding and TC.
It is clear that the 33-partitioned also achieve at least 5 dB gains
over the un-partitioned format in TC case as well. This result
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Fig. 14. 4:2:0, CIF format Canal-vertical sequence (frame 37, I-frame) with rate 1/2 RCPC: (a) un-partitioned, 2% packet loss; (b) 33 partitioned, 2% packet loss;
(c) un-partitioned, 6% packet loss; (d) 33 partitioned, 6% packet loss.
is identical with the RCPC coding result from Fig. 7. It is be-
cause both of these cases use the same number of partitions even
though they have different type of channel coding. The 5 dB gain
is regarded as the coefficient partitioning gain.
Fig. 13 shows the average PSNR performance comparison be-
tween the un-partitioned and 33-partitioned formats with rate
1/2 RCPC and the rate 1/2 TC for the packet loss from 1% to
31%. From this figure, the PSNR gain of RCPC tends to in-
crease gradually starting from the 2% packet loss and the max-
imum PSNR gain achieved for 33-partitioned is 8 dB at the 8%
packet loss. On the other hand, the maximum PSNR gain of
TC is approximately 6 dB over the un-partitioned format at the
percentage of packet loss around 28%. A better error-resilient
performance can be achieved if higher number of partitions is
used at the expense of lower compression efficiency. But in both
channel coding types, the average PSNR gain is approximately
5 dB over un-partitioned format, which can be seen clearly in
Figs. 7 and 12 for RCPC and TC respectively. As expected, the
TC can protect the transmitted packet sequence much better then
RCPC with the expense of higher decoding complexity and it-
eration delay at the receiver. Nevertheless, the advent of net-
work-on-chip and high throughput turbo decoders enables the
application of turbo codes on packet network [20], [21].
C. Video Quality of the Dirac Error-Resilient Scheme
Figs. 14(a)–(d) show the frame number 37 (I-frame) for un-
partitioned and the 33-partitioned formats with 2% and 6%
packet loss. The corresponding PSNR values for Figs. 14(a)–(d)
are 38.45, 38.34, 19.45 and 22.22 dB respectively. A vertical
black patch at the lower left corner of the Fig. 14(d) is the result of
the loss of the whole partition. This happened when the bit error
occurred in the lowest subband (DC subband) of a particular
sub-frame or partition since the whole remaining bitstream
of this sub-frame starting from the error location needs to be
discarded. It is occurred only in the I-frame coding since there
is no reference frame in order to compensate this error.
Figs. 15(a) and (b) show the frame number 20 of un-par-
titioned and the 33-partitioned formats with rate 1/2 TC for
30% packet loss. The corresponding PSNR values for the
Figs. 15(a) and (b) are 18.92 and 24.15 dB, respectively. From
the figures, it can be seen that the proposed scheme offers
very good reconstructions for all packet loss rates compared
to the un-partitioned; for example, the 6% packet loss in the
Figs. 14(c) and (d) where the proposed scheme provides an
excellent protection while the reconstructed quality of the
un-partitioned is completely corrupted even though the PSNR
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Fig. 15. 4:2:0, CIF format Canal-vertical sequence (frame 20) with rate 1/2 TC: (a) un-partitioned, 30% packet loss; (b) 33-partitioned, 30% packet loss.
Fig. 16. Average PSNR performance comparisons between un-partitioned and
18_6 partitioned formats of SD576 Squirrel sequence for the packet loss from
0 to 10% with rate 1/2 RCPC.
difference is only 2.77 dB. The reconstruction quality of the
Fig. 15(b) is also much better than Fig. 15(a) in TC.
Fig. 16 shows the average PSNR performance comparison
between un-partitioned and 18_6 partitioned formats of Squirrel
sequence for the packet loss from 1% to 10%. From this figure,
it can be seen that the PSNR gain tends to increase gradually
starting from the 2% packet loss and the maximum PSNR gain
achieved is 7 dB at the 6% packet loss.
Fig. 17 shows the average PSNR performance comparison
between un-coded and rate 1/2 RCPC encoding of Squirrel se-
quence with 18_6 partitioned formats. The coding gain of rate
1/2 RCPC encoding over un-coded case is around 13 dB at the
2% packet loss.
Fig. 18(a) shows the example of the losses of the some
sub-frames in frame number 37 (I-frame) of the Canal-vertical
sequence in CIF format with 33-partitioned. Applying the
appropriate error concealment method can easily conceal these
types of error patches. Fig. 18(b) shows the results of the appli-
cation of the error concealment method to the video sequences
in Fig. 18(a). The method is implemented by replacing the
Fig. 17. Average PSNR performance comparisons between un-coded and
coded with rate 1/2 RCPC for 18_6 partitioned formats of SD576 Squirrel
sequence, the packet loss from 0 to 10%.
corrupted coefficients with the average values of the coeffi-
cients of the previous and next partitions. But unfortunately,
this method is not applicable to the un-partitioned format since
there is only one partition in one video frame. Fig. 18(c) shows
the example of the losses of the some sub-frames in frame
number 12 (I-frame) of the Squirrel sequence in SD576 format
with 18_6 partitioned and the result of the application of error
concealment method is shown in Fig. 18(d). It can be seen from
the figures that the subjective qualities of the resulting video
become much better after applying even simple error conceal-
ment scheme. So, it is interesting to note that the application
of the error concealment becomes easier with the proposed
scheme since the error are localized in one partition and the
loss data can be estimated either from the adjacent partitions or
the adjacent frames.
D. Dirac Error-Resilient Scheme Without FEC
This section analyzes the performance of Dirac error-resilient
scheme with wavelet coefficient partitioning in comparison to
H.264 error-resilient with flexible macroblock ordering (FMO).
To facilitate this experiment, H.264 is encoding in RTP packet
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Fig. 18. Application of simple error concealment method: (a) frame number 37 (I-frame) of 33-partitioned format, CIF; (b) after applying error concealment
method to Fig. 18(a); (c) frame number 12 (I-frame) of 18_6 partitioned format, SD576; (d) after applying error concealment method to Fig. 18(c).
mode and packet length is set to 30 bytes, which is approxi-
mately the same value as in the Dirac. H.264 rate control is used
to regulate the bitrate at 370 kbps matching the bitrate generated
by the Dirac encoding with 33-partitioned without FEC. In this
comparison, both Dirac and H.264 are not using FEC and error
concealment since the focus is to evaluate their error-resilient
capability. The results of the two codecs are shown in Fig. 19.
As expected, Dirac with 33-partitioned cannot survive even
a small packet loss and its average PSNR falls very sharply
while the H.264’s PSNR decreases gradually with the increase
in packet loss. This shows that the Dirac source coding (data par-
titioning) only is not enough for the error-resilient transmission
of wavelet compressed bitstream and the requirement of FEC
becomes crucial in this case. Due to the nature of wavelet trans-
form, the coefficients from the lowest subbands are sensitive to
channel error and even a few corrupted bits in these subbands,
error become prominent on the reconstructed frame because of
the magnifying effect that happens in the inverse wavelet trans-
form process. The only way to protect these data is to use FEC
for lower subband data and/or all subbands data in a frame in
order to survive up to 30% packet loss with good video output
(refer to Figs. 13 and 15). From the figure, it is interesting to
see that the PSNR of Dirac is higher than H.264 in error free
condition at 0% packet loss. It is because H.264 requires more
bits in order to achieve error-resilient transmission, thus lower
Fig. 19. Average PSNR performance comparisons between H.264 and
un-coded Dirac with 33-partitioned formats of CIF Canal-vertical sequence.
PSNR than Dirac since both codecs are having same bitrate of
370 kbps. The result also suggests that both Dirac and H.264
require to use FEC to protect the compressed bitstream in the
packet-erasure channel in order to maintain video quality at least
25 dB.
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VIII. CONCLUSION
This paper has proposed a possible error-resilient scheme
for Dirac video codec and has investigated its performance in
the packet-erasure channel. The proposed scheme with 33-par-
titioned is recommended since it offers good compression ef-
ficiency and acceptable PSNR gain. It could achieve at least
5 dB over the un-partitioned format with/without FEC. A better
error-resilient performance can be achieved if the maximum
possible number of partitions 99 is used at the expense of lower
compression efficiency. Even though the coefficient partitioning
method could achieve high PSNR gain over the un-partitioned
format, the compressed bitstream still requires protection from
channel error by FEC. This is due to the nature of wavelet trans-
form where the lower subband data is rather sensitive to error;
as the result, the average PSNR of the unprotected bitstream fall
very sharply even for a small packet loss as shown in Fig. 19.
It is crucial to protect the sensitive wavelet compressed data at
least to the lower subbands in order to survive in high packet loss
environment. The simulation results suggested that with the use
of less powerful FEC e.g. RCPC, Dirac could only operate in a
congested network up to 10% packet loss. Instead, using a more
powerful FEC not limited to Turbo codes, but also turbo product
code (TPC), low density parity check code (LDPC) etc., Dirac
could operate in a congested network up to 30% packet loss.
This paper concludes that the coefficient partitioning process it-
self does not introduce much complexity to the encoder, and the
use of FEC as a whole offer a simple and effective error-resilient
scheme for Dirac to combat the harsh packet-erasure channel/
network. Furthermore, the advent of network-on-chip with em-
bedded high throughput FEC [20]–[22] provides the mean in ap-
plying Dirac to transport large volume of compressed video files
to end-users through networked media applications e.g. on-de-
mand video, IPTV etc.
APPENDIX
Generator Matrix for Convolutional Encoder
Puncturing Matrices used for Puncturing the output of the
Convolutional Encoder
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