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The motivation for this paper is the study of nontrivial periodic solutions 
of differential-delay equations of the type 
y’(t) = -ag(y(r - N, ). y(r - Nz),..., y(t - NJ), (0.1) 
where g: C?’ --) )? is a given function, Ni are integers and a is a real 
parameter. Such equations have been considered in several papers, for 
instance [ 2, 5, 6). It has become apparent that it is important to be able to 
show that (0.1) has no nontrivial periodic solutions of certain periods. For 
example, the global Hopf bifurcation theorem, as developed by Alexander 
and Yorke for ordinary differential equations and later extended to functional 
differential equations 12, 6 1, gives relatively little information about (0. I ) if 
one does not know that (0.1) has no nontrivial solutions of certain periods. 
A well-known result (see Lemma 4.1 in (21) asserts that Eq. (0. I ) can have 
no nonconstant periodic solutions of period 2. In this paper we show that for 
certain classes of g, (0.1) can have no nonconstant periodic solutions of 
period 3. The general idea that periodic solutions of (0.1) of period n, n an 
integer, satisfy an associated system of ordinary differential equations has 
been used before: see 141 and Lemma 4.1 of 121. However, in our case we 
deal with a system of three first order ODES, instead of two ODES as in 
Lemma4.1 of 121. 
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In the first section we consider the cyclic differential equations 
Yl =-a~+,(Yi+,)-P~+*(Yi+2), to**) 
where the indices i are written mod 3. We prove several theorems which 
show that (0.2) can have no nonconstant periodic solutions under certain 
conditions on A, a and /3. Notice that if f, = fi = fi =J; then period 3 
solutions of 
Y’W = -af(Y(t - 1) -Pf(Y@ - 2)) 
give rise to period 3 solutions of (0.2) by defining yi(t) = y(t - i) for 
i = 0, 1,2. Thus if (0.2) has no nonconstant period 3 solutions, the 
differential-delay equation also has none. 
In the second and third sections of this paper we apply the theorems of the 
first section in studying 
x’(t) = 2,(x(1 - 4)) - kAf(x(t - 1)). (0.3) 
This involves a detailed and rather involved study of the imaginary roots of 
the characteristic equation 
z - A exp(-4z) + /CA exp(-z) = 0. (0.4) 
In the third section we use the results of- Sections 1 and 2 to prove the 
existence of nonconstant periodic solutions of (0.3) of period between 2 and 
3 for a wide range of positive A. 
1. CYCLIC DIFFERENTIAL EQUATIONS 
In this section we consider the system of three first order differential 
equations 
where a and B are real parameters and the indices are written mod 3. We 
shall always assume that the functions J : R + R satisfy 
HI. h : R + R is locally Lipschitzian, f;,(O) = 0 and ufr(u) > 0 for all 
u # 0 and for i = 0, 1 and 2. 
We investigate the trajectories of system (1.1). By scaling the equation it 
is sufficient to consider the case a = 1. Thus we consider 
YI =-~+,(Yi+l)-P~+*(Yi+*)’ (l-2) 
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Denote an arbitrary point of R3 by Y = (y,,, y, , y2) and put 
1 YJ = \/(yi + yf + yf). Let P be the orthogonal projection of R3 onto the 
line y,, = y, = y,. Let Y(t) = (yJr), y,(t), yz(t)) be a solution of (1.2) and 
put I = y(t) - ppy)), SO qt) = (1/3)(2y, - Y, - Y,, 2~, - Y, - y2, 
2-v, - y, - y,). A straightforward calculation gives (letting Z, denote the 
integers mod 3) 
+flR12 = X IV+ 1)Yif;:(Yi)-(2-P)Yif;.+,(Yi+,) 
iE%) 
-C2P- 1)Yi.h+2(Yi+2)l 
and so 
= x I@ + l)Yih(Yi) + (P- ‘)Yi.h+ I(?‘i+ I) 
iez, 
- (PA l) YiA+Z(Pi+2)l. (1.3) 
If /3 = 1, then in view of the assumption on the A we deduce that 
d 
z ( 
31R12-IYI’ >. 
2 1 
for Y # (0. 0, 0). 
It follows that if /I = 1, (1.2) has no nontrivial periodic solutions. In fact 
much more can be said about the solutions of (1.2), as the following theorem 
shows. 
THEOREM 1.1. Consider the third order system 
Yj=-J;:+,(Yi+,)-~~+2(Yi+2), (1.4) 
where the indices are written mod 3. Assume that the functionsf;, satisfy H 1 
and that p # - 1. For /I # 1 assume that there are positive constants a and A 
such that for all y 
a IYI < MYI <A IYL yED (1.5) 
and 
l+IP+*I A 
I/3- 11 >a’ 
(1.6) 
Then any solution Y(t) = (yJt), y,(t), y,(t)) defined on a maximal interval 
(0, 7J with T > 0 satisfies either 
lim ( Y(r)\ = 0 
t-r- 
or lim I Y(t)i = +co. 
f-7 
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ProoJ: We first claim that under our assumptions 
d 
t ( 
31~lZ-lY12 z. 
2 1 
if Y # (0, 0,O). 
We already know this is true for /3 = 1. For /? # 1, we obtain from (1.3) that 
2 ID + l I C Yi.A(Yi) - IP- 1 I C I Yi.f+ ICYi+ 1) -Yi+ l.A(Yil. 
ieZ, icZ, 
Assumption HI implies that yif;:+ r( yi+ ,) and yi+ ,J(yi) have the same sign, 
and using this fact and (1.5) we obtain 
I~i~+I(~i+,)-Yi+lfi(~i)l~(A-ua)l~i~i+ll’ 
Using the previous two equations we find 
d 3p?(*-pJ* 
z ( 2 i 
>Ul/3+ Il C Yf-(~-a)lP-lI 2: lYiYi+ll* 
iEZ, icZ, 
The Cauchy-Schwarz inequality implies 
so we find 
p+11-p-11 a-1 (” ) J(x, Yi) (1.7) 
and Eq. (1.6) implies that this is positive for Y # (0, 0,O). 
Now let Y(t) = (y,,(t), y,(t), y2(t)) be a solution of (1.4) defined on a 
maximal interval [0, 7). Put 
m = ,‘jr- inf ( Y(t)1 and M = ,‘$ sup I Y(t)J. 
We suppose first that 0 < m < M < co and obtain a contradiction. Choose r, 
and r2 such that m ( r, ( r2 < M. We can find sequences {s,} and {t,} such 
that S, < c, < s,+, for n>O, s,+T and t,+T as n-+ao, IY(s,)l=rl, 
( Y(t,)( = r2 and rl < 1 Y(t)/ < r2 for s, < t < c,. (For example, if s, and t, 
have been defined, select numbers c,, + 1 and r,+ I such that t, < u,, + , < r, + , , 
(Y(o,+,)(=r, and )Y(r,+,))=r2. Then define s,,+, and t,,+, by s,,+,= 
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suP{slc,s1<s<r,+1, IY(s)l=r,} and tn+,=inf{t/s,+,~t~r,+,, 
( Y(t)\ = r2}.) Note that 
r: - rf = ( Y(t,)(* - 1 Y(sJ* 
=-2j(’ )J [yi(s)(h+,(S)) +Pfi+2(Yi+2(S)))l dS* 
S, iEZ3 
If B = suP{l2 CieZ, [Yidf+l(Yi+l) +K+*(Yi+d)ll: rl G I ‘1 G r21y then 
r: - rf < (t, - ~$3. Thus t, -s, > (ri - rf)/B for all n, and it follows that 
T= +a. 
For notational convenience write L(t) = (3/2) IR(t)J* - (l/2) ) Y(t)l’. 
Equations (1.3) and (1.7) imply that 1 dL/dt ( > 0 for ( Y(t)1 > 0 and that there 
is a positive constant 6 such that 
if r, < I Y(t)1 < r2. 
Using the fact that dL/ds is of constant sign for s > 0 we find that for t > t, 
IL(f)-L(O)l=/; Ipi ds 
Choosing t such that s, + 1 < t < t, + 1 gives 
ri > ) Y(t)(* > IL(t)\ > n6 (” i “) - I L(O)\. (1.8) 
Since Eq. (1.8) is valid for all IZ, we obtain a contradiction and conclude that 
m=M. 
We have proved that m = M = lim,,,- 1 Y(r)l, and it only remains to prove 
m = 0 or m = 00. Suppose not, so that 0 < m = M < co. Then the elementary 
theory of ordinary differential equations implies that T = co. Furthermore, 
there exist positive numbers rl and r2 such that 
rl < I WI Q r2 for O<t<co. 
Just as before, there exist a positive constant 6 such that 
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and it follows that 
IWI 2 at - IW>l for t > 0. (1.9) 
Letting t approach co in (1.9) contradicts the assumption that ) Y(t)1 is 
bounded. It follows that m = 0 or m = co, and the theorem is proved. i 
Remark 1.1. It can be seen that both possibilities of the theorem can 
occur. For instance, in the case f0 = f, = f2 and ,L? = 1, let y(t) be a solution 
of the differential equation y’(t) = -2f,(y(t)). Then by the assumptions on 
fO, y(t) -+ 0 as t --+ co and Y(t) = (y(t), y(t), y(t)) is a solution of (1.4). Note 
also that if Y(t) is another solution such that L(0) = (3/2) IR(O)j* - 
(l/2) ] Y(O)]’ > 0, then L(t) > L(0) for t > 0 and Y(t) does not approach 0 as 
t-+T- and so ]Y(t)]-++cc as t+T-. 
Remark 1.2. If j3 = - 1, Theorem 1.1 provides no information about 
Eq. (1.4). In fact, if /3 = -1 and f0 = fr = f, = f, Y(t) = (c, c, c) is a solution 
of (1.4) for any constant c, so the theorem’s conclusion is false in this case. 
In addition, for certain functions f, Eq. (1.4) possesses nonconstant periodic 
solutions. For example, suppose f(x) is an odd, C’ function such that 
xf(x) > 0 for x # 0 and 
f’(0) > (-+) > j[t F. 
Then a theorem of Kaplan and Yorke [4] asserts that the equation 
x’(t) = -f(x(t - 1) - f(x(t - 2)) 
has a solution x(t) such that x(0) = 0, x(t) > 0 for 0 < t < 3 and 
x(t + 3) = -x(t) for all t. If we define y,(t) = x(t - 2i) for i = 0, 1, 2, one can 
easily see that 
where the indices are written mod 3. 
Remark 1.3. If the sign in Eq. (1.3) is changed, so one considers 
Yi =.h+l(Yi+l) +PA+*(Yi+A 
then the conclusion of Theorem 1.1 remains valid if [0, 7’) is taken to be the 
maximum negative interval on which the solution Y(t) is defined. 
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COROLLARY 1.1. Consider the differential-delay equation 
x’(t) = -g(x(t - l), x(t - 4),..., x(t - 3k - 1)) 
- g(x(t - n), x(t - n - 3) ,..., X(I - n - 3k). (1.10) 
where g: Hk + ’ + ‘F7 is a function and n is an integer which is congruent to 
2 mod 3. Define f(u) = g(u, u ,..., U) and assume that f: R + I? is locally 
Lipschitzian and uf(u) > 0 for u # 0. Then Eq. (1.10) has no solutions of 
period 3 which are not identically zero. 
Remark 1.4. We emphasize that by a solution of period 3 we simply 
mean a solution such that x(t + 3) = x(t) for all r; 3 is not assumed to be the 
minimal period. We shall see at the end of this section that if attention is 
restricted to special classes of periodic solutions of differential-delay 
equations much stronger results can be obtained. 
Proof. If x(t) is a solution of Eq. (1.10) of period 3, then x(t) satisfies 
x’(f) = -f(x(t - 1)) - f(x(t - 2)). 
If we define yi(t) = x(r - i) and A = J for i = 0, 1 and 2 then y,(t) satisfies 
Eq. (1.2) with /r = 1 (assuming the indices are written mod 3). Theorem 1.1 
implies that Eq. (1.2) has no nonconstant periodic solutions. 
The question of exactly what assumptions will insure that Eq. (1.1) has no 
nonconstant periodic solutions appears to be quite delicate (we will mention 
some examples later). A case of particular interest for applications to 
differential-delay equations is when f0 =f, = f, = J: Even in this case it is 
unclear what are the best assumptions off to eliminate nonconstant periodic 
solutions of (1.1). Indeed our next theorem shows that the conclusions of 
Theorem 1.1 may hold under assumptions quite different from those of 
Theorem 1.1. 
THEOREM 1.2. Consider the system of three first order equations 
Yl=-f(Y,+,)--f(Yi+2), (1.11) 
where the indices i are written mod 3. Assume that f: N + R is 1ocall.v 
Lipschitzian, f is monotonically increasing and f is odd (f (-u) = -f(u)). 
Assume that f < /3 < 3. Then any solution Y(f) = (y,,(t), y,(t), y*(t)) of (1.11) 
defined on a maximal interval [ 0, T) (T > 0) satisJies either 
lim,-, 1 Y(t)1 = 0 or lim,,,- 1 Y(t)1 = +co. 
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ProoJ Equation (1.3) reduces in our situation to 
d 3pq*-pq2 
z 2 
Noting thatyif(yi+d andYi+J(Yi) are always of the same sign and writing 
zi = IyiJ we see 
wherej= i+ 1 if z i+l~Zi andj=iifzi+, <zi. Thus 
iz, IYif(Yi+l) - Yi+lf(Yi)l j 4 ‘i(l).tTZi(l)) + 22i(2)f(Zi(2)), 
where i(O), i( 1) and i(2) are chosen so that ziC,,) < zi,i) < ziC2). It follows that 
>[Ica+ ~)-21P-~ll is zif(zi) 
3 
>i[GB+ 1)-21P-111 x Ytf(Yi)* 
ie2, 
The assumptions on /3 insure that (~3 + 1) - 2 /p- 1 ( > 0, so 
f (+-~Rj’-+[Yj*) >0 for Y(t)+(O,O,O). 
The remainder of the proof is the same as that of Theorem 1.1 and we leave 
it to the reader. I 
Remark 1.5. If YE lR3, P(Y) denotes the orthogonal projection of Y on 
the line ya = y, = y2 and R = Y - P(Y), then the quantity 
plays a central role in the proofs of Theorems 1.1 and 1.2. If 
Q +++={YElR31yi>0 for i= O,l, and 2) and Q---={YED31yi<0 
for i=O,I, and 2) and Q=R”--(Q+++UQ---), one can show that 
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((3 IR 1’ - 1 Y(‘)/2) > 0 for YE Q. If /I > -1 and Y(t) denotes a solution of 
(1.2), we know that 
d 
z c 
31R12-IY12 >. 
2 1 
if the hypotheses of Theorem 1.1 or Theorem 1.2 are satisfied. We conclude 
that if Y(0) E Q and Y(0) # (0, 0,O) (and the hypotheses of Theorem 1.1 or 
Theorem 1.2 are satisfied), then lim,,,- 1 Y(t)1 = co. It is also worth noting 
that if /I > 0 and the fi satisfy Hl and Y(0) E (z, then Y(t) E Q for all 
positive t in the domain of Y. 
The crudeness of our estimates in Theorems 1.1 and 1.2 suggests that 
sharper results should be true. One is encouraged in this hope by the 
following theorem, which deals with the case /I = 0, this being a case of 
particular interest and indeed one of the motivations of our study. 
THEOREM 1.3. Consider the third order system 
Yf = --fi+,(Yi+J, 
where the indices are written mod 3. Assume that fi: R + R is continuously 
dz@rentiable, x(O) = 0 and f I(u) > 0 for all u. Then for any solution Y(t) of 
(1.12) defined on a maximal positive interval [0, T) either lim,,,- I Y(t)( = 0 
or lim 1-F I w = +a* 
Proof. Let Fi be an anti-derivative ofJ for i = 0, 1, 2. Define W: SF3 -+ R 
by 
w(Y) = iz LFi(Yi) - Yifi+2(Yi+2)1~ 
3 
where Y = ( y,, y, , y2). Let V(t) = W(Y(t)) and note that 
z= il$ [-f(Yi)h+ l(Yi+ I) +fi+l(Yi+ I).h+Z(Yi+Z) 
3 
+ Yifi(Yi)f I+*(Yi+Z)l 
= iI$ YiL(Yi)fl+Z(Y,+*h 
3 
By our assumptions, the right hand side of (1.12) is positive for 
Y(t) if= (0, 0, O), so we have already shown that (1.12) can have no 
nonconstant periodic solutions. 
Define G(Y)=Ciez3 Yifi(Yi)ff+,(Yi+,)> ~0 G(Y) 10 if I’+ (0,09 0). As 
in Theorem 1.1, let m = lim,,,- inf 1 Y(t)1 and M = lim,,,- sup 1 Y(t)l. We 
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suppose first that 0 < m < M Q co, choose r, and r2 with m < r, < rz < M 
and obtain a contradiction. Choose sequences (s,} and {f,,} as in 
Theorem 1.1. Just as in the proof of Theorem 1.1, there exists E > 0 such that 
V(t) > V(0) + En for s,,<t,<t,. 
If B = sup{ W(y): r,<(Y(<r,} we see that 
B > V(0) + cn 
for all n. This is impossible, so m = M. The argument that 0 < m = M < CD 
is impossible is essentially the same as in Theorem 1.1, and we leave it to the 
reader. We conclude that m = M = 0 or m = M = 0~). I 
Remark 1.6. The conclusions of Theorem 1.3 remain the same for the 
system 
Yl =L+ ICYi+ 1) 
(A as in Theorem 1.3 and indices written mod 3) except that the interval 
[0, 7’) must be taken to be the maximum negative interval of definition for 
Y(t)* 
COROLLARY 1.2. Consider the d@erential-delay equation 
y'(t) = -g@,(t), w>,-9 u,(t>>, (1.13) 
where uj(t) = y(t - 3j + 2). If f(u) =def g(u, u,..., u) is continuously differen- 
tiable, f(0) = 0 and f’(u) > 0 for all U, then (1.13) has no nonconstant 
periodic solution of period 3. The same conclusion holds if, instead of the 
above assumptions,f is locally Lipschitzian, uf(u) > 0 for u # 0 and 
for all u and for positive constants (I and A such that A/a < 2. 
Proof: Suppose y(t) is a nonconstant periodic solution of (1.13) of 
period 3. Put yi(t) = y(t - i) for i = 0, 1, 2. Clearly Y(t) = (y,,(y), yi(t), y*(t)) 
is a periodic solution of period 3 of the system y; = -f( yi+ ,), i = 0, 1, 2. 
Theorem 1.1 or Theorem 1.3 shows this is not possible. I 
COROLLARY 1.3. Consider the dlflerential-delay equation 
x’(t) = -f(x(t - 1)). (1.14) 
Assume that f (u) is continuously dtperentiable, f (0) = 0, f’(u) > 0 for all u 
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and f is odd. Then Eq. (1.14) has no nonconstant periodic solution such that 
x(t + 3) = -x(t) for all t. 
Proof: If x(t) is a nonconstant periodic solution of (1.14) such that 
x(t + 3) = -x(t) for all t, define ye(t) = x(t), y,(t) = x(t - 4) and 
y2(t) = x(t - 2). One easily checks that 
YI =f(Yi+ I), 
where the indices are written mod 3, and this contradicts Theorem 1.3 and 
Remark 1.6. 1 
Remark 1.7. It is natural to ask how close Theorems 1.1 and 1.3 are to 
best-possible when they are applied to the system 
Yi’ = -.(Yi+ I) (1.15) 
(where the indices are written mod 3). Angelstorf [ 1 ] has proved the 
following theorem, which shows that one must assume more than f locally 
Lipschitzian and uf(u) > 0 for all u # 0 in order to eliminate nonconstant 
periodic solutions. 
THEOREM (Angelstorf [ 1, p. 491). Let fA: IR + I?, A > 1, be a 
parametrized family of odd continuous functions which satisfy the following 
conditions : 
(1) There exists a constant k < 2 such that for all A> 1 and all x > 4 
one has 1 <f*(x) < k. 
(2) For 1 <A, < A, one has 0 & fl,(x) < fA,(x) for all x E (0, k/2). 
(3) For all A > 1 one has 0 < fn(x) <A for all x > 0. 
(4) There exists a constant c > k/4 such that for all A > 1 
I 
.1/z 
o f,(x)dx>cA. 
Then there exists A > 1 such that the diferential-delay 
u’(t) = -f*(u(t - 1)) 
has a periodic solution u(t) such that u(t + 3/2) = -u(t) for all t and 
u(t) > 0 for 0 < t < 312. 
Ifyi(t) = u(t - i) for i = 0, 1, 2 and f = fA, then Y(t) = (yJt>, y,(t), y2(t)) 
is a nonconstant periodic solution of (1.15). 
Remark 1.8. The results we have obtained depend very strongly on the 
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fact that we are dealing with a system of three first order ODES. One could, 
for example, consider the system of n first order ODES 
Yf = -f(Yi+ 113 (1.16) 
where the indices are now written mod n and n > 3, and one could seek 
conditions on f which insure that (1.16) has no nonconstant periodic 
solutions. However, results in [7, 81 show that any conditions must 
necessarily be very restrictive. Specifically, suppose g: IR -+ IR is a continuous 
function such that xg(x) > 0 for all x # 0, g’(0) > 0, and g is bounded below. 
In addition, assume that -b = lim,,-, g(x) and a = lim,,, co g(x) exist 
(allowing a = +co if g is monotonic increasing). Then it is proved in [7,8 ] 
that for every number p with 4 < p < 2 + a/b + b/u there exists a = a, > 0 
such that the equation 
.x’(t) = -ag(x(t - 1)) 
has a nonconstant periodic solution of period p. In particular, if n is an 
integer such that 4 < n < 2 + a/b + b/u and f (x) = a,, g(x), then (1.16) has a 
nonconstant periodic solution of period n. 
Until now we have discussed general periodic solutions of, for example, 
x’(t) = -g(x(t - 1)). (1.17) 
However, if one restricts attention to a subclass of the periodic solutions of 
(1.17), namely, the “slowly oscillating periodic solutions,” one can sharpen 
Theorem 1.3. Recall that a periodic solution x(t) of (1.17) is called “slowly 
oscillating” if x(0) = 0, x(t) > 0 for 0 < t < zi , where z, > 1, x(t) < 0 for 
z, < t < z2, where z1 - z, > 1 and x(t + z2) = x(t) for all t. 
PROPOSITION 1.1. Assume that g: R + R is a continuous, monotonic 
increasing function such that xg(x) > 0 for all x # 0. Then for any number p 
such that 2 < p < 3 Eq. (1.17) has no slowly oscillating periodic solution of 
period p. 
Proof Suppose x(t) is a slowly oscillating periodic solution of (1.17) of 
period p, where 2 <p Q 3. Let z, and z2 denote the first and second zeros of 
x(t), and for notational convenience write z, = 1 + b, and z2 - z1 = 1 + b,, 
so b, + b, < 1. The properties of g imply that x(t) is increasing on [O, I], 
decreasing on [ 1, z, + l] and increasing on [z, + 1, z2 + I]. If one writes 
h = x(1) and h, = -x(z, + l), one can easily see that h and h, are positive; 
and using (1.17) and the fact that g is monotonic one finds 
h= 
i b’ g(x(s)) ds < b, g@@,)). 
(1.18) 
0 
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Integrating x’(t) from zi to z1 + 1 gives 
h, =( g(x(s))ds +J;+*’ g(x(s)> ds 
> (1 - b,) &W) 
h. 
If we define h, = x(zZ + l), then essentially the same arguments show that 
(1.20) 
Since we are assuming that x(t) is periodic, h, = h and (1.19) and (1.20) 
yield 
h> (?)(?)A. 
Inequality (1.2 1) implies that 
b,b, > (1 - b,)(l -b,). (1.22) 
Inequality (1.22) gives a contradiction, since b, + b, < 1. I 
Remark 1.9. Numerical studies of Jurgens, Peitgen and Saupe [9] 
suggest that for every p with 2 < p < 3 there is a number a = ap such that 
the equation 
x’(c) = -af(x(t - l)), 
f(x)%Y(l +x8)-’ 
(1.23) 
has a slowly oscillating periodic solution x(t) such that x(t) > 0 for 
0 ( t < p/2 and x(t + p/2) = -x(t) for all t. However, nothing rigorous has 
been proved. 
2. THE CHARACTERISTIC EQUATION z + LaOem + ,I&e-4Z = 0 
We are interested in showing how the global Hopf bifurcation theorem for 
functional differential equations [2, 61 can be used in conjunction with the 
results of Section 1 to obtain new results about the equation 
x’(t) = -kqJ(x(t - 1) - A&J(x(t - 4)). (2-l) 
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In particular we shall prove existence of solutions of period p with 2 < p < 3. 
The main remaining technical obstable is to give a detailed discussion of the 
pure imaginary roots of 
where a,, and &, are fixed reals II E R and z E 6. Once we give such an 
analysis, our discussion of (2.1) will closely parallel that of Chow and 
Mallet-Paret in [2] for the equation 
x’(t) = - /la,f(x(t - 1)) - L&f(x(t - 2)). (2.3) 
Unfortunately, the analysis of (2.2) seems more difficult than the analysis of 
the characteristic equation 
z + Aaoe-z + A&e-*’ = 0 (2.4) 
studied in [2]. The next theorem is our starting point. 
THEOREM 2.1. Assume that a0 and PO are real numbers such that 
a0 + j3, # 0 and consider the characteristic equation 
where z E C and L E R. If w(iv, ,u) = 0 for some pure imaginary number iv 
and some real number p, then 
where the partial derivative is evaluated at z = iv and A = p. Furthermore, 
there exist positive numbers E and 6 such that for each real number ,4 with 
IL - p( < 6 there exists a unique complex number z = z(L) such that 
lz-ivl<sandv(z,L)=O. Themap --t z(A) is continuously dtgerentiable. 
Proof: If @/az # 0, the latter part of the theorem is simply the implicit 
function theorem, so it sufftces to prove a~/& # 0. Suppose not. Then for 
some pure imaginary number z = iv and a real number ,u one obtains 
z+,uage-L+p&e-4L=0, 
1 -,aagepL - 4,ajloe-4Z = 0. 
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Taking the real and imaginary part of each equation gives 
pa,cos v + /d/3, cos 4v = 0, (2.5) 
pa, sin v + p& sin 4v = v, (2.6) 
pa, cos v + 4/@, cos 4v = 1, (2.7) 
pa, sin v + 4@, sin 4v = 0. (2.8) 
(Notice that if a0 + & = 0, v = 0 and p = (3&-l provides a solution of 
(2.5)-(2.8), so the condition a0 +/I, # 0 is necessary). Equation (2.7) 
implies +U # 0, and subtracting (2.5) from (2.7) gives 
3p,cos4v=~-’ 
so /3, # 0 and cos 4v # 0. Equation (2.5) then implies that a0 # 0 and 
cos v# 0. If sin v= 0, then sin 4v= 0 and (2.6) implies v= 0. But then 
Eq. (2.5) would give a,, + p,, = 0, which we have assumed is not true. Thus 
we can assume sin v # 0 and (from (2.8)), sin 4v # 0. 
Equation (2.5) gives 
Substituting the latter expression for /I,, in (2.8) and simplifying gives 
(a,, sin v)[ 1 - 16(cos v)“(cos 2v)(cos 4~))‘1 = 0 
and since we have shown a0 sin v # 0, 
(cos 4v) - 16(cos v)‘(cos 2v) = 0. (2.9) 
If cos v =def x, recall that cos(4v) = 8x4 - 8x2 + 1 and cos(2v) = 2x2 - 1 so 
(2.9) becomes 
-24x4 + 8x2 + 1 = 0, x = cos v. (2.10) 
Since x2 is positive, x2 = (2 + dlb)/12, and (2.10) has only two real 
solutions, namely, 
(2.11) 
The equation 
cosv=+a 
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has a unique solution v = v,, such that 0 < v < n (in fact 7r/4 < u,, < 71/2). 
Similarly, the equation 
cos v = -6. 
ha‘s a unique solution v = v, such that 0 < v < Z, namely, v, = 71 - v,, . It is 
clear that the general solution of the equation 
cos v = & (2.12) 
is given by v = &v, + no, where n is any integer. 
Equations (2.5) and (2.7) give 
p = (3& cos 4v) - 1 (2.13) 
and (2.6) and (2.8) then give 
-3,@, sin 4v = -tan(4v) = v. (2.14) 
Equation (2.14) yields 
where n is any integer. 
tan(4v,) = -vO + n7r, (2.15) 
The equation cos 4v = 8x4 - 8x2 + 1 uniquely determines cos 4v, and 
since 7c < 4v, ( 2x, sin 4v, is also uniquely determined. An unpleasant 
calculation gives 
tan(&) = .L (10 f WW2(4 - Jlo> 
8 co- 1) I 
= 0.29 (2.16) 
Since 7c/4 < v0 < n/2 it follows easily from (2.16) that (2.15) cannot be 
satisfied for any integer n. 1 
Remark 2.1. One can seek to locate the comples solutions of 
g(z) = z + ae-’ + pee4’ = 0 (2.17) 
instead of just the pure imaginary solutions. Assume that a and /? are real 
parameters with b # 0. For each integer n > 1, deline G, = 
(2: tm < Im(z) < (n + 1)x) and define G, = {z: Ilm(z)l < n}. Define h(z) by 
It is easy to see that Im(tg(z) + (1 - t) h(z)) + 0 for z E a(G,), n > 0 and 
0 < t < 1 and that the set (z E G, 1 [g(z) + (1 - t)h(z) = 0 for some t, 
0 < t < 1 } is compact. It follows from Rouche’s theorem that g(z) has the 
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same number of zeros in G, (counting multiplicities) as h(z). It is a classical 
result (which one can also prove simply, using Rouche’s theorem) that h(z) 
has precisely two zeros in G, for n > 1 and precisely four zeros in G,. 
If one uses the same kind of reasoning to study 
z + ae-’ + fieC2’ = 0 (2.18) 
one finds that (2.18) has a unique zero z, = z,(a, /3) in G, for each n > 1 and 
exactly two zeros in G, (assuming fi # 0). It follows that z,(a,p) is a 
continuous function of (a, 8) for /3 # 0. 
If z(L) is as in Theorem 2.1, we shall actually need to find conditions on 
a,, and & which insure 
The following elementary lemma is a first step in this direction. 
LEMMA 2.1. Define y(v) = cos(4v)/cos(v) for cos(v) # 0. Then one has 
y(-v) = y(v) and y(v) = -y(n - v). There exists a number v* with 
(‘k/3) < v+z < (37c/4) 
and 
(cos v*)’ = 
2+fi 
12 
such that y’(v) > 0 for v E (n/2, v*) and y’(v) < 0 for v E (v*, n>. One &o 
has 
max 
rt/2<V<R 
y(v) = y(v,) = 8@(fi- 1)[9(\/10 + 2)“2]-’ > fi. 
Proof: The first statement of the lemma is obvious. A calculation gives 
y’(v) = [-4 sin(4v) cos v + sin v cos(4v)](cos v))’ 
= (sin v)(cos v)-~[-~~(cos v)‘(cos 2v) + (cos 4v)]. 
If we define x = cos(v), it follows that for 0 < v < n 
sgn(y’(v)) = sgn[-24x4 + 8x2 + 11, (2.19) 
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where sgn(P) = +l for /? > 0 and sgn(/3) = -1 for /3 < 0. It follows from 
(2.19) that for 0 < v < rr 
wW(v>) = w ((2+$1o)-x2), x=cos(lJ). (2.20) 
If V* is the unique number v such that 
n/2 < v < R 
and 
(cos v)’ = 
2+\/10 
12 
it follows that y is increasing on (n/2, v*] and decreasing on [v* , rr]. We also 
have 
(co, (9))’ =f < 2 +y’” = (COS “*)’ 
and 
(,o, ($))‘=f> 2+p 
so 
2x13 < v* < 3x/4. (2.2 1) 
The argument above shows that y has its maximum on (n/2, rr] at v = v*. As 
in the proof of Theorem 2.1, we can compute cos(4v) in terms of x = cos(v), 
and the resulting calculation yields the formula for y(v*) in our lemma. 
Because y is decreasing on [v* , rt 1, 
Y(V*) > Y(37v4) = d2. 
which completes the proof. 1 
Remark 2.2. It is easy to see that y(u) = 1 for v E 10, rr] if and only if 
v = 0, v = 27r/5, v = 2n/3, or v = 4n/5. Similarly, one finds y(v) = -1 for 
u E 10, n] if and only if v is one of the values 7r/5, n/3, 37r/5, or n. Finally, 
y(v) = 0 for v E 10, n ] if and only if v = n/g + j(rr/4), j = 0, 1,2,3. 
We shall also need the following simple consequence of Lemma 2.1 and 
Remark 2.2. 
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LEMMA 2.2. Let l,, I,, I, and I, denote the open intervals (0, n/5), 
(n/3, 2x/5), (3x15, 2~13) and (4x15, 7c), respectitlely. If k is a real number 
with 1 k ( < 1, there is a unique number vi = v,(k) E Ij such that y(vj) = k, and 
v,(k) is a monotonic, real analytic function of k for 1 k ( < 1. Furthermore, if 
y(v) = k for some v E IO, TT]. then v = vj(k)for some j. 
Proof. Lemma 2.1 and Remark 2.2 show that y’(v) # 0 for v E I, and 
y(lj) = (-I, 1). It follows that if yj =dcf 7 ( I,, then v,(k) = y,: l(k). Since yj is 
real analytic on Ii and y,!(v) # 0 for v E Ij, the inverse function theorem 
implies that v,(k) is real analytic and monotonic. The fact that there are no 
other solutions of y(v) = k follows from Lemma 2.1 and the fact that 
nj5 < n - v* ( n/3 and 2x13 ( v* ( 4n/5. 1 
In the notation of Theorem 2.1, if v(iv, ,u) = 0 for a pure imaginary 
number iv and a real number ,u, there is a C’, complex-valued function z(A) 
defined for /z near ,u such that Z(U) = iv and u/(z(A), A) = 0. Our next theorem 
determines sgn(Re(z’(i))) (evaluated at A = ,D) and will be crucial for our 
application in Section 3. 
THEOREM 2.2. Let notation be as in Theorem 2.1 and assume that 
PO ~0 and la,,1 <IA,l. rfwW~)=Of or some pure imaginary iv and some 
,u > 0, then 
Wz’(~))lA u > 0. 
There exist precisely four numbers f3, with 0 < 0, < 2n (0 < j ,< 3) such that 
IY v/(iv, ,u) = 0 for positive real numbers p and v, then 
v = Bj + 2mn (2.22) 
for some integer m > 0 and some j, 0 < j < 3, and 
,u = v(a, sin 0, + & sin 48,). ’ . (2.23) 
The numbers 0, satisIv 6, E (97r/5, 27r), 8, E (x/3, 2x/5), 8, E (4x/3, 7n/5) 
and 19, E (4n/5, n). 
ProoJ If fi and v are positive numbers such that w(iv, ,u) = 0, then p and 
v satisfy Eqs. (2.5) and (2.6). In the notation of Lemma 2.1, Eq. (2.5) is 
equivalent to 
Y(V) = -(%/PO) (2.24) 
and in the notation of Lemma 2.2, (2.24) has precisely four solutions 
v E (0, n). These four solutions are vi (0 < j < 3), where vi E Ij and vj and l,j 
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are as in Lemma 2.2. It follows that the general positive solution v of (2.24) 
iS 
v=vj+2mn 
Or 
V = (2n - Vj) + 2mn, 
where m is a nonnegative integer and 0 < j < 3. 
Equation (2.6) implies that 
p = v(ao sin v +/& sin 4v))’ 
and since we assume ,U > 0, v in Eq. (2.25) must be chosen so that 
a, sin v + & sin 4v > 0. 
(2.25) 
If one uses Eq. (2.5) and the expressions for cos 4v and cos 2v in terms of 
cos v one obtains 
a, sin v + & sin 4v 
= (a() sin “)[ l + (4p,/a,) ‘OS ’ cos 2v] 
= (a, sin v)(cos 4v)-‘[cos 4V - 4(cOS V)’ COs 2v] 
= -&(tan v)[ 1 - 4(cos v)‘]. (2.26) 
It follows from (2.26) and the location of vj given in Lemma 2.2 that 
a0 sin vj + p, sin 4vj < 0 forj=Oorj=2, 
a, sin vj + & sin 4vj > 0 forj= 1 orj=3. 
It follows that the general positive solution v of (2.5) such that 
ag sin v +/I,, sin 4v is also positive is given by 
v=ej+2mlr, m 2 0, (2.27) 
whereBj=2rr-vjforj==Oor2andB,=viforj=10r3. 
It remains to prove that Re(z’(A)) > 0. If w(.z, A) is as in Theorem 2.1 and 
v/(iv,,~) = 0, a calculation using the implicit function theorem gives 
Re(z’(A))],=, = (lLhy/&-‘)[v(ao sin v + 4& sin 4v)] 
so (for v > 0) 
sgn(Re(z’(A)))],=, = sgn(a, sin v + 4& sin 4~). (2.28) 
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If one uses the facts that v satisfies (2.5) and that cos(4v) and cos(2v) can be 
written in terms of cos v = x, one finds 
so 
a, sin v + 4/I,, sin 4v = (-/I,,) tan(v)(-24x4 + 8x2 + 1) (2.29) 
sgn(Re(z’(;l))) = sgn((tan v)(-24x4 + 8x2 + 1)). (2.30) 
Recalling Eq. (2.10) in the proof of Theorem 2.1, we know that if 
p(x) =def -24x4 + 8x2 + 1 
P(X) 
2 
> 0 for x2 ( + ‘lo 12 ’ 
for x2 > 2+d10 
(2.3 1) 
P(X) < 0 12 * 
If x = cos(vj) = cos(0,) (0 < j < 3) and one uses the fact that vj E Ii (Ii as in 
Lemma 2.2), one obtains from (2.31) that 
P(cos(ej)) < O forj=O orj=3, 
P(cos(ej)) > O for j = 1 or j = 2 
and 
tan(ej) < 0 forj= 0 or 3, 
tan(ej) > 0 for j= 1 or 2. 
(2.32) 
(2.33) 
It follows from Eqs. (2.31)-(2.33) that for v = 0, + 2mn, 0 <j< 3 and 
m > 0, 
sgn(tan(v)(-24x4 + 8x2 + 1)) > 0, x = cos v. 
We have already seen that all solutions v > 0 of t,~(iv, p) = 0 for which ,U > 0 
are of the form 0, + 2ma so (2.31) implies that 
Re(z’(A)) > 0 
and the proof is complete. 1 
Remark 2.3. It is also possible to carry out the same analysis (assuming 
PO < 0) in the case 1 < -((x0/&-,) < max,,,<U<, y(v), where y(v) is as in 
Lemma 2.1. In this case the equation 
y(v) = -F 
0 
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has precisely three solutions v E (0, a), say, v,,, uI and v2 (in order of size). 
The general solution (u,,u) of Eqs. (2.5) and (2.6) such that r > 0 and ,U > 0 
is given by 
v=vj+2nm, m > 0, 
,u = v(ao sin v +& sin 4v))‘. 
If ~(iv, p) = 0 and z(A) is as in Theorem 2.1, then 
Re z’(IZ)I~=~ > 0 for v=vj+2m7r,j=0 or 2, 
Re z’(A)IA=,, -c 0 for v = v1 + 2m7r. 
Since we shall not need this result, we shall give no further details. 
We shall also need a simple proposition concerning positive roots of the 
characteristic equations. 
PROPOSITION 2.1. Assume that j3 < 0 and a is real and define 
y(z) = z + ae-’ + j?e-“. If a ( IpI, the equation w(z) = 0 has precisely one 
positive, real solution z. If a > IpI, the equation y(z) = 0 has no positive real 
solution. 
ProoJ Suppose that v(z) = 0 for some z > 0. Then one has 
y’(z) = 1 - ae-’ - 4pee4’ 
= 1 +z-33pe-4L. 
Since z > 0 and /I < 0, it follows that v’(z) > 1 at any positive value of z 
such that v(z) = 0. This fact implies immediately that u/(z) = 0 has at most 
one positive solution and can have no positive solution if ~(0) > 0. If 
a > IpI, then ~(0) > 0, and the above remarks show that there are no 
positive roots. If IpI > a, then ~(0) < 0; and since limZ++a, t&z) = +co, the 
equation w(z) = 0 has at least one root (and therefore exactly one positive 
root). I 
For our work in Section 3 we would like to know that if iv is a solution of 
(2.2), then niv is not a solution for any integer n > 1, but this seems to be 
subtle question. Instead, we shall have to make do with the following 
proposition. 
PROPOSITION 2.2. Assume that PO < 0 and consider the equation 
z + Aae-’ + A&ee4’ = 0, (2.34) 
where a is real, /a/&j < 1 and z is complex. Then there exists a countable 
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set of a, SW,,), such that if a 6C S&J and J al < I&I and A> 0 Eq. (2.34) has 
at most one pair of pure imaginary solutions. 
Proof. For 1 a 1 ( I@,-, 1 let vi(a), 0 < j < 3, be the four solutions v (written 
in order of increasing size) such that o<v<lr and 
y(v) =def (cos(4v))(cos v)-’ = -a/?; ’ (see Lemma 2.1). Recall (Lemma 2.2) 
that the functions vj(a) are real analytic. As before, define 6,(a) = 2n - vi(a) 
are real analytic. As before, define e,(a) = 2n - vj(a) for j = 0 or 1 and 
Bj(a) = vj(a) otherwise. For a given a, the positive values I for which (2.34) 
has pure imaginary solutions are precisely the numbers 
A,,,(a) = (ej(a) + 2mz)(a sin dj(a) + & sin 4Bj(Ct))-’ 
for O<j<3 and m>O. If we can prove that for (j,,m,)#(jz,m,), 
Aj,,,,(a) # Ajiz,,,,(a), then for any given I > 0, (2.34) has at most one pair of 
pure imaginary solutions. It is clear that 
Suppose we can prove that for any ?I> 0 and any two pairs of integers 
(j, , m,) and (.h, m,) with j, f j, 
Ia: I4 G l&l - v and $,,m,(a>=4j,,m,(a>I 
is finite. Then we define S&J by 
SW,,) Ef {a: Ial < \/?,I and 
; I j , , , , (CX) = Jbj2,mz(Cf) for some pairs 
(j,, ml> and (.A, m2) withj, #j,). 
This set will be a countable union of finite sets and hence countable. 
Thus it suffices to prove that {a: [aI < l&l - q, S,,,,(a) = S,,,,(a)} is 
finite if j, # j,. If the set is empty, we are done. It a* lies in the set, it 
suffices to prove that a* is an isolated point in the set. If a, is not isolated, 
then, because the functions Aj,,,,, (a) and 13j,,,,(a) are real analytic, they must 
be identically equal. In particular we have 
However, the numbers f?,(O), 0 < j < 3, are easily computed to be of the form 
37L + 4pn 
8 ’ 
ogp<3. 
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Therefore there must be integers k and p, k # p, 0 < k, p < 3, such that 
3n + 4p?t 
ej,(") = g 2 
37t + 4k?t 
ej,(") = 8 . 
If one substitutes in the formulas for lj,,,l(0) and J,,,,,(O) and simplifies one 
obtains 
p-k==(m,-m,) 
which is impossible. I 
3. PERIODIC SOLUTIONS OF x'(t)=Jflx(t- 4)+ kAf(x(t- 1)) 
By scaling one can assume that & = --I in (2.1); we write a, = k and 
consider the equation 
x’(t) = lf(x(t - 4) - kAf(x(t - 1)) (3.1) 
for 1 > 0. We shall eventually prove under further assumptions on A, k and f 
that (3.1) has a periodic solution with period between 2 and 3. We begin 
with a simple proposition. 
LEMMA 3.1. Assume that k# 1 in (3.1) and that f: R--+ R is a 
continuous function such that xf (x) > 0 for all x # 0 and f (x) > -B > --co 
for all x. If x(t) is a periodic solution of period T of (3,l) one has 
SOP Ix(t)1 ,< IAl BT(2 + 2 lkl). (3.2) 
If f is Lipschitzian on a neighborhood of 0 and T, > 0, there exists a positive 
number E such that (3.1) has no nonconstant periodic solutions of period 
T,<T,-,forO~n<.s. 
Proof Assume that x(t) is periodic solution of (3.1) of period T. 
Integrating (3.1) over an interval of lenth T gives 
0 = A( 1 - k) ro’ f(x(s)) ds 
and since 1 > 0 and k # I 
0 = 
! 
-T f (x(s)) ds. 
0 
(3.3) 
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Since we assume that xf(x) > 0 for x # 0, (3.3) shows that if x(t) is not iden- 
tically zero, it must achieve both positive and negative values (if x(t) were 
always nonnegative and positive at a point, the integral in (3.3) would be 
positive). In particular, there must be a time t,, 0 < t, < T, such that 
x(tJ = 0. Let J, = {t E [0, T]: x(t) > 0) and JP = {t E 10, T]: x(t) ( 0). 
Equation (3.3) gives 
1 
‘J* 
f(x(t)) dt = -1. f(x(t)) dt < TB 
-J- 
and we conclude that 
fT If(x(s))l ds < 2TB. 
-0 
(3.4) 
If to is as above, select t, E 10, T] such that 
lx(f,l = SUP Ix(t>l. 
O<t<T 
Then we have 
I X(f I >I = I x(tl> - x(to)l 
= IAl lj:‘r; fW>> ds + kj:‘: fW)) ds 1 
< IAl (2iB + (4 (2TB)) 
0 
=//II BT(2 + 2 lkl). (3.5) 
Suppose that If(x)1 < C 1x1 for 1x(< 6,. We want to show that (3.1) has 
no nonconstant periodic solutions of period less than To for J. small. If x(t) is 
a periodic solution of (3.1) of period T< To, (3.2) shows that 
SUP I-Q>l G 60 t 
if 
0 < 1 < B-‘T,-‘(2 + 2 Ikl)-‘6,. (3.6) 
Thus if A satisfies (3.6) and supt lx(t)l = E > 0, we obtain from (3.1) that 
I x’(t)1 Q CqE + 1 k( E). (3.7) 
Assume that A is so small that 
CA(1 + lkl) To < 1. (3.8) 
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If t, and t, are defined as before, 
(3.9) 
and (3.9) contradicts (3.8) for E # 0. It follows that for A satisfying (3.6) and 
(3.8), Eq. (3.1) has no periodic solution which is not identically zero. 1 
Remark 3.1. Lemma 3.1 is false if k = 1, since then (3.1) is satisfied by 
any constant solution. 
We also need to recall some notation from Section 2. 
DEFINITION 3.1. If-l<k<1,thenvj=vj(k)(for0,<j<3)denotethe 
four solutions v E [0, rr], written in order of increasing size, of the equation 
y(v) = cos(4~)[cos v] - ’ = k. 
Define 0, = 0,(k) by 0,(k) = v,(k) for j = 1 or j = 3 and 0,(k) = 27~ - v,(k) for 
j = 1 or 2. For each integer j, 0 < j < 3, and each nonnegative integer m, 
m > 0, define 
pjuj.m =pj,,,(k) = (ej + 27cm)(k sin 0, + sin 4ej)-‘, (3.10) 
where t9, = B,(k) in (3.10). 
The results of Section 2 show that 
k sin 0, + sin 4ej > 0 
and that the characteristic equation 
2 - 13ee4’ + k,le-’ = 0 (3.11) 
has a pure imaginary root z for some ;1 > 0 if and only if 
for some j and m. 
The following lemma follows by standard local analysis near the zero 
solution, and we omit the proof. 
LEMMA 3.2. Assume that f: IR + iR is continuously dlperentiable on a 
neighborhood of 0, that f ‘(0) = 1, and that k in (3.1) satisfies 1 kl < 1. There 
exists a continuous function 6(T, ,I) such that 
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w, A> 2 0 for (T A) E (293) x (0, a), 
S(27cn/(Bj + 2m7T), /lj,,) = 0 for integers n > 1,0 < j < 3 and m > 0, 
6(T, n> > 0 otherwise, 
and such that any nonconstant periodic solution of (3.1) of period T E (2,3) 
satisfies 
sup Ix@ + @I> 6(T, A> (3.12) 
-4<e<o 
for all t. 
The proof of the main theorem of this section now follows (with the aid of 
our previous results) by essentially the same argument used in Section 4 of 
[2] so we shall assume familiarity with [2] and give a sketchy treatment. 
Define X = C( [-4,0]) = continuous, real-valued functions on [-4,0] in the 
sup norm. Following the standard terminology for functional differential 
equations, if x is a continuous function defined on [t - 4, t], define x,&X by 
x,(8) = x(t + 0). Define f I: X-P R by 
where f is as in (3.1). Then (3.1) can be written as 
x’(t) = f A(x,). 
Define M(T, A) to be the right hand side of (3.2), where B is a lower 
bound for f(x) in (3.1) and k is as in (3.1). Define open sets- 
B c (0, co) x Xx (0,ao) and Q(A) by 
Q= {(T,#,A):2 < T< 3,6(7’,13) < 11~11 <M(T,L)} (3.13) 
and 
W) = {(T, 4): CT, $3 A) E Q). 
For each I > 0 define a set S(A) by 
S(A) = {v > 0: iv is a solution of (3.11)) (3.14) 
so S(A) has between 0 and 4 elements. 
THEOREM 3.1. Assume that f: iR -+ IF? is a continuously dl$%rentiable 
function such that f(0) = 0, f ‘(0) = 1, f is bounded below by a constant 
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-B > --co and f’(x) > 0 for all x. Assume that the constant k in (3.1) 
satisfies (kl < 1. Define 1, by 
A0 = minl~o,o(k)~~u,,~(k)~~u,,o(k)~~3,0(k)~. 
If 1 > 1, and 1# pj,,(k) f or any j, 0 < j < 3, or m > 0, then d(f, 0(L), the 
Fuller index off’ on Q(l), is dejined and nonzero. In particular, for A > A0 
and L #pj,,,(k), (3.1) has a nonconstant periodic solution of period p with 
2 < p < 3. If ,u 2 & and p =pj,,,(k) f or some j and m, then the change in the 
Fuller index off a on Q(l) as 1 passes through ,u is 
lim d(f ‘+‘, 
E-O+ 
L!(A + E)) - d(fA-: i2(A - 6)) 
x v 
1 =-- -. 
ueS(u) ~“lZ~<Z.;(3Lm n (3.15) 
(n in Eq. (3.15) denotes an integer and S(u) is as in (3.14)). 
Proof: If x(t) is a solution of (3.1) of period 3, then x(t) satisfies 
x’(t)=l(l -k)f(x(t- 1)). 
Corollary 1.3 shows that this is impossible unless x(t) is identically zero. 
Lemma 4.1 in [2] shows that 0 is the only solution of (3.1) of period 2. If 
1 #,uj,,, for and j, 0 < j ,< 3, or m > 0, then the definition of S(T, A) and 
M(T, A) implies that 
for any nonzero solution of (3.1) of period T and any t. It follows that the 
F’uller index, d(f *, Q(A)), is defined for ;1 > 0, A# P~,~. Lemma 2.1 implies 
that there exists E > 0 such that (3.1) has no nontrivial periodic solutions of 
period less than or equal to 3 for 0 < A < E. It follows that 
d(f ‘r Q(A)) = 0 for 0 < 1 < 6. (3.16) 
One can easily check (using Lemma 2.2) that A0 is the smallest positive 
number ;1 such that Eq. (3.11) has a pure imaginary solution iv with v > 0 
and 
2 < n(27z/v) < 3 
for some integer n. Suppose that we can prove that (3.15) holds for every 
,ll=p. . Then (3.15) and (3.16) together imply that ddf*, n(A)) is negative 
for i’>” ilo and A f ~juj.m and consequently (3.1) will have, for such L, a 
nonconstant periodic solution with period T satisfying 2 < T < 3. 
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Thus it suffices to prove (3.15). First suppose that the characteristic 
equation (3.11) has at most one pure imaginary root iv, v > 0, for each i > 0. 
Then (3.15) follows directly from a formula in 121, for we have proved 
(Theorem 2.2) that pure imaginary solutions of (3.11) pass through the 
imaginary axis with positive velocity as I increases and (Proposition 2. I) 
(3.11) has exactly one positive root. 
In the general case select c > 0 small enough that the change in Fuller 
index at ,U is 
d(f “-‘. f2@ + E)) - d(f” ‘. l2f,u - c)). 
Select (by Proposition 2.2) a number k’ so close to k that if g.’ : X + R is 
defined by 
g%) =~ff($(-4)) - k'lfZf(d(-1)) 
then 
d(f “ic, L’& f E)) = d( g“ iL. W,u + E)) 
and also 
2 t Ae-” - k’;te ’ ~0 (3.17) 
has at most one pure imaginary solution iv with v > 0 for every 1 > 0. We 
can also assume (3.17) has no pure imaginary solutions for 1 = p f t:. 
Applying (3.15) to g’ gives 
d( g”’ ‘3 J2Q + c)) - d( g“ ‘9 f2@ - E)) 
\’ \’ 1 -1 - 
1.E.T’ (r:rr)cn<(.lt.;Zn) 2 
(3.18) 
where S’ is the set of positive reals v such that v is a solution of (3.17) for 
some 1 with 11 -p 1 < E. Taking the limit as k’ + k gives (3.15) for f .I. 1 
Remark 3.2. Note that the period in Theorem 3.1 need nor be the 
minimal period. 
Remark 3.3. If, for a specific f and k, one can prove that the Hopf bifur- 
cation at the points pji.,(k) is always generic, i.e., always takes place either 
to the right or to the left of pju,.,(k), then one can easily sharpen Theorem 3.1 
by proving that Eq. (3.1) has a nonconstant periodic solution of period 
between 2 and 3 for every 1 > A,. For reasons of length we have not pursued 
this point here. 
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