In order to fully characterize the state-transition behaviour of nite Markov chains one needs to provide the corresponding transition matrix P. In many applications such as molecular simulation and drug design, the entries of the transition matrix P are estimated by generating realizations of the Markov chain and determining the one-step conditional probability P ij for a transition from one state i to state j. This sampling can be computational very demanding. Therefore, it is a good idea to reduce the sampling e ort. The main purpose of this paper is to design a sampling strategy, which provides a partial sampling of only a subset of the rows of such a matrix P. Our proposed approach ts very well to stochastic processes stemming from simulation of molecular systems or random walks on graphs and it is di erent from the matrix completion approaches which try to approximate the transition matrix by using a low-rank-assumption. It will be shown how Markov chains can be analyzed on the basis of a partial sampling. More precisely. First, we will estimate the stationary distribution from a partially given matrix P. Second, we will estimate the in nitesimal generator Q of P on the basis of this stationary distribution. Third, from the generator we will compute the leading invariant subspace, which should be identical to the leading invariant subspace of P. Forth, we will apply Robust Perron Cluster Analysis (PCCA+) in order to identify metastabilities using this subspace.
Introduction
An n-state nite Markov chain is fully represented by its transition matrix P ∈ R n×n . In case of molecular simulation, the dimension n can be very large. The entry P ij is the one-step conditional probability for a transition from one state i to the state j. The nonnegative matrix P is row-stochastic. Assume that one can realize Markov chains by some algorithm, but without knowing the matrix P. One can then, in principle, estimate the entries P ij of P by counting the number of one-step-transitions between the states i and j for (long enough) realizations of the Markov chain. In certain elds of applications, however, generating one single step of such a Markov chain is computationally costy. If, additionally, the Markov chain is slowly mixing, i.e., if one rarely observes a transition event between certain substates of the state space, then a realization of this Markov chain with a nite (low) number of steps does not "visit" all states su ciently often in order to estimate the corresponding (small) conditional transition probabilities. In order to reduce the computational cost, one can use the fact that it is possible to also get the row i of the matrix P by generating a certain number of Markov chains all starting in i, rather then "waiting" for the Markov chain to reach rarely visited states often enough. By this local-sampling-procedure one can ll the matrix P row-by-row. This method su ers, however, from a large dimension of the transition matrix P. Several techniques for accelerating the local-sampling-procedure have been proposed [9] [10] [11] . These methods still aim at constructing the full transition matrix P. Those methods use variance reduction techniques, such as importance sampling or optimal control, in order to reduce the number of needed realizations of Markov chains for retrieving one row of the transition matrix P. Our novel method to be presented in this article can additionally reduce the computational costs. Our method does not need to know the full matrix P but only a few rows of it in order to get a good estimation of the leading invariant subspace of P. Molecular simulation is one possible eld of application.
The realization of a Markov process (X t ) in molecular simulation can be generated by di erent deterministic or stochastic algorithms [18] such as thermostated MD [1] [2] [3] or Hybrid Monte Carlo Methods [7] . We can describe the system in terms of conditional transition probabilities p, such that the probability density for observing a trajectory (X t ) starting in x and ending in y after one step of time span τ is given by p(τ, x, y). If we assume π to be the invariant distribution of molecular states, we can introduce the π-weighted scalar product
With the aid of this product, the transition probabilities between subsets A and B are given as
where A denotes the charcteristic function of set A. If the lag time τ is xed and the state space is discretized into subsets, then (1) provides a transition matrix P of the molecular system. One row of this matrix can be estimated by running molecular simulations. We start many realizations of such a dynamics of time-span τ out of one given subset A of the state space. By this, we estimate the conditional transition probability from that subset A into all other subsets within lag time τ. The advantage of this procedure: We do not have to "wait" until one molecular simulation reaches all parts of the state space, which would be infeasible due to the metastable behaviour of the system. The disadvantage: We only get the information for one row of P. If we repeat this procedure, we get a subset of the rows of P, but never the complete matrix P.
The Markov process (X t ) describing the dynamcis of our molecular system is said to be reversible, if it meets the detailed balance condition
It has been shown [14, 15] , that for reversible and ergodic dynamics the eigenvalues λ of P are real valued and
They form an orthogonal basis with respect to the weighted scalar product ·, · π . It has also been shown that the eigenvectors of the largest eigenvalues of P describe the dominating time scales and can be used to nd the metastabilities of the molecular system [6, 14] . In this article, we will assume, that the transition matrix P has an in nitesimal generator Q such that P = exp(τQ).
In this case the eigenvectors of P and Q coincide and the eigenvalues λ i of P satisfy λ i = exp(τξ i ), where ξ i is an eigenvalue of Q. The leading invariant subspace of P spanned by its leading eigenvectors can be used to characterize metastabilities of the system. They are needed, e.g., to construct a Markov State Model of a molecular system: A Markov State Model (MSM) [5, 13, 16, 17, 19 ] is a coarse graining strategy, relying on the assumption, that the molecular system has a metastable character, i.e. the di erent conformational states of the system are separated by a well de ned energy or entropy barrier. A realization of a molecular simulation (X t ) stays for a long time in a metastable subset of the state space before a random force is large enough causing a transition over the barrier into another metastable subset. We call a subset A metastable, i a Markov chain starting in A remains for a long time in that subset A, i.e., P(τ, A, A) ≈ . The MSM provides the transition probabalities between the metastable subsets of the molecular system. The metastable subsets of the system can be identi ed by analyzing the leading eigenvectors of P [14, 15] .
For this purpose, the basis of m leading eigenvectors u i of P is linearily transformed into a basis of m socalled membership vectors χ i . Each of these membership vectors describes one metastability of the molecular system. The entries of the vectors χ i are non-negative in the interval [ , ] . The sum of these m vectors is the constant vector e. Each entry of this vector e is -χ forms a partition-of-unity. The algorithm which transforms a basis of m eigenvectors u i in such a partition-of-unity basis of non-negative membership vectors is called PCCA+ [8] . The purpose of this article is to nd all entries of the membership vectors χ if only a subset of the rows of P is known. This means, we want to nd the leading invariant subspace of a partially given reversible transition matrix P.
Membership Vectors from Incomplete Data
Let us now assume that we have given an incomplete transition matrix P i.e. only a subset of the rows are known (cp Fig. 1 ). From the known discretization of the state space into subsets, we have further information about the system under consideration which can be used for the estimation of the leading invariant subspace. This piece of information is the neighborhood relation between the discretization sets. From this neighborhood relation one can gain a valuable insight into the clustering of the state space. For this, we combine the neighborhood relation with an estimation of the stationary distribution in order to approximate/de ne an in nitesimal generator Q of the molecular dynamical system, see also [12] . 
where
In words: the matrix P R is given by restricting the original matrix P to the rows of the index subset [k] of the known entries. This matrix will be usedtin order to estimate the full stationary distribution given a partial stationary distribution. In a second step, the rectangle matrix P R is reduced to a square matrix P by skipping the columns [n − k] such that it has only rows and columns in [k] . The deleted entries of P R are summed to the diagonal of P, such that P has row-sum (cp Fig. 2,3 ). The matrix P is used for computing the partial stationaly distribution reduced to the subset [k] . Let π be the restricted vector consisting of the [k] elements of π, then we can conclude, that π multiplied with a scalar is a left eigenvector of P. We rescale the leading left eigenvector of P, such that the sum of its entries is . Given the matrix P we delete the unknown rows and obtain P R which is rectangular. The matrix P R has k rows and n columns. This leads to the following method to estimate the stationary distribution by the given subsampled rows of P. First, the matrix P is generated on the basis of the subsampling. Its dominant left k-dimensional eigenvector π is computed and rescaled such that the sum of its entries is . Second, we expand the stationary distribution π of P to the estimated stationary distribution πapp ≈ π of P by computing
Since the sum of the entries of π is and the matrix P R has also row-sum , the entries of πapp will sum up to one as well. Note that P R is the k × n-submatrix of P sampled so far such that (6) can be interpreted as a mapping from R k → R n . We can show in the numerical examples in Section 3 that this estimation leads to good approximations for the stationary distribution π.
. Estimation of the In nitesimal Generator
As mentioned in the introduction, the leading eigenvectors of the transition matrix P allow us to characterize the metastabilities of the system. We are therefore interested in computing the eigenvalues of the matrix P, which is not possible, since P has unknown rows. We therefore assume that the underlying Markov process is reversible and that the transition matrix P is generated by some in nitesimal generator Q. Given the estimation for the stationary distribution πapp and the neighborhood relation of the subsets, we use the method of Lie et al. [12] for approximating the in nitesimal generator Q. If set i and set j are neighbors, then
The diagonal elements of Q are determined in such a way that the row-sums of Q are zero. Then Q might be a good approximation in the following sense: 1. Q has the desired stationary distribution. 2. Q generates a reversible process. 3. By construction of Q, the transition rate between the subsets i and j of the molecular state space is approximated by the Arrhenius law. The transition state energy is based on averaging the free energy of set i and j, see [12] . Thus, we have now constructed Papprox as an approximation of P:
Summing up we have done so far the following: 
. Generating the Leading Invariant Subspace
For computing the leading eigenvectors of P, we recall, that we have a set [k] of known rows and a set [n − k] of unknown rows. We will rst estimate a basis for the leading invariant subspace of P which only has entries in [n − k]. For this purpose, we simply compute the m leading eigenvectorsv ( ) . In a third step, the two di erent setsv and v of basis vectors are adjusted to each other. We apply a linear transform to both sets of basis vectors with the aid of PCCA+. This algorithm transforms an arbirary basis of an invariant subspace of a stochastic matrix to a special set of basis vectors. This set of basis vectors has non-negative entries and is a partition-of-unity. By this adjustment, we end up with the membership vectors of the metastabilities of the system.
Numerical Examples
In the following, numerical examples trajectories were generated for the construction of a transition matrix P. The rst example illustrates the ability of our novel method to correctly reconstruct the membership vectors and stationary distribution on the basis of a subset of rows of P. The second example is also based on a numerical simulation of a Markov process in a -dimensional state space. The short term trajectories starting in set i of the state space discretization are only generated if the corresponding row i of the matrix P is used. The saving of computational cost is demonstrated. In the last example an arti cial transition network with states is considered. A random walk on this graph is used to provide transition probabilities P between the states of the system. A neighborhood relation is not provided and must be reconstructed from the given rows of P. The random walk, however, is based on an in nitesimal generator which leads to a monotonous improvement of the results with increasing number of sampled rows.
If only a subset of the rows is provided, then the complete spectrum of the matrices P are not available in the numerical experiments. Thus, a method for determining the number of m metastable states is needed. The stochastic matrix P has a spectrum too close to for determining a spectral gap. This spectral gap indicates the dimension m of the leading invariant subspace to be looking for.
Another open question is, given k rows which row to be sampled next? We know, that the condition number of the eigenvalue problem for nding the stationary distribution of P decreases if the corresponding transition matrix is rapidly mixing, see [4] . I.e., we need to sample rows P, which belong to parts of the state space, which has not been "visited" yet. In the rst step, one arbitrary row of P is sampled. After every sampling step the n-dimensional vector s of the column sums of the already generated submatrix P R is computed. The probability for picking one further row i of P is set to be proportional to (s i +δ) − with a small δ > . By this setting, the rows of P which belong to yet "unvisited" parts of the state space are preferred. This procedure turned out to accelerate the correct estimation of the stationary distribution, because P is better mixing.
. Butane
The rst illustrative example stems from a long term trajectory of a molecular simulation of butane. The example demonstrates the ability of the proposed method to reconstruct the membership vectors and the stationary distribution of the × -transition matrix by only using a subset of the rows of P. In Fig. 4 it is shown, how the correlation coe cient of the stationary distribution or of the membership vectors, respectively, depends on the percentage of sampled rows. The correlation is computed between the results of the complete transition matrix and the results of only using the sampled rows of P. We used the novel method described above based on an in nitesimal generator estimation. Although the applied molecular dynamics simulation does not have an in nitesimal generator, the sampling of % of the rows was always enough to reconstruct the correct membership vectors and to provide a good estimation of the stationary distribution (cp . Fig 4 and 5) . .
× transition network
The second example stems from a random walk simulation of a transition network with states. The neighborhood relation is not provided. Two states are said to be neighbors, if a sampled transition probability is higher than the mean sampled transition probability of that row. In Fig. 6 it is shown, how the correlation coe cient of the stationary distribution or of the C-vectors, respectively, increases with increasing percentage of sampled rows in the novel method. The correlation is computed between the results of the complete transition matrix and the results of only using the sampled rows of P. The sampling of % of the rows was always enough to reconstruct the correct membership vectors. Although, the estimated stationary distribution had been computed with a low standard deviation for the di erent percentages, more than % of the rows were needed to reconstruct the correct distribution.
Concluding Remarks
In this paper, we have described a hybrid algorithm to identify the linear subspace which is spanned by the eigenvectors corresponding to the dominant eigenvalues of a partially given reversible stochastic transition matrix P. The linear subspace is expressed by membership vectors, which are non-negative vectors and form a partition-of-unity basis.
The identi cation of these vectors is based on the idea, that the stationary distribution of the transition matrix can be reconstructed by only knowing a subset of its rows. With this approximated stationary distribution, an in nitesimal generator of the transition matrix is constructed. This approach can be seen as an extension of the Arrhenius law [12] .
Our proposed approach ts very well to stochastic processes stemming from simulation of molecular systems or random walks on graphs and it is di erent from the matrix completion approaches which try to approximate the transition matrix by using a low-rank-assumption. Our new approach performs well and can reconstruct the linear subspace if at least 30% of the rows are given.
