In this paper we prove that the typical Lipschitz function has no directional derivative at any point of a Borel set E if and only if E is contained in a countable union of closed purely unrectifiable sets.
introduction
The characterisation of the non-differentiability sets of real valued Lipschitz functions on the real line goes back to Zahorski who proved in [18] that: At this point is quite natural to ask whether any similar characterisation is available for lipschitz maps f : R n → R m . As it turns out already when the domain is R 2 , the answer is much more complicated and only partially known. Indeed M. Doré and O. Maleva in [8] and [9] constructed a compact set with Hausdorff dimension 1 in the R n on which every Lipschitz function has a differentiability point (the first Lebesgue-null set with this property was first constructed by D. Preiss in [15] ).
In order to solve the problem, one could hope to use the intuitive idea that the typical Lipschitz functions have the worst differentiability behaviour, and thus the problem may be solved by means of the Baire Cathegory Theorem on a suitable space of Lipschitz functions. This approach was attempted in 1995 by D. Preiss and J. Tiser in [14] where they showed that: Theorem 1.2 (Preiss, Tiser) . Let E (0, 1) be an analytic set. The following are equivalent:
(i) E is contained in an F σ subset of [0, 1] with Lebesgue measure zero.
(ii) The set S of those 1-Lipschitz functions which are differentiable at no point of E is residual (Lip 1 ([0, 1], R), · ∞ ).
Theorem 1.2 is both good and bad news. On the one hand it shows that if E is covered by countably many closed Lebesgue-null sets, then the Baire Cathegory Theorem produces non differentiable functions on E. On the other, if E does not satisfy this topological condition (for istance if E ⊆ [0, 1] is residual and Lebesguenull), they proved that the typical Lipschitz function has a point of differentiability in E, showing that this topological approach cannot tell the full story, in view of Zahorski's theorem.
There are many possible generalisations of the above result in higher dimensions. The one in which we are interested is the following: is it possible to build a map from R n to R n which is non-differentiable in any direction of a given purely unrectifiable Borel set E by means of the Baire Category Theorem? The answer, which is the main result of this paper, depends on the topological properties of the set E too: Theorem 1.3. Let E (0, 1) n be an analytic set and let n ≤ m. Then the follwing are equivalent:
(i) E is contained in a countable union of closed purely unrectifiable sets, (ii) the set S ⊂ Lip 1 ([0, 1] , n R m ) of 1-Lipschitz functions which are non-differentiable in every direction at every point of E is residual in (Lip 1 ([0, 1] , n R m ), · ∞ ).
As in the one dimensional case, the proof of (ii)⇒(i) shows that if (i) does not hold, then the typical Lipschitz function has a differentiability point in E. This gives an intuitive justification to why even the construction of fully non-differentiable functions on non-compact purely unrectifiable sets in [4] is so intricate.
Scheme of the proof
The proof of the implication (i) ⇒ (ii) of Theorem 1.3 heavily relies on techniques introduced in [1] and in [4] . Fix > 0, e ∈ S 2n−1 and a closed purely unrectifiable set E. It is possible (see Lemma 4.12 in [1] ) to build a 1-Lipschitz function g such that:
(α) g ∞ ≤ , (β) |Dg(x) − e| < for any x ∈ E.
Using these functions it is not hard to construct maps G : R n → R n with small supremum norms and such that DG(x) ≈ id n for any x ∈ E. Pick any smooth function f , fix a vector u ∈ R n and define:
The functionf is close to f in the supremum topology, and on E its gradient is near to u. In the end this construction (with some fine tuning) and the density of smooth functions in Lip 1 ([0, 1] , n R m ) prove the implication (i)⇒(ii).
To explain the proof of the implication (ii)⇒(i) we need to introduce the Banach-Mazur game first. Let E be set which cannot be covered by countably many compact purely unrectifiable sets and define the family of 1-Lipschitz functions: 1] , n R m ) : there are x ∈ E, e ∈ R n such that f (x + te) is differentiable at t = 0}.
Consider the following game with two players. Player (I) chooses arbitrarily an open set U 1 ⊆ Lip 1 ([0, 1] , n R m ); then Player (II) chooses an open set V 1 ⊆ U 1 ; then Player (I) chooses an open set U 2 ⊆ V 1 and so on. Player (II) wins if i V i ⊆ B, otherwise Player I wins. If for any such E we can build a winning strategy for Player (II), Theorem 5.4 implies that the set B is residual in Lip 1 ([0, 1] , n R m ).
The proof that V k can be chosen in such a fashion that Player (II) wins is based on the following two observations:
(α ) Theorem 2.8 says that E is residual in a closed set F having any portion of positive width, (β ) if two continuous piece-wise congruent mappings are close in the supremum norm, the set where their directional derivative along e ∈ S n−1 are not close, has small width with respect to the cone of axis e (of a suitable amplitude).
Player II at each turn chooses piece-wise congruent mappings f k , sets M k and directions e k (converging to some e) such that the bowled sets V k are (small enough) balls centred at f k . The turn of Player II starts by arbitrarily picking a piece-wise congruent mapping f k in U k . The direction e k is chosen close to e k−1 in such a way that the width of M k−1 along a cone of axis e k (of sufficiently small amplitude) is positive. Eventually Player II must deal with the construction of M k . Since E ∩ F is residual in F, we can find a sequence of relatively open sets E k in F such that E ∩ F ⊆ E k . Let G k be the set given by point (β ) which enjoys the two following properties:
(α ) the complement of G k has a complement with very small width, (β ) on G k the function f k and f k−1 have close derivatives along the direction e k .
Player II defines M k to be a non-empty relatively open set in F, compactly contained in E k−1 ∩ M k−1 ∩ G k . Moreover point (α ) insures that we can always find such an M k having positive width with respect to a cone with axis e k .
The functions f k are uniformly converging to some f ∈ Lip 1 ([0, 1], n R m ) and the sets M k are constructed in such a way that their intersection is non-empty (thanks to the finite intersection property of compact sets), it is contained in E ∩ F and point (β ) implies that f is differentiable along e at any point of M k .
Related results
The problem of the characterisation of non-differentiability sets of Lipschitz functions between Euclidean spaces has quite a long history, originally motivated by the attempt to prove a Rademacher-type theorems on Banach spaces (see for istance the monogrph [7] ). The paper [15] by D. Preiss could be arguably considered the first fundamental contribution to the theory, where among other things, he constructs a Lebesgue-null set in R 2 on which every Lipschitz function has a differentiability point, showing that Rademacher's Theorem does not tell the full story. In 2005 G. Alberti, M. Csörnyei and D. Preiss with their papers [2] and [3] announced a geometric characterisation of non-differentiability sets of Lipschitz functions and the proof that any Lebesgue-null set in R 2 is contained in a non-differentiability set of some Lipschitz function f : R 2 → R 2 . On the other hand, more recently D. Preiss and G. Speight proved in [13] that for any m < n there exists a Lebesgue-null set N ⊆ R n for which every Lipschitz map f : R n → R m has a point of differentiability on N .
On the measure-theoretic side, in 2015 G. Alberti and A. Marchese proved in [1] that the Rademacher Theorem can be extended to finite mass Borel measures (when the definition of differentiability is suitably weakened) and in 2016 G. De Philippis and F. Rindler showed in [6] that if every Lipschitz function is differentiable µ-a.e. in the standard sense then µ is absolutely continuous with respect to Lebesgue.
Structure of the paper
In Section 2 we briefly give the definition of width and some of its properties, while Section 3 is devoted to state the main Theorem 3.1 and reduce its proof to Proposition 3.2 and Proposition 3.3. The two remaining sections will deal with the proof of these two propositions: the entire Section 4 is devoted to the proof of Proposition 3.2 and in Section 5 is contained the proof of Proposition 3.3.
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notation
We add below a list of frequently used notations:
open ball of radious r > 0 and centre x,
open neighbourhood of radious δ > 0 of the set A, A set in a complete metric space is said to be analytic if it is a continuos image of a complete metric space. It is well known that every Borel set in R n is analytic.
Finally we briefly recall some standard terminology used to denote the Baire category of sets throughout the paper. Let (X, T ) be a topological space and suppose A ⊆ X:
(ii) if A is the countable union of nowhere dense sets, A is said to be meagre, (iii) if A is the complement of a meagre set, A is said to be residual.
preliminary results
In this first section we recall some frequently used facts on purely unrectifiable sets and introduce the space of piece-wise congruent mappings P(n, m), proving their density in Lip 1 ([0, 1] n , R m ). Let σ ∈ (0, 1) and e ∈ S n−1 . The proper cone of axis e and amplitude σ in R n is the set:
Width of sets and purely unrectifiable sets
Definition 2.2 (Curves going in the direction of a cone). Let σ ∈ (0, 1) and e ∈ S n−1 . Suppose I ⊆ R is a bounded interval and γ : I → R n is a Lipschitz map. We say that γ is a curve which goes in the direction of the cone C, or that it is a C-curve, if for any s, t ∈ I such that t < s we have: 
The following proposition gives us an easy way to characterize pure unrectifiability (as curves with almost fixed derivative are easier to deal with then general Lipschitz curves). Proposition 2.1. Let E ⊂ R n be Borel. The following are equivalent:
(i) E is purely unrectifiable, (ii) for any σ > 0, e ∈ S n−1 and any C(e, σ)-curve γ we have that:
Proof. The implication (i)⇒(ii) follows directly from definition of pure unrectifiability. Viceversa, we reduce to the case in which the curve γ is C 1 by Lusin's theorem and split γ into countable many pieces having almost constant (non-zero) derivative. Condition (ii) and the fact that
Fixed a proper cone C(e, σ) and a C(e, σ)-curve γ we wish to fix a standard parametrisation for the image of γ. Remark 2.1. In the following we will often omit the cone with respect to which the canonical representation is constructed, as it will be clear from the context. Note moreover that the canonical parametrization is unique. Proposition 2.2. For any C(e, σ)-curve γ : I → R n , the canonical parametrization with respect to the cone C(e, σ) exists and:
The proof is a straightforward computation, which uses the definition of canonical parametrization and the triangle inequality.
The following proposition will become useful in the future as it gives a uniform upper bound on the diameter of the parameter space of any canonical parametrization of any C(e, σ)-curve with values in the unit cube. We omit the proof, which can be easily achieved by contradiction: Proposition 2.3. Let γ : (0, T) → R n be the canonical parametrization of a Lipschitz curve going in the direction of C(e, σ). Then T ≤ √ n.
The following definition of directional width for sets is a simplification of the one introduced by G. Alberti, M. Csörney and D. Preiss in [4] . Definition 2.5 (Directional width of a set). Let E ⊆ R n be a Borel set. We define the width w C [E] along the cone C of E as:
where Γ C is the the set of all canonical parametrizations of piece-wise affine C(e, σ)-
Moreover, by Proposition 2.3, if E (0, 1) n we have:
A simple application of the properties of supremum and infimum yields the following useful: Lemma 2.4. Let E (0, 1) n be a bounded Borel set. Let e ∈ S n−1 , σ ∈ (0, 1) and let G ⊆ (0, 1) n be any open set containing E. Then:
The following proposition will be of capital importance in proof of the implication (i)⇒(ii) of Theorem 1.3. The reason for which is so useful is that it shows that w C(e,σ) enjoys some kind of σ-finiteness:
, there exists a δ > 0 for which the inequality persits:
[Ω]. Then:
Thus:
The proof of the following proposition will appear in [4] . The proof is quite similar to the one of the rising sun lemma:
The following notion of pure unrectifiability was first introduced in [4]: Definition 2.6 (Uniform pure unrectifiability). A Borel set E ⊆ R n is said to be uniformily purely unrectifiable if w C(e,σ) [E] = 0 for any e ∈ S n−1 and any σ > 0.
In [4] it was showed that given a uniformly purely unrectifiable set E, one can construct a Lipschitz function being non differentiable along any direction on E. One of the big challenges of that paper was to prove that a purely unrectifiable set is also uniformly purely unrectifiable. We give here a weaker version of this equivalence, which will suffice for our purposes: Proposition 2.7. Let E ⊆ R n be a compact set. The following are equivalent:
Proof. (i) ⇒ (ii) Thanks to Proposition 2.1, it is sufficient to prove that for any e ∈ S n−1 , any σ > 0 and any C(e, σ)-curve γ : I → R n , we have that H 1 (E ∩ γ(I)) = 0. Letγ : (0, T) → R n be the canonical parametrization of γ(I) with respect to the cone C(e, σ). Note that:
Consider now a sequence γ k :Ĩ → R n , which is given by linear interpolation ofγ and for which γ − γ k ∞,Ĩ ≤ 1/k. By the uniform pure unrectifiability of E, for any > 0 there exists an open set G ⊇ E such that:
for any k ∈ N. Let s ∈Ĩ and suppose that B δ (γ(s)) ⊆ G . Then for any k > 1/δ, γ k (s) ∈ G . This implies that:
Therefore by Fatou's lemma we deduce that:
Summing up:
By arbitrariness of we conclude.
(ii) ⇒ (i) In Proposition 7.4 of [1] it has been proved that provided E ⊆ R n is a compact set and for every C(e, σ)-curve γ : I → R n one has H 1 (E ∩ γ(I)) = 0, then for any > 0 there exists a δ > 0 for which H 1 (B δ (E) ∩ γ(I)) ≤ . Since E is compact and purely unrectifiable this property holds for every cone C(e, σ). Thus for any C(e, σ)-curve this yields:
In particular, we deduce that:
for any e ∈ S n−1 and σ ∈ (0, 1).
We state here a covering Thoerem with closed purely unrectifiable sets, which will play a central role in the proof of the implication (ii)⇒(i) of Theorem 1.3. Proof. Just apply Theorem 2 of [16] , where in this case the σ-ideal I ext is the family of F σ purely unrectifiable sets and I is the family of compact purely unrectifiable sets.
Remark 2.3. Note that in the above proposition, point (ii)(β) can be strengthened to:
(β ) for every open set U such that U ∩ F = ∅ we have that U ∩ F has positive width with respect to some cone.
This can be done just by observing that since U ∩ F = ∅, then there must exist a small open ball B compactly contained in U such that cl(B ∩ F) ⊆ U ∩ F. This and the fact that cl(B ∩ F) must have positive width imply the claim.
Definition 2.7. Assume F is a Borel set, σ > 0 and u ∈ S n−1 . We define:
The set F is said to have every portion of positive C(e, σ)-width if F ⊆ A F (u, σ). Proposition 2.9. Suppose F is a closed set with every portion of positive C(u, σ)-width and let {u i } i=1,...,N be a σ/16-dense set in S n−1 . Then:
Proof. Since for any r > 0 and any
This implies:
and therefore x ∈ A F (u i , σ/8).
We are left to prove that if A F (u i , σ/8) is non-empty, then A F (u i , σ/8) has every portion of positive ω C(e,σ) -width. Assume by contradiction there exists an open set U such that U ∩ A F (u i , σ/8) = ∅ and:
For any > 0 there exists an open neighbourhood V of A(σ/8, i) such that:
and by subadditivity of the width we deduce that:
By arbitrariness of we contradict the fact that x ∈ A F (u i , σ/8).
Piece-wise congruent mappings
Since our main result Theorem 1.3 requires the definition of a topology on Lipschitz functions, we introduce here the ambient space: 1] , n R m ) be the following space of Lipschitz functions:
where:
We endow Lip 1 ([0, 1], n R m ) with the topology induced by uniform convergence on [0, 1] n . Now that we have our ambient space, we wish to introduce a (a posteriori dense) subset of Lipschitz functions with nice rigidity properties. As already mentioned such functions are going to be the so called piece-wise congruent mappings. In order to define these maps in the first place we need to introduce some notation. We define τ to be the family of all finite families of open symplexes Π ⊆ P ([0, 1] n ) which are pairwise disjoint and:
Definition 2.9 (piece-wise congruent mappings). A mapping f : [0, 1] n → R m is said to be piece-wise congruent if it is continuous and there exists a Π ∈ τ such that the restriction f | P for any P ∈ Π is an affine isometric mapping, i.e. there are A P ∈ O(n, m) and b P ∈ R m such that:
for any x ∈ P. The set of all piece-wise congruent mappings will be denoted by P(n, m), and a partition Π ∈ τ for which f | P is affine for any P ∈ Π is said adapted to f .
In order to prove that the set P(n, m) is dense in Lip 1 ([0, 1], n R m ), we recall that U. Brehm in [5] proved the following: Theorem 2.10. Let M ⊆ R n be a finite set and let f :
for any x, y ∈ M. Then f has a piece-wise congruent extension f :
As a corollary we deduce that:
Then Theorem 2.10 implies that we can find a piecewise conguent mapping g :
Remark 2.4. The space of piece-wise congruent mappings will play a fundamental role in the proof of the implication (ii)⇒(i) of Theorem 1.3, as already explained in the Introduction. From the technical point of view they are so important since the composition of a function in P(n, m) with piece-wise affine curves is still a piecewise congruent mapping from the line to R m . This will allow us in Section 5 to prove (with an approach close in the ideas to the proof of the Theorem 1.2 in [14] by Preiss and Tiser) that if two piece-wise congruent mappings are close in the supremum norm, then the set where they have directional derivative along a fixed direction e which are not close has small width along the direction e.
On the other hand d ∈ R m is said to be an -derivative of f at x ∈ R n along e ∈ S n−1 if:
Proposition 2.12. Fix a piece-wise congruent mapping f ∈ P(n, m), a direction e ∈ S n−1 and an amplitude σ < 1/10. For any √ 2σ < < 1/10, the set:
has C(e, σ)-null closure, i.e. w C(e,σ) (cl(Ξ( f , e, ))) = 0.
Proof. Consider a partition Π adapted to f . For any k ∈ {0, . . . , n − 1} we let F k to be family of all the k-dimensional faces of every P ∈ Π. We moreover define:
If we are able to prove that:
the thesis of the proposition would follow immediately as N is the finite union of closed C(e, σ)-null sets. Since f is not differentiable at every point of Ξ( f , e, ), we immediatly deduce that Ξ( f , e, ) ⊆ n−1 k=0 F k =: M. Hence for any x ∈ M \ N , we define:
By the minimality of d(x) for any ∆ ∈ F k \ S k such that x ∈ ∆, the point x does not belong to the (d(x) − 1)-skeleton of ∆ and thus there exist v ∈ C(e, σ) and δ > 0 such that
Indeed if this was not the case the k-plane spanned by ∆ would be C(e, σ)-null and this would contradict the fact that ∆ ∈ F k \ S k . Since f is piece-wise congruent and x + v[−δ, δ] ⊆ cl(P) we deduce that the restriction of f to the segment is linear and thus differentiable along v at x. Therefore:
is an -derivative of f at x. Since x ∈ M \ N was arbitrary, the inclusion (5) is proved.
the main result
We begin this section giving the definition of full non-differentiability:
Definition 3.1 (Full non-differentiability). Let f : R n → R m be a Lipschitz mapping, and x ∈ R n . We say that f is fully non-differentiable at x if and only if for any e ∈ S n−1 the limit:
does not exists. We define f to be fully non-differentiable on a set E ⊆ R n if and only if it is fully non differentiable at every x ∈ E. Moreover we let:
The precise statement of our main result Theorem 1.3 is the following: (iii) the set:
We state here two Propositions which toghether imply Theorem 3.1. Their proofs are postponed to Section 4 and Section 5. Despite the fact that the proofs of the above propositions have been postponed, we prove here that they actually imply Theorem 3.1. Proof. First of all we tackle the implication (i)⇒(iii). Assume that E is compact and let k 0 ∈ N be such that E ⊂ [1/k 0 , 1 − 1/k 0 ] n . Let D n and D m be countable dense subsets of S n−1 and S m−1 respectively. Define:
where the sets S v,w k were introduced in the statement of Proposition 3.2. Since countable intersection of residual sets is residual, if Proposition 3.2 holds true, theñ S is residual and thus it suffices to prove thatS ⊆ S to conclude. For any v ∈ S n−1 , w ∈ S m−1 and any integer i > k 0 there are v(i) ∈ D n and w(i) ∈ D m such that |v − v(i)| + |w − w(i)| ≤ 1/2 i . For any f ∈S and any i ∈ N there exists t i ∈ (−1/i, 1/i) such that:
Therefore we deduce that:
Thanks to the above inequality, sending i → ∞ we have:
This implies that for any v ∈ S n−1 and w ∈ S m−1 we have that w ∈ D f (x, v). Secondly we prove the implication (ii)⇒(i). Once again we can assume without loss of generality that E [0, 1] n is compact, and thus there exists k 0 ∈ N such that E ⊆ [1/k 0 , 1 − 1/k 0 ] n . Suppose by contraction that E cannot be covered by countably many closed purely unrectifiable sets. By Theorem 2.8 we find a closed nonempty set F ⊆ [0, 1] n with every portion of positive width such that E ∩ F is residual in F. Applying Proposition 3.3 we get a contradiction.
Eventually the implication (iii)⇒(ii) is trivial since S ⊆ S.
Remark 3.1. Since Proposition 3.2 holds even in the case m ≤ n, the implication (i)⇒(iii) holds for any couple n, m.
roughing of smooth functions on purely unrectifiable sets
We introduce here the width function associated to an open set Ω ⊆ R n . Such a function was first introduced in a more complex and general form in [4] and in the present, simplified form in [1] .
Definition 4.1. Let e ∈ S n−1 and σ > 0. The width function of Ω with respect to the cone C(e, σ) is defined as:
where Γ x e,σ is the set of canonical parametrizations of piece-wise affine C(e, σ)-curves γ : (a, b) → R n for some a < b and which endpoint x γ := γ(b) is of the form x γ = x + se for some s ≥ 0.
We recall here Proposition 7.4 of [1] , which is a list of properties of the width function associated to a neighbourhood of a purely unrectifiable set: Proposition 4.1. Let E be a purely unrectifiable compact subset of (0, 1) n . Fix any e ∈ S n−1 and σ ∈ (0, 1). For any > 0 there exists a δ > 0 such that:
for any C(e, σ)-curve γ : I → R n . Moreover the width function along C(e, σ) associated to B δ (E) has the following properties:
where β(σ) is the quantity defined in Proposition 2.2,
For the remainder E (0, 1) n will be a fixed compact purely unrectifiable set and , σ ∈ (0, 1). Definition 4.2. Fix E := {e 1 , . . . , e n } an orthonormal basis of R n . Suppose δ i with i = 1, . . . , n are the numbers given by Proposition 4.1 for which (6) holds for any C(e i , σ)-curve γ respectively. Define:
(a) δ E := min{δ 1 , . . . , δ n , }/16,
In the following proposition we show that the gradient of G on E is very close to the identity matrix. Then:
for all t ∈ (−t * , t * ) \ {0} and every v ∈ S n−1 . Moreover if x ∈ E then t * = δ E /2.
Proof. The estimate on the supremum norm of G follows directly from Proposition 4.1 (i). In order to prove point (ii), we note that for any x ∈ B δ E (E) we can find t * = t * (x) > 0 such that B t * (x) ⊆ B δ E (E). Thus Propostion 4.1 (ii), (iii) imply that:
for any t ∈ (−t * , t * )Then:
Fixed an open set Ω. Convolving χ Ω with a smooth kernel it is possible to construct for any ς > 0 a smooth function ψ ς Ω : R n → R such that ψ ς Ω (x) = 1 for every x ∈ Ω, ψ ς Ω (x) = 0 for every x ∈ B ς/2 (Ω) c and:
where α(n) is the volume of the unit ball in R n . Choose v ∈ S n−1 and λ ∈ (0, 1), which are independent on and σ and define:
is the cutoff function described above and the parameter θ ∈ (0, λδ E /2) is chosen in such a way that: 
where is the map G defined in Definition 4.2 and H v the function defined above. Note that the function F η u depends on the parameters η, , σ, λ, θ and on the directions v ∈ S n−1 and u ∈ S m−1 , but for the sake of readability we have chosen this simplified notation.
We state here without proof the following fact, which is an immediate consequence of Lebesgue's differentiation theorem, and which will be used in the proof of Proposition 4.4. Lemma 4.3. Let K ⊆ R n be a compact set and δ ∈ (0, 1). For any x ∈ ∂B δ (K) and any τ ∈ (0, 1) there exist x(τ) ∈ (∂B δ (K)) c such that |x(τ) − x| = τδ and:
In particular L n (∂B δ (K)) = 0.
Moreover, if we assume that:
we also have:
, for almost every x ∈ [0, 1] n and in particular F η u is a 1-Lipschitz funciton, (ii) there exists 0 < h * < η (depending only on η, f and E) such that:
for any h ∈ (−2h * , −h * ) ∪ (h * , 2h * ) and any x ∈ E.
Proof. First of all we apply the triangular inequality to the definition of F η u :
By Propostion 4.2, and the constraint imposed on θ (see (8)), we have that:
We prove now that the roughed function is 1-Lipschitz. Let B ⊆ (0, 1) n be the Borel set of full Lebesgue measure on which both G and H v are differentiable and fix x ∈ B. The differential of F η u at x is:
Therefore the operatorial norm of D f η u at x can be bounded, using triangular inequality, by:
Proposition 4.2 (i), (ii) and the fact that f and G are 1-Lipschitz imply that for every
Recalling the definition of H v , we deduce that:
Proposition 4.3 implies that L n (∂B δ E (E)) = 0, therefore without loss of generality we can assume either
. By Proposition 4.2 and the differentiability of G at x:
The estimate of u ⊗ ∇H v ∞ follows by (7) , (9) and Proposition 4.1, indeed:
where the last inequality comes from the condition on
However, we need a careful study of the quantity id R n − DG(x) since the bound yielded by Proposition 4.2 (ii) could be no longer true. Therefore:
Thus, we are reduced to study the quantity e i , (DG(x) − id)e j . If i = j, then by Proposition 4.1:
.
The fact that 0 ≤ ∂ i g i (x) ≤ 1 implies that:
Therefore we can conclude that, using Cauchy-Schwartz inequality:
where the last inequality comes from the condition on + σ + λ.
We prove now the last part of the statement. Fix some x ∈ E and let h ∈ − θ 2 , θ 2 \ {0}. Since f is a smooth function we have the following Taylor expansions: 
We are going to study each term of (10) separately. Thanks to the smoothness of f and its Taylor expansions the first term turns into:
Recall that we are assuming h ∈ − θ 2 , θ 2 \ {0} and thus x, x + hv ∈ B θ (E). Hence by Proposition 4.1 and (7), we have that the last term in (10) becomes:
By Proposition 4.2 (ii), since |h| < θ 2 we have that:
where ∆ ≤ 2(n + 1) 1 2 β(σ)|h| 1+β(σ) . Using the Taylor expansion for D f (x + hv) and (11), the second term of (9) becomes:
The last term in the last equality above can be estimated with:
Moreover by Proposition 4.2 (ii), we also have the estimate:
The third term thanks to (11) and the Taylor expansion of D 2 f (x + hv), becomes:
Thanks to Proposition 4.2 (i), (ii) we have the following estimates for five of the six terms in equation (12):
Thanks to the above computations, (10) becomes:
Using all the above estimates we gave and (13), we get:
Since the convergence of remainders to 0 is uniform on [0, 1] n , we deduce that for any k ∈ N there exists h * ∈ (0, min{η, θ/2}) such that for any h ∈ (−2h * , 2h * ) \ {0}:
|r(x, hv)| |h| < η, and:
for any x ∈ [0, 1] n . Moreover by the bound on + σ + λ and (14), we have:
We are ready to prove Proposition 3.2, which we restate here for reader's convenience:
be a compact purely unrectifialbe set, v ∈ S n−1 and w ∈ S m−1 . For any k > k 0 we define S v,w k to be the set of functions in < 1 k − δ for any x ∈ E. Then for any g ∈ Lip 1 ([0, 1], n R m ) such that g − f ∞ ≤ ρ we have:
and thus g ∈ S v,w k . At last we prove that for any k > k 0 the set S v,w k is dense in (Lip 1 ([0, 1] , n R m ), · ∞ ). Since C ∞ (R n , R m ) is dense in Lip 1 ([0, 1], n R m ) it suffices to prove that we can approximate smooth functions with functions in S v,w k . Proposition 4.4 implies that we can find a sequence of functions {g i } i∈N ⊂ Lip 1 ([0, 1], n R m ) for which:
Point (β) above implies that g i ∈ S v,w i+k for any i ∈ N and thus {g i } ⊆ S v,w k . On the hand, point (α) implies that g i are uniformly converging to f , implying the density of S v,w k .
construction of the winning strategy for player ii
Given an open set I ⊆ R, and a f measurable function f : I → R, we recall that the Hardy-Littlewood maximal function M f of f is defined as:
It is a well known fact that M is a bounded operator on L p for any p ∈ (1, ∞]: 
Fix a direction e ∈ S n−1 , an amplitude σ ∈ (0, 1), two piece-wise congruent functions f , g and a C(e, σ)-curve γ. The following proposition shows that up to a small error depending only on σ, one can estimate the L p norm of (( f − g) • γ) with f − g ∞ . This bound will come in handy in order to get an estimate of the width of the set where (( f − g) • γ) is big.
Proposition 5.1. Let p > 4 and γ : I → [0, 1] n be the canonical parametrization of a piece-wise affine C(e, σ)-curve. Suppose f ∈ P(n, m) and that the partition Π f ∈ τ is adapted to f . For any g ∈ P(n, m) we have that:
Proof. As a first step we split the curve γ into pieces contained in the polytopes of the partition on which f is piece-wise congruent. For any P ∈ Π f we define the set:
Since γ is the canonical parametrization of a piece-wise affine curve, there are finitely many disjoint open intervals I k for which γ| I k is a non degenerate segment and J ⊆ N k=1 I k . Therefore T P has a finite number of connected components. Since Define on J P := (a(P), b(P)) the curve γ P : J P → R n , which is the linear interpolation of γ inside P:
Note that γ P is a C(e, σ)-curve which by construction is contained in cl(P) and coincides with γ on T P . Moreover γ P (t) = e + η P (t), where η P ∈ e ⊥ and |η P (t)| ≤ β(σ) for almost every t ∈ J P . This implies that:
Since g is piece-wise congruent too, there is a finite family of open disjoint subintervals (r i , r i+1 ) of J P such that:
Hence:ˆJ
where the last equality comes from the fact that both A and B i are distance preserving. Since:
we have that:
for any i ∈ 1, . . . , M. The above computation and the fundamental theorem of calculus imply:
Summing up, we have found the following bound:
which in the case η P = 0, turns into:
Denote withγ P : (a(P), b(P)) → R n the canonical parametrization of the segment [γ(a(P)), γ(b(P))] and let v P :=γ P − e. The equality in (17) and the fact that |v P | ≤ β(σ) imply:
Ae, ( f − g)(γ P (b(P))) − ( f − g)(γ P (a(P))) ≤ A(e + v P ),( f − g)(γ P (b(P))) − ( f − g)(γ P (a(P))) + 2β(σ)(b(P) − a(P))
Eventually we get the following bound:
Combining the bounds given by (19) and (20) we deduce:
where h P (t) := (( f − g) •γ P ) (t). By (21) and Jensen inequality we have:
Applying the strong L p estimate (15) of the Maximal operator on the real line, we obtain:
, Jensen inequality and the fact that ( f − g) • γ is 2(1 + β(σ))-Lipschitz, we deduce that:
Thanks to Proposition 2.3 and the inequalities (22) (23), we conclude:
The following Lemma, stated here without proof, is an easy exercise with the properties of Lipschitz functions. It will be useful in the proof of Theorem 5.3: Then, for any 0 < r < 16 |x − y|, z ∈ B r (x) and w ∈ B r (y) we have:
Theorem 5.3. Let 0 < , ω < 1/10, k 0 ∈ N and e ∈ S n−1 . For any f ∈ P(n, m), Π f be a adapted to f and σ ∈ (0, 2 −10 Card(Π f ) −1 4 ) there exists a neighbourhood V of f in (Lip 1 ([0, 1], n R m ), · ∞ ) for which:
(ii) for any g ∈ V ∩ P(n, m) there exist open set G ⊆ (0, 1) n such that:
)| < |t| for any x ∈ G ∩ (4/k 0 , 1 − 4/k 0 ) n and any t ∈ R such that x + te ∈ (0, 1) n .
Proof. For any g ∈ P(n, m) we define:
(i) F(g) as the set of those x ∈ [1/2k 0 , 1 − /2k 0 ] n for which there exists t = t(x) ∈ R such that x + te ∈ (0, 1) n and:
Note that by the Lipschitzianity of f and g, F(g) is compact.
(ii) For any x ∈ F 2 we let T(x) to be the compact set of those t ∈ R for which
and x + te ∈ [0, 1] n , and:
Finally, we introduce the following neighbourhood of E:
Let γ ∈ Γ e,σ and assume that there exists t ∈ I n such that γ(t) ∈ G . This implies that there is x ∈ F 2 such that |x − γ(t)| ≤ 32 |r(x)|, and hence:
where γ(t + r(x)) is well defined since t + r(x) ≤ 2 √ n and the last inequality comes from the fact that β(σ) < 32 . This and the fact that x ∈ F(g) imply by Lemma 5.2 that:
Thanks to the fundamental theorem of calculus, we deduce that:
for any t for which γ(t) ∈ G . Inequality (25) together with Proposition 2.2 imply:
Finally Proposition 5.1 and (26) imply:
In order to prove the proposition we just need to estimate the two terms of the right hand side in the above inequality. By hypothesis we know that f − g ∞ < n −2 2 −8p Card(Π f ) −p 2p ω 2 with p = − log(ω)/ log (2) . Therefore the first term can be estimated by:
On the other hand, since β(σ) ≤ 4σ 1/2 (as σ < 1/10), we have that:
where the first inequality comes from the hypothesis that σ < 2 −10 Card(Π f ) −1 4 . Since < 1/10, then p < 2 −p = ω and this proves the Proposition with the choice G := (0, 1) \ F 2 .
As mentioned in the introduction the proof of the implication (ii)⇒(i) of Theorem 3.1, will be proved by means of a topological game, that we formally introduce here. Proof. The proof of this result is given in [12] only in the case of the real line. However that argument works in the same way in a generic topological space. 
To prove that S is residual we will build a winning strategy for the Player II in the Banach-Mazur game where Player II is dealt with the set:
In addition to the non-empty open subsets V k ⊆ Lip 1 ([0, 1], n R m ), we will make the second player choose: closed subsets A k of F, functions in V k ∩ P(n, m), directions e k ∈ S n−1 , σ k > 0 and non-empty relatively open subsets M k in A k in such a way that:
(i) diam(V k ) ≤ 1/2 k , σ k ≤ 1/2 k and A k has every portion of positive ω C(e k ,σ k )width, (ii) e k ∈ C(e k−1 , σ k−1 ) for any k ≥ 2, (iii) A k ⊆ A k−1 for any k ≥ 2, (iv) for every g ∈ V k ∩ P(n, m) there is an open set G ⊆ (0, 1) n such that:
(c) f k and g have 1 2 k -directional derivative along e k for any x ∈ G,
(v) For any x ∈ M k , f i are 2 −i -directionally derivable along e i for any i = 1, . . . , k,
(vii) | f k (x + te k−1 ) − f k (x) − ( f k−1 (x + te k−1 ) − f k−1 (x))| ≤ 2 −k+1 |t| for any x ∈ M k and any t ∈ R for which x + te k−1 ∈ [0, 1] n for any k ≥ 2.
construction of the first move of player ii The construction of the answer of Player II to the first move U 1 of Player I starts by picking an arbitrary f 1 ∈ U 1 ∩ P(n, m), which exists by Proposition 2.11. LetM 1 be the set on which f 1 has at least one directional derivative on F and note thatM 1 is relatively open since f 1 is a piece-wise congruent mapping. Let Π f 1 be a partition adapted to f 1 , 8σ 1 := 2 −100(n+1) Card(Π f 1 ) −2 and let {u i } i=1,...,N be a finite σ 1 /16-dense set in S n−1 . Using Proposition 2.9 we know that there exists i ∈ {1, . . . , N} and a closed subset A of F which has every portion of positive C(u i , σ 1 /8)-width. We therefore define e 1 := u i , := 2 −10(n+1) and: ω 1 := min{2 −10(n+1) , w C(e 1 ,σ 1 ) (M 1 ∩ E 1 ∩ A 1 )/(1 + n 1/2 )}.
Applying Proposition 5.3 to f 1 , ω 1 , e 1 , σ 1 and we get an open neighbourhood V 1 of f 1 (with diam(V 1 ) < 2 −1 ) such that for every g ∈ V 1 ∩ P(n, m) there exist an open setG for which:
(a') w C(e 1 ,σ 1 ) [(1/k 0 , 1 − 1/k 0 ) n \G] < w C(e 1 ,σ 1 ) [M 1 ∩ E 1 ∩ A 1 ]. (b') |g(x + te 1 ) − g(x) − ( f 1 (x + te 1 ) − f 1 (x))| ≤ |t| ≤ 2 −10(n+1) |t| ≤ |t|/2 for any x ∈G ∩ (1/k 0 , 1 − 1/k 0 ) n and any t ∈ R such that x + te 1 ∈ [0, 1] n .
Moreover since σ 1 < 2 1 /2, applying Proposition 2.12 to f 1 , g with e 1 , σ 1 and 1 we obtain that cl(Ξ( f 1 , e 1 , 1 )) and cl(Ξ(g, e 1 , k )) are C(e, σ)-null. We moreover define:
• M 1 :=M 1 \ cl(Ξ( f 1 , e 1 , 1 )) ∩ A 1 ,
• G :=G \ (cl(Ξ( f 1 , e 1 , 1 )) ∪ cl(Ξ(g, e 1 , 1 ))), and note that M 1 si relatively open in A 1 and G is open. Thus G is the open associated to g that satisfies to our requirements: (a) w C(e 1 ,σ 1 ) [(1/k 0 , 1 − 1/k 0 ) n \ G] < w C(e 1 ,σ 1 ) [M 1 ∩ E 1 ], (b) |g(x + te 1 ) − g(x) − ( f 1 (x + te 1 ) − f 1 (x))| ≤ |t| ≤ 2 −10(n+1) |t| ≤ |t|/2 for any x ∈ G ∩ (1/k 0 , 1 − 1/k 0 ) n and any t ∈ R such that x + te 1 ∈ [0, 1] n .
(c) f 1 and g have 1 /2-directional derivative along e 1 for any x ∈ G.
With these choices of G and M 1 points (iv), (v) in the winning strategy are satisfied. Moreover points (ii), (iii), (vi) and (vii) do not require verification.
construction of the k-th move of the player ii Let k ≥ 2 and assume:
be the match that has been played up to step k − 1. Moreover assume the functions f 1 , . . . , f k−1 , the closed sets A and non-empty relatively open subsets M i of A i which verify the required conditions have been already defined and suppose U k ⊆ V k−1 is the arbitrary k-th move of player I.
The answer of Player II starts with the choice of an arbitrary function f k ∈ U k ∩ P(n, m) and uses (iv) of the (k − 1)-step to deduce that there exists an open set G ⊆ (0, 1) n such that:
(α) w C(e k−1 ,σ k−1 ) [(1/k 0 , 1 − 1/k 0 ) n \ G] < w C(e k−1 ,σ k−1 ) [M k−1 ∩ E k−1 ].
(β) | f k (x + te k−1 ) − f k (x) − ( f k−1 (x + te k−1 ) − f k−1 (x))| ≤ 2 −k+1 |t| for any x ∈ G ∩ (1/k 0 , 1 − 1/k 0 ) n and any t ∈ R such that x + te k−1 ∈ [0, 1] n .
(γ) f k−1 and f k have 2 −k+1 -directional derivative along e k−1 for any x ∈ G.
Let 8σ k := 2 −100(n+k) Card(Π f k ) −2 σ k−1 and assume {u i } i∈{1,...,N} is a finite σ k /2dense set in C(e k−1 , σ k−1 ). Proposition 2.5, point (α) and the fact that M k−1 is a relatively open subset of A k−1 imply that the set G ∩ M k−1 ∩ E k−1 is also a relatively open non-empty subset of A k−1 . Therefore Proposition 2.9 implies that we can find and a closed subset A k of A k−1 such that G ∩ M k−1 ∩ E k−1 ∩ A k = ∅. In particular this implies that:
• A k has every portion of positive C(u i , σ k )-width for some i ∈ {1, . . . , N},
• we can find a non-empty relatively open subsetM k of A k−1 such that cl(M k ) ⊆ G ∩ M k−1 ∩ E k−1 .
We define e k := u i and note that since (a') w C(e k ,σ k ) [(1/k 0 , 1 − 1/k 0 ) n \G] <= w C(e k ,σ k ) [M k ∩ E k ]. (b') |g(x + te k ) − g(x) − ( f k (x + te k ) − f k (x))| ≤ k |t| ≤ 2 −10(n+k) |t| ≤ |t|/2 k for any x ∈G ∩ (1/k 0 , 1 − 1/k 0 ) n and any t ∈ R such that x + te k ∈ [0, 1] n .
Moreover since σ k < 2 /2, applying Proposition 2.12 to f k , g with e k , σ k and k we obtain that cl(Ξ( f k , e k , k )) and cl(Ξ(g, e k , k )) are C(e k , σ k )-null. We moreover define:
• M k :=M k \ cl(Ξ( f k , e k , k )),
• G :=G \ (cl(Ξ( f k , e k , k )) ∪ cl(Ξ(g, e k , k ))), 
