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Abstract Global climate models contain numerous
parameters with uncertain values. In the context of climate
simulation and prediction, it is relevant to obtain an esti-
mate of the range of climate outcomes given the parameter
uncertainty. Instead of randomly perturbing parameters, we
determine parameter perturbations from short-term inte-
grations that potentially have a high impact on the climate
of the model. For this purpose we consider a dry, spectral
quasi-geostrophic, three-level model on the sphere and its
tangent linear and adjoint equations. With an empirical
forcing, the model produces a fairly realistic simulation of
the extra-tropical winter circulation. We allowed pertur-
bations in a 1,449 dimensional parameter space. As a
measure of impact on the climate we compute the change
in the probability density function of the dominant patterns
of variability. We find that the largest climate response in a
set of 1,000 simulations with potentially high impact per-
turbations is much larger than the largest response in a
similar set of simulations with randomly picked perturba-
tions. We conclude that parameter sensitivity calculations
based on short term integrations contain valuable infor-
mation about the sensitivity of the model climate to
parameter perturbations. The approach is feasible for state-
of-the-art climate models provided that the tangent linear
and adjoint equations are implemented.
1 Introduction
Uncertainty in the outcome of climate models is widely
recognized, see Fleming (1993), Allen (2003), Murphy
et al. (2004), Stocker (2004), Stainforth et al. (2005) and
IPCC (2001). A contributing factor is uncertainty in the
model parameters due to parameterization of unresolved
physical processes by some approximation. Thus, most of
the model parameters are not exactly known so an uncer-
tainty analysis should be part of a study on the long term
dynamics of the climate. Of special interest is the range of
possible outcomes of the climate model, given the range of
parameter uncertainties. A practical method to identify the
parameter perturbations that yield the more extreme out-
comes is lacking. We refer to these parameter perturbations
as high impact parameter perturbations. The aim of this
study is to identify those parameter perturbations that have
the largest impact on the simulated regional climate given
the allowed size of the change in the parameter vector.
Fleming (1993) conducted a preliminary analysis on
uncertain model parameters in the context of simple non-
linear dynamical systems. He stated that there is a need to
establish a scientific methodology for identifying and
quantifying the possible impacts of uncertainty. For com-
plex General Circulation Models (GCMs) he concluded
that the Monte Carlo approach is the only practical solution
to obtain uncertainty estimates despite the lack of rigor in
the determination of the sample size and the enormous
computational effort that is required, see also Sambridge
and Mosegard (2002). If one is interested in the climate
mean response to a small change in forcing, an alternative
approach, based on the Fluctuation–Dissipation Theorem
(Leith 1975), has been developed, see also Ch. 2 of Majda
et al. (2005) for more on this approach. This theorem states
that by observing the natural fluctuations of a system with
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certain properties a linear operator can be constructed that
gives the response of the system to an external stimulus of
sufficiently weak amplitude. The so far most realistic test
of the theorem’s applicability to the atmosphere is descri-
bed in Gritsun and Branstator (2007).
The Monte Carlo approach is so costly due to the
practical fact that most parameter perturbations have a
small effect on the simulated climate and that the impacts
of different parameter perturbations do not combine line-
arly in the regional climate response. Many long term
simulations are required to find a good estimate of the
range of possible climate outcomes given the parameter
uncertainties (Annan and Hargreaves 2007). The Monte
Carlo approach can be improved if we could, instead of
picking parameter perturbations randomly, choose a priori
parameter perturbations that potentially have a high impact
on the simulated climate. In this study we calculate from
short-term integrations potentially high impact parameter
perturbations. These are parameter perturbations that
potentially cause a large change in regional climates.
Regional climates depend strongly on the frequency of
occurrence of preferred atmospheric variability patterns,
like for Europe the North Atlantic oscillation (Hurrell
1995; Visbeck et al. 2001) or the European blocking (Carril
et al. 2008). As a measure of climate change we therefore
evaluate the change in a probability density function (PDF)
describing the presence of dominant circulation structures
and not just the change in the mean state.
For our investigation we use a dry, spectral quasi-
geostrophic, three-level model on the sphere (T21QGL3),
see Marshall and Molteni (1993). The model is intro-
duced in Sect. 2, along with a description of the measure
of climate change that we employ. This measure is based
on an evaluation of the probability density function (PDF)
of the dominant Empirical Orthogonal Functions (EOFs)
of the model. In Sect. 3 the method to calculate poten-
tially high impact parameters from short term integrations
is outlined and applied to the T21QGL3 model. The
method was developed in Moolenaar and Selten (2004),
from now on referred to as MS2004, in the context of the
three-component Lorenz model of Rayleigh–Benard
convection (Lorenz 1963). The goal of this study is to
find out whether this approach also applies to the
T21QGL3 model that has much more degrees of freedom
(1,449) and produces a fairly realistic simulation of the
Northern Hemisphere atmospheric winter circulation
(Corti et al. 1997). In Sect. 4 the climate response to
potentially high impact parameters is compared to the
climate response of randomly picked parameter pertur-
bations and to a particular parameter perturbation that by
construction we expect to have large impact on the sim-
ulated climate. Section 5 concludes the paper with a
discussion of the results.
2 Description of the model and a measure of climate
change
In the extra-tropics, the atmospheric circulation can be well
approximated by the quasi-geostrophic equations. These
equations are filtered prognostic equations (gravity waves
are absent) and can be written in terms of only one vari-
able, the quasi-geostrophic potential vorticity. Here, the
quasi-geostrophic (QG) T21-model is used, which is a
spectral, 3-level model, as described by Marshall and
Molteni (1993). For the potential vorticity a series expan-
sion in spherical harmonics is made. The time dependent
coefficients of this expansion are the state variables of the
model. The series of spherical harmonics used in the rep-
resentation of horizontal fields has a triangular truncation at
total wavenumber 21 (T21). The model integrates prog-
nostic equations for the QG potential vorticity at 200 hPa
(level 1), 500 hPa (level 2) and 800 hPa (level 3),
oqk
ot










; k ¼ 1; 2; 3;
ð1Þ
where qk is the potential vorticity (PV) and wk the stream
function at level k, J the Jacobian in which k represents the
longitude and l ¼ sinð/Þ with / the latitude. The exact
definition of the linear operators Dk can be found in
Marshall and Molteni (1993). The time-independent but
spatially varying potential vorticity source terms Sk are
empirically determined from observations. They are
computed as the average PV tendencies carrying their
opposite sign and are obtained by inserting observed
stream function fields into a version of (1) in which the PV
source terms Sk are omitted. This is equivalent to assuming
that the sample of observed fields used in such a
computation is representative of a statistically stable
climatology. Eq. 1 is the vertical discretization of the
quasi-geostrophic potential vorticity equation (Holton
1992). In addition to (1) there is also the set of equations
that expresses PV in terms of the stream functions:
q1 ¼ r2w1  R21 ðw1  w2Þ þ f ; ð2aÞ
q2 ¼ r2w2 þ R21 ðw1  w2Þ  R22 ðw2  w3Þ þ f ; ð2bÞ





where f ¼ 2X sinð/Þ, R1 (=770 km) and R2 (=450 km) are
Rossby radii of deformation appropriate to, respectively,
the 200–500 hPa layer and the 500–800 hPa layer and h
and H0 are, respectively, the (real) orographic height and a
scale height set to 9 km. At each level the PV has 483
spectral components, so that the model has in total 1,449
degrees of freedom.
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In Corti et al. (1997) it was shown that the T21QGL3
model produces a realistic simulation of the extra-tropical
Northern Hemisphere winter circulation including the pat-
terns of low-frequency variability as analysed by an Empir-
ical Orthogonal Function analysis (Preisendorfer 1988).
These EOFs form an orthonormal system {e(1), e(2), …}.
The stream function vector wðtÞ has a time mean wðtÞ. The
difference between the two is approximated by the projection
upon the first p EOFs:




aiðtÞ ¼ \wðtÞ  wðtÞ; eðiÞ [ ;
ð3Þ
where \, [ denotes the integral over the domain of the
Euclidean inner product
\u; v [ ¼
ZZ
uðk;/Þ  vðk;/Þ cosð/Þdkd/: ð4Þ
It defines the norm vj j ¼ \v; v [ 1=2: In our case p = 483
when we apply the EOF analysis to the 500 hPa level. The
EOFs are the eigen functions of the covariance matrix
ðwðtÞ  wðtÞÞðwðtÞ  wðtÞÞT and the total variance in the
stream function equals the sum of the corresponding
eigenvalues li as the EOFs are uncorrelated in timeZZ








The eigenvalues corresponding to the EOFs fall off very
quickly. Figure 1 displays the eigenvalues of the first 100
EOFs of the T21QG model calculated from 105 daily fields
of the 500 hPa stream function over the northern hemi-
sphere. It is observed that most information about the
variability is contained in the first leading EOFs. As it is
seen in the figure the first 10 EOFs contain 55% of the
information about the variability. By projecting the data
along these dominant EOFs and truncating the summa-
tion (3) at a certain n \ p we can reduce the dimension of
the full state space considerably and still retain a good
global view of the dynamical range of the system.
The leading EOFs span the space of preferred flow
patterns. Figure 2 displays EOF1-EOF4 at the 500 hPa
level of the T21QG model with standard parameters as
calculated from a sample of 105 days. In the T21QG model
EOF1 is strongly related to the Atlantic Oscillation (AO)
and EOF2 may represent the Pacific North American pat-
tern (PNA). Both patterns are known to have a large
influence on regional climates around the Northern Hemi-
sphere (Kerr 2004; Hurrell 1995). We will examine the
effect of parameter perturbations on the probability of
occurrence of these preferred flow regimes. An important
question is formulated as follows: do parameter changes
have a notable influence on the probability of occurrence of
the preferred flow patterns and therefore on regional cli-
mates? Analysis of the changes in the occurrences of the
EOFs can give us information about the effect upon
regional climates. A climate is characterized by the sta-
tistical properties of the circulation over an extended time
interval (*105 days). The PDFs of the corresponding
amplitude time series ai’s of the EOFs, sampled over the
105 days long time interval, measure their probability of
occurrence. The PDFs are estimated from binned histo-
grams and are shown in Fig. 3 for the first 6 EOFs. The
means of these PDFs are zero by construction and the
widths of the distributions decrease with the EOF index.
The PDF of EOF1 is positively skewed, the others are near
to normal. To quantify changes in these PDFs we have to
choose a distance measure for two PDFs. The Kullback–
Leibler distance (Kullback and Leibler 1951) is one of the
candidates; see Kleeman (2002) for an application with
distributions of the stationary and transient states of the
Lorenz equation. In Cha and Srihari (2002) a large number
of alternatives can be found. The choice of such a metric
may in general affect the outcome when trying to order
distributions with respect to their distances. However, in
the present case we are dealing with close to normal dis-
tributions all having a variance of the same order of
magnitude and with a mean and skewness that are highly
correlated. It makes that the distributions can very well be
approximated by a 1-parameter class of distributions.
Consequently, any metric, being a functional that maps the
PDF to a point in R?, will behave orderly. By considering
two different metrics, applied to the PDFs as well as to
Fig. 1 Eigenvalues li of the first 100 Empirical Orthogonal Func-
tions of the stream function at 500 hPa from a 105 day long
simulation of the T21QGL3 model. In addition the cumulative
variance is given
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their corresponding CDFs, we test the above supposition.












where PDFiðjÞ is the probability of finding ai in bin j for the
system with perturbed parameters; PDF
ð0Þ
i ðjÞ is the one for the
standard parameter values. The goal is to find the largest bi
within the specified parameter uncertainties because a larger
bi is expected to give a larger regional climate change. These
can be seen as L2-norms. Furthermore, we introduce the
parameters
Di ¼ max PDFiðjÞ  PDFð0Þi ðjÞ
 ; j ¼ 1; . . .; nbinh i;
Dci ¼ max CDFiðjÞ  CDFð0Þi ðjÞ
 ; j ¼ 1; . . .; nbinh i
ð6abÞ
The latter is known as the Kolmogorov–Smirnov test.
3 Potentially high impact parameter perturbations:
methodology based on adjoint systems
Recent publications suggest that most of the present cli-
mate model parameter uncertainty is associated with ‘fast
physics’ (Murphy et al. 2004; Rodwell and Palmer 2007).
These processes, at a fast time scale, have an impact on the
weather as well as on the climate. Therefore it makes sense
to calculate parameter perturbations that have a high
impact on short term integrations since these could
potentially have a strong impact on the climate as well.
This approach was pursued in MS2004 in the context of the
Lorenz (1963) model. Here we present a short summary of
this approach, followed by the implementation in the
T21QGL3 model.
In the three-variable Lorenz system, the evolution of the
flow can be depicted by a trajectory in the three-dimen-
sional state space. Starting from a random initial condition
the trajectory will settle on the attractor after a certain
transient time interval. The attractor is loosely defined by
the set of states that the trajectory will visit repeatedly in
due course of time. The attractor is chaotic if the solution is
Fig. 2 Preferred circulation
pattern for 500 hPa stream
function as indicated by EOFs
for the T21QGL3 model:
a EOF1 related to the AO,
b EOF2 related to the PNA,
c EOF3 and d EOF4
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sensitive to perturbations in the initial condition. This is the
case for the standard parameter settings of the Lorenz
model. When the parameters are perturbed the attractor
changes or in other words, the model climate changes.
Starting from an initial condition on the attractor of the
unperturbed system the trajectory will settle on the new
attractor of the perturbed system after an initial transient
period. Given an initial condition we are able to calculate
which parameter perturbation within a specified range of
uncertainties will have the highest impact on a short-term
integration from this initial condition. This parameter
perturbation is referred to as the first singular vector. The
corresponding singular value is a measure of the magnitude
of its impact on the short term evolution. Its structure and
its impact depend on the position of the initial state on the
attractor, the length of the short term integration and on the
particular measure that is chosen to determine the impact
on the short term evolution. The study focuses on the
dependence of the initial state, while Lea et al. (2000)
concentrated on the effect of the length of the integration
interval for the Lorenz model. In MS2004 it was found that
the singular value varies significantly with initial condition.
In other words, not always is the system sensitive to
parameter perturbations. It depends on the particular flow
configuration of that moment. The main result of the
MS2004 study was that parameter perturbations corre-
sponding to singular vectors, calculated from initial con-
ditions just after the trajectory has travelled through a
region in state space with high singular values, have
potentially a high impact on the model climate. The cal-
culation of the first singular vector can be made in an
efficient way, also for high-dimensional systems, when use
is made of the so-called tangent linear and adjoint model
equations (Barkmeijer et al. 2003). We will take this
approach in the context of the T21QGL3 model.
The T21QGL3 model contains numerous uncertain
parameters that are given fixed values: the two Rossby radii
of deformation, the scale height, the drag coefficient that is
a function of location, the temperature relaxation time-
scale, the diffusion coefficient and the potential vorticity
source terms at each level that are also a function of
location. For practical reasons we limit the parameter
perturbations to the 1,449 PV source terms Sk. These
parameterize the average effect of diabatical processes that
at this stage are not explicitly or only crudely modelled like
surface heat and momentum fluxes, latent heat release in
the atmosphere, convective transports and heating and
cooling by radiation. It also includes neglected interactions
with unresolved flow structures and topography as well as
effects of non-geostrophic components of the flow. As
described above, these source terms are empirically
determined from observed stream function fields and are
inherently uncertain. We computed these terms using daily
stream function fields from December, January and
February during 1961–1970 and during 1971–1980. We
compared both PV source terms by measuring the differ-
ence using the Euclidean inner product at each of the three
levels and take the sum and normalize this difference by
the norm of the PV source terms of the first period. We find
that the difference is almost 20%. The uncertainty in the
PV source terms is thus considerable. In this study we will
consider perturbations to the PV source terms of 5%, which
is probably an underestimate of the real uncertainty, and
apply the method of MS2004 to calculate potentially high
impact perturbations to the PV source terms. To this end
we use an algorithm to calculate so-called ‘forcing singular
vectors’ as devised by Barkmeijer et al. (2003). They
compared singular vectors due to a change in initial con-
ditions with singular vectors due to uncertainties in the
parametrical vorticity source terms in 2-day forecasts. Then
the tangent linear and the corresponding adjoint model
need to be extended with equations for the coefficients of
the parameter vector S. Using Eqs. 1 and 2a we derive the
system of differential equations for the stream functions
being of the form
dw
dt
¼ Fðw; SÞ; ð7Þ
where S denotes the PV source terms in the way they turn
up in this equation for the stream-function. Next we




Since we assume that the source terms are time-
independent, the tendency equations become:
Fig. 3 PDFs of the EOF amplitudes ai, i = 1,…, 6. Time means are
zero by construction













The tangent linear equations are derived by linearizing













where O is the zero matrix with the appropriate number of
rows and columns. The presence of the identity matrix I is
understood from the fact that the parameter vector only
contains the time-independent PV source terms. The
Jacobian matrix oF=or is obtained by linearizing Eq. 7
along a reference solution.
The tangent linear equations integrate a small pertur-
bation dyrð0Þ forward in time over a sufficiently short
period. This is described by the propagation matrix R:
dyrðTÞ ¼ Rð0; TÞdyrð0Þ: ð10Þ
At initial time the parameter perturbation is set fixed at the
unit hypersphere \dSð0Þ; dSð0Þ[ ¼ 1 (due to the
linearity of the system the size of the perturbation is
irrelevant). The initial state wð0Þ is not perturbed, so
dyrð0Þ ¼ 0dSð0Þ
 
¼ Q dSð0Þ ð11Þ
with Q an injective mapping (Q maps S into a larger space).
Substitution in (10) yields
dyrðTÞ ¼ Rð0; TÞQdSð0Þ: ð12Þ
Since we only have to consider the way dw has evolved at
time T, we use a surjective mapping P (P maps vectors
back into the smaller, normal state space):
dwðTÞ ¼ PdyrðTÞ ¼ PRð0; TÞQdSð0Þ ¼ MdSð0Þ: ð13Þ
In summary, integration of Eq. 8 maps vectors dSð0Þ on a
unit hypersphere in the 1,449 dimensional parameter space
at the initial point (t = 0), to a set of vectors dwðTÞ given
by (13) forming an ellipsoid at the end point (t = T) in the
1,449 dimensional state space of (7).Our aim is to find the
parameter perturbation dS; being constant in time and
causing the largest error growth at the end time. This is the
vector dS that maximizes the ratio
\dwðTÞ; NdwðTÞ[ 1=2
\dS; NdS [ 1=2
¼ \MdS; NMdS [
1=2
\dS; NdS [ 1=2
¼ \M
NMdS; dS [ 1=2
\dS; NdS [ 1=2
; ð14Þ
where the matrix N specifies a norm based on the kinetic
energy and the matrix M* denotes the adjoint of M. Next
we consider the following generalized eigenvalue problem
MNMdS ¼ kNdS ð15Þ
with largest eigenvalue k having an eigenvector called the
first singular vector. Using v ¼ N1=2dS we rewrite (15) as
an eigenvalue problem of a symmetric operator:
N1=2MNMN1=2v ¼ kv: ð16Þ
It is solved for the first singular value k and corresponding
singular vector m using the Lanczos algorithm (Parlet
1980). The operator M is not explicitly known, it is eval-
uated by integrating the tangent linear equations. The
operator M* follows from a backward integration of the
adjoint system (Barkmeijer et al. 2003). We apply this
procedure over a short time interval of length T along the
reference orbit with a perturbation dS to the reference
parameter vector S giving the perturbation on the unit
hypersphere that causes the largest change in dwðTÞ. In the
next section we describe how this procedure is imple-
mented using a time interval that is large enough to ade-
quately sample the sensitivity of the climate model to
parameter perturbations. Moreover, we compare the out-
come with that of two alternatives.
4 Climate response calculations due to differently
selected parameter perturbations
In this section we analyse the response of the T21QGL3
model to various parameter perturbations. First we use the
method based on the calculation of singular vectors
obtained from the adjoint equations as presented in the
previous section in order to produce parameter perturba-
tions that potentially have a high impact. Next we consider
randomly chosen parameter perturbations and, finally, we
analyse the response of the model to a particular parameter
perturbation that we expect to have a large impact by
construction.
4.1 Selecting singular vectors as parameter
perturbations
From a random initial condition we integrated the non-
linear model equations. After a spin up with a length of 103
days we consider a time interval of 105 days, where the
trajectory presumably arrived sufficiently close to the
attractor. Next we calculated the first singular value for this
reference orbit for the first 5-day interval. We repeated this
calculation for time intervals that are 1 day apart. The first
singular values of 350 5-day consecutive trajectories are
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plotted in Fig. 4. The first singular value fluctuates con-
siderably as a function of time. Peaks mark the passage of a
time interval in which the system is highly sensitive to
parameter perturbations. As in the case of the Lorenz
model, the sensitivity of the flow to parameter perturba-
tions depends on the exact state of the flow at that moment.
In MS2004 it is found that the singular vector calculated
from an initial condition of a trajectory that just passed
through a sensitive area is likely to be a high impact
parameter perturbation. This result is somewhat counter-
intuitive since one would expect that in time intervals with
a large first singular value the system is sensitive to per-
turbations; particularly in the direction of the correspond-
ing singular vector.
The search for the perturbation vector oS that results in
the largest climate change is carried out as follows. With
the use of the adjoint method parameter perturbations that
are likely to have a high impact are selected. The scheme is
as follows:
(a) Calculate a short reference orbit over a time interval
of 5 days.
(b) Calculate, with the use of the tangent linear and
adjoint equations the corresponding first singular
vector, along with the first singular value.
(c) Shift the reference orbit 1 day forward and calculate
the corresponding first singular vector and the first
singular value again.
(d) Look at the evolution of the first singular value and
select values that are locally at a minimum after a
peak value above a threshold value of 500,000. Then
use the corresponding first singular vector as para-
meter perturbation in a 105 day simulation to assess
the impact on the climate.
One thousand 105 day long perturbed integrations of the
full nonlinear system (7) are carried out with parameter
perturbations according to the singular vectors selected by
the above procedure as given by
oSk ¼ 0:05 Sj j
vð1Þj j v
ð1Þ
k ; k ¼ 1; 2; 3; ð17Þ
where vð1Þ denotes such a first singular vector; it is scaled to
5% of the total PV source term. From each of the in this way
perturbed integrations PDF1 and CDF1 of a1 are calculated by
projecting the stream function upon the first EOF of the
unperturbed system. Next the distances to the unperturbed
orbit at time T are calculated using the four metrics given by
(5) and (6), see Fig. 5 (solid line). In Fig. 5a it is seen that the
graph of b1 for PDF1 falls very rapidly, but there is a long tail
consisting of 24 runs with b1 [ 0.02. The largest value found
for b1 is 0.05. PDF1 obtained from the singular vector as
parameter perturbation direction that gave this largest b1 is
shown in Fig. 7a. The change in the PDF is remarkable: the
mean has shifted and the skewness has even changed sign. For
the other three parameters we also observe a distribution with
a long tail, see Figs. 5b, c, d. Since we are in particular
interested in the end part of these tails we give in Fig. 6 from
the sample of 1,000 runs the 101 largest changes in the dis-
tribution of the amplitude a1.
To check whether it is indeed beneficial to select singular
vectors as parameter perturbations just after a time interval in
which the system is sensitive to parameter perturbation and
not at the peak of the sensitivity, we repeated the same pro-
cedure but selected the singular vectors at peaks of the singular
value above 500,000 as parameter perturbations. We calcu-
lated the four distance measures for all 1,000 perturbed 105
day simulations and plotted the results in Fig. 5 (dotted line).
The largest value found for b1 is only 0.038: the probability of
values above 0.02 is three times smaller as in the previous
case. For the other three parameters a similar behaviour is
found. It seems that the results of MS2004 obtained for the
Lorenz system carry over to the T21QGL3 model: singular
vectors that are selected just after a time interval in which the
system is sensitive to parameter perturbations are more likely
high impact parameter perturbations than singular vectors
selected at peak sensitivity.
4.2 Random selection of parameter perturbations
In order to judge the value of our approach of selecting
potentially high impact parameter perturbations with the
adjoint method, we compare the results with 1,000 randomly
chosen parameter perturbations. At each level, we draw ran-
domly a vector from a set of uniformly distributed vectors on
the unit hypersphere. Similar to 17 we perturb the standard
vorticity source terms S with 5% in the direction of the ran-
domly chosen vector. Again integrations of 105 days are made,
Fig. 4 Evolution of the first singular value of (16) for short
integrations of 5 days starting from initial conditions chosen 1 day
apart from a 350 day reference trajectory of the T21QGL3 model
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but this time with the randomly chosen parameter perturba-
tions. The PDFs for the four distance measures are shown in
Fig. 5 (dashed line). Forb1 the largest value is 0.0025. This is a
factor 20 smaller than the largest b1 found with the potentially
high impact parameter perturbations. In 36% of the cases, the
potentially high impact parameter perturbations yield a larger
climate change than this largest climate change found with the
selection of random perturbations. PDF1 of the amplitude
a1(t) of the perturbed simulation with the random vector
corresponding to the largest b1 is shown in Fig. 7b; the PDF
has shifted to positive values and the variance has increased
but the changes are modest compared to the most effective
parameter perturbation from the adjoint method (Fig. 7a).
4.3 Parameter perturbation in the direction
of the dominant EOF
The perturbed simulations so far indicate that the response
of the PDF of the first EOF dominates the climate response.
In other words, EOF 1 of the T21QGL3 model is most
sensitive to perturbations in the PV source terms. There-
fore, we expect a large impact if we perturb the PV source
terms with a perturbation that has the same geographical
pattern as EOF1. A 105 day integration was made with
perturbed PV source terms at each level with a magnitude
of 5% of the standard PV source terms in the direction of
eð1Þ:
oSk ¼ 0:05 Sj j
eð1Þj j e
ð1Þ
k ; k ¼ 1; 2; 3; ð18Þ
so that indeed oSj j ¼ 0:05 Sj j. It resulted in a PDF1 change
of b1 = 0.016, a value that is more than 3 times smaller than
change due the largest high impact parameter perturbation.
To reach the same climate change response of 0.05 as
measured by b1 we need to at least double the strength of
the perturbation to 10%. In Fig. 8 we show both PDFs of
the perturbed simulations with 5 and 10% change in the PV
source terms in the directions of EOF1. The response turns
Fig. 5 Distribution of changes in the PDF of the first EOF as defined
in 5ab and 6ab for a sample of 1,000 perturbed 105 day long
simulations with perturbed parameters from the adjoint method with
direction of perturbation oS determined by the singular vector just
after peaks of the first singular value (solid), the singular vector at
peaks of the first singular value (dotted) and a random selection of
parameter perturbations (dashed) with different distance measures for
the PDFs of these amplitude changes: a b1, b b
c
1, c D1 and d D
c
i
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Fig. 6 The largest 101 changes in the amplitude a1 from a sample of
1,000 perturbed 105 day long simulations with perturbed parameters
from the adjoint method with the direction of perturbation oS
determined by the singular vector just after peaks of the first singular
value (plus), the singular vector at peaks of the first singular value
(circle) and a random selection of parameter perturbations (asterisks)
for the different norms given by 5–6: a b1, b b
c
1, c D1 and d D
c
1
Fig. 7 The solid line represents the PDF of a1 for the unperturbed
system: a The shifted PDF (dashed) is due to a perturbation in the
direction of the singular vector that corresponds to the first singular
value just after a peak producing the largest change in the PDF of a1
in the norm (5a): b1 = 0.05. b The shifted PDF (dashed) is due to the
perturbation in the sample of 1,000 random perturbations that gives
the largest change in a1: b1 = 0.0025
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out to be non-linear: 5% of the PDF shifts to more positive
values, while the variance increases and the skewness
decreases. At 10% the PDF shifts further, the variance
decreases again and the skewness increases.
5 Conclusions
The subject of this study is the development of a method that
can be applied to climate models in order to find, within a
specified uncertainty range, perturbations in the model
parameters that yield the largest change in the climate statis-
tics. To determine this change, a climate model has to be
integrated over a sufficiently large time interval of the order
105 days. Since a long computer time is required to evaluate
the effect of a new set of parameter values, standard methods
based on random selection of parameter perturbations, that
need a lot of such evaluations cannot produce within a rea-
sonable time span the maximum climate change possible
because of the large dimension of the parameter vector. In a
related study Moolenaar and Selten (2004) developed a
method to calculate potentially high impact parameter per-
turbations on the basis of the sensitivity of short integrations to
parameter perturbations. The method was developed in the
context of the three-variable Lorenz model (Lorenz 1963).
In this study we evaluate this method for a much more
realistic model of the extra-tropical atmosphere, the
T21QGL3 model of Marshall and Molteni (1993). We have
chosen as measure of climate change the response in the
PDF of the dominant EOFs because the circulation struc-
tures captured by these EOFs have a large impact on
regional climates. Using the extended tangent linear and
adjoint equations of the model, we have found that a given
fraction of the potentially highest impact parameter per-
turbations lead to a larger climate change than the maxi-
mum climate change found from the same fraction based
on a purely random selection of parameter perturbations.
The result will depend on the chosen metric when esti-
mating the change in the PDF (or CDF) of the EOF
amplitude before and after the perturbation. We considered
four metrics which lead all the same conclusion. The
largest climate change found on the basis of the potentially
highest impact parameter perturbations was much larger
than the one found on the basis of random parameter per-
turbations. Table 1 summarizes the maximum climate
change found for the different selection methods of
parameter perturbations in this study. It is noted that the
adjoint method variant that picks the singular vector just
after a peak in the largest singular value performs the best.
From the tails of the PDFs of b1 (Fig. 5a) we deduce that
this is not just a lucky shot: the probability of a climate
change large than a b1 value of 0.02 is three times larger
than for the adjoint method variant with a selection of the
singular vector at a peak of the first singular value. When
using one of the other three metrics a difference in the
same order is found.
The way we analysed large impact changes in the
parameter vector makes it possible to identify sensitive
combinations of parameters in the process of tuning these
parameters. In addition, it may give more insight in the
sensitive interaction of different processes in the climate
system. As already mentioned the method originates from a
systematic analysis on the effect of parameter perturbations
in the Lorenz equations (Moolenaar and Selten 2004). In
retrospect the clue why the method works lies probably in
the higher sensitivity of the system at the moment it is in its
Fig. 8 PDF1 of a1 from the unperturbed integration (solid), the
perturbed integration with a 5% perturbation of the PV source term in
the direction of EOF1 (dashed) with b1 = 0.016 and a 10%
perturbation (dotted)
Table 1 Maximum climate change found in sets of 1,000 perturbed simulations for different methods of selecting the parameter perturbation
within the specified uncertainty range of 5% for the four metrics given by 5–6
Perturbation type (oS) Max (b1) Max (b
c
1) Max (D1) Max (D
c
1)
In direction of EOF1 0.016 2.2 0.031 0.38
Adjoint method (SV at peak) 0.038 5.4 0.047 0.57
Adjoint method (SV after peak) 0.050 7.1 0.056 0.65
Random 0.0025 0.34 0.013 0.14
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most unstable state being a peak in the first singular value.
A similar phenomenon is found for the perturbation sen-
sitivity of stable solutions of dynamical systems depending
on their parameters: a high sensitivity occurs near a so-
called tipping point, see Dakos et al. (2008) and Scheffer
et al. (2009). The fact that choosing the moment just after
the peak slightly improves the result is secondary; an
explanation for this is not yet at hand.
Although we do not exclude the possibility that in the
future more effective methods will be developed, we now
have brought up a method that may create more openings in
the field of uncertainty analysis of highly nonlinear systems.
Moolenaar et al. (2007) already carried out a sensitivity
analysis for climate driven ecological systems with respect
to the ecological parameters using the adjoint method of this
study. These parameters are also present in terms that are
nonlinear in the state variables being comparable with terms
in climate models with products of state variables. This is a
situation that cannot be handled with uncertainty analysis
methods based on a linearity assumption in case of small
system perturbations. Although the adjoint equations
become slightly more complex, the approach still continues
to hold. The method of this study is applicable to current
state-of-the-art global circulation models for studying the
dependence on parameters that are more directly linked to
specific, parameterized physical processes, like convection,
precipitation, clouds and radiation.
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