ABSTRACT The aim of this paper is to develop some Pythagorean fuzzy interaction operators by considering interaction between membership and non-membership. The generalized Pythagorean fuzzy interaction weighted averaging operator and the generalized Pythagorean fuzzy interaction weighted geometric averaging operator have been developed first. By using the Maclaurin symmetric mean operator, the Pythagorean fuzzy interaction Maclaurin symmetric mean (PFIMSM) operator and the Pythagorean fuzzy interaction weighted Maclaurin symmetric mean (PFIWMSM) operator have been developed. Some special cases of the new aggregation operators have been studied. A new multiple attribute decision-making method based on the PFIMSM operator and the PFIWMSM operator has been developed. Numerical example has been presented to illustrate the proposed method, and comparison analysis has been conducted to demonstrate the applicability of the new method.
I. INTRODUCTION
As generalization of fuzzy set, the intuitionistic fuzzy set [1] has received broad attentions, which has been studied and extended extensively [2] - [12] . Pythagorean fuzzy set [13] , [14] is the generalization of the intuitionistic fuzzy set, in which the membership function and non-membership function satisfy the condition that their square sum is equal or less than 1. The Pythagorean fuzzy set is proved to be more flexible than intuistionistic fuzzy set since it has greater space than that of intuitionistic fuzzy set. Hence, Pythagorean fuzzy set can deal with the situations that can't be dealt with by the intuitionistic fuzzy set. The Pythagorean fuzzy set has received broad attention, which has been studied and applied extensively [15] - [24] . The Pythagorean fuzzy set has been generalized to accommodate interval values [25] - [27] , linguistic arguments [28] - [31] , hesitant fuzzy value [32] - [34] , etc. Some multiple attribute decision making methods in Pythagorean fuzzy environment have been developed. Zhang and Xu [35] extended TOPSIS method to Pythagorean fuzzy environment. Zhang developed the Pythagorean fuzzy hierarchical QUALIFLEX approach in [36] and developed the Pythagorean fuzzy hierarchical clustering algorithm in [37] . Ren et al. [38] presented Pythagorean fuzzy TODIM approach. Chen [39] proposed the Pythagorean fuzzy VIKOR method based on the remoteness-index. Peng and Dai [21] studied the Pythagorean fuzzy stochastic multiple attribute decision making method based on the prospect theory and regret theory. Mohagheghi et al. [40] introduced a last aggregation evaluating Pythagorean fuzzy approach. Aggregation operators are of great importance to the application of recommender systems, decision support, multiple attribute decision making, etc. Garg developed the Pythagorean fuzzy aggregation operators using Einstein operation including the Pythagorean fuzzy Einstein weighted averaging (PFEWA), Pythagorean fuzzy Einstein ordered weighted averaging (PFEOWA) and generalized Pythagorean fuzzy Einstein weighted averaging (GPFEWA) in [41] and presented generalized Pythagorean fuzzy geometric aggregation operators using Einstein t-Norm and t-Conorm in [42] . Peng and Yang [43] defined the Pythagorean fuzzy Choquet integral operators including the Pythagorean fuzzy Choquet integral average (PFCIA) operator and Pythagorean fuzzy Choquet integral geometric (PFCIG) operator. Liang et al. [44] developed Pythagorean fuzzy geometric Bonferroni mean and weighted Pythagorean fuzzy geometric Bonferroni mean (WPFGBM) operators. Zhang et al. [45] introduced the generalized Pythagorean fuzzy Bonferroni mean and the generalized Pythagorean fuzzy Bonferroni geometric mean by extending the generalized Bonferroni mean to accommodate Pythagorean fuzzy values. Wei [46] investigated Pythagorean fuzzy interaction weighted average (PFIWA) operator, Pythagorean fuzzy interaction weighted geometric (PFIWG) operator. Wei and Lu [47] developed some Pythagorean fuzzy power aggregation operators. Zeng [48] presented Pythagorean fuzzy probabilistic ordered weighted averaging (PFPOWA) operator by considering the probabilistic information in Pythagorean fuzzy aggregation process. Beliakov and James [49] defined averaging aggregation functions for Pythagorean fuzzy set. Though many effective aggregation methods in Pythagorean fuzzy environment have been developed, most of them haven't considered interaction between membership and non-membership of Pythagorean fuzzy value, which can lead to unreasonable decision results. In this paper, our aim is to develop new interaction aggregation operators for Pythagorean fuzzy values.
Maclaurin symmetric mean [50] was first proposed by Maclaurin and then developed by Detemple and Robertson [51] . The Maclaurin symmetric mean is a wellknown mean type operator, which has the characteristic to capture the inter-relationships among multi-input arguments. Hence it can provide more robust and flexible results in information fusion. In recent years, Maclaurin symmetric mean has received broad attentions from researchers. Qin and Liu developed some intuitionistic fuzzy Maclaurin symmetric aggregation operators including the intuitionistic fuzzy Maclaurin symmetric mean operator and the weighted intuitionistic fuzzy Maclaurin symmetric mean operator in [52] and defined dual Maclaurin symmetric mean (DMSM) operator and investigated some uncertain linguistic aggregation operators based on the DMSM operator in [53] . Qin et al. [54] developed the hesitant fuzzy Maclaurin symmetric mean operator to aggregate hesitant fuzzy values. Liu and Qin [55] proposed some linguistic intuitionistic fuzzy Maclaurin symmetric mean operators, including the linguistic intuitionistic fuzzy Maclaurin symmetric mean operator, weighted linguistic intuitionistic fuzzy Maclaurin symmetric mean (WLIFMSM) operator, etc. Wei and lu [56] proposed the Pythagorean fuzzy Maclaurin symmetric mean and Pythagorean fuzzy weighted Maclaurin symmetric mean operators. Ju et al. [57] extended the Maclaurin symmetric mean to intuitionistic linguistic environment and developed intuitionistic linguistic Maclaurin symmetric mean (ILMSM) operator and the weighted intuitionistic linguistic Maclaurin symmetric mean (WILMSM) operator. From the above analysis we can find that the Maclaurin symmetric mean has been extended to accommodate intuitionistic fuzzy values, uncertain linguistic arguments, linguistic intuitionistic fuzzy value, hesitant fuzzy value, Pythagorean fuzzy value, but fail in accommodating the situations when there exists interaction between membership and non-membership in Pythagorean fuzzy value. In real decision making problems, there are cases that the membership or non-membership is 0 of attribute value. If interaction between membership and non-membership is not considered, it may lead to unreasonable results due to the fact that other memberships or nonmemberships which are not 0 having no effect on the final aggregated results. To overcome these drawbacks, it is necessary to develop some new Pythagorean fuzzy aggregation operator based on the Maclaurin symmetric mean that not only capture the inter-relationships among Pythagorean fuzzy values but also capture the interaction between the membership and non-membership of Pythagorean fuzzy values.
The purpose of this paper is to develop some new Pythagorean fuzzy interaction aggregation operators including the generalized Pythagorean fuzzy interaction weighted averaging (GPFIWA) operator, the generalized Pythagorean fuzzy interaction weighted geometric averaging (GPFIWGA) operator. By using the Maclaurin symmetric mean operator, we present the Pythagorean fuzzy interaction Maclaurin symmetric mean (PFIMSM) operator and the Pythagorean fuzzy interaction weighted Maclaurin symmetric mean (PFIWMSM) operator based on the new Pythagorean fuzzy operation laws. Both the inter-relationship between input-arguments and interaction between membership and non-membership can be considered simutaneously in the PFIMSM operator and the PFIWMSM operator. Some properties of the new aggregation operators have been investigated and special cases of the new aggregation operators have been studied. After which, we apply the new aggregation operators to multiple attribute decision making. In order to do so, the rest of the paper is organized as follows. In Section II, some basic concepts about Pythagorean fuzzy set has been first reviewed. The properties of new operation laws for Pythagorean fuzzy set have been studied. In Section III, the GPFIWA operator and the GPFIWGA operator have been developed. In Section IV, we further present the PFIMSM operator and the PFIWMSM operator. In Section V, a new multiple attribute decision making method based on the PFIMSM operator and PFIWMSM operator is proposed. In Section VI, a numerical example is presented to illustrate the new method and some comparisons are also conducted. Conclusions are given in the Section VII.
II. PRELIMINARIES
Pythagorean fuzzy set [13] , [14] is the extension of fuzzy set and intuitionistic fuzzy set. We will review some concepts of Pythagorean fuzzy set and their operations in the following.
Definition 1 [13] : Let X be a fixed set. A Pythagorean fuzzy set P on X can be represented as follows
where x ∈ X , it satisfies the following condition 0 2 is the indeterminacy degree of x to X . For simplicity, (µ P (x), ν P (x)) is called a Pythagorean fuzzy number (PFN), denoted by (µ P , ν P ), where
and α 2 = (µ α 2 , ν α 2 ) be three PFNs, the operations are as follows [35] (1)
be a PFN, the score function [35] is defined as
the accuracy function [20] is defined as
Let α 1 = (µ α 1 , ν α 1 ), α 2 = (µ α 2 , ν α 2 ) be two PFNs. Yager and Abbasov [14] defined the following method to compare two PFNs.
(
, then α 1 = α 2 . Example 1: Suppose α 1 = (0.6, 0.4), α 2 = (0.5, 0.6), α 3 = (0.7, 0.0), the corresponding weight vector is w = (w 1 , w 2 , w 3 ) = (0.25, 0.4, 0.35), then α = w 1 α 1 ⊕ w 2 α 2 ⊕ w 3 α 3 = (0.6045, 0). This means v i have no effects on the overall results, which is not reasonable. In order to overcome this shortcoming, some new operational laws for Pythagorean fuzzy set have been developed. Definition 3 [46] : Let α = (µ α , ν α ), α 1 = (µ α 1 , ν α 1 ) and α 2 = (µ α 2 , ν α 2 ) be three PFNs, λ > 0, the operation laws can be defined as (1)
The first two equation can be rewritten as the following forms, respectively:
(1)
(2)
The results of above operations are still Pythagorean fuzzy number. We prove (1) and (3), others can be proved similarly.
Proof:
Thus, the result of λα is still a Pythagorean fuzzy number.
The new operation of Pythagorean fuzzy values have the following desirable properties.
Theorem 1: Let α = (µ, ν), α 1 = (µ 1 , ν 1 ) and α 2 = (µ 2 , ν 2 ) be three PFNs, then we have
Proof: We only prove (1), (3), (5), others can be proved similarly.
Example 2: If we deal with the problem in Example 1 with the aggregation laws in Definition 3, we can get the collective Pythagorean fuzzy value as α = w 1 α 1 ⊕ w 2 α 2 ⊕ w 3 α 3 = (0.6084, 0.4226). Since min{ν 1 , ν 2 , ν 3 } = 0 ≤ 0.4226 ≤ max{ν 1 , ν 2 , ν 3 } = 0.6. From the averaging point of view, the result got by using Definition 3 is more reasonable than that got by using Definition 2.
III. GENERALIZED PYTHAGOREAN FUZZY INTERACTION WEIGHTED AVERAGING OPERATOR

Definition 4:
. . , n) be a collection of PFNs. The generalized Pythagorean fuzzy interaction weighted geometric averaging (GPFIWA) operator can be defined as
where λ > 0, (w 1 , w 2 , . . . , w n ) is the weight vector with w i ≥ 0 and
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Proof
(1
Then Eq. (5) holds for n = k + 1.
Hence, Eq. (5) holds for all n from mathematical induction. Thus, Theorem 2 has been proved.
If the weight vector is taken as (
n ), the GPFIWA λ operator reduces to the generalized Pythagorean fuzzy interaction averaging (GPFIA ) operator as follows
If λ = 1, the GPFIWA λ operator reduces to the Pythagorean fuzzy interaction weighted averaging (PFIWA) operator [46] as follows
If λ = 1 and the weight vector is taken as (
n ), the PFIWA operator reduces to the Pythagorean fuzzy interaction averaging (PFIA) operator is as follows
If λ → 0, the GPFIWA λ operator reduces to the Pythagorean fuzzy interaction weighted geometric averaging (PFIWGA) operator [46] as follows
If λ → 0 and the weight vector is taken as (
n ), the GPFIWA λ operator reduces to the Pythagorean fuzzy interaction geometric averaging (PFIGA) operator as follows
Definition 5:
. . , n) be a collection of PFNs. The generalized Pythagorean fuzzy interaction weighted geometric averaging (GPFIWGA) operator can be defined as
)
Hence, Eq.(11) holds for n = 2. If Eq.(11) holds for n = k, that is 
Hence, Theorem 4 has been proved.
Theorem 5 (Idempotency):
If all α i = (µ i , ν i ) (i = 1, 2, . . . , n) are equal with α i = α (i = 1, 2, . . . , n) , then GPFIWGA λ (α 1 , α 2 , . . . , α n ) = α.
If λ = 1, the GPFIWGA operator reduces to the PFIWGA operator as in Eq. (8) .
n ), the GPFI-WGA operator reduces to the generalized Pythagorean fuzzy interaction geometric averaging (GPFIGA) operator as follows Table 1 .
It can be analyzed that the aggregated results based on the generalized Pythagorean fuzzy weighted averaging (GPFWA) operator ( [58] ) and the generalized Pythagorean fuzzy Einstein weighted averaging (GPFEWA) operator ( [41] ) are not reasonable since the non-membership degree is always 0 no matter what value of λ. This is due to the fact that the non-membership degree of α 4 is 0. Then the non-membership degree of α 1 , α 2 , α 3 , α 5 has no effect on the final aggregated results. Hence the aggregated results based on the GPFWA and GPFEWA operators are not reasonable. By using the GPFIWA operator and the GPFIWGA operator, the non-membership is not 0 and the aggregated non-membership is between the largest non-membership and the minimum non-membership. Hence the results by the new proposed interaction operators are more reasonable when there is non-membership is 0 or approaching 0. Since the arithmetic aggregation operator stresses the impact of the overall input arguments while the geometric aggregation operator emphasizes the balance of the input arguments, decision maker can select the corresponding operator according to their risk attitude and real needs.
IV. SOME PYTHAGOREAN FUZZY INTERACTION MACLAURIN SYMMETRIC MEAN OPERATORS
The Maclaurin symmetric mean operator was first developed by Maclaurin [50] , which can capture the interrelationship among arguments to be aggregated. The Maclaurin symmetric mean operator is defined as follows.
Definition 6: Let a i (i = 1, 2, . . . , n) be a collection of nonnegative real numbers, and k = 1, 2, . . . , n. The Maclaurin symmetric mean can be defined as
where (i 1 , i 2 , . . . , i k ) traversal all the k-tuple combination of (1, 2, . . . , n), C k n is the binomial coefficient. The MSM can be proved to have the following properties: a 1 , a 2 , . . . , a n ) ≤ max i {a i }. If k = 1, the MSM (k) operator reduces to the arithmetic mean operator as
If k = 2, the MSM (k) operator reduces to a special Bonferroni mean operator [59] (p = 1, q = 1).
MSM
(2) (a 1 , a 2 , . . . , a n )
If k = 3, the MSM (k) operator becomes a special generalized Bonferroni mean operator [49] (p = q = r = 1) a 1 , a 2 , . . . , a n )
. (16) If k = n, the MSM (k) operator reduces to the geometric mean operator
Definition 7: 1, 2 , . . . , n) be a collection of PFNs. The Pythagorean fuzzy interaction Maclaurin symmetric mean (PFIMSM) operator can be defined as
where (i 1 , i 2 , . . . , i k ) traversal all the k-tuple combination of (1, 2, . . . , n), C k n is the binomial coefficient.
Proof: For n = 2,
Hence, Eq.(19) holds for n = l + 1. From mathematical induction, Eq.(19) holds for all n. Lemma 2:
. . , n) be a collection of PFNs. Then
Proof. From Definition of PFIWA operator, we can get
and µ 2 
Then for k = l + 1, Based on the new operation law of Pythagorean fuzzy sets, the definition of PFIMSM operator and Lemma 2, we can derive Theorem 6. Theorem 6:
. . , n) be a collection of PFNs. The aggregated value of the PFIMSM operator is still a PFN and
Proof: By using Lemma 2, we can get
Therefore, we have
and
Moreover, from Theorem 1, we can get the results of PFIMSM (k) operator is still a PFN.
Theorem 7 (Idempotency):
Let α i = (µ i , ν i ) (i = 1, 2, . . . , n) be a collection of PFNs. If all α i = (µ i , ν i ) (i = 1, 2, . . . , n) are equal with α i = a = (µ, ν), then PFIMSM (k) (α 1 , α 2 , . . . , α n ) = α. Proof: Since α i = a = (µ, ν), then we have PFIMSM (k) (α 1 , α 2 , . . . , α n ) = 1 − ( 1≤i 1 <i 2 <...<i k ≤n (((1 − ( k j=1 (1 − ν 2 ) − k j=1 (1 − (µ 2 + ν 2 )))) 1 C k n ) − ( 1≤i 1 <i 2 <...<i k ≤n k j=1 (1 − (µ 2 + ν 2 ))) 1 C k n ) 1 k − ( 1≤i 1 <i 2 <...<i k ≤n k j=1 (1 − (µ 2 + ν 2 ))) 1 C k n ) 1 k 1/2 , 1 − (1 − (( 1≤i 1 <i 2 <...<i k ≤n (1 − ( k j=1 (1 − ν 2 ) − k j=1 (1 − (µ 2 + ν 2 )))) 1 C k n − 1≤i 1 <i 2 <...<i k ≤n k j=1 (1 − (µ 2 + ν 2 )))) 1 C k n ) 1 k 1/2 = 1 − ( 1≤i 1 <i 2 <...<i k ≤n (((1 − ((1 − ν 2 ) k − (1 − (µ 2 + ν 2 )) k )) 1 C k n ) − ( 1≤i 1 <i 2 <...<i k ≤n (1 − (µ 2 + ν 2 )) k ) 1 C k n ) 1 k − ( 1≤i 1 <i 2 <...<i k ≤n (1 − (µ 2 + ν 2 )) k ) 1 C k n ) 1 k 1/2 , 1 − (1 − (( 1≤i 1 <i 2 <...<i k ≤n (1 − ((1 − ν 2 ) k − (1 − (µ 2 + ν 2 ))) k ) 1 C k n − 1≤i 1 <i 2 <...<i k ≤n (1 − (µ 2 + ν 2 )) k )) 1 C k n ) 1 k 1/2 = 1 − ((((1 − ((1 − ν 2 ) k − (1 − (µ 2 + ν 2 )) k ) C k n ) 1 C k n ) −(((1 − (µ 2 + ν 2 )) k ) C k n ) 1 C k n ) 1 k − (((1 − (µ 2 + ν 2 )) k ) C k n ) 1 C k n ) 1 k 1/2 , 1 − (1 − ((((1 − ((1 − ν 2 ) k − (1 − (µ 2 + ν 2 ))) k ) C k n ) 1 C k n − ((1 − (µ 2 + ν 2 )) k ) C k n )) 1 C k n ) 1 k 1/2 = 1 − ((1 − ((1 − ν 2 ) k − (1 − (µ 2 + ν 2 )) k ) − (1 − (µ 2 + ν 2 )) k ) 1 k − (1 − (µ 2 + ν 2 )) k ) 1 k 1/2 , 1 − (1 − ((1 − ((1 − ν 2 ) k − (1 − (µ 2 + ν 2 j ))) k − (1 − (µ 2 + ν 2 j )) k ) 1 k 1/2 = (1 − ν 2 ) − (1 − (µ 2 + ν 2 )) 1/2 , 1 − (1 − (1 − (1 − ν 2 )) 1/2 = (µ, ν) = α.
Theorem 8 (Commutativity):
If α i (i = 1, 2, . . . , n) is any permutation of α i (i = 1, 2, . . . , n), then PFIMSM (k) (α 1 , α 2 , . . . , α n ) = PFIMSM (k) (α 1 , α 2 , . . . , α n ). Proof. PFIMSM (k) (α 1 , α 2 , . . . , α n ) = ⊕ 1≤i 1 <i 2 <...<i k ≤n ⊗ k j=1 α i j C k n 1 k = ⊕ 1≤i 1 <i 2 <...<i k ≤n ⊗ k j=1 α i j C k n 1 k = PFIMSM (k) (α 1 , α 2 , . . . , α n ).
Theorem 9 (Boundedness):
The property of Boundedness can be proved easily by using Theorem 6.
Some special cases of the PFIMSM (k) operator are discussed as follows.
If k = 1, the PFIMSM (k) operator reduces to the Pythagorean fuzzy interaction averaging (PFIA) operator as in Eq. (7).
If k = 2, the PFIMSM (k) operator reduces to a special Pythagorean fuzzy interaction Bonferroni mean (PFIBM) operator (p = 1, q = 1) as follows.
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Proof.
If k = 3, the PFIMSM (k) operator reduces to a special generalized Pythagorean fuzzy interaction Bonferroni mean (PFIBM) operator (p = 1, q = 1, r = 1) as follows.
If k = n, the PFIMSM (k) operator reduces to the Pythagorean fuzzy interaction geometric averaging (PFIGA) operator as in Eq. (9) .
If all 1, 2 , . . . , n) be a collection of PFNs. The Pythagorean fuzzy interaction weighted Maclaurin symmetric mean (PFIWMSM) operator can be defined as
where (i 1 , i 2 , . . . , i k ) traversal all the k-tuple combination of (1, 2, . . . , n), C k n is the binomial coefficient and W = (w 1 , w 2 , . . . , w n ) is the associated weighted vector with w i ≥ 0 and 1, 2, . . . , n) be a collection of PFNs. The aggregated value of the PFIWMSM operator is still a PFN and
If k = 1, the PFIWMSM operator reduces to the PFIWA operator as in Eq. (6) .
If k = n, the PFIWMSM operator reduces to the PFIWGA operator as in Eq. (8) . Table 2 .
If interaction between membership and non-membership is not considered, the PFIMSM operator and the PFWMSM operator reduce to the Pythagorean fuzzy Maclaurin symmetric mean (PFMSM) operator and the Pythagorean fuzzy weighted Maclaurin symmetric mean (PFWMSM) operator. If k = 1, the non-membership is 0 if the PFMSM operator or the PFWMSM operator is used to aggregate due to the non-membership of α 4 is 0 even though all the other non-memberships are not 0. The non-memberships have been reduced for other k since the non-memberships would be 0 if α 4 is included in the product. If the proposed operators are used in the aggregation process, the effect of non-memberships is not reduced by considering the interaction between membership and non-membership, which is more appropriate for the case that non-membership is 0 or approaching 0.
V. AN APPROACH TO PYTHAGOREAN FUZZY MULTIPLE ATTRIBUTE DECISION MAKING BASED ON NEW AGGREGATION OPERATORS
In this section, we present the detailed steps of new multiple attribute decision making method with the proposed operators under Pythagorean fuzzy environment.
For a multiple attribute decision making problem, suppose
. . , A m } is the set of alternatives, {C 1 , C 2 , . . . , C n } is the set of attributes with the associated weight vector (w 1 , w 2 , . . . , w n ) satisfying w i ≥ 0 and n i=1 = 1. The decision maker evaluates alternative A i with respect to attribute C j by using Pythagorean fuzzy value α ij = (µ ij , ν ij ) and the decision matrix is formed as D = (α ij ) m×n . Then the concrete steps of the new multiple attribute decision making algorithm with the presented aggregation operators under Pythagorean fuzzy information are listed as follows.
Step 1: The decision maker give Pythagorean fuzzy value α ij = (µ ij , ν ij ) when evaluating alternative A i with respect to the attribute C j and the decision matrix is formed as D = (α ij ) m×n . Transform the Pythagorean fuzzy matrix into the normalized decision matrix. If the attributes are benefit attributes, then the bigger attribute values, the better. If the attribute are cost attributes, then the smaller attribute values, the better. Transform the cost-type attribute values into benefit-type values and the normalized Pythagorean fuzzy decision matrix is got as D = (α ij ) m×n .
where α c ij = (ν ij , µ ij ).
Step 2: Aggregate the normalized alternative evaluation values α ij = (µ ij , ν ij ) (i = 1, 2, . . . , m, j = 1, 2, . . . , n) into collective ones α i (i = 1, 2, . . . , m) . If the attribute weights are known, we aggregate by using the PFIMSM operator.
If the attribute weights are unknown, we aggregate by using the PFIWMSM operator. The attribute weight vector can be got by using the existing methods [60] , [61] .
Step 3: Calculate the score and accuracy degree of α i (i = 1, 2, . . . , m) , respectively.
Step 4: Rank α i (i = 1, 2, . . . , m) by using the score degrees and accuracy degrees by the method in Definition.
Step 5: Rank alternatives according to the ranking the α i (i = 1, 2, . . . , m) and select the optimal alternative.
VI. NUMERICAL EXAMPLE
In this section, a practical example (revised from [62] ) is presented to illustrate the feasibility and practical advantages of the new method.
In many metropolises, there are more traffic jams with the increasing number of private cars. More time has been spent on the road. An effective way to reduce traffic jam is to construct metros, which has become a preferred way traveling in big city. There are many kinds of risk existing in metro construction process. If accident happens in the construction process, the project will suffer from great loss. There are still several planning subway lines to be constructed in Xi'an. In order to assess the possible construction alternatives for some metro line, decision maker mainly consider the following attributes: C 1 -technical risk, C 2 -policy risk, C 3 −environmental risk, C 4 −financial risk. After preevaluation, there are still five alternatives A i (i = 1, 2, . . . , 5) left for further evaluation.
A. DECISION MAKING STEPS
Step 1: The alternatives are evaluated with respect to the attributes with the Pythagorean fuzzy values and decision matrix D = (α ij ) 5×4 is formed as in Table 3 . Since all the attributes are in the same type, there is no need to transform and go to the next step directly.
Step Step 3: The scores of α i (i = 1, 2, . . . , 5) can be calculated by using Eq. Step 4: α i (i = 1, 2, . . . , 5) can be ranked according to the ranking of scores to get
Step 5: The alternatives can be ranked accordingly to get
The optimal alternative is A 1 .
B. COMPARISON ANALYSIS AND DISCUSSIONS 1) INFLUENCE OF PARAMETER k
Other k can also be considered in PFIWMSM (k) operator. If other k is considered, the results are shown in Table 4 . The ranking results of k = 1, 2, 3 are the same and A 1 is the optimal alternative. A 3 becomes the optimal alternative and A 1 becomes the suboptimal alternative when k = 4. In fact, when k = 4, the PFIWMSM (k) operator has reduced to the PFIGA operator and no interaction between arguments has been considered. Hence different ranking results are reasonable.
We can also use the PFIMSM (k) operator in the aggregation process in Step 2 and the results are shown in Table 5 . If the PFIWMSM (k) operator is used, the optimal is A 1 except for k = 4. While if the PFIWMSM (k) operator is used, the optimal alternative is always A 3 . The results are reasonable since different attribute weights can reflect the importance of different attributes. Decision makers can determine attribute weights according to their real needs and characteristics of the decision problems.
2) COMPARISON WITH OTHER METHODS
If operations of Pythagorean fuzzy values in Definition 2 are used in the aggregation process, interaction between membership and non-membership is not considered. The PFWMSM (k) operator or the PFMSM (k) operator can be used in Step 2. The results are shown in Table 6-Table 7 if these aggregation operators are used in Step 2 and others steps are similar to the proposed method. If interaction of membership and non-membership are not considered, the ranking results are different. In PFWMSM (k) operator, when k = 1, the nonmemberships have no effects on the final results in A 1 due to one non-membership is 0. This is not reasonable since all the other non-memberships are not 0, but they have completely no effect on the final aggregation results. Other aggregation operators can also be used in Step 2 including the PFIA operator, the PFIWA operator, the PFIGA operator, the PFIWGA operator, the GPFIA λ operator and the GPFIWA λ operator. The results are shown in Table 8 Table 9 . From the results we can see that results are different from that of the Pythagorean fuzzy interaction operators are in Table 9 . The evaluation value of alternative A 1 with respect to attribute C 2 is (0.9, 0.0). If the operation laws in Definition 2 are used, all the nonmemberships in A 1 have no effect on the final result in the aggregation operators including the PFA operator, the PFWA operator, the GPFA operator and the GPFWA operator, which are not reasonable. The shortcomings have been overcome by Pythagorean fuzzy interaction operators. Hence the results got by using the Pythagorean fuzzy interaction operators are more reasonable.
As discussed above, we summarize the differences of the proposed method from the existing methods as in Table 10 . The evaluation values are given in the form of Pythagorean fuzzy values, which are more flexible than other tools to model uncertain and fuzzy information. The inter-relationship between the input arguments have been considered by using the Maclaurin symmetric mean. The interaction between the membership and non-membership has been considered by using the new operation laws. Hence the new method can get more reasonable and scientific decision results.
VII. CONCLUSIONS
Considering interaction between membership and nonmembership of Pythagorean fuzzy values, we develop several new aggregation operators including the generalized Pythagorean fuzzy interaction weighted averaging (GPFIWA) operator, the generalized Pythagorean fuzzy interaction weighted geometric averaging (GPFIWGA) operator, the Pythagorean fuzzy interaction Maclaurin symmetric mean (PFIMSM) operator and the Pythagorean fuzzy interaction weighted Maclaurin symmetric mean (PFIWMSM) operator. Shortcomings have been overcome by using interaction operation laws of Pythagorean fuzzy values. We present the new multiple attribute decision making method based on the new aggregation operators. Numerical example has been proposed to illustrate the new method and some comparisons are also conducted to further illustrate advantages of the new method. In the future, we shall extended Maclaurin symmetric mean to other uncertain environments [62] - [65] such as interval neutrosophic sets, q-rung orthopair fuzzy sets, etc.
