Numerical processing of time-varying holographic information by Philip Parry (7203134)
LOUGHBOROUGH 
UNIVERSITY OF TECHNOLOGY 
LIBRARY 
I AUTHOR 
: ....... ____ ......................... r..~ .. P.::.~~ ... t ........ p.._ ....................................................... -............... :-... .. 
... :c:..~~ .. ::..~.: .............. 9.~.?:: .. ~ .. ~ .. ~.j.9..L .........................................................................  
VOl NO. CLASS MARK 
FOR R FERENGE or LV 

Numerical Processing 
'of 
Time Varying Holographic Information 
by 
PHI LIP PARRY 
A Doctorial Thesis 
. Submitted in partial fulfilment of the requirements for the ' 
award of the degr'ee of Doctor of Philosophy· of the Loughborough 
University of Technology. 
September 1974 
Supervisor Dr. I.A. Dempster, BSc, PhD. 
bepartment of ~lectronic and ~lectrical Engineering 
~ by PhilipParry, 1974. 
louShlo:· \!Sh U<1iversity 
of Tcc·,. 'r',! i:~j"'y 
--·_· __ '''.M ..... _" .••. __ .:..-
; .,1, ~ _:...:.;..~~ ___ :1j: ... __ _ 
Cid-';S 
'·.CC. 
No. 
ABSTRACT 
In optical imaging systems, waves diffracted 
by an object may be focused into an image by the eye. In 
most situations where non - optical wavelengths are used, 
the diffracted waves must be measured and converted to a 
visible representation of the object. Since the measurements 
are made at discrete points, a large number are normally 
required for good resolution and image aperture. It is 
desirable, therefore, to decrease ,the number of points, 
while retaining the image quality, so that the cost of the 
measurements may be reduced. A method is described which 
achieves this. 
If continuous wave illumination is limited to 
a finite number of cycles, the wavefront created by an object 
becomes time dependent at the sample points. By taking the 
samples at selected times, a set of values can be obtained 
which relates to a common volume in the object space. This 
volume will be only a small portion of the space and thus 
"requires measurements from relatiyely few sample points in 
order to describe it. A complete reconstruction can thus 
. b,e obtained by moving the common volume through the object 
. space using sets of samples from the same detector points 
·but taken at different selected times. 
The required numerical manipulation of wave 
information is illustrated by the generation of a kinoform. 
_This is a physical device from which an optiqal image can 
i 
be obtained using coherent light illumination, and is constructed. 
using information calculated from a digital description of 
an object. Similar mathematical techniques can be used for 
the reverse process of computing reconstructions from continuous 
wave data. 
The suggested method has been applied to simulated 
wave data. There is a large reduction in the number of sample 
positions requ~red to obtain reconstructions of similar 
quality to those of the continuous wave method • 
. --. 
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CHAPTER ONE 
INTRODUCTION 
The most usu~l way of detecting and identifying 
objects around us is by looking at them with our eyes. A 
record of what is seen may easily be made using photography. 
There are instances; however, when these types of optical 
processes can not be applied, such as in the dark, in IOg 
or underwater. 
One way to overcome this problem is to illuminate 
the object with waves of different wavelengths from light, 
many of which have relatively good transmission properties 
in various media of interest. Unfortunately, neither the eye 
nor (in most cases) photographic materials can detect these 
frequencies, and so detectors for these particular wavelengths 
have to be constructed. The information thus obtained has 
then to be converted into a form which can be appreciated 
by an observer. 
There are many techniques of object detection' 
and imaging in common use including radar, X-ray imagery 
and holography. The system which is closest to the optical 
processes as used by the eye, involves measuring a wavefront 
scattered by an object and proceSSing it so as to simulate 
the action of a lens. This type of process is theoretically 
realisable but is limited in practice by the number of detector 
positions required to even approach the information content 
of, say, a photographic film. 
1 
Vfuen illumination using long wavelengths, relative 
to those of light, is adopted, the wave front diffracted by 
an object maybe measured and an image constructed. 1~ere 
are many techniques for performing this process, but they 
all require that a large amount of data be collected from 
the wavefront. This is actually acheived either by using 
a large number of detectors or by having a reduced number 
and mechanically scanning the wavefront to produce the real, 
or in some cases a synthetic, wave front record. An image is 
then obtained from this information, generally by means of a 
physical optical process. However, an alternative to this is 
J 
to numerically process the measured data using a computer. 
This form of processing not only has the advantage of being 
rapid to perform, but also enables the use of techniques 
which could improve the whole system. 
It is the aim of this thesis to propose a 
system which will. use the versatility of numerical processing 
to enable a reduction to be made in the number of sampling 
position~ required, whilst retaining a reasonable quality 
image. The proposed method will use wavefronts which vary 
with time in order to obtain information which will compensate 
for that lost by reducing the array size. 
2 
CHAPTER. TWO 
BAt:KGROUNJ) TO THE NUMERICAL ANALYSI!:) OF WAVES 
2.1 Introduction 
The aim of this chapter is to present an introduction 
to the fundamentals of the numerical manipulation of waves. 
The principles involved are well illustrated by the theory 
of the generation of kinoforms (reference 1). A kino form 
is a transparent plate, having a surface profile determined. 
by the-phase across a wavefront (fi~e 1). This wave front 
may be reconstructed from the plate by passing a plane wave 
of the correct frequency through it. Since the wave travels 
at different speeds through differing media, the various 
delays due to fluctuating thickne~s of the material superimpose 
the original phase distribution upon the plane wave. 
In order to produce a kino form it is therefore 
-necessary to know the phase values of the wavefront. In terms 
,of light wavelengths it is impossible to measure these phases 
and so ~ kinoform can only be produced from computed values. 
When lower frequencies are used however, it would be possible 
to measure the phases and thus produce a kino form. This 
chapter will, however, desc~ibe·a-means~for numerically 
generating the required phase values .• 
) 
3 
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2.2 Computing Wavefronts 
There are a number of approaches to the problem 
of calculating values in a wavefront. The method by which 
the object is illuminated and the way in which it is 
described are the first problems. It is then necessary to 
decide whether to describe the wavefront propQSation 
accurately or by some approximation. From the point of view 
of ease of implementation and hence computational economy a simple 
approximation is desirable and a method incorporating this 
principle will be described. 
In order to compute the values in the wave front 
generated by an object, it is necessary to describe that 
object in some discrete form. To make analysis of the 
wave front simple, an array of point sources or reflectors 
is a good representation of an object. The prop&sation I 
of a wave from a point source is described by the expression:(ref~ 2); 
- heR) A = -R exp (-jkR) (R';> 0) ••• (2.1 ) 
where: heR) is the complex value of the wave at a 
A 
R 
k ... 
distance, R, from the source 
is the magnitude of the wave at a distance, R, 
from the source 
~ )... 
is the wavelength of the wave 
It can thus be seen (fig. ,2) that the value of the 
" 
wavefront at a given point in space is the superposition 
of the waves generated by each source, i.e. 
5 
(' 
where: 
I 
h =L 
P i=1 
I 
=L. 
i=1 
exp(-jkR.) 
~ ••• 
(2.2) 
h is the complex value of the. wave at point, p. p 
I is the number of sources comprising the object. 
Basically the problem of computing a wavefront 
and hence a kinoform is now reduced to evaluating the 
equation (2.2) for as many points, p, in the ~ave as are 
required. However evaluation of such a summation for many 
point sources at a large number of positions involves much 
computation, and a means of reducing this is desired. 
"The first step in the simplification of the 
wavefront computation is to rationalise the object description. 
The obj"ect points are therefore constrained to lie on one 
of a set of specified _parallel finite planes (fig. "3a).' Furthexmore, 
these planes are divided into a sampling grid such that any 
object.point must lie on one of the equally spaced sample. 
positions (fig" "3b). The whole object is then described by the 
magnitudes.and phases of point sources (w~ich may be of zero magnitude 
where no object exists) at each of the above defined sample 
points. 
In most practical cases it is desired to know 
~he wave front values across a plane. A method for calculating 
these for a single plane of an object space," parallel to 
the wavefrcnt plane will be developed. 
6 
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2.2.1. Fresnel Approximation 
In order to evaluate equation(2.2) it is necessary 
to substitute values for Ri. Refering to figure 
can be seen that: 
2 2 2 i Ri = (X. + Y. + z ) ~ ~ 
.4 it 
To simplify this expression, the point, p, on 
the wave front is restricted to ~(.tvo\d_v the Fresnel region (ref. 3) 
with respect to the object. This region is defined such that 
the range is greater than the object aperture (i.e. z;o X.;z>Y.). ~ ~ 
Al ternatively, the angle' subten~ed by. the ooject aperture 
, ~ \ .;.. 
-
at the point, p, has to be small(section 2.4~2). Given this 
1 
approximation, the value of Ri in the term, ~ , of equation(2.2) 
~ 
may be considered' constant and' taken outside ·the"summation. 
For.the phase term however the value of Ri must be evaluated~ 
although an approximation may be introduced, to simplify the 
expression. Thus for the magnitude term: 
.Ri = z 
and in the phase term: 
2 2 2 )i R. = (X. + Y. + z 
~ ~ ~ 
by using the binomial expansion and neglecting 
higher terms. Thus equation (2.2) becomes: 
1 h = pz exp( -jk(z+ 1-2 (x.
2 
+ y.2))) 
z ~ ~ 
8 
••• 
Figure 4 JValue at/one detector 
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Definition of the origin 
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, 
This expression deals only with a single position on the 
wavefront and it is now necessary to extend it to the case 
of many such positions. 
2.2.2. Wave front across a Plane 
When building a receiving array it is usual 
and convenient to place all the receiver positions·in a plane. 
This plane is chosen to be parallel to the object plane. 
It also ~urns out to be most simple to compute a wave front 
across such a plane. 
Equation (2.4) is based on the assumption that the wave front 
origin is at. the sampling point, p. When many sampling points 
are involved, it ~ecomes more convenient to have an arbitrary 
fixed origin (fig. :5). It is readily seen that with this 
new origin, equation (2.4) becomes: 
h(x,y) 1 c-
Z 
If ~, the phase term in the exponential, is expanded: 
arid split up into a product of exponentials, 
. I r: 1 2 2 :l} .~xPtkLZ + 2z(x + y )J -may be taken outside the summation 
as it does not contain terms dependent on tit. Thus: 
••• (2.6) 
It has been stated in section 2.2 that the object 
will be considered to be made up of regularly spaced sample 
points. The wave front sampling positions may be similarly 
placed on a regular sampling grid. Thus if: 
Y. = mLSt'; 
~ 
x = ptl.x; y = ql!!y; 
where l,m~p,q are integers 
equation (2.6) may be expressed in a discrete form 
eX{jk IEbx.lt.X : gIl.Y.mAY~ ••• (2.7) 
where LAX and MAY define the object aperture. 
The numerical evaluation of a.summation such as 
that in equation (2.7) is extremely time consuming. It is 
now well known that similar summations in the 'form of a 
discrete Fourier transform (D.F.T) may be computed very 
quickly by means of an algorithm commonly refered to as 
the fast Fourier transform (F.F.T) (reference 4). 
The definition of a discrete Fourier transform 
in one dimension is given by equation (2.8). 
f: (pbx) • ~ 
1=0 
F(lAX) exp [j.2 11' ~'PL1 J ... (2.8) 
F(lAX) 
'Comparing this to equation (2.7) it can be seen 
that setting the final exponential, 
11 
exp o~ (E! ~) J ~" L + M results in the summation 
of equation (2.7) becoming the Fourier transform of 
. 
ok 2 2 A(16X,m~Y) exp -~ «16X) + (mDY) ). 
This case may be obtained when: , 
. ~ pI.h MX = 2ii .E!. 
z L 
A zA ~x=-LAX or 
similarly, 11. z>.. uy =-M/:;.Y 
Equation (2.7) may now be written: 
••• (2.9) 
1 [0 1 2 2 ;! h(pAx,qhy) = z exp ~Jk(z + 2z«p6x) +(qAy) )~; a(p4x,qAy), 
where: 
••• (2.10) 
thus enabling use of the F.F.T. for evaluation of the summation. 
2.2 • .3 Utilisation of· Periodic Properties 
'By definition the F.F.T. produces L x M values. Thus 
equation (2.10) implies that h(pllx~qAy) is found for ': i· . 
( 0<p<L-1; O<q~I-1 ). However a property of the F.F.T. is that 
it is periodic in p and q or: 
F (pAx,qAY) < Pr) f(ltu,I1uW) 
for p ~ (IoL-1) + p 
I and J are integers 
q ~ (J·M-1) + q 
12 
j 
Hence the F.F.T. has only to be calculated once for the whole 
vravefront plane (within the limits of approximations), the values 
for h{pDoc,q~) being calculated from the product of the appropriate 
element of a{~x,q4y) and the exponential term, 
~ exp[-j~ (z + ~z«pllx)2 + (q6y )2)j.. 
If there is no noi;:;e in the system then there is 
no need to use this property as all the information about the 
object is contained in the basic block. The periodic blocks 
would therefore be redundant. However, as noise is always present 
{sect. 2.4.4.),it is generally desirable to have as many redund~t 
blocks as possible. 
2.2.4. Three- dimensional Objects 
The discussion to this point has been about a 'two dimensional 
plane object. It is clear that a three-dimensional object may 
, 
be described by a number of such planes. The final wavefront 
values can be obtained by adding the wave fronts produced by each 
object plane at the kinoform plane. It is thus necessary to perform 
an F.F.T. for each object plane and so the computation time is 
proportional to the n~~ber of such planes. 
This method is complicated by the masking effect 
of planes on those behind. To overcome this problem is impossible 
using the method described as the masking is different for each 
kino form point and use of the F.F.T. demands that the object is 
the same for calculating the whole wavefront plane. Thus three-
dimensional objects must be restricted to' those in which such 
masking does not occur, unless special effects are required. 
The values in the wave front are situated at fixed 
discrete pointso However, there is, inherent in" the computational 
method, a relationship between the spacings of these and the object 
points, which is dependent on the perpendicular distance between 
13 
/ 
planes (equ. 2.9). Thus each object plane must have different 
spacing between its component points so that these conditions are 
satisfied. 
The principle of the kino form relies on the magnitude 
~f a wavefront being approximately constant. When the object 
descriptions so far used are employed, this is rarely true as 
interference produces definite magnitude variations. To help 
to ensure a reasonably constant wave front magni~ude, the phases 
of the object points may be chosen randomly. This will have no 
direct effect on the reconstructed image as it is o~ly the 
intensi ty which is of interest. It is clear however~.that, given 
a sufficient number of object points with random phases, the 
magnitude of the wavefront will have a statistical distribution 
about some constant value. 
An explanation of this property is derived from 
fundamental statistical laws (see for example ref. 5 ). It will 
be assumed that each object point is assigned a random phase value, 
0r(l). Thus the term under the summation of equation{2.7), 
simplified to one-dimension, becomes: 
where x=pAx =.constant 
for a given value of p, that is for the summation at one wavefront 
point. Thus the phase term is: 
As this is solely a function of 1 and is the sum of deterministic 
and random values, the whole expression may be replaced with 
14 
another random variable, ~'(l). Thus equation(2.11) becomes: 
r 
As the sum of random numbers produces another random number, 
which has an approximately Normal Distribution according 
to the 'Central Limit theorem' then: 
It can be shown that by a suitable choice of probability distribution 
for the original random numbers, the distributions of F1rand F2r 
may be _-made more normal. 
The magnitude of f will be: 
In Chapter 7 of Papoulis (ref. 5 ), it is shown that the function 
1ft has a Rayleigh distribution which is shown in fig. 6. The T 
variance of the distribution will depend on the variance of 
F1r and F2r which will in turn be a function of the number of 
terms in the summation. Thus if there are many terms in the 
summation there is a high probability that the magnitude distribution 
across the wave front will be nearly constant. 
When the complete set of summations for each wavefront 
point, p, is performed, there will be a deterministic relationship 
"between the values of F1r and F2r across the wave front as: 
A(1L\X) exp[j mr(l)] exp[-* (lbX)2] 
, 
is the same in each case. This ensures that -the object information 
is transmitted to the kinoform. 
15 
Gr2 is the variance of the component si~~ls 
e is the exponential 
Figure 6 The Rayleigh distributiori~'-'" 
16 
When random phase is to be applied to the object 
it is unnecessary to evaluate the total phase of the expression 
above as it is a random variable itself. Thus, when computing 
a wave front in this case, a(p4x,q~y) in equation (2.10) becomes: 
where 0 <0: (I,m) <27\ 
r 
2.3 Kinoforms 
2.3.1. Production of Kinoforms 
exp j 0: (I,m) 
r 
and 0: (I,m) is a random variable. 
r 
As described in section 2.1, a kinoform is a device 
containing the phase information of a wavefront. Hence. the phase 
of equation (2.10) is used to .cons"truct the device. 
There are several methods of constructing a kinoform 
(e.g. ref.1J6). In 
phase is quantised 
the most basic, the computed (or measured) 
into n levels from 0 to (n-1). ZW. A grey scale 
n 
is established with n levels such that zero phase is white and 
(n-1). ~ is black. In practice these levels are established 
n 
by the amount of exposure given to a photographic emulsion. The 
mask for the kinoform is made by filling a rectangle about each 
computed sample point with the appropriate grey level. The mask 
is then photoreduced in size and the black exposed halides of the 
L 
emulsion bleached away leaving a completely transpare.nt slide. 
It happens that the exposing and bleaching process. on the film 
. . .. 
causes contraction of the emulsion proportional to the amount of 
exposure. Thus by careful control of the processes it is possible 
to ensure that a variation in thickness of the emulsion occurs 
11 
such that a phase value of 2" on the slide retards a reconstructing 
beam passed through it by one wavelength more than a value of 
zero. 
2.3.2 Optical Reconstruction from a Kinoform 
Production of an image from a kinoform, or any other 
holographic type device, is based on a reconstruction of the 
original captured wave front. In the case of the kinoform where 
the magnitude of the wavefront is assumed constant, it is just necessary 
to impose the phase distribution on a constant magnitude coherent 
plane wave. This process employs the principle that light travels 
at different speeds through different materials and that the 
phase of a wave is a measure of its time shift relative to another. 
Thus a wave passing through the kinoform material will be retarded 
in time and have a different.~hase from that of the wave travelling 
through air. It is therefore arranged that the profile· of a 
kinoform is such that the thickness variation corresponds with 
the required phase delay to reconstruct the original wavefront. 
The kinoform is illuminated with a coherent plane wave 
of light (fig; ·7) and the original diverging wave front is 
produced. This wave front is then focused by a lens (which may 
be the eye ·lens) in the same way as if it was being generated 
directly by the object. 
2.3.,. Multiple Images 
The method used for generating a kinoform uses a 
discrete Fourier transform. The D.F.T. is a periodic process 
and this property is used in building up a large r~dundant 
kinoform. The periodicity is due to the fact that the object 
has a finite s~plang~rate. In practice it is also true that 
. the kinoform has discrete samples and it follows that. the 
reconstructed image is also periodic. Thus when a reconstruction 
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sc:zreen 
is performed, the image is repeated all over the plane, the 
separation between each being the object aperture as defined in 
the expressions of equation (2.7)0 
2.4 Approxl.mations and Conditions 
2.4.1. Introduction 
The processes which have been and are to be described 
are mainly performed digitally. The result is that they are all 
subject to the usual numerical constraints such as quantisation, 
finite limits and sampling. Many of the constraints are similar 
to those experienced in real (as opposed to complex) time-frequency 
signal processing (appendix A ). The others are introduced through, 
the desirability of employing the Fourier transform, and 
impose condiUons on the physical geometry of the sy~tems used. 
2.4.2. Geometrical Approximations 
In order to obtain the expression in equation (2.4), 
it was necessary to neglect terms in a binomial expansion. The 
expression to be expanded is, reducing the problem to two-dimensions: 
The binomial expansion gives: 
X~ 
~ 
+- -
2z2 
. 4 
X 1· i 
-- + 8 4 z 
......... ) ••• 
Sincez is to be greater than X., the fourth': term 'can" be_complete~y 
" ~ 
. " 
neglected. In the theoretical development, exp(-jkR.) or 
. ~ 
cos(kR.) - j sin(k..ll. ~ is found. The trignometric functions 
~ ~i 
effectively find the modulo (2n) value of kRi • Thus for the third 
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term to be neglected, its product with kz must be substantially 
less than 2". i.e. 
1xi kz --8 4 
z 
« 2« 
If the tolerable error is represented by E,1o, then: 
1xi E 
kz 8" 4 < 100 2" 
z 
••• 
To make this condition meaningful when an array of 
object points is being considered, it is the maximum x. to which 
1 
this condition must be applied. However in general, most computed 
values for R. will have smaller errors .than in the case of 1 . . 
maximium X. and the overall error effect will be less. In 
1 
addition these errors apply to each element in the sUmmation which 
produces the final wavefront. However, as the summing operation 
is performed on the complex exponential of the errors, there 
will be a certain amount of random cancelling. It is difficult, 
therefore, to estimate the overall effect of this approximation 
error. In practice it has been found that E = 2~·~ for maximu.'1l 
x. gives acceptable results, although slight geometric distortions 
1 
do occur. 
To appreciate the effects of the errors incurred 
by neglecting the higher terms of the binomial expansion, it is 
useful to consider a two-dimensional situation (fig. 8). The 
·~hase value at P is calculated from the approximate value 
of R., R! • This phase is the same as if the point source had 
1· ~ 
been situated at the approximate distance R!·- from P and calculated 
1 
exactly. As the physical reconstruction does not appreciate the 
existance of the approximat~ons, it can be seen that the point 
21. 
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d'etect6rs 
source will appear, to each point across the wavefront, to be 
in a slightly different place. The result will be, that, in the 
reconstruction, the energy of the point source will be spread 
over a small volume (figure 8) and thus have a reduced maximum 
amplitudeo Note also that the reconstructed area will be concentrated 
slightly further from the wavefront.than is correct. Hence the 
image will be slightly displaced from its true plane and position. 
and the extent of this displacement will depend on the amount of 
r 
error introduced in a particular geometry (se.e· appendix C). 
Vfuen a general object is simulated, the final measured 
wavefront is merely a superposition of the individual waves 
generated by each source. Thus it may be assumed that the approximations 
will effect each image point individually in the same way as a 
single point. 
As the energy of a point source has been spread over 
a small volume (in the ·three-dimensional situation), the energy 
at a given point in a reconstruction will be reduced accordingly. 
The effect of the geometrical approximations therefore is to 
produce blurred image points with a lower intensity than in the 
original object. Thus the signal to noise ratio will be degraded, 
a factor which would be more significant in 'grey' objects than 
in the binary objects used in the experiment described later. 
2.4.3. Fourier Transform Conditions 
The method for computing a wavefront (section 2.2.2.) 
involves the use of a discrete Fourier transform. In order that 
the transform may be utilised the conditions (equ. 2.9): 
b:x = 
z). 
LAX 
6y z >... = MAY 
must be imposed. The effect of these conditions is to limit the 
resolutions and apertures of the object and wavefront to fixed 
relationships. However these restrictions are those which have 
been imposed by the discrete nature of the sampling (see' appendix'A ). 
Thus with an object aperture given by L6X, the total wavefront 
information is s~fficiently captured by sampling at everytlx metres • 
. 2.4.4. Quantisation Noise 
If the number of quantisation levels in a kino form 
is infinite, and the sampling rate suffi'cient, a basic block, with 
the same number of resolution points as the object, would be 
adequate for an accurate reconstruction. However, in practice, 
there is finite quantisation which will produce noise in the 
reconstructed~.image similar to that produced by the geometrical 
approximations (ref. 1). This noise may be reduced by using 
the periodic properties described in section 2.2.3. Obviously 
each periodic block contains the same object information as all 
the others and is therefore basically redundant. However, each 
redundant block produces ~heisame image but,in general, with 
d:tfferent noise. As the noise viiI 1 tend to be random, the image 
is reinforced by many blocks, while the noise is reduced. Thus 
more blocks will produce a less noisy, more accurate image. 
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In general, therefore, it is best to incorporate as many blocks 
as possible in the kinoform, especially when there is likely to 
be a lot of noise generated such as when there is only a small 
number of quantisation levels. 
2.5 Experimental Results 
In order to establish the validity of the method, 
·a crude kinoforrn was generated and an image reconstruct~d. The 
resul ts are shovm in figure .. -9. 
2.5.1. Generation of a Kinoforrn 
A computer program was written implementing the random 
phase method described in this chapter. The only practical 
output device available on the computer was an incremental 
X - Y plotter, which was only able to produce a binary output, 
either black or white (plot or no plot). As the output was to 
be binary, a significant amount of information would be lost in 
a single block kinoforrn due to the quantisation error. So four 
blocks were used to increase the signal content through the 
redundant information (see sect. 2.4.4.). Ideally better results 
could have been obtained by use of more redundant blocks, but 
the plotting time was a limiting factor. 
Figure 9a shows the object array of 64 x 64 elements 
which was fed into the computer program. The generated kinoforrn 
mask of 128 x 128 points is shown in figure :. 9b. In this mask 
the black areas represent a phase value of ii, and the white, zero. 
The computer took approximately forty seconds to calculate the 
quantised phase values. The mask was approximately Oo2m square 
and so had to be photographically reduced to the final required 
size of 1.28rnrn square. The bleaching was carried out during the 
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processing of the film and the result was a binary kinoform of 
the object as shown in figure 9a. 
2.5.2. Optical Reconstruction from the Kinoform 
To obtain a reconstruction from the kinoform, it had 
to be ill\uninated bya coherent plane wave. As can be seen in 
figure '.10, this was produced by expanding a laser beam using 
two lenses. The wavefront coming from the kinoform was then focused 
into an image using a lens. Unfortunately the size of this image 
was approximately 1n:un square and obviously impossible to see' 
directly. It was therefore necessary, using a microscope objective, 
to magnify this image to a reasonable size. The result is seen 
in figure' 9c. The,photograprr was taken of the central image, 
but there were a large number of the multiple images visible. 
The spreading effect on the reconstructed point sources, discussed 
in sections 2.4.2. and 2.4.4. can be clearly seen. The actual 
range . of this image was unknown as there were so many possible 
errors in the system due to the properties of the lenses, and 
so on. .It was therefore not possible to establish the effect on the 
range of the geometrical errors. 
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CHAPl'ER' THREE 
NUMERICAL RECONSTRUCTION FROM CONTINUOUS WAVEFRONTS 
3.1 Introduction 
The principles of a kinoform, described in the previous 
chapter, illustrate a means of computing a wave front generated 
from an object. The inverse process, that is reconstruction of 
an object from a given wavefront, is also of interest and similar 
numerical techniques may be used. 
There are many approaches to the analysis of reconstructions 
, from wavefronts and they are based eithe~ on the different means 
/\ . 
of phy~ical manipulation of such waves or 'backward propagation' 
of the wave (ref. 8,9 ). However, as may be expected, all 
the different approaches yield similar results (as there is only 
one original object) and also employ ,similar methods of c~lculation. 
3.2 Analysis of the Reconstruction Process 
3.2.1 Introduction 
The purpose of reconstruction from a wave front is to 
reproduce the values which were present in' an original object 
space. 'A simple method of achieving this reproduction is to 
perform the inverse of the process which produced the wave front 
values. This method will therefore be described. Physically it 
is perhaps clearer to view the problem in terms of a real optical 
system, and a brief analysis of a lens simulation may be found 
in appendix B • The results obtained are, of course, similar. 
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3.2.2 'l'he Inverse of the Wave front Formation Process 
It has been stated in the chapter on kino forms that 
the.wavefront value'at any position due to a point source is 
given by equation (2.1) : 
h(R) A = R exp (-jkH) 
It can be readily seen that if this value heR) is multiplied 
Py RI exp (jkHI) then, if RI is equal to R, the result is the 
original complex source value, A. Obviously a single wave front 
value being processed 
the magnitude of this 
in this way indicates very little as 
RI product will be B: multiplied by A 
and will thus vary only slowly throughout the space, the phase 
having no effect on the result. When there is more than one 
wavefront value however, the contributions from each have to 
be combined to produce a value at the point of interest. This 
combination is performed by vectorially adding the appropriate 
values so that the image, I, is given by : 
I = • R 
s 
exp (jkH ) 
s 
... 
Now it is clear that the magnitude of I will be large when 
the components of the summation are in phase and this will only 
occur, for a large S, when an object was originally present at 
the chosen point. Since the process is linear, and therefore 
superposition applies, this process is valid also for a number 
of points in the object. 
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3.2.3 Derivation of a Discrete Reconstruction Method 
As stated in chapter two, discrete processes may 
best be operated using planar systems with regular sampling. 
Equation (3.1) may therefore be rewritten in terms of the image 
and wave front discrete values as shown in figure 11 
1-1 M-1 
r(p&;,q6y) .,. L) R. h(1LlX,mLlY) exp[jkR] 
1=0~ 
where, R • R (pLix,q.6y,lAX,mAY) 
••• 
h(lbX,moY) is an array of complex values across 
a wave front 
As in the theory developed for a kinoform, R in the magnitude 
may be considered approximately constant, and in the phase 
term may be approximated so that: 
I(p4I;,q.<v)= R exp{Jk[Z + (Ellxi::(gll.y)2]} • 
$1 ~ h' (l&,maY) exp fJ( ~ + if- )1 ••• (M) 
1 .. 0 maO 1 
where h'(lAX,mAY) • h(1l\X,mAY) exp~[(1l\X)2 + (mAY)1··· (304) 
which may be written by incorporating a discrete Fourier transform 
(section 2.2.2) as: 
I(p4I;, q~)a R exp tk [z + ()?l!xl::(q6,d y. a(pllx, q~) . • •• 
where a(p6oc,q~) < F.T.) 
Thus equation (3.5) represents a means of obtaining the complex 
values of an image in a plane a distance, z, from a set of 
measured wave front values. 
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3.2.4 Application to a Reconstruction Process 
It has been shown in the previous section that the 
complex values of an image in a'plane, a given distance from 
~ set of wave front values, may be obtainen using equation (3.5). 
In practice however, it is the magnitude of the image which 
is of interest as the phase carries no information which is 
of use to the eye. Thus equation (3.5) may be modified so that 
it is only the modulus of, I, which is obtained. Thus: 
• •• 
where, R, has been ommitted because it is nearly constant for 
all values of p and q and, again because of the detection properties 
of the eye, a normalised magnitude is all that is required. 
Thus production of an image is merely an evaluation of: 
fI(pe..x,ql\y")1 ~ I F.T.I 'h(l£lX,mbY) exp ~~1bX:)2 + (mAY)~ ... (3.7) 
. 2z 
It should also be remembered that the conditions in equation (2.9) 
also apply to the reconstruction situation since a discrete 
Fourier transform has been incorporated. 
In order to perform a reconstruction from a set 
of wave front values, they must be modified by the exponential 
term in equation (3~7). Thi.s term is dependent on the fixed 
geometry of the wave front array and the wavelength of illumination, 
as well as the distance between the desired image plane and 
the wavefront array. This range may be selected at will, in 
order to vary the position of the reconstruction, but it also 
effects the sample spacing in the reconstructed image (q.v. eqn.2.9). 
Thus the angular resolution of the image remains constant while 
the planar resolution is .variable, according to range. Having 
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obtained the modified wave front values, it is then necessary 
to find their Fourier transform, take the modulus of the result, 
and the image may then be displayed as a normalised representation 
of the values obtained. 
3.3 Implementation of the Numerical Reconstruction Method 
3.3.1 Introduction 
The principles of performing a numerical reconstruction 
have been described in the previous sections. However, when 
it becomes necessary to implement the method, there are further 
complications to be considered. 
3 •. 3.2 Position of Reconstruction 
When a discrete Fourier transform is used to execute 
the summations involved in. the reconstruction process, the image 
is produced in an area on a plane parallel to the wavefront 
plane and with its origin lying on the perpendicular through 
the detector plane origin (figure 1?) •. It· is probable however, 
that the object did not fall within the limits of this image 
area, but provided that it was not larger than the reconstruction 
image area, it will be reproduced, although cyclicly shifted. 
This may be explained by the properties of the discrete Fourier 
transform. 
The discrete Fourier transform is used with the 
assumption that both the input and output sets of values are 
part of a periodic waveform~ Thus, in this case, the output 
values will be repeated all over the reconstruction plane. 
This indicates that, if only the area in which the object was 
situated is considered, an exact imag~ will be seen (figure 12). 
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Numerically the image obtained is that at the origin (figure 12), 
but it is clear that this may be oyclioly shifted according 
to the desired image position so that a true representation 
of the image is obtained. When the exact object area position 
was known it is easy to produce a correct image, but otherwise 
it would be necessary to perfo'rm the shift experimentally until 
the desired image is observed. This means that it is not possible 
to establish the exact position of the object in the plane 
from the information obtained by this process. 
3.3.3 Focused Reconstruction 
As all practical objects are three dimensional, 
and most display' devices present a two dimensidnal image, it 
is necessary to be able to focus on to different planes throughout 
the object space. This will produce reconstructions which contain 
both clear and undistinguishable information corresponding 
to focused and unfocused images as encountered' in optical, irnaging 
systems. 
The information about all the planes through the 
object space is contained in the wave front information which 
has been recorded. Thus, when a reconstruction plane is chosen 
as described in section 3.2.4, an image of that plane is formed 
by the recombination of the waves, but in addition there will 
be partial vectorial agreement between waves corresponding 
to the out of focus images of other nearby planes. This property 
is inherent in the physical process and cannot be avoided, 
but generally the blurred images may be brought into focus 
and identified. It would be possible, having thus focused an 
unwanted image, to delete it from the complex image description 
and numerically produce a new set of wave front values. Subsequent 
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1-;' 
reconstructions would then no longer contain a reference to 
this image. 
3.4 Restrictions of the Method 
In order to reduce the complexity of the calculations 
and enable relatively fast processing to be utilised,-approximations 
and conditions have been encountered in developing this method. 
They are similar to those involved in the computation ofa 
kinoform, the methods being basically similar. There are also 
further complications peculiar to this process. 
3.4.1 Effect of Approximations 
The approximations involved in developing the theory 
for this method are similar to those for the kino form described 
in section 2.4. The conclusions regarding the tolerable errors 
are equally valid for numerical reconstruction. 
The effects of these errors are however slightly 
different. Consider a simple case of a point source and two 
wavefront detectors (figure 13). If an exact reconstruction 
was performed from the two values, the distances, R1 and R2, 
would be involved in the mathematics. Now,;.ln the numerical 
method adopted, approximations are made to the values of R1 
and R2 so that they are in fact slightly larger than the true 
values (see equation (2.12)). Thus to obtain an exact vectorial 
combination of the approximate waves to reconstruct the point 
source, it would be necessary to ensure that these incorrect 
values of R1 and R2 approach the correct ones. This would be 
partially accomplished by the shifting of the reconstruction 
plane towards the··wavefront byreducing, z. Even so it 'is unlikely 
that the approximate values could both be made equal to the . 
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required actual values of R1 and R2- This would indicate therefore 
that when a particular value of, z, is chosen, the reconstruction 
obtained will belong not to that chosen plane but to one a 
little further away. Also, as the values for R1 an~ R2 will not 
both be exact, there will be a reduction in the magnitude of 
the image since the two vectorial components will not have 
the correct relationship. 
Although the above paragraph describes the overall 
effect of the approximation errors, a slight correction for 
them may be obtained by increasing the value of, z, which is 
used in the reconstructing process. An explanation for this 
effect may be found in the mathematics of the reconstruction 
process. The reconstructed value of a single image point is 
given by equation (3~3 &3~4): 
The term outside the summation, which contains. the main range 
term, is not used in calculating the magnitude of I. This 
means that when, z, is varied as a parameter to the 
method, it is only the term, expf~~1t:JC)2+ (m~Y)1, which 
t2z J 
is directly effected. This results in:.a reduction in the value 
of the actual range term, R, in the phase component, when z 
is increased, thus tending to compensate for the approximation 
error. Hence the result is that a value of, z, slightly larger 
than the true one produces a better approximation to,R, and 
hence an improved quality image. 
" ---
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As well as affecting the position of the reconstruction 
in the range direction, the difference in the errors between 
the various values of, R, may also cause a shift across the 
plane. (figure 14). Thus,.,:.in extreme cases, parts of a reconstruction 
may appear in the wrong position relative tO,other images in 
the plane. 
These arguments regarding the effect of and compensation 
for errors may~ be extended to a general object, as such an 
objeot may be oonsideredas a combination of point sources. 
The processes involved are linear, and the law of superposition 
will therefore apply. The effeot of the approximation will 
therefore be to generate a reconstructed image for the space 
slightly behind the ohosen plane. The exaot position of eaoh 
image point will be a funotion of the size·of the errors with 
respeot to the appropriate' part of the image plane. The oomponent 
points of this image will be slightly spread resulting in a 
lower maximum amplitude. In~6thBr words, the energy in an image 
oell,will be spread over a small area rather than ooncentrated 
in~ a point. nhen the distanoe term, z, is increased slightly 
to improve the image quality, the extreme parts of the image 
will tend to be oorreot'ed well, while the oentral portions, 
whioh suffered little error, will be degraded. Thus, for a 
oomplete image, it would be neoessary to find a oompromise 
position. 
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,.4.2 Wave front Amplitude Effects 
~hen coherent illumination of the form experienced 
in sonic and ultrasonic waves is used, the distribution of 
the magnitude in a wave front may be very varied. Thus it is 
common with most objects that there will be large areas of 
small magnitude in the wavefront, compared with the maximum 
value obtained. It is clear that, in the reconstruction process, 
these small values will not contribute much to the image and, 
as a result, not help to smooth out approximation errors. This 
is illustrated by the situation when most of the large magnitude 
wave front values are situat~d·on one side of the plane (figure 15). 
The major contribution to the portion of the image furthest 
away from those detectors,will thus come from values with 
relatively high approximation errors resulting in an exageration 
of the error effect. It is difficult therefore to predict the 
effect of approximation errors in a general situation. 
,.4., Fourier Transform Conditions 
The conditions in equation (2.9), described in 
Chapter two, apply equally in the case of reconstruction since 
the Fourier transform has again been appl;i.ed. Provided that 
sampling rules (appendix A ) and approximations have· been adhered 
to, the reconstruction obtained will be complete and accurate. 
(subject to the qualifications of the previous sections). 
However, in contrast to the kinoform where the complete recording 
of the information is sufficient, in the case of reconstruotion 
it maybe required to examine points in between the sample 
". 
positions. It is common knowledge in signal processing theory 
that, provided sufficient samples of a waveform exist, the 
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complete original waveform may be reconstructed by interpolation. 
The geometrical effect of the conditions of 
equation (2.9) is to increase the image sample spacing and 
hence the aperture of the image as the range term, z, is increased. 
Thus for a fixed wave front detector geometrY, it is possible 
to perform accurate reconstructions provided that the object 
falls entirely within a pyramid as shown in figure 16. 
3.4.4 Information Capacity 
It is clear that, for any given number of sample 
points in a wavefront, there is a limit to the amount of object 
information which may be described. In this system, the limit 
, 
is prescribed by the required aperture and resolution in any 
Qf the object planes. 
Due to the mathematics adopted in the reconstructing 
system, the resolution obtained is given by the conditions 
in equation (2.9). The definition of resolution used here is 
that it is the distance between sample points in the image plane. 
This resolution, in terms of the number of wavelengths, varies 
linearly with the range and the inverse of the wave front 
detector aperture, and for a fixed number of image points the 
image aperture changes accordingly. 
When it is required to represent the wave front 
in terms of a finite set of sampled values, it is necessary 
to obey the sampling rules well known in signal processing 
theor.y (appendix A ). In the case of spatial waves, the required 
sampling rate is a function of the resolution and ~perture 
of the object. A typical complex wave front generated by two 
point sources and measured at approximately two hundred 
wavelengths distant is shown in figure (17b). The magnitude 
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(a) 
(b) 
( c) 
(d) 
of the spectrum of this wavefront, obtained by taking its Fourier 
transform, is shown in figure '17c • Its total bandwidth, 
c+d, indicates the rate of sampling required in order to capture 
. accurately the wave front information of figure17b '" this 
rate being , ax = 1 (appendix A ). 
tihen the reconstruction is being performed numerically, 
using the method described in this ·chapter, the wave front values 
are multiplied by the term, exp~frlAX)2+ (mM)1. which 
2z 'f 
is a linear, process. When the spectrum of this new waveform is 
taken, it turns out to be as shown in figure "17d'. It is clear 
that the bandwidth has now become, d, and therefore the required 
sampling rate,~X = 1. The reason for this reduction in bandwidth 
',d 
is that the portion of the spectrum, c, is due to the spectrum 
of the exponential term being convolved with the spectrum in 
figure 17c • Thus, as the exponential multiplication is always 
carried out and the process is linear, it is necessary only to 
sample at a rate sufficient to satisfy the spectrum in figure 17d • 
The bandwidth of this spectrum is defined by the aperture of the 
original object. 
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;.4.5 Effect of Three Dimensional Objects 
When a wavefront is being formed by a three dimensional 
object, the furthermost plane from the detectors of that object 
generates a wavefront. This wave front passes through the 
next plane and is added to the contribution~'.f~om': that plane, 
although in general an object in the new plane will mask and 
hence zero the contribution from the previous plane. Performance 
of a reconstruction to the second plane will thus productl an 
image of that plane plus an out of focus image of the further 
plane. This process ~an continue right through the object space 
and therefore no more wave front samples than for a single plane 
are required,in order to produce an accurate reconstruction. 
It must be ensured however that the three dimensional object 
falls within the aperture defined by the detector parameters. 
Thus, as this aperture is dependent on the range, z, the~object 
must fall within the bounds of the pyramid as shown in figure (16 ). 
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3.5 Simulation Results 
3.5.1 Introduction 
Having obtained a theoretical basis of a numerical 
reconstruction method, it is required to confirm its validity 
with experimental results. There was no specific hardware .' 
available for this purpose and it was therefore necessary 
to carry out a computer simulation. Two situations are 
illustrated, a simple plane object and a three dimensional 
object showing the effect of focussing. 
3.5.2 Generation of the '.'iavefronts 
As there was no wave front generating and detecting 
hardware available it was necessary to simulate the physical 
process. It has often been stated in the theory that an object· 
may be considered to be made up of an array of point reflectors. 
This means that any wave incident on such a point would be 
reradiated in all directions with the magnitude and phase being 
a function of the reflecting properties of the object point. 
In order to compute the wavefront values at detectors, it is 
thus required to vectorially add the values contributed by each 
object reflector. Therefore, to obtain these values in practice, 
it is first of all necessary to compute.the pathlength between 
the source and each object sample point and, from a knowledge 
of the wavelength and intensity of the illumination, calculate 
:the magnitude and. phase of the wave incident on the object 
point from the expression for point source radiation in 
equation (2.1). It is assumed that the source approximates 
.' 
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to a point source as far as the object is concerned, but that 
it is prevented from directly exciting the detectors. Generally, 
a point reflector performs a constant phase shift on incident 
waves, although if it is representing an average value of a 
rough surface the shift would be random. However this latter 
case occurs only when the object resolution involved is a large 
number of wavelengths, a situation which is not being considered 
here. 1he magnitude of the reflected wave depends pn the amount 
of energy absorbed by the reflector and may therefore be ~.~~ 
represented numerically by a multiplicative factor. 'lhus, 
if the phase shift is assumed to be zero, the incident wave 
is multiplied by a simple magnitude factor, the value of this 
factor being obtained from a numerical description of the 
object, a zero value thus indicating that no object is present 
in a given cello Tne detecter value is now obtained by assuming 
that the reflector becomes a point source with magnitude and 
phase values as obtained by the process just described arid 
then substituting the pathlength to the detector into the 
propogation equation (2.2). 
Thus the detector value, h, due to one object point 
is given by: 
h~= A exp -(-jkR.) • E • 1 exp (-jkRr ) -. ~ 
Ri· Rr 
••• (3.8) 
where E is the assigned object magnitude for the point 
and the other parameters are defined in figure 20.-
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Figure 18 32 x 32 point object 
53 
With reference to figure 18: 
Object I !J.x l::t.y OX OY Z 
ILl 'U"T' 2·5 2·5 100 100 200 (a) 2-dimensions 
'L' 3·75 3·75 100, 100 300 
'U' 3.125 3. 125 100 100 250 Cb) 3-dimensions 
'T' 2.5 2.5 100 100 200 
With reference to figure 20: 
T l) L 
AX = 2·5; AY = 2·5; AX = 100 ; AY = 100 
(The above quantities are in number of wavelengths) 
Numher of X detectors 32 
Number of Y detectors = 32 
Number of X object points = 32 
Number of Y object points = 32 
·1!igure 19 Dimensions for the continuous wave simulations 
.' 
'. 
" 
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, 
) 
The values contributed by each object point may be computed 
similarly to produce a final detector value. 
For the purposes of the simulation, a uniform 
sample grid is defined for each plane (figure 3b). A set of 
values is then selected for each plane to represent the object 
description. In the examples used here, the objects were binary 
and each sample point was thus assigned a value of zero or one. 
The object used in the examples was made up of the lettErs 
'L','U' and 'T' as shown in figure 18, the dots representing 
sample values of one. In the three dimensional simulation, 
the letters occupied the same positions in the plane but were 
divided into three different planes, with a letter on each. 
The geometrical layout of the system is shown in figure 20 
and the dimensions for this and the objects are defined in 
figure 19. 
3.5.3 The Simulated Wave fronts 
Figures 21 and 22 show the magnitudes of the values 
obtained at the detectors for the two dimensional and three 
dimensional objects respectively. These values are normalised 
such that the maximum value is equal to nine and the shaded 
areas are those which contain the bulk of the wave front 
information, as suggested in section 3.4.2. It can be seen 
that, especially in the three dimensional wavefront, a great 
deal of information is concentrated in a relatively small area. 
This would be likely to cause reconstruction errors in certain 
parts of the image. 
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3.5.4 The Two Dimensional Reconstruction 
The reconstructions were performed using the method 
described in this chapter. The simulated detector values were 
thus processed using various values of the term, z, and the 
magnitude of the images obtained were quantised to nine levels, 
A threshold level was chosen and all values above it were ;. 
displayed as representing an image point, the best image being 
selected~Irom those obtained for the different values of z. 
The reconstruction obtained is shown in figure 23. 
The image obtained is very similar to the original 
object but there are quite serious distortions in the letter 'T'. 
This can be explained by the effects of the energy distribution 
across the wave front "(section 3.4.2) since the distribution 
for 'T' alone (figure 24) shows that most of the wavefront 
energy is concentrated in the areas likely to produce large 
errors because of their lateral displacement from the object. 
3.5.5 The Three Dimensional Heconstruction 
The production of an image is performed in exactly 
the same way as for the two dimensional case. In this case, 
however, the range, z, has been altered so that each letter 
may be brought seperately into focus. From the properties of 
the method, it is known that the image resolution varies with 
the range, and so, for clarity -in this example, the object 
spacings were chosen accordingly. The three reconstructions 
. 
are shown in figure 25 and the seperate images, with out of 
focus images creating noise, can be seen. 
As with the two dimensional reconstruction, the 
images obtained have defects, in this case being added to by 
59 
· .. 
· .. 
· .. 
· .. 
· .. 
· . . 
· .. 
· .. 
· .. 
... .... 
· · · 
, 
· · 
• · • · 
· · · 
· 
, 
· 
• 
· · 
· · · 
· · · 
· · 
• 
· · 
• 
· . 
. , ... 
· .... . . 
. . 
· .. 
. . . . 
. . . . 
• •• 
· .. 
threshold level = 4 
Z ;:: 205 A 
Figure 23 Reconstruction of two dimensional object 
60 
..... , 
'X 
.) 
":J3.~L <3.3Z211GZ2CCCIIIIIIC'CS01122 
~/3333333321SC~Z0rrl111rrrCrrI12 
3332222233321 lCCJ0CCl 111~0~r.rll? 
11112211112211807:1111.1 Isrcr r71 1122 
1123333210r::Ca 1 1:30211 CC8J0!300 1 11 1 
222233322211z.C0rCCCCrC~rC~~0~r90 
2210311112211Cz.2aC00C~00q0C20Cll 
C0~12221CS0rZ170~?30Cr0C~~r7el11 
11223322110C0D00C00(r.00?8~r.~CI10 
l111111111CrrC0C00fr7Sr0~00CC003 
e000GGC0C08CCC000e~00coce(.e.0r000 
1111111111110C0000r.30C0088~r.~C00 
11100C0111111CC00000CCG0000eec.e0 
000£1111 1111 le0CC0a00rseeca0C2e~ 
2212222~222211100CCar2Gr0CZGCQ8C 
22212222233221110~~~orr00e9rOl11 
2212~L:3322222111~111Gr8e01101121 
33:: : "-333322210111001('('1 H'i221 
33r- '_ (;L33332~2211117rrr(.l110122:? 
Figure 24 Wavefront of 'T' only 
• 
61 
the effects of the out of focus areas. 
3.5.6' Time taken for Processing Reconstructions 
The reason for incorporating a discrete' Fourier 
transform into the reconstruction method was to enable fast 
computer processing of the wavefront data. In practice, these 
reconstructions took about five seconds to perform, using mainly 
integer arithmetic, on a sixteen bit word length computer. 
In contrast, the summations which produced the wavefronts took 
about fifty minutes to perform since, as the fast Fourier transform 
algorithm was not used, not only was the speed of the process 
not available but the lack of the normalising processes 
inherent in it meant that floating point arithmetic had to 
be utilised. It is thus clear that implementation of a numerical 
reconstruction process would not be very practical without use 
of the fast Fourier transform, and the errors incurred by its 
use must be acceptable under these conditions. 
3.6 Conclusions 
A numerical method has been derived and demonstrated 
which will produce reconstructed images from sampled wave front 
information. The simulation took no account of noise 
and errors which would be present in a real situation. Such 
factors as the beam pattern of the source and the non point 
properties of the detectors, as well as the usual problems 
involved in measurment would all affect the performance o£ 
the system. Nevertheless, this simulation has demonstrated 
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the feasability of the system, and as it is required to compare 
the performance with the process described in the next chapter, 
where such factors will also be neglected, the results are still 
valid. Furthermore, these results may be used as a standard 
by which practical systems may be judged, especially as this 
'perfect'system does not produce completely accurate results. 
L ' 
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CHAPTER FOUR 
NUMERICAL RECONSTRUCTION FROM TI1vlE VARYING WAVE:FRONTS 
4.1 Introdution 
It has been demonst~ated in chapter three that it 
is possible to achieve good images using a numerical reconstruction 
process from continuous.wave data. However a large number of 
sample positions is required to collect the data and, in 
practice, this is achieved by using many detectors or a 
mechanical scanning system ( e.g. reference 10). 
The reason that a large number of. sample positions 
is required comes.from the fact that. in a perfect system at 
least as many wavefront samples are needed as'there are unmasked 
object cells to describe, (see section 3.4.5). This basic 
requirement is increased when factors such as noise and quantisation 
errors and imperfect sampling have to be overcome. Nevertheless, 
the number of wavefront sample points is a function of the number 
of object cells it is required to reconstruct. 
It is therefore apparent that, if it is required to 
reduce the size of the wavefront sampling array, it is necessary 
to consider a smaller number of object cells. However, by 
arranging that information is received from a small part of an 
object at a time, a complete image may be built up by repeating 
·the process over the whole space. The partitioning of the object 
could be carried out by transmitting a beam formed pulse of 
continuous wave illumination and measuring the time varying 
", 
~avefront at certain selected times. This would effectively scan 
the object space. 
In order to produce an imaging system with a reduced 
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number of measuring detectors, it is required therefore 
to devise a system which will enable a good reconstruction 
to be made using data from pulsed continuous wave illumination. 
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4.2 Principles of the Method 
The time varying method for producing images from 
meas~ed wave front samples is based on forming a complete 
image by combining a set of smaller reconstructions. A pulse, 
or pulses, of continuous wave illumination are transmitted and, 
by suitable selection of the sampling times at the detectors, 
information from all parts of an obj~ct space is collected 
·and processed using the method described in chapter thrEe~ 
~hese components are then combined to produce a complete 
reconstruction image. 
4.2.1 Partition of the Object Space 
The first stage in designing a time varying system 
is to chose the wavefront detector geometry. This will be 
determined by the image resolution required and the number of 
detectors to be used, the other parameters, such as detector 
spacing, being obtainable from this information. Note that, 
since the object is to be partitioned into small component 
areas, the bandwidth of the wavefront (see section 3.4.4) 
will be small thus allowing relatively coarse sampling. Having 
obtained these parameters, the size of the component image 
at ranges of interest may be determined, as described in the 
previous chapter, from ~he chosen detector geometry. It is 
'therefore necessary to ensure that the pulse partitioned 
object portions fallwithiri the area thus obtained • 
.I Illumination of the object areas is to be made by 
-transmitting a beam formed pulse of continuous wave. At any given 
subsequent time, a detector will receive information from a 
certain area in the plane of interest, the shape and position 
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of which will depend also on the geomet~y of the system. However, 
if an object area is considered for another detector at the 
same time, it is apparent that this area will be different 
from·the first. To demonstrate this effect, figure 26a shows the 
portion of a cross section of an object plane which is illuminated 
with respect to a number of d~tectors at a single sample time. 
The vertical step indicates illumination and each horizontal 
trace represents the object cross se'ction as seen'. by each of 
sixteen detectors. It is thus necessary to chose a time for 
each detector such that the respective areas coincide with 
each other. This is illustrated in figure 26b. The measured 
wave front values are then the same as those which would have 
been obtained had only that small, pulse illuminated, portion 
of the object been present. 
4.2.2 The Reconstruction Process 
When a set of samples has been obtained from 
the detectors by selecting the appropriate sampling times, 
as described in the previous section, they are equivalent 
to those which would have been generated in a continuous 
wave system. Thus, in order to perform a reconstruction 
from this data, ,the process described in section 3.3 may 
be used. As described in that section, ~he reconstructed 
image appears at the system origin, but,'in this case, the 
area of illumination of the object had been selected and 
therefore it is known where to shift the image so that it 
will cover this area. 
The process may be repeated for selected areas 
throughout the plane until a complete image is "built upo 
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This is acheived by selecting the illuminated areas such 
that the whole plane has been covered and then recombining 
the individual reconstructions to produce the final image. 
As in the continuous wave situation, the process may be ": 
repeated for different ranges." 
"-
\ 
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4.3 Implementation of the Time Varying Method 
4.3.1 Formation of Wave front Data 
The wavefront data for each component image is 
obtained by taking the value at each detector at a given set 
of times. There are, therefore, two possible ways of collecting 
the information for the whole image, either pulses may be transmitted 
and all the returning signals at the detectors collected over 
a period of time, or a pulse may be transmitted for each selected 
area and the detectors sampled at a predetermined set of times, 
The first method allows'for more versatility in the processing 
of the wave front data without the need for further measurment, 
but requires a large amount of data storage. In contrast, the 
latter method requires little data storage but does need to 
be on line during the whole imaging process. It also has the 
advantage that different parameters may be used in order to 
improve the images obtained at various parts of the image. 
Both methods, however, rely on the. same principles. 
Selection of a sample time for a detector is 
performed so that the detector receives information from a" 
specified area on an object plane. It is therefore required 
that the time used produces as close an approximation to the 
required area as is possible. Unfortunately the area obtained 
depends also on the relative positions of the object, source 
and detector, and the pulse width and so there are many variables 
in the relationship to determine exactly the best sample time. 
However, within the restrioted geometries imposed by the 
appr~ximations involved in the reconstruction process, a good 
criterion is to use the time that it takes for the centre of 
",!, _:.-_ 0. .~. _ .... ~_ • 
11 
the pulse to travel between the source and detector via the 
middle of the area of interest. Thus, refering to figure 21 , 
the sample time for the detector at a given range, z, will 
be given by. 
t • RI (X ,Y ,x,y) 
c c 
c 
+ l' 
"2 
• •• (4.1) 
where X , Y is the centre of the chosen area 
c c 
"I is the pulse width 
c is the . speed -. of the wave in the medium 
and the detector value will be sampled at t seconds after the 
start of the pulse has been transmitted •. Since RI (Xc'Yc,X,y) 
is equivalent to the centre of the pulse, information will 
be received at the detector from all points, (X,Y), provided 
that the difference between the source - object (X,Y) - detector(x,y) 
distance and the reference path length R' (Xc'Yc,X,y) is 
equivalent to less than half the pulse width, or : 
cr. 
2 
Thus~the illuminated area may be described in terms of the function 
A(x ,Y',X,Y,x,y,i') such that it' has a unity value for (X,Y) 
c c 
within the area and zero elsewhere. Hence: 
Rect(v) • 1 
• 0 
Ivl<t 
Ivl >t 
12 
••• (4.3) 
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Figure 21 Generation of·time varying wavefront 
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The area which has been thus defined is too extensive if. the 
pulse is transmitted in all directions ( figure 28 ), and it 
is therefore necessary to restrict the angle of transmission 
in the plane of the object (figure 29). This introduces a 
further term in defining the object area so that: 
••• (4.4) \" 
where: F(X,Y,x,y,9,p) a 1 (X,y) within the beam 
a 0 (X,Y) outside the beam 
9 and p define the direction and width of the 
restricting beam pattern. 
As has been stated previously, an object may be 
described in terms of points, in this case reflectors. Thus 
each point in an object plane may be given a complex value, 
O~,Y), which will contain information both about the reflecting 
properties of the point and the transmission path from the 
pulse source to it. Thus, from equation (2.1) and with reference 
to figure 27 I 
h(R) D O(X,Y) exp -jkR(X,Y,x,y) 
R{X,Y,x,y) 
for a single point reflector with continuous illumination. 
This may be extended to cover an array of detectors measuring 
information from an object plane in a manner similar to those 
described in previous sections. Thus : 
h(x,y) D 22 
X Y 
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exp -jkR(X,Y,x,y) 
, 
.C' 
'~bject aperture 
Figure 28 Illumination by an omnidirectional source 
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The conditions imposed by the transmission of a beam formed 
pulse may be incorporated in this expression by introducing 
the terms of equation (4.4): 
exp -j}u~(X,y,x,y) ••• (4.5) 
Thus equation (4.5) describes the formation of the wave front 
which is measured at the detectors at a time, t, after the 
start of the transmission of a beam formed pulse of continuous 
wave illumination. 
4.3.2 Combination of the_Reconstructions 
When the wave front information for the component 
areas has been collected, the reconstruction for each may be 
performed using the method described in chapter three. It is 
quite clear, from the previous section, that, in general, the 
illuminated areas are not the same as the rectangular areas 
which are produced by a reconstruction. There will be, therefore, 
areas within a reconstruction which will have zero energy as 
the illumination did not cover them when the wavefront was 
produced. This introduces two problems. It means that the chosen 
Illumination areas will have to overlap in order to obtain 
information about the whole object plane, and this will result 
in the need to combine values in an object cell which have 
been obtained from different reconstructions. 
Since absence of energy in a reconstruction does 
not necessarily mean that there was no object present, it is 
not possible to perform a direct averaging process to determine 
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a good value in an image cell. The opposite approach is to 
take the largest value obtained for an image cell as being 
the true value. ~bis 5,Ystem has the advantage of being simple 
and quick to apply, but does waste informatio~obtained from 
reconstructions,which is negleoted, and there is also the problem 
that any noise in an individual reoonstruction will be perpetuated 
into the complete image. In order that improvement oould be 
made in this situation, statistical methods might be 
adopted, but these would require many more independent reconstructions. 
4.4 Errors anQRestrictions in the-Time Varying Method 
4.4.1 Introduction 
The process of reconstructing from time varying 
information involves the oombination of a set of images 
obtained using the method described in chapter three. Thus 
the errors and approximations involved in that system will 
also apply to this case. There will~owever be further problems 
associated with the time varying and recombination properties 
of this process. 
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4.4.2 Determination of Object Illumination Volumes 
,As has been stated, the area illuminated in an 
object plane by a pulsed wave does not in general agree completely 
with that generated by a reconstruction. Thus in choosing pulse 
parameters, there are two alternatives, either the illuminated 
area may completely cover and fall outside the reconstruction 
area (figure 30 ), or it may be constrained to lie completely 
. within it. Both these cases introduce an error in the information 
obtained, but it is easier to correct the latter situation. 
wben information is obtained at the detectors from 
object cells outside the reconstruction are~, the bandwidth 
of the wavefront, as described in section 3.4.4, is. effectively 
increased,and the wave front therefore becomes undersampled. 
The effect of this on the recons~ruction is that the object 
points which fell outside the image ,area are shifted back into 
it and appear as an image within the reconstruction (figure 31 ). 
This effect is known as a1iasing (appendix A ). Thus an image 
is obtained with values in error, and, without taking a large 
number of reconstructions for that area, with different conditions, 
and performing a statistical ~lysis, correction is very difficult. 
The other case, that of ensuring that the illuminated area 
falls completely within the reconstruction area, is easier 
to deal with provided that zero energy in an image cell is 
taken to mean either no image or no illumination. Thus the 
fact that an image cell appears to be empty, does not necessarily 
mean that there was no object originally present there. Although, 
in terms of information error, this is fundamentally as bad 
as "an object cell falsely appearing to be present, it is easier 
to recover from as further reconstructions around the zero 
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.. 
energy area will supply the missing data. Also, when the pulse 
parameters are known, it is possiblo to determine in advance 
which object cells would not be illuminated and proceed accordingly. 
Real objects are three dimensional, and the transmitted 
pulse therefore envelopes a volume rather than an area. The 
effect of three dimensions on the information content of the 
wave front has been described in section 3.4.5 and is equally 
valid here. Thus it must be ensured that the illuminated. volume 
falls within the pyramid which is reI event for the reconstruction 
to be performed, otherwise the aliasing effects described above 
will be observed. 
4.4.3 Inconsistancy of Object Areas 
The arguments up to this point have tacitly assUmed 
that the object area illuminated has been the same for all 
detectors for each component reconstruction. This is of course 
not true since, although the time of sampling for each detector 
can be chosen to centre the area about a chosen point, the 
shape of that area is dependent on the relative positions of 
the source, object and detector. Thus a typical set of areas 
for nine well spaced detectors would would be as shown in figure 33 • 
It can be seen that there is quite a large area common to all 
the detectors, but also a selection of space covered by only 
a few. This will thus cause a distortion in the reconstructed 
image obtained from the wave front information received by the 
detectors. 
It is clear that the area which is common to all 
the detectors would be reconstructed correctly. If 4esired, 
it would be ,possible therefore to mask out any information 
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obtained in the reconstruction which fell outside the known 
common areao However it is time consuming to-work out these 
area~and it is not necessary to do so as the distortions 
only occur in such a way as to reduce the amplitude of any 
partially illuminated image cell and do not affect the common 
area. 
The reconstruction process (chapter three) is a 
summation of the detector values each modified by a phane factor 
Thus: 
where 
h(i) 0: 2. H(a).K(a,i) 
a 
••• (4.6) 
h(i) is the value of an image cell, io 
H(a) is a detector value 
K(d,i)is the phase factor 
If it is assumed that an object value at cell, ~, _ 
contributed a wavefront value to all the detectors, the summation 
of equation (4.6) would yield a magnitude proportional to that 
of the original cell. Conversly, had the cell been empty, then 
a zero value would have been obtained for h(i). It becomes 
clear therefore, that, if only half of the detectors received 
information from the object cell, then the result would be that 
h(i) would have a magnitude equivalent to half the original 
object value. This approach may thus be extended to any proportions. 
Thus it is clear that, when a reconstruction is 
perFormed, the image values obtained are not only pro~rtiona1 
to the original object but also to the number of detectors 
which received information about them. Again, by adopting the 
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time consuming process of predetermining the object areas, 
it would be possible to compensate for the' distortions. 
However, when such a correction is not made, the problem 
may be overcome by ensuring that there is sufficient overlap 
of selected illlli~nation areas so that only those that are 
common need not be ctuplicated. It should be noted also that 
th.e '. process of overlapping the areas illustrates further 
that averaging the values obtained for a given cell would not 
produce a good result in the final image and therefore the 
largest value obtained provides a better indication. 
4.4.4 Approximations 
The geometrical apprOximations involved in the 
time varying method are found in the component reconstruction 
process and are therefore the same as those described in chapter 
three. In this case however, the. errors are liable to be more 
pronounced since, in general, the detector aperture is much 
larger than the individual image aperture in order to. obtain 
a good image resolution. Thus, in cases when the illuminated 
object area is situated at the extremes of the complete image, 
the projecte~ distance between most of the object ,and 
detector'point~, is large and therefore-the total path lengths 
have a relatively big error. However, this fact indicates a 
method of reducing these"errors since a factor, dependent on 
the common pathlength between a detector and all the image 
'Cells for a chosen area, may be introduced into the system 
mathematics. 
-, 
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4.4.5 Compensation for the Binomial Approximation Error 
The time varying imaging method generally has a 
much larger detector aperture than component image aperture. 
The result is that most of the detector to image cell path 
lengths have a relatively large error when calculated using 
the binomial approximation. However, because of the difference 
in aperture sizes, it is possible to reduce the size of this 
error 0 
Consider the case of a component image area vd th 
a single detector position projected on to t~e same plane 
(figure 32). It is clear that a common component of the distances 
between the detector and the image points, for example the 
distance to the centre image point, could be taken as representing 
all these distances for that detector, and would' only introduce 
a small error for the individual paths. When deriving the 
. reconstruction method, the binomial approximation was used 
(equation{2.12) and'higher terms, were neglected. If this 
expansion is now reconsidered 
R .... Z ( 1 
~ . 
X2 
i 
+-2 2z 
X~ 
~ 
- 8z4 . . .. ) 
and, remembering that the second term has ·been accounted for 
in the theoretical development, Xi is made equal to Xd + Xi 
in the third term, where Xd is the distance (in one dimension) 
between the projection of the detector point and the centre 
point of the image area (figure 32), then 
X~ (Xd +Xi )4 R. = z ( 1 +..2:. ) ~ 2z2 8z4 
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Figure 32 Compensation for binomial approximation error 
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or, 
X~ X4 
R. = z (1 +.2:.2 --.2:.4-
~ 2z 8z 
Thus, "for any given reconstruction, Xd is independent of the 
individual ima~e points and the term, x! , may be included 
8z4 
in the exponential under the summation in equation (3.3) without 
affecting the validity of the Fourier transform. Tl1us: 
1-1 M-1 22 h'(MX,mbY) 
1=0 m=O . 
exp fj (lE + ~ )} ••• (4.6) 
, L M 
where (X ,Y ) is the centre of the reconstruction 
c c 
image area. 
" , 
'~ 
Following the derivations of chapter three through to the final 
result and including the extra term yields (f~om equation(3.7»= 
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As the image aperture is much smaller than the 
detector aperture, the term, X., will for most cases be smaller 
~ 
than Xd and incorporation of the extra fac}or will therefore 
reduce the error in the binomial approximation for the path', 
lengths. In the cases when Xi is greater than Xd ' an extra error 
would be added to the path length, but would still be no 
greater'than the errors alreadY incurred in the other values, 
as this condition only occurs for detectors which are immediately 
above the image area. It is however simple to allow for this 
condition, if required, by not applYing the correction factor 
to these detectors. It is clear that the amount of correction 
obtained is dependent on by how much Xd is greater than Xi' 
and of course this is also the condition which determines the 
extent of the original error. A ae~eral improvement in image, 
quality should therefore be expected. 
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4.5 Summary of the Time Varying Method. 
The method described has two basic forms of 
implementation. There is the simple system, which makes no 
correction for the errors involved in neglecting terms of the 
binomial expansion, but is, as a result, performed much faster. 
The corrected system, however,. tends to produce better images 
but at the expense of processing time. Thus a combination of 
both systems, the former producing a crude reconstruction 
quickly.in which parts of interest may be refined by using 
the correcting method, could be a good compromise. 
4.501 Without Correction 
In order to obtain images uRing the time varying 
method, it is first necessary tha~ detector array sizes are 
. chosen consistent with the pulse parameters used and the quality 
of image required. The pulses are ~hen transmitted so as to 
envelope the object space of interest, and the resulting 
wavefront values are measured at given times by the detectors. 
These values are then used to reconstruct to a chosen range, 
a block at a time, using the expression in equation (3.7), 
and the image obtained is shifted to the appropriate position 
in the object area. All these reconstructions are then combined 
to produce a final complete image. 
4.5.2 With Correction 
The corrected process operates on the same measured 
dat~.as that obtained above, and the only difference is that· 
equation (4.7) is used to perform the component reconstructions. 
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4.6 Detector Array Size 
It has been stated that the detector array size 
required to prod~ce an image of an object space may be reduced, 
in comparison with a continuous wave system, by using the time 
varying method. In the limit, it is theoretically possible 
to use only one detector, provided that the illuminating beam 
can be made to cover only one cell at a time. This is broadly 
the ~rinciple of sonar and also radar. At the other extreme, 
with a large detector array, the case of continuous wave 
holographic processing is obtained, and so , in order to utilise 
the time varying system, a. situation in between these extremes 
is desired. The best solution for any situation will therefore 
depend on the properties of the illuminating beam available 
or required, and the size of detector array which is acceptable, 
and, as with all real problems, a compromise will result. 
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4.1 Simulation Results 
4.1.1 Introduction 
As with the continuous wave situation, it was not 
possible to produce actual results as hardware was not available. 
A computer simulation was therefore performed. The results 
discussed here refer to the same two dimensional configuration 
described in chapter three with images obtained using the time 
varying method, thus enabling comparison of the two techniques. 
4.1.2 Generation of the Wavefronts 
Simulation of the wavefront generation for each 
component area is similar to that described for the continuous 
wave method (section 3.5.2h In this case however, the object 
description which is used to compute the detector values is 
taken only from the volumes illuminated by a given pulse. 
Thus, as the example demonstrated here was only two dimensional, 
the area of illumination in the plane is calculated,' using the 
theory of section 4.3;1 and assuming P~!_~~~~ beam formed pulses, 
and only object points within this area are used in the calculation 
of the detector values. The process is repeated until the object 
area has been completely covered. Some of the areas thus obtained 
for a selection of detectors on this example are shown in s 
figure 33. For ease of processing and minimisation of storage 
space required, the wavefront values weFe normalised, but the 
errors introduced bY,this process were small as the maximum 
values in the arrays were all similar provided that non-zero 
object points actually appeared within the areas. In order 
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Figure 33 Illuminated object areas 
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to avoid the errors which might have been introduced by this 
normalisation, any set of detector values with a maximum below 
a chosen level was neglected in the production of the final 
image. 
As stated above, the object used in this simulation 
example consisted of the letters 'L', tu' and 'T' (figure 18) 
in the same configuration as the continuous wave case. The 
. properties of the pulse which was used to scan the object were 
a 1ength'of six cycles, and a beam angle of .06 radians. There 
were only sixty four detectors used in this case as apposed 
to one thousand and twenty four in the continuous wave situation 
and the dimensions of this system are shown in figure 34. Over 
the whole object plane, there were eighteen sets of detector 
values obtained which included non-zero elements, and these, were used to 
perform the reconstruction. The areas chosen were arranged 
to each have a third overlap over their neighbours. 
4.7.3 Time Varying Reconstruction 
In order to obtain a complete image, each of the 
blocks of data which had maximum values above the chosen 
threshold were reconstructed using the method described in 
chapter three. These reconstructions were shifted to their 
appropriate areas and the maximum value obtained in each image 
cell was used for the final display. The resulting image 
obtained from the data described in the previous section is 
shown in figure 35a. As can be seen, the image obtained is 
again similar to the original object except in the case of the 
'Ill' where large distortions have occured. 'l'hese distortions 
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With reference to figure 18: 
ox = 100 OY = 100; z = 200 
With reference to figure 20: 
AX = 10 AY = 10 AX = 100 AY = 100 
(The above quant~ties are in number of wavelengths) 
Number of X detectors 
Number of"Y detectors 
Number of X object points 
Number of Y object points 
= 
= 
8 
8 
32 
32 
.F'igure 34 Dimensions for the time varying wave simulation 
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Figure 35 Heconstructions using.time varying method 
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are due to the errors introduced by adoption of the approximation 
to the binomial expansion as" described in chapter three, and 
the portion of the image which is unconnected with the 'T' 
is caused by the lateral shift, due to that error, which has 
resulted in a 'wrap around' effect in some of the component 
reconstructions. 'fhere were eighteen reconstructions from non 
zero detector values involved in this image and the time taken 
to produce it, using similar techniques to the ~ontinuous wave 
case, was approximately eight seconds. 'l'his compares favourably 
with the continuous wave situation although the image obtained 
is not as good. Note, however, that this processing time is 
a linear function of the number of component reconstructions 
performed, and will therefore depend on the complexity of the 
object and the extent of the illuminated area overlap. Although 
the image is relatively poor, only one sixteenth of the number 
of detectors used for the continuous wave was used to obtain 
it. 
It is clear from the results of this simulation, 
that it is possible to acheive a substantial reduction in the 
detector array sizes required to produce reasonable images 
using the time varying method. 
'. ~ 
, 
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4.1.4 Reconstruction using the Vorrection Term 
The image obtained using the direct method as just 
discussed is not as good as a continuous wave reconstruction 
due to the binomial approximation errors. It was suggested, 
in section 4.4.5 that a correction could be made which would 
partially compensate for the effect of these errors. An image 
was therefore produced by applying this correction process 
to all the detectors for all the individual reconstructions 
and the result is shown in figure 35b. As can be seen, a substantial 
improvement has been made by incorporation of-this correction 
and th~ image is now much better than that obtained using 
continuous wave illumination.(figure 23) 
There is of course a penalty for this improvement 
and it is found in the processing time required, which was 
approximately_fifty percent longer than without correction, 
resulting in a reconstruction time for this example of twelve 
seconds. In a practical system, the correction need not be 
applied until a crude image had been obtained since\:the 
measured detector values do not need to be obtained again 
for the different reconstruction method. 
Thus, by using the correction in the reconstruction 
process, it is possible to achieve impr~ved images over a 
continuous wave process with a large reduction in detector 
array sizes. 
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4.8 Conclusions 
A numerical reconstruction process has been developed 
which will produce good quality images from measured wavefront 
data obtained from an object illuminated by a pulsed, beamformed 
source of continuous wave radiation. Adoption of this method 
has enabled a large reduction in the number of wave front 
detector positions required, without degradation in image quality. 
In fact, in the example described, an improvement in quality 
was obtained compared with the continuous wave system. 
'llhe limitations of the simulation are much as 
described in the conclusions to chapter three and the comments 
there are still valid. There are, however, some extra assumptions 
involved in this method such as the pattern or the pulsed beam 
and the shape of the generated'pulse, but these again may be 
considered to be acceptable for the purposes of setting an 
ideal standard, and for comparison of the methods. 
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CHAPTER FIVE 
GENERAL CONCLUSIONS 
The aim of the thesis has been to propose a 
numerical imaging system which would reduce the number of 
wavefront sampling positions required to enable production 
of a good image. It has been shown that, by using a numerical 
technique instead of a physical method to process measured 
wavefront data,. it is possible to reduce the number of such 
sampling positions without any other mOdifications. However, 
the saving thus achieved, although significant, is relatively 
small and new techniques for a system were required. 
The fundamental principle of the process which 
achieved reduction in the detector array sizes was to transmit 
a pulse of illumination rather than an infinite continuous 
wave. The effect of this was to scan the object space and, 
by suitable selection of· detector sampling times, produce 
a set of small reconstructions which could then be combined 
to form a complete image. The reason for the ability to 
reduce the detector array size was found in the fact that 
the required sample spacing was dependent on the component 
object aperture, and as this was relati"vely small, coarse 
sampling was possible. 
~xamples of images obtained by the numerical 
techniques were produced and could be seen to be of reasonable 
r demonstratedthat the distortions observed 
J 
quality. It was 
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in the continuous wave situation were mainly due to the .. 
properties of illumination and reflection of the system, 
which emphasised the numerical errors, and could therefore 
have been altered. by using different geometrical configurations. 
Although the image obtained from a direct application of 
the proposed pulsed method showed a slight degradation 
compared with the conventional continuous wave system, it 
was possible to apply a correction to the process which 
produced much improved results. 
The thesis has thus demonstrated that a time 
varying method for the reconstruction of images from 
measured wavefronts can produce acceptable results from 
small detector arrays when ideal theoretical conditions 
are applied. Degradations are certain to occur in practice 
due to the properties. of real components, but, as the 
practical limitations would to a great extent apply also 
to the continuous wave situation, which was used as a 
comparison, the feasability still remains proved. It would 
be possible.therefore to use a time varying imaging system, 
such as described in this thesis, to produce good images 
with relatively small detector arrays. 
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APP.t<;NDIX A 
DIGITAL SIGNAL ANALYSI::; TECHNIQUES 
The numerical processing techniques required 
in this thesis apply to the analysis of complex, spatially 
distributed signals. However, the synonymous processes in 
digital processing'of: real electrical signals are extremely well known 
and the results of these theories are useful to the spatial 
situations encountered here. 
It is necessary first of all to establish the 
equivalences between time-frequency systems and the spatial 
situation. The, form of spatial functions which have been 
used in this thesis, reduced to one dimension, may be represented 
by : 
h (1L\)() and H (p1.x) 
where h is (say) a wave front function 
H is an image function 
and the equivalent time functions will be : 
g(16t) and G(pAf) 
where g is a . time function 
G is a frequency spectrum function. 
Now the discrete Fourier transform has been used 
extensively and the functions above are related to each 
other by this transform such that: 
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-------------------------------------------------------------~---
and 
where /).X ::z )"z 
LAX 
G (pM) <:;F.T. >- g(lD-t) 
where Ai: = 1 
!.At 
and L is the maximum value of 1. 
Having thus illustrated the similarities between 
the two situations, the rest of the appendix will deal mainly' 
with the well documented time-frequency situation. The main 
difference between the two is that time waveforms are generally 
real,- which means that its frequency spectrum (or Four~er 
transform) is symetrical about the zero axis, where as the 
spatial functions are complex. 'l'his will have little significance 
in the processes to be described. 
Before any digital" processing -can be performed 
on a signal varying with time, it is necessary to sample 
the waveform and convert it to a set of discrete numbers. 
Ideally this sampling must be performed in such a way that 
no information about the signal is lost. This may be ensured 
by use of the following relationship which is usually refered 
to as the Nyquist criterion. This states that a band limited 
function (i.e. a funtion with a finite range of frequency 
components in its spectrum) may be accurately sampled so 
that it may be completely reconstituted if the sampling rate 
is more than the total bandwidth of the signal (figure 36). 
This property may be demonstrated by use of the fact that, 
when a function is sampled, its spectrum is repeated at 
intervals dependent on the sample spacing (figure 31). 
102 
hmpli tude 
'. 
\magni tude 'i of spectra 
o 
bandwidth 
Figure 36 Spectrum of a continuous waveform 
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frequency 
It can be clearly seen, therefore, that, as the sampling 
interval is increased, the multiple spectra get closer until 
they overlap. This is obviously the stage where errors begin 
to occur, and it can be seen .that this is when the Nyquist 
criterion is violated. The effect of this undersampling 
is known as aliasing. In the case of a real time waveform 
the effect of aliasing is to fold back that part of the 
spectrum which falls outside the bandwidth of the sampling 
rate, which is often therefore called the fold over frequency. 
Since the spatial signal is complex however, the effect is 
slightly different as the spectrum is not symmetrical. In 
this case the'portions of the spectrum which fell outside 
the fold over frequency are effectively shifted to the opposite 
end of thes~ectrum (or 'wrapped around') and superimposed 
upon it (figure 37). 
One of the useful properties of a Fourier transform 
is that the product of two time functions has an equivalent operation 
in the frequency domain which is termed the convolution 
of their spectra. As the Fourier transform is reversible, 
the inverse is also true, that is the product of two spectra 
is equivalent to a convolution of the time. functions. Thus: 
a (t) • b (t) <F. T. ) A (f) *. B (f) 
or, 
A (f) • B (f) <F.T. ') aCt) * b (t) 
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Figure 37 Effect of aliasing 
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where a (t) <: F. T. ) 
b (t ) (It' • T. > 
A (f) 
B (f) 
and * indicates a convolution operation 
The physical effect of a convolution operation is to produce 
a value at a point, t, which is the sum of all the values 
of one function multiplied by the other which has been inverted 
along the It' axis and shifted by an amount t. This can 
best be appreciated by reference to figure 38. 
Vfuen an adequately sampled set of values for a. 
wavefront has been obtained, it is possible to reconstitute 
the complete waveform by a pr?cess known as interpolation. 
This interpolation is in fact a convolution of the sampled 
function with a sinc (x) function. This is explained by 
reference to the multiple spectrum graph shown in figure 39a. 
In order to obtain the spectrum of the original unsampled 
wave, it is necessary to remove the multiple spectra. This 
can be achieved by multiplying the spectrum by a square 
window (figure 39bJ. Thus, as the equivalent process in 
the signal domain is a convolution (see above), the siPnal 
may be reconstituted as described, since the Fourier transform 
ofa square pulse is a sinc{x) function. 
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,\ a( t) 
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Figure 38 Example of convolution 
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Figure 39 The interpolation process 
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.!.. fre9.uency, f 
t:.c 
square windbvJ 
f 
= G(f) 
f· 
The above is a short description of techniques 
used in signal processing which are relevent to the image 
reconstruction process described in the thesis. More details 
on these techniques can be found in many text books 
(e.g. references 11 and 12). 
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APPENDIX B 
ANALYSIS OF A LE.'NS ThlAGE FoRMING SYSTEM 
It is interesting to perform an analysis of 
the physical optical system which is usually used for forming 
images and compare the results to those obtained from the 
analysis in chapter three. This common system is of course 
a lens and the simple configuration to be simulated is shown 
in figure 40. This shows a wavefront, which· may have been 
produced by an object directly or reconstructed from some 
sort of recording device, being focused by ~ lens to form 
an image on a screen. 
A simple lens produces a good image from a 
wave front and so it is required to analyse its operation 
lsee for example reference 11)~ Consider a thin, bi-convex 
. spher~cal lens (figure 41)with equal radii of curvature, r. 
The focal length, f, of the lens is given by: 
f = r ••• (B1) 
where is the refractive index of the lens. 
If the time delay for a wave passing through the centre 
of the lens is defined as '0 and through D by rD~ then 
the difference between these' times is : 
r a '10 - l' D 
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Figure 40 A common lens system 
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.r'igure 41 i A convex lens 
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Since'r is a constant for the lens, and it is only imposing 
o 
an overall time shift, which has a common phase shifting 
effect on the whole wave front and may therefore be neglected, 
The distance, AB 
as. 
r = 
• 
= 
-1' JJ 
and therefore-the time delay, iD' is given by: 
ID ::a 2.AB 2.AB 
c' C 
= 2.AB (fA - 1) 
c 
= 
X2 + y2 
2fc 
since c' - wave velocity in lens 
c - wave velocity outside lens 
fJ-C' :: C 
f = r 
2tr--1 ) 
the unexplained relationships coming from the laws of physical 
optics. 
Thus : 
• •• 
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Now, the relative phase delay through a point 
(X,Y) in the lens is given by : 
. PlJ = 
....,.. 
• C 21t r 
= -2'1T' • X2 + y2 T 2 f 
= - k • X2 + y2 . .. (B3) 
2 f 
If the wave front incident on the lens is denoted by the 
function, h(X,Y), then the wavefront leaving it may be 
called h'(X,Y) where: 
h' (X, Y) - h(X, Y) exp {jk ••• (B4) 
since the propogation equation for a path through the surrounding 
medium without a lens would have been 
h'(X,Y) = h(X,Y) exp -jk ~ 
where p is a constant for all X and Y. 
This wavefront leaving the lens can be considered 
to propogate in the same way as those generated by objects 
as described in chapter two o If the wave front function, 
h'(X,Y), is converted to a discrete form h'(~X,mDY) and 
substituted for A(l6X,m~Y) in equation (2.10), an expression 
for the wavefront H(p6x,qAy) at a distance, z, from the lens 
is obtained. 
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where, 
substituting for h'(l6X,m~Y) from equation (B4) gives 
h(lruc,mcW) lDX) +(mLlY). (- -) ... ( . 2 2 1-1} 2 . f z 
Now, if the familiar lens imaging equation, 
1·: 1 
+ -z z 
o 
1 
f 
is considered, the term, 1 - 1 , in equation (B6) may be 
f z 
replaced by 1 when z is the distance from the lens to 
z 
o 
a focused image, where z was the distance from the object 
o 
to the lens. Thus equation (B6) becomes : 
a(pAx,qll.y) "F.T.) h(lAX,mllY) exp fOk (l6.X,mAY) 1 
. 2z I 
. . 0 J 
••• (B7) 
, and H(pAx,q~y) in equation (B5) describes an image of the 
original object. 
This result can be seen to be the same as that 
(B6) 
obtained in chapter three and illustrates a physical significance. 
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APPENDIX V 
EFFECT OF THE RANGE APPROXDM.TION 
The purpose of this appendix is to illustrate 
the effects of the binomial approximation on reconstructions 
obtained from kinoforms. Across section of the wave front 
across a plane generated by a point source was calculated 
using the approximation for R. described in section 2.4.2. 
~ 
An exact numerical reconstruction was performed using this 
data and the magnitude of the image obtained, again in cross 
section is shown in figure 42b. Figure 42a shows a similar 
reconstruction, but this time the wavefront was calculated 
exactly. It can be plainly seen that the energy in the 
approximate image has been shifted and spread along the 
x-axis and also has a reduced maximum. This demonstrates 
the effect described in section 2.4.2. 
.' 
<, 
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Figure_42 Illustration of the binomial approximation error , 
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