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Backward errors and linearizations for palindromic matrix
polynomials
Bibhas Adhikari∗
Abstract. We derive computable expressions of structured backward errors of approximate
eigenelements of ∗-palindromic and ∗-anti-palindromic matrix polynomials. We also character-
ize minimal structured perturbations such that approximate eigenelements are exact eigenele-
ments of the perturbed polynomials. We detect structure preserving linearizations which have
almost no adverse effect on the structured backward errors of approximate eigenelements of
the ∗-palindromic and ∗-anti-palindromic polynomials.
Keywords. Structured backward error, palindromic matrix polynomial, structured lineariza-
tion
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1 Introduction
A triple (λ, x, y) ∈ C × Cn × Cn(x 6= 0, y 6= 0) is called an eigentriple of a polynomial
P ∈ Pm(Cn×n) if
P(λ)x = 0 and yHP(λ) = 0, (1)
where Pm(C
n×n) denotes the space of matrix polynomials of the form P(z) =
∑m
j=0 z
jAj , Aj ∈
Cn×n and yH is the conjugate transpose of y. The nonzero vectors x and y are called the
right and left eigenvectors of P corresponding to the eigenvalue λ, respectively. Given a
polynomial P and a pair (λ, x) of P, the backward perturbation analysis deals with finding
minimal perturbation △P ∈ Pm(Cn×n) of P so that (λ, x) becomes an eigenpair of P +△P.
If the coefficients of the given polynomial have certain distinctive structure sometimes it is
necessary to find a minimal perturbation having the same structure as the original polynomial
to preserve some properties (for example, eigensymmetry).
In this paper we restrict our attention to regular matrix polynomials. We undertake
a detailed backward perturbation analysis of ∗-palindromic and ∗-anti-palindromic matrix
polynomials which we define in section 2. These polynomials arise in many applications such
as in the study of rail traffic noise caused by high speed trains [25, 22, 26, 18]. Lately there
has been a lot of interest generated into the development of structured preserving algorithms
and the perturbation theory of palindromic polynomial eigenvalue problems [2, 9, 10, 20, 18,
23, 25, 26].
We denote the set of ∗-palindromic or ∗-anti-palindromic matrix polynomials by S ⊂
Pm(C
n×n). We choose an appropriate norm |||·|||M on Pm(Cn×n). Given a polynomial P ∈ S
and (λ, x) ∈ C× Cn with xHx = 1, we determine the structured backward error ηSM (λ, x,P)
of (λ, x) as an approximate right eigenpair of P ∈ S and construct a polynomial △P ∈ S such
that |||△P|||M = ηSM (λ, x,P) and P(λ)x+△P(λ)x = 0. Moreover, we show that △P is unique
for the Frobenius norm on Cn×n but there are infinitely many such △P for the spectral norm
on Cn×n. Further, for the spectral norm, we show how to construct all such △P. A similar
analysis undertaken in [3] for certain other structures.
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We mention that structured backward error multiplied with the structured condition num-
ber provides an approximate upper bound on the errors in the computed eigenelements. A
detailed sensitivity analysis including explicit expression of structured condition number of
eigenvalues of a variety of structured matrix polynomials including palindromic matrix poly-
nomials has been investigated in [4]. Thus structured backward errors derived in this paper
will play an important role in the accuracy assessment of eigenelements of a ∗-palindromic/∗-
anti-palindromic matrix polynomial computed by structure preserving algorithms.
Due to the lack of a genuine polynomial eigensolver, the common practice to solve a
polynomial eigenvalue problem of degree m is to solve an equivalent generalized eigenvalue
problem of larger size. To be specific, an n×n polynomial P of degree m is converted into an
equivalent linear polynomial L(λ) = λX + Y, X ∈ Cmn×mn, Y ∈ Cmn×mn and a numerically
backward stable algorithm is employed to compute the eigenelements of L. It is shown in
[22, 24] that a polynomial P ∈ Pm(Cn×n) can have infinitely many linearizations. In fact
these linearizations form a vector space of dimension m(m − 1)n2 +m. Analyzing backward
error of approximate eigenpair and condition number of eigenvalues of a matrix polynomial
Higham et al. [15, 16] have determined potential linearizations of a polynomial.
It is well known that ∗-palindromic/∗-anti-palindromic matrix polynomials have certain
eigensymmetry in the spectrum, and in the eigentriple as well [22, 24, 8]. Therefore to solve a
palindromic polynomial eigenvalue problem it is very important to preserve those structures
in the computed eigenelements. The structured linearizations which preserve the eigensymme-
try of ∗-palindromic/∗-anti-palindromic matrix polynomials have been constructed in [22, 24].
Therefore computationally it is highly desirable to identify potential structured linearizations
which are well-conditioned. By analyzing the structured condition number, a recipe of poten-
tial structured linearizations of a given P ∈ S has been produced in [4].
With a view to analyzing accuracy of computed eigenelements of ∗-palindromic/∗-anti-
palindromic matrix polynomials we follow a similar procedure as developed in [3] for a variety
of structured polynomials including symmetric, skew-symmetric, even and odd. Indeed, we
consider structured backward errors ηSM (λ, x,P) of approximate eigenelements (λ, x) of P ∈ S
and structured backward errors ηSM (λ,Λm−1⊗x,L; v) of approximate eigenpair (λ,Λm−1⊗x)
of widely varying structured linearzations L of P, where Λm−1 := [λm−1, . . . , λ, 1]T and v is
called the right ansatz vector, see [22]. Further, we identify potential structured linearizations
L of P for which ηSM (λ,Λm−1⊗x,L; v) ≤ αηSM (λ, x,P), for some scalar α > 0. Thus we identify
structure preserving linearizations which have almost no adverse effect on the structured back-
ward errors of approximate eigenelements of ∗-palindromic/∗-anti-palindromic polynomials.
We notice that the potential structured linearizations of T -palindromic matrix polynomials
agree with those potential structured linearizations proposed in [4] for T -palindromic matrix
polynomials.
The rest of the paper is organized as follows. In section 2, we review palindromic matrix
polynomials and their spectral symmetries. In section 3, we derive structured backward
errors of approximate eigenpairs of palindromic matrix polynomials. In section 4, we analyze
structured linearizations of palindromic matrix polynomials and identify potential structured
linearizations.
2 Eigensymmetry of palindromic matrix polynomials
A matrix polynomial P(z) =
∑m
j=0 z
jAj ∈ Pm(Cn×n) is called ∗-palindromic or ∗-anti-
palindromic if
P∗(z) = zmP(1/z) or P∗(z) = −zmP(1/z) ∀z ∈ C \ {0} (2)
respectively, where P∗(z) =
∑m
j=0 z
jA∗j and ∗ ∈ {T,H}. Note that AT denotes the transpose
of a matrix A and the conjugate transpose of a matrix A is denoted by AH . We denote the
set of ∗-palindromic matrix polynomials by Sp and the set of ∗-anti-palindromic polynomials
by Sap. Unless otherwise stated we write S for both Sp and Sap. Due to the structure of the
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coefficients, the spectrum of a ∗-palindromic/∗-anti-palindromic polynomial inherits a spectral
symmetry. In fact if λ is an eigenvalue of P ∈ S then 1/λ∗ is also an eigenvalue of P. This
eigenvalue pairing (λ, 1/λ∗) is known as the symplectic eigensymmetry. Table 1 gives the
eigensymmetry and structure of eigentriples of ∗-palindromic and ∗-anti-palindromic matrix
polynomials.
S eigenvalue pairing eigentriple
T -palindromic / T -antipalindromic (λ, 1/λ) (λ, x, y), (1/λ, y, x)
H-palindromic/H-anti-palindromic (λ, 1/λ) (λ, x, y), (1/λ, y, x)
Table 1: Eigensymmetry of ∗-palindromic/∗-anti-palindromic polynomials.
The results in Table 1 follow from [2, Theorem 2.1] by extending the arguments of matrix
pencils to matrix polynomials. Note that if λ = 0, that is, if 0 is an eigenvalue of P ∈ S then
∞ is an eigenvalue of P as well. In this paper we consider only finite eigenvalues, although
an infinity eigenvalue can be analyzed by considering the reversal of the polynomial or by
considering the homogeneous polynomial, see [5, 22, 27].
We now show that given (λ, x) ∈ C× Cn with ‖x‖2 = 1 and P ∈ S, there always exists a
polynomial △P ∈ S such that (P(λ) +△P(λ))x = 0, that is, (λ, x) is an eigenpair of P+△P.
For x ∈ Cn with ‖x‖2 = 1, we define the projection Px := I − xxH . Throughout the paper,
we follow the convention that △P ∈ Pm(Cn×n) is of the form △P(z) =
∑m
j=0 z
j△Aj .
Theorem 2.1 Let S ∈ {Sp, Sap}. Let P ∈ S be given by P(z) =
∑m
j=0 z
jAj . Suppose (λ, x) ∈
C× Cn with ‖x‖2 = 1. Set r := −P(λ)x and Λm := [1, λ, . . . , λm]T . Define
△Aj :=
{
−(xTAjx)xxH + 1‖Λm‖22
[
(λ)jP ∗x rx
H + ǫ(λ)m−j xrTPx
]
, if ∗ = T
−(xHAjx)xxH + 1‖Λm‖22
[
(λ)jPxrx
H + ǫλm−jxrHPx
]
, if ∗ = H
△Am−j :=
{
ǫ(△Aj)∗, j = 0 : (m− 1)/2 if m is odd,
ǫ(△Aj)∗, j = 0 : m/2 if m is even,
where ǫ = 1 if S = Sp, and ǫ = −1 if S = Sap. Then P(λ)x +△P(λ)x = 0 and △P ∈ S.
Proof: The proof is computational and is easy to check.
3 Structured backward error of approximate eigenpair
In this section we derive structured backward error of an approximate eigenpair (λ, x) of a
polynomial P ∈ S. The backward error of an approximate eigenpair (λ, x) is defined as the
smallest perturbation by norm, △P of P such that (λ, x) is an eigenpair of P +△P. Given
P(z) =
∑m
j=0 z
jAj we define norm in the following manner:
|||P|||M :=
( m∑
j=0
‖Aj‖2M
)1/2
, M ∈ {F, 2} (3)
where M = F is the Frobenius norm and M = 2 is the spectral norm. For a variety of norms
on Pm(C
n×n) see [5].
Recall that a matrix polynomial P is called regular if det(P(z)) 6= 0 for some z ∈ C.
Treating (λ, x) as an approximate eigenpair of a regular polynomial P we define the backward
error of (λ, x) by
ηM (λ, x,P) := min△P∈Pm(Cn×n)
{|||△P|||M : P(λ)x+△P(λ)x = 0}, M ∈ {F, 2}.
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Setting r := −P(λ)x, we have the explicit formula [3]
ηM (λ, x,P) = ‖r‖2/‖x‖2‖Λm‖2. (4)
An explicit formula of backward error is obtained by Tisseur [27] for a different class of norms
on Pm(C
n×n). See also [8].
Next assume that P ∈ S is a regular polynomial. Then we define the structured backward
error of an approximate eigenpair (λ, x) by
ηSM (λ, x,P) := min△P∈S
{|||△P|||M : P(λ)x +△P(λ)x = 0}, M ∈ {F, 2}. (5)
By Theorem 2.1 it is easy to see that ηSM (λ, x,P) <∞ and ηM (λ, x,P) ≤ ηSM (λ, x,P).
To derive ηSM (λ, x,P) corresponding to M = 2 we use Davis-Kahan-Weinberger norm-
preserving dilation theorem (DKW in short) which we state below.
Theorem 3.1 (Davis-Kahan-Weinberger, [11]) Let A,B,C and D are matrices of ap-
propriate sizes. Let A,B,C satisfy
∥∥∥∥[AB
]∥∥∥∥
2
= µ and
∥∥[A C]∥∥
2
= µ. Then there exists D
such that
∥∥∥∥[A CB D
]∥∥∥∥
2
= µ. All D which have this property are exactly those of the form
D = −KAHL+ µ(I −KKH)1/2Z(I − LHL)1/2, (6)
where KH := (µ2I−AHA)−1/2BH , L := (µ2I−AAH)−1/2C and Z is an arbitrary contraction,
that is, ‖Z‖2 ≤ 1.
For a more general version of DKW Theorem see [11]. We use DKW Theorem in the subse-
quent development by setting Z = 0 in (6) to avoid cumbersome calculations.
Let Λm := [1, λ, . . . λ
m]T , λ ∈ C. To determine structured backward error in a conve-
nient manner we use the projection operators Πs which were introduced in [4] to determine
the structured condition number of eigenvalues of ∗-palindromic/∗-anti-palindromic matrix
polynomials. Πs, s ∈ {+,−} is defined by
Π±(Λm) :=
{[
λm±1√
2
, . . . , λ
m/2+1±λm/2−1√
2
, λ
m/2±λm/2
2
]T
if m is even,[
λm±1√
2
, . . . , λ
(m+1)/2±λ(m−1)/2√
2
]T
, if m is odd.
(7)
Now we state some basic properties of Π+ and Π− that will be used in the subsequent
development. It is straightforward to check that the following relations hold.
• ‖Π+(Λm)‖22 − ‖Π−(Λm)‖22 =
{∑(m−2)/2
j=0 2re((λ)
jλm−j) + |λm/2|2, if m is even∑(m−1)/2
j=0 2re((λ)
jλm−j), if m is odd.
• ‖Π+(Λm)‖22 + ‖Π−(Λm)‖22 = ‖Λm‖22.
• 2‖Π+(Λm) + Π−(Λm)‖22 =
{∑m/2
j=0 |λm−j |2, if m is even∑(m−1)/2
j=0 |λm−j |2, if m is odd.
• 2‖Π+(Λm)−Π−(Λm)‖22 =
{∑m/2
j=0 |λj |2, if m is even∑(m−1)/2
j=0 |λj |2, if m is odd.
3.1 T -palindromic and T -anti-palindromic matrix polynomials
Now we derive structured backward error of approximate eigenpair of T -palindromic and
T -anti-palindromic matrix polynomials. Recall that a polynomial P(z) =
∑m
j=0 z
jAj is T -
palindromic if ATj = Am−j , and T -anti-palindromic if A
T
j = −Am−j . The set of T -palindromic
and T -anti-palindromic matrix polynomials is denoted by Sp and Sap respectively.
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Theorem 3.2 Let S ∈ {Sp, Sap}. Let P ∈ S be given by P(z) =
∑m
j=0 z
jAj . Let (λ, x) with
‖x‖2 = 1 be an approximate eigenpair of P. Set r := −P(λ)x. Then we have
ηSM (λ, x,P) =
(
aSM (λ)‖r‖22 + bSM (λ)|xT r|2
)1/2
, M ∈ {F, 2}
where aSM (λ) and b
S
M (λ) are given by
m λ S aSM (λ), M = F b
S
M (λ), M = F
odd λ 6= −1 Sp 2‖Λm‖22
1
‖Πs(Λm)‖22 −
2
‖Λm‖22
λ 6= 1 Sap
λ = −1 Sp 2‖Λm‖22 0
λ = 1 Sap
even λ = ±1 Sp 2‖Λm‖22 −
1
‖Λm‖22
λ 6= ±1 Sp 2‖Λm‖22
4‖Πs(Λm)‖22−3ǫ|λm/2|2(
2‖Πs(Λm)‖22−ǫ|λm/2|2
)2 − 2‖Λm‖22
λ 6= 1 Sap
m λ S aSM (λ), M = 2 b
S
M (λ), M = 2
odd |λ| > 1 S 4‖Π+(Λm)+Π−(Λm)‖22‖Λm‖42
‖Λm‖42−4‖Π+(Λm)+Π−(Λm)‖22‖Πs(Λm)‖22
‖Λm‖42‖Πs(Λm)‖22
|λ| ≤ 1 S 4‖Π+(Λm)−Π−(Λm)‖22‖Λm‖42
‖Λm‖42−4‖Π+(Λm)−Π−(Λm)‖22‖Πs(Λm)‖22
‖Λm‖42‖Πs(Λm)‖22
even λ = ±1 Sp 1‖Λm‖22 0
λ = 1 Sap
|λ| > 1 S 4‖Π+(Λm)+Π−(Λm)‖22−|λm/2|2‖Λm‖42
[ 4‖Πs(Λm)‖22−3ǫ|λm/2|2(
2‖Πs(Λm)‖22−ǫ|λm/2|2
)2−
4‖Π+(Λm)+Π−(Λm)‖22−|λm/2|2
‖Λm‖42
]
|λ| ≤ 1 S 4‖Π+(Λm)−Π−(Λm)‖22−|λm/2|2‖Λm‖42
[ 4‖Πs(Λm)‖22−3ǫ|λm/2|2(
2‖Πs(Λm)‖22−ǫ|λm/2|2
)2−
4‖Π+(Λm)−Π−(Λm)‖22−|λm/2|2
‖Λm‖42
]
where s = +, ǫ = 1 if S = Sp, and s = −, ǫ = 0 if S = Sap.
Proof: First suppose that m is even. Then by Theorem 2.1, note that there aways exists a
polynomial △P ∈ S which satisfies △P(λ)x+P(λ)x = 0. Consequently ηSM (λ, x,P) <∞. Let
Q = [x, Q1] be a unitary matrix, where x ∈ Cn is given and Q1 ∈ Cn×(n−1) is an isometry
so that QH1 x = 0.
Let S = Sp. Define
△Aj := Q
[
ajj a
T
j
bj Xj
]
QH , △Am/2 := Q
[
a(m/2)(m/2) a
T
m/2
am/2 Xm/2
]
QH , j = 0 : (m− 2)/2 (8)
and △Am−j = (△Aj)T . Now △P(λ)x + P(λ)x = 0 yields △P(λ)x = −P(λ)x = r(say).
Therefore by (8) we have[ ∑m
j=0 λ
jajj∑(m−2)/2
j=0 λ
jbj +
∑(m−2)/2
j=0 λ
m−jaj + λm/2am/2
]
=
[
xT r
QT1 r
]
.
By Lemma A.2 the minimum norm solution of
∑(m−2)/2
j=0 λ
jbj+
∑(m−2)/2
j=0 λ
m−jaj+λm/2am/2 =
QT1 r is given by
bj =
(λ)j
‖Λm‖22
QT1 r, aj =
(λ)m−j
‖Λm‖22
QT1 r, j = 0 : (m− 2)/2, am/2 =
(λ)m/2
‖Λm‖22
QT1 r.
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Further, by Lemma A.1, 4 the minimum norm solution of
∑m
j=0 λ
jajj = x
T r is given by
ajj =

λj
‖Λm‖22 x
T r if λ = ±1,
(λ)j+(λ)m−j
2‖Π+(Λm)‖22−|λm/2|2
xT r if λ 6= ±1, a(m/2)(m/2) =

λm/2
‖Λm‖22x
T r if λ = ±1,
(λ)m/2xT r
2‖Π+(Λm)‖22−|λm/2|2
if λ 6= ±1,
where j = 0 : (m− 2)/2. Thus we have
△Aj = Q
[
λj
‖Λm‖22 x
T r λ
m−j
‖Λm‖22 (Q
T
1 r)
T
λj
‖Λm‖22Q
T
1 r Xj
]
QH , j = 0 : m/2,△Am−j = (△Aj)T (9)
whenever λ = ±1, and
△Aj = Q
 (λ)j+(λ)m−j2‖Π+(Λm)‖22−|λm/2|2xT r (λ)m−j‖Λm‖22 (QT1 r)T
(λ)j
‖Λm‖22Q
T
1 r Xj
QH , j = 0 : (m− 2)/2, (10)
△Am/2 = Q
 (λ)m/22‖Π+(Λm)‖22−|λm/2|2xT r (λ)m/2‖Λm‖22 (QT1 r)T
(λ)m/2
‖Λm‖22Q
T
1 r Xm/2
QH , △Am−j = (△Aj)T (11)
whenever λ 6= ±1. Setting Xj = 0, j = 0 : m, and using the fact that
‖QT1 r‖22 = ‖QQT1 r‖22 = ‖(I − xxT )r‖22 = ‖r‖22 − |xT r|2, (12)
we obtain
η
Sp
F (λ, x,P) =

1√
m+1
√
2‖r‖22 − |xT r|2 ifλ = ±1√
2
‖Λm‖22 ‖r‖
2
2 +
( 4‖Π+(Λm)‖22−3|λm/2|2(
2‖Π+(Λm)‖22−|λm/2|2
)2 − 2‖Λm‖22 )|xT r|2 ifλ 6= ±1.
Now we derive η
Sp
2 (λ, x,P), by using DKW Theorem. If λ = ±1, by (9) and Theorem 3.1
we have µ△Aj = ‖△Aj‖2 = ‖r‖2‖Λm‖42 , j = 0 : m, given by
Xj = − λ
m−jxT r QT1 r(Q
T
1 r)
T
‖Λm‖22 (‖r‖22 − |xT r|2)
, Xm/2 = −
λm/2xT r QT1 r(Q
T
1 r)
T
‖Λm‖22 (‖r‖22 − |xT r|2)
(13)
where j = 0 : (m − 2)/2, and Xm−j = XTj . If λ 6= ±1, by (10), (11) and Theorem 3.1 we
have
µ△Aj = ‖△Aj‖2 =

√
|λj+λm−j |2 |xT r|2(
2‖Π+(Λm)‖22−|λm/2|2
)2 + |λm−j |2 (‖r‖22−|xT r|2)‖Λm‖42 , if |λ| > 1√
|λj+λm−j |2 |xT r|2(
2‖Π+(Λm)‖22−|λm/2|2
)2 + |λj |2 (‖r‖22−|xT r|2)‖Λm‖42 , if |λ| ≤ 1
µ△Am/2 = ‖△Am/2‖2 =
√
|λm/2|2 |xT r|2(
2‖Π+(Λm)‖22 − |λm/2|2
)2 + |λm/2|2 (‖r‖22 − |xT r|2)‖Λm‖42
given by
Xj =

− (|λj |2(λ)m−j+|λm−j |2(λ)j xT r QT1 r(QT1 r)T(
2‖Π+(Λm)‖22−|λm/2|2
)
|λm−j |2 (‖r‖22−|xT r|2)
, if |λ| > 1,
− (|λj |2(λ)m−j+|λ2m−j |2(λ)j xT r QT1 r(QT1 r)T(
2‖Π+(Λm)‖22−|λm/2|2
)
|λj |2 (‖r‖22−|xT r|2)
, if |λ| ≤ 1,
(14)
Xm/2 = −
(λ)m/2 xT r QT1 r(Q
T
1 r)
T(
2‖Π+(Λm)‖22 − |λm/2|2
)
(‖r‖22 − |xT r|2)
, (15)
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where j = 0 : (m− 2)/2. Consequently we have ηSp2 (λ, x,P) = ‖r‖2√m+1 if λ = ±1, and
(
η
Sp
2 (λ, x,P)
)2
=

4‖Π+(Λm)+Π−(Λm)‖22−|λm/2|2
‖Λm‖42 ‖r‖
2
2 +
[ 4‖Π+(Λm)‖22−3|λm/2|2(
2‖Π+(Λm)‖22−|λm/2|2
)2
− 4‖Π+(Λm)+Π−(Λm)‖22−|λm/2|2‖Λm‖42
]|xT r|2 if |λ| > 1,
4‖Π+(Λm)−Π−(Λm)‖22−|λm/2|2
‖Λm‖42 ‖r‖
2
2 +
[ 4‖Π+(Λm)‖22−3|λm/2|2(
2‖Π+(Λm)‖22−|λm/2|2
)2
− 4‖Π+(Λm)−Π−(Λm)‖22−|λm/2|2‖Λm‖42
]|xT r|2 if |λ| ≤ 1, λ 6= ±1.
Note that if |xT r| = ‖r‖2, then ‖QT1 r‖2 = 0. In such a case, considering Xj = 0 we obtain
the desired results.
Next let S = Sap. Define
△Aj := Q
[
ajj a
T
j
bj Xj
]
QH , △Am/2 := Q
[
0 −aTm/2
am/2 Xm/2
]
QH , j = 0 : (m− 2)/2 (16)
and △Am−j = −(△Aj)T and Q = [x, Q1] is a unitary matrix. Therefore we have[ ∑(m−2)/2
j=0 λ
jajj −
∑(m−2)/2
j=0 λ
m−jajj∑(m−2)/2
j=0 λ
jbj + am/2λ
m/2 −∑(m−2)/2j=0 λm−jaj
]
=
[
xT r
QT1 r
]
.
Note that ajj = 0 whenever j = m/2, since (Am/2)
T = −Am/2. By Lemma A.2, the minimum
norm solution of
∑(m−2)/2
j=0 λ
jbj + am/2λ
m/2 −∑(m−2)/2j=0 λm−jaj = QT1 r is given by
bj =
(λ)jQT1 r
‖Λm‖22
, aj = − (λ)
m−jQT1 r
‖Λm‖22
, am/2 =
(λ)m/2QT1 r
‖Λm‖22
, j = 0 : (m− 2)/2.
Also note that xT r = 0 if λ = 1. Therefore by Lemma A.1, 5, the minimum norm solution of∑(m−2)/2
j=0 λ
jajj −
∑(m−2)/2
j=0 λ
m−jajj = xT r is given by
ajj =
{
0 ifλ = 1
(λ)j−(λ)m−j
2‖Π−(Λm)‖22 x
T r ifλ 6= 1
where j = (m− 2)/2. Therefore by (16) we have
△Aj =

Q
 0 − (QT1 r)T‖Λm‖22
QT1 r
‖Λm‖22 Xj
QH ifλ = 1
Q
 (λ)j−(λ)m−j2‖Π−(Λm)‖22 xT r − (λ)m−j(QT1 r)T‖Λm‖22
(λ)jQT1 r
‖Λm‖22 Xj
QH ifλ 6= 1 (17)
△Am/2 = Q
 0 − (λ)m/2(QT1 r)T‖Λm‖22
(λ)m/2QT1 r
‖Λm‖22 Xm/2
QH if λ 6= 1, (18)
where j = 0 : (m− 2)/2 and △Am−j = (△Aj)T . Now setting Xj = 0, we obtain the desired
result forM = F. Further, by employing DKW Theorem 3.1 and following a similar arguments
as that in the case of S = Sp, we obtain η
Sap
2 (λ, x,P).
Next consider m be odd. Let S = Sp. Define
△˜Aj := QT△AQ =
[
ajj a
T
j
bj Xj
]
and (△Aj)T = △Am−j , j = 0 : (m− 1)/2,
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where Q = [x, Q1], Q1 ∈ Cn×(n−1) is a unitary matrix defined as above. Consequently we
have [ ∑m
j=0 λ
jajj∑(m−1)/2
j=0 λ
jbj +
∑(m−1)/2
j=0 λ
m−jaj
]
=
[
xT r
QT1 r
]
.
Note that xT r = 0 if λ = −1. Then by Lemma A.2 and Lemma A.1, 3 the minimum norm
solutions of
∑(m−1)/2
j=0 λ
jbj +
∑(m−1)/2
j=0 λ
m−jaj = QT1 r and
∑m
j=0 λ
jajj = x
T r are given by
bj =
(λ)j
‖Λm‖22
QT1 r, aj =
(λ)m−j
‖Λm‖22
QT1 r, ajj =
{
0 ifλ = −1,
(λ)j+(λ)m−j
2‖Π+(Λm)‖22 x
T r ifλ 6= −1.
Thus we obtain
△Aj =

Q
 0 ( (λ)m−j‖Λm‖22 QT1 r)T
(λ
j
‖Λm‖22Q
T
1 r Xj
QH ifλ = −1.
Q
 (λ)j+(λ)m−j2‖Π+(Λm)‖22 xT r ( (λ)m−j‖Λm‖22 QT1 r)T
(λ)j
‖Λm‖22Q
T
1 r Xj
QH , ifλ 6= −1. (19)
Now setting Xj = 0, j = 0 : m and by (12) we obtain
η
Sp
F (λ, x,P) =

‖r‖2√
m+1
, ifλ = −1√
2
‖Λm‖22
‖r‖22 + ‖Π−(λ)‖
2
2−‖Π+(λ)‖22
‖Λm‖22‖Π+(λ)‖22
|xT r|2, ifλ 6= −1
Moreover by DKW Theorem, (19) and following a similar techenique used for even m, we
obtain
η
Sp
2 (λ, x,P) =

√
4‖Π+(Λm)+Π−(Λm)‖22
‖Λm‖42 ‖r‖
2
2 +
‖Λm‖42−4‖Π+(Λm)+Π−(Λm)‖22‖Π+(Λm)‖22
‖Λm‖42‖Π+(Λm)‖22 |x
T r|2,
if |λ| > 1√
4‖Π+(Λm)−Π−(Λm)‖22
‖Λm‖42 ‖r‖
2
2 +
‖Λm‖42−4‖Π+(Λm)−Π−(Λm)‖22‖Π+(Λm)‖22
‖Λm‖42‖Π+(Λm)‖22 |x
T r|2,
if |λ| ≤ 1.
Hence the result follows when S = Sp and m is odd. Following a similar arguments we obtain
the desired results for S = Sap. 
Remark 3.3 Observe from the above proof that ηSF (λ, x,P) is obtained by the only choice
Xj = 0. For η
S
2(λ, x,P), by DKW Theorem, the choice of Xj is infinite. Therefore the minimal
structured perturbation is unique for Frobenious norm and in contrast we have infinitely many
minimal structured perturbations for spectral norm.
Let P ∈ S. Treating (λ, x) ∈ C×Cn with ‖x‖2 = 1 as an approximate eigenpair of P, we now
construct a minimal structured perturbation △P by simplifying the expressions of △Aj given
in the proof of Theorem 3.2. Let Px := I −xxH where I is the identity matrix of order n and
0 6= x ∈ Cn. Define
Ej :=
(λ)j + ǫ(λ)m−j
2‖Πs(Λm)‖22
(xT r)xxH , Gj :=
(λ)j + ǫ(λ)m−j
2‖Πs(Λm)‖22 − α|λm/2|2
(xT r)xxH + Fj
Fj :=
1
‖Λm‖22
[
(λ)jPTx rx
H + ǫ(λ)m−jxrTPx
]
, Hm/2 :=
(λ)m/2 (xT r)xxH
2‖Πs(Λm)‖22 − α|λm/2|2
+ Fm/2
Kj :=
(|λj |2(λ)m−j + ǫ|λm−j |2(λ)j) xT rPTx rrTPx
‖r‖22 − |xT r|2
, Lj :=
(λ)m−j xT rPTx rr
TPx
‖Λm‖22(‖r‖22 − |xT r|2)
where s ∈ {+,−}, ǫ ∈ {+1,−1}, α ∈ {0, 1} and j ∈ {0, 1, . . . ,m}.
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Corollary 3.4 Let S ∈ {Sp, Sap} and P ∈ S. Let (λ, x) be an approximate eigenpair of P.
Then the unique structured perturbation △P ∈ S when M = F, and a structured perturbation
△P ∈ S when M = 2, of P for which P(λ)x +△P(λ)x = 0 and |||△P|||M = ηSM (λ, x,P) are
given by
1. m is odd:
|||·||| = |||·|||F |||·||| = |||·|||2
△Aj Fj if λ = −1, S = Sp Fj if λ = −1, S = Sp
Ej + Fj if λ 6= −1, S = Sp or Ej + Fj − |λ
m−j |−2
2‖Πs(Λm)‖22Kj if |λ| > 1
λ 6= 1, S = Sap and S ∈ {Sp, Sap}
Ej + Fj − |λ
j |−2
2‖Πs(Λm)‖22Kj if |λ| ≤ 1 and
1
‖Λm‖22 [rx
H − xrT ] λ 6= −1, S = Sp or λ 6= 1, S = Sap
if λ = 1, S = Sap
1
‖Λm‖22 [rx
H − xrT ] if λ = 1, S = Sap
2. m is even:
|||·||| = |||·|||F |||·||| = |||·|||2
△Aj λ
j(xT r)
‖Λm‖22 xx
H + Fj if
λj(xT r)
‖Λm‖22 xx
H + Fj − Lj if
λ = ±1, S = Sp λ = ±1, S = Sp
Gj if λ 6= ±1, S = Sp Gj − |λ
m−j |−2
2‖Πs(Λm)‖22−α|λm/2|2
Kj
or λ 6= 1, S = Sap if |λ| > 1, S ∈ {Sp, Sap}
Gj − |λ
j |−2
2‖Πs(Λm)‖22−α|λm/2|2
Kj if |λ| ≤ 1 and
1
‖Λm‖22 [rx
H − xrT ] λ 6= ±1, S = Sp or λ 6= 1, S = Sap
if λ = 1, S = Sap
1
‖Λm‖22 [rx
H − xrT ] if λ = 1, S = Sap
△Am/2 (x
T r)
‖Λm‖22 xx
H + Fm/2
(xT r)
‖Λm‖22xx
H + Fm/2 − Lm/2
if λ = ±1, S = Sp if λ = ±1, S = Sp
Hm/2 if λ 6= ±1, S = Sp Hm/2 − ‖Λm‖
2
2
2‖Πs(Λm)‖22−α|λm/2|2
Lm/2
if λ 6= ±1, S = Sp
(λ)m/2
‖Λm‖22 [rx
H − xrT ] if (λ)m/2‖Λm‖22 [rx
H − xrT ] if
λ ∈ C, S = Sap λ ∈ C, S = Sap
where ǫ =
{
1 if S = Sp,
−1 if S = Sap, s =
{
+ if S = Sp,
− if S = Sap, α =
{
0 if m is odd,
1 if m is even.
and△Am−j =
ǫ(△Aj)T .
Proof: First consider S = Sp. Let m be even. If λ = ±1 then simplifying (9) we have
△Aj = λ
j
‖Λm‖22
(xT r)xxH +
1
‖Λm‖22
[λjQ1Q
T
1 rx
H + λm−jxrTQ1QH1 ] +Q1XjQ
H
1
=
λj
‖Λm‖22
(xT r)xxH +
1
‖Λm‖22
[λjPTx rx
H + λm−jxrTPx] +Q1XjQ
H
1
=
λj
‖Λm‖22
(xT r)xxH + Fj +Q1XjQ
H
1 ,
and if λ 6= ±1 then simplifying (10) and (11) we have
△Aj = (λ)
j + (λ)m−j
2‖Πs(Λm)‖22 − |λm/2|2
(xT r)xxH + Fj +Q1XjQ
H
1
△Am/2 =
(λ)m/2
2‖Πs(Λm)‖22 − |λm/2|2
(xT r)xxH + Fm/2 +Q1Xm/2Q
H
1 .
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Now setting Xj = 0 for M = F we obtain the unique polynomial △P ∈ S, and putting
Xj given in (13)-(15) for M = 2 we obtain △P ∈ S such that P(λ)x + △P(λ)x = 0 and
|||△P|||M = ηSM (λ, x,P). The proof is similar when m is odd, S = Sp, and S = Sap,m is either
even or odd. 
Note that if Y ∈ Cn×n is such that Y x = 0 and Y Tx = 0 then Y = (I−xxH)TZ(I−xxH)
for some matrix Z. Hence from the proof of Theorem 3.2 and Corollary 3.4 we obtain that if K
is a T -palindromic (resp. T -anti-palindromic) polynomial such that P(λ)x+K(λ)x = 0 then
K(z) = △P(z)+(I−xxH)TN(z)(I−xxH) for some T -palindromic (resp. T -anti-palindromic)
matrix polynomial N, where △P is given in Corollary 3.4.
3.2 H-palindromic and H-anti-palindromic matrix polynomials
We now consider the set of H-palindromic and H-anti-palindromic polynomials denoted by
Sp and Sap, respectively. To derive the structured backward error of approximate eigenpair
of a polynomial P ∈ S, where S ∈ {Sp, Sap}, we proceed as follows. Let z ∈ C. Let us define
the maps vec : C→ R2 and M : C→ R2×2 by
vec(z) =
[
re(z)
im(z)
]
and M(z) =
[
re(z) −im(z)
im(z) re(z)
]
. (20)
Then we have the following Lemma.
Lemma 3.5 Let z ∈ C and Σ =
[
1 0
0 −1
]
. Then the following hold.
(i) vec(z) = Σvec(z). (ii) vec(z1z2) = M(z1)vec(z2), z1, z2 ∈ C. (iii) M(z) = M(z)T .
Proof: The proof is obvious.
Note that P is H-palindromic polynomial if and only if iP, i :=
√−1 is H-anti-palindromic
polynomial. Thus the mapH-palindromic 7→H-anti-palindromic is an isometric isomorphism.
Also observe that ηSM (λ, x,P) = η
iS
M (λ, x, iP) where iS := {iP : P ∈ S}.We denote the Moore-
Penrose pseudoinverse of a matrix A by A†.
Theorem 3.6 Let P ∈ Sp be given by P(z) =
∑m
j=0 z
jAj . Let (λ, x) with ‖x‖2 = 1 be an
approximate eigenpair of P. Set r := −P(λ)x and Λm = [1, λ, . . . , λm]T . Then we have
η
Sp
F (λ, x,P) =

1√
m+1
√
2‖r‖22 − |rHx|2 ≤
√
2η(λ, x,P), if |λ| = 1√
(2‖r̂‖22 − ǫ|eT(m/2)+1r̂|2) + 2
‖r‖22−|xHr|2
‖Λm‖22 , if |λ| 6= 1.
η
Sp
2 (λ, x,P) =

η(λ, x,P) if |λ| = 1√
(2‖r̂‖22 − ǫ|eT(m/2)+1r̂|2) +
(4‖Π+(Λm)+Π−(Λm)‖22−ǫ|λm/2|2)(‖r‖22−|xHr|2)
‖Λm‖42 ,
if |λ| > 1√
(2‖r̂‖22 − ǫ|eT(m/2)+1r̂|2) +
(4‖Π+(λ)−Π−(Λm)‖22−ǫ|λm/2|2)(‖r‖22−|xHr|2)
‖Λm‖42 ,
if|λ| < 1.
where ǫ =
{
0 if m is odd,
1 if m is even,
r̂ =
{ [
H0 H1 . . . H(m−1)/2
]†
vec(xHr) ifm is odd,[
H0 H1 . . . H(m−2)/2 Hm/2
]†
vec(xHr) ifm is even,
Hj =
[
re (λj) + re (λm−j) −im (λj) + im (λm−j)
im (λj) + im(λm−j) re (λj)− re (λm−j)
]
, j =
{
0 : (m− 1)/2 if m is odd,
0 : (m− 2)/2 if m is even,
Hm/2 =
[
re(λm/2)
im(λm/2)
]
whenever m is even, and ej is the j-th column of the identity matrix.
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Proof: First suppose that m is even. By Theorem 2.1 it is evident that there exists a
polynomial △P ∈ Sp for which △P(λ)x + P(λ)x = 0. Let Q = [x, Q1] be a unitary matrix
where x is given and Q1 ∈ Cn×(n−1) is an isometry such that QH1 x = 0. Define
△Aj := Q
[
ajj a
H
j
bj Xj
]
QH , △Am/2 := Q
[
a(m/2)(m/2) a
H
m/2
am/2 Xm/2
]
QH , j = 0 : (m− 2)/2 (21)
and △Am−j = (△Aj)H . Since △P(λ)x+ P(λ)x = 0, we have[ ∑m
j=0 λ
jajj∑(m−2)/2
j=0 λ
jbj +
∑m/2
j=0 λ
m−jaj
]
=
[
xHr
QH1 r
]
.
The minimum norm solution of
∑(m−2)/2
j=0 λ
jbj +
∑m/2
j=0 λ
m−jaj = QH1 r is given by bj =
(λ)j
‖Λm‖22 , aj =
(λ)m−j
‖Λm‖22 . Note that for |λ| = 1, we have x
Hr = (λ)mxHr. Hence the minimum
norm solution of
∑m
j=0 λ
jajj = x
Hr is given by ajj =
(λ)j
‖Λm‖22x
Hr, j = 0 : m. Therefore we
have
△Aj = Q
 (λ)j‖Λm‖22 xHr λm−j‖Λm‖22 (QH1 r)H
(λ)j
‖Λm‖22Q
H
1 r Xj
QH ,△Am/2 = Q
 (λ)m/2‖Λm‖22 xHr λm/2‖Λm‖22 (QH1 r)H
(λ)m/2
‖Λm‖22Q
H
1 r Xm/2
QH ,
(22)
△Am−j = (△Aj)j , j = 0 : (m− 2)/2, which gives, ηSpF (λ, x,P) = 1√m+1
√
2‖r‖22 − |rHx|2.
If |λ| 6= 1, by Lemma A.1, 7, the minimum norm solution of ∑mj=0 λjajj = xHr is given
by ajj = e
T
j+1r̂, j = 0 : m/2 where r̂ =
[
H0 H1 . . . H(m−2)/2 Hm/2
]†
vec(xHr) and
Hj =
[
re (λj) + re (λm−j) −im (λj) + im (λm−j)
im (λj) + im(λm−j) re (λj)− re (λm−j)
]
, j = 0 : (m− 2)/2, Hm/2 =
[
re(λm/2)
im(λm/2)
]
.
Therefore we have
△Aj = Q
 eTj+1r̂ λm−j (QH1 r)H‖Λm‖22
(λ)jQH1 r
‖Λm‖22 Xj
QH ,△Am/2 = Q
eT(m/2)+1r̂ λm/2 (QH1 r)H‖Λm‖22
(λ)m/2QH1 r
‖Λm‖22 Xm/2
QH (23)
and △Am−j = (△Aj)H , j = 0 : (m− 2)/2. Setting Xj = 0, j = 0 : m/2 we obtain
η
Sp
F (λ, x,P) =
√
(2‖r̂‖22 − |eT(m/2)+1r̂|2) + 2
‖r‖22 − |xHr|2
‖Λm‖22
.
Next we derive the result for spectral norm. Note that for |λ| = 1, by (22) and Theorem 3.1
we have µ△Aj =
‖r‖2
‖Λm‖22
and
Xj = −λ
m−j rHx QH1 r(Q
H
1 r)
H
‖Λm‖22 (‖r‖22 − |rHx|2)
, Xm/2 = −
λm/2 rHx QH1 r(Q
H
1 r)
H
‖Λm‖22 (‖r‖22 − |rHx|2)
. (24)
Thus we have η
Sp
2 (λ, x,P) =
‖r‖2√
m+1
. If |λ| 6= 1 by (23) and Theorem 3.1 we have
µ△Aj =

√
|eTj+1r̂|2 + |λ
m−j |2 (‖r‖22−|xHr|2)
‖Λm‖42 , if |λ| > 1,√
|eTj+1r̂|2 + |λ
i|2 (‖r‖22−|xHr|2)
‖Λm‖42 , if |λ| < 1,
µ△Am/2 =
√
|eT(m/2)+1r̂|2 +
|λm|2 (‖r‖22−|xHr|2)
‖Λm‖42 given by
Xj =
 −
eTj+1br (λ)
j λm−j QH1 r(Q
H
1 r)
H
|λm−j |2 (‖r‖22−|xHr|2) , if |λ| > 1
− e
T
j+1br (λ)
j λm−j QH1 r(Q
H
1 r)
H
|λi|2 (‖r‖22−|xHr|2) , if |λ| < 1,
(25)
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Xm/2 = −
(eT(m/2)+1r̂) Q
H
1 r(Q
H
1 r)
H
(‖r‖22 − |xHr|2)
(26)
for j = 0 : (m− 2)/2. This gives
η
Sp
2 (λ, x,P) =

√
(2‖r̂‖22 − |eT(m/2)+1r̂|2) +
(4‖Π+(Λm)+Π−(Λm)‖22−|λm/2|2)(‖r‖22−|xHr|2)
‖Λm‖42 ,
if|λ| > 1√
(2‖r̂‖22 − |eT(m/2)+1r̂|2) +
(4‖Π+(Λm)−Π−(Λm)‖22−|λm/2|2)(‖r‖22−|xHr|2)
‖Λm‖42 ,
if|λ| < 1.
Note that if |xHr| = ‖r‖2, then ‖QH1 r‖2 = 0. In such a case, considering Xj = 0 we obtain
the desired results. Hence we are done for even m. Following similar arguments the desired
result can be obtained whenever m is odd.
Remark 3.7 Observe from the above proof that η
Sp
F (λ, x,P) is obtained by the only choice
Xj = 0. For η
Sp
2 (λ, x,P), by DKW Theorem, the choice of Xj is infinite. Therefore the mini-
mal structured perturbation is unique for Frobenious norm and in contrast we have infinitely
many minimal structured perturbations for spectral norm.
Let (λ, x) with ‖x‖2 = 1 be an approximate eigenpair of a polynomial P ∈ Sp. Now we
construct a minimal structured perturbation △P by simplifying △Aj given in the proof of
Theorem 3.6. We proceed as follows. Let E˜j :=
(λ)j
‖Λm‖22 (r
Hx)xxH , F˜j :=
1
‖Λm‖22 [λ
m−jxrHPx+
(λ)jPxrx
H ] and K˜ = Pxrr
HPx
‖r‖22−|xHr|2 .
Corollary 3.8 Let P ∈ Sp and (λ, x) be an approximate eigenpair of P. Then the unique
structured perturbation △P ∈ S when M = F, and a structured perturbation △P when M = 2,
of P for which P(λ)x+△P(λ)x = 0 and |||△P|||M = ηSpM (λ, x,P) are given by
|||·||| = |||·|||F |||·||| = |||·|||2
△Aj E˜j + F˜j if |λ| = 1 E˜j + F˜j − xHrλm−j‖Λm‖−22 K˜ if |λ| = 1
eTj+1r̂xx
H + F˜j if |λ| 6= 1 eTj+1r̂xxH + F˜j − eTj+1r̂(λ)jλm−j |λm−j |−2K˜ if |λ| > 1
eTj+1r̂xx
H + F˜j − eTj+1r̂(λ)jλm−j |λj |−2K˜ if |λ| < 1
where j = 0 : (m− 1)/2 if m is odd, and j = 0 : m/2 if m is even.
Proof: Setting Xj = 0 when M = F and putting Xj given in (24)-(26) when M = 2 the
proof follows by simplifying (22).
It is evident from the proof of Theorem 3.6 and by Corollary 3.8 that, if K is a H-
palindromic matrix polynomial such that P(λ)x + K(λ)x = 0 then K(z) = △P(z) + (I −
xxH)N(z)(I−xxH) for someH-palindromic polynomial N, where△P is given in Corollary 3.8.
4 Structured backward error and palindromic lineariza-
tions
The classical way to solve polynomial eigenvalue problem is to convert the polynomial P into
an equivalent linear polynomial L, called a linearization of P, and compute the eigenelements
of L. For a polynomial P the set of linearizations form a vector space L1(P) defined by [22]
L1(P) := {L(λ) : L(λ)(Λm−1 ⊗ I) = v ⊗ P(λ)}, v ∈ Cm, (27)
where v is called the right ansatz vector,⊗ is the Kronecker product, Λm−1 := [λm−1, . . . λ, 1]T
and L is of the form L(λ) = λX + Y,X ∈ Cmn×mn, Y ∈ Cmn×mn. But an arbitrary lineariza-
ton L ∈ L1(P) can destroy the eigensymmetry of a structured polynomial P [22]. Hence to
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solve a structured polynomial eigenvalue problem one needs to choose a linearization which
preserves the eigensymmetry of the polynomial. These linearizations are called structured
linearizations.
Mackey et al.[25] have shown that a ∗-palindromic/∗-anti-palindromic matrix polynomial
can have both ∗-palindromic and ∗-anti-palindromic linearizations that preserve the eigen-
symmetry of the polynomial. Table 2 gives the structure of ansatz vectors for structured
linearizations, where R =
 1. . .
1
 , for details see [22, 25].
S Structured Linearization ansatz vector
T -palindromic T -palindromic Rv = v
T -anti-palindromic Rv = −v
T -anti-palindromic T -palindromic Rv = −v
T -anti-palindromic Rv = v
H-palindromic H-palindromic Rv = v
H-anti-palindromic Rv = −v
H-anti-palindromic H-palindromic Rv = −v
H-anti-palindromic Rv = v
Table 2: Table of the admissible ansatz vectors for palindromic polynomials.
Note that to solve palindromic polynomial eigenvalue problem, the prime task is to de-
tect potential structured linearizations that behave well during computations. Analyzing
sensitivity of eigenvalues, potential structured linearizations have been produced in [3] for
T -polynomial/T -anti-palindromic matrix polynomials. With a view to analyze accuracy of
approximate eigenelements, in this section, we identify the potential structured linearizations
of a ∗-polynomial/∗-anti-palindromic polynomial.
We first review some basic results available in the literature. Let P be a regular polynomial.
Let L ∈ L1(P) be a linearization of P corresponding to the right ansatz vector v ∈ Cm. Then
the relationship between the eigenelements of P with that of its linearization L is given in
[15, 16]
• x ∈ Cn is a right eigenvector for P corresponding to an eigenvalue λ ∈ C if and only if
Λm−1 ⊗ x is an eigenvector for L(λ) corresponding to the eigenvalue λ.
Treating (λ, x) as an approximate eigenpair of P the relations
‖L(λ)(Λm−1 ⊗ x)‖2 = ‖v‖2 ‖P(λ)x‖2, (28)
|(Λm−1 ⊗ x)TL(λ)(Λm−1 ⊗ x)| = |ΛTm−1v| |xTP(λ)x|, (29)
|(Λm−1 ⊗ x)HL(λ)(Λm−1 ⊗ x)| = |ΛHm−1v| |xHP(λ)x| (30)
have been derived in [15]. In view of (28)-(30), without loss of generality we assume that the
right ansatz vector v is of unit norm. Note the inequality√
m+ 1
2m
≤ ‖Λm‖2‖Λm−1‖2 ‖(λ, 1)‖2 ≤ 1 (31)
given in [16, Lemma A.1].
We denote the backward error of (λ,Λm−1 ⊗ x) by η(λ,Λm−1 ⊗ x,L; v). Comparing
ηM (λ, x,P) with ηM (λ,Λm−1 ⊗ x,L; v) the inequality√
m+ 1
2m
≤ ηM (λ,Λm−1 ⊗ x,L; v)
ηM (λ, x,P)
≤ 1 (32)
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has been proved in [3, Theorem 4.1]. Now recall that ηM (λ, x,P) ≤ ηSM (λ, x,P). Hence for
any structured linearization L ∈ L1(P) of a given P ∈ S, we have ηM (λ,Λm−1 ⊗ x,L; v) ≤
ηSM (λ,Λm−1 ⊗ x,L; v) where the ansatz vector v is given in Table 2. Thus by [3, Lemma 4.2]
we have √
m+ 1
2m
≤ η
S
M (λ,Λm−1 ⊗ x,L; v)
ηM (λ, x,P)
,M ∈ {F, 2}. (33)
In the sequel we use the inequality
0 <
|Λ∗m−1v|
‖Λm−1‖2 ≤ 1, ∗ ∈ {T,H} (34)
where v ∈ Cm with ‖v‖2 = 1.
Theorem 4.1 Let P be a T -palindromic matrix polynomial. Let Sp ⊂ L1(P) and Sap ⊂
L1(P) be the set of T -palindromic and T -anti-palindromic linearizations of P, respectively.
Suppose Lp ∈ Sp and Lap ∈ Sap are the T -palindromic linearization and T -anti-palindromic
linearization of P corresponding to the ansatz Rv = v and Rv = −v, respectively. If (λ, x)
with ‖x‖2 = 1 is an approximate right eigenpair of P then we have
• M = F :
1. re(λ) ≥ 0 :
q
1− 2 re(λ)
|1+λ|2
q
m+1
m
≤ η
Sp
F (λ,Λm−1 ⊗ x,Lp; v)
η(λ, x,P)
≤ √2
2. re(λ) ≤ 0 :
q
1 + 2 re(λ)
|1−λ|2
q
m+1
m
≤ η
Sap
F (λ, x,Lap; v)
η(λ, x,P)
≤ √2.
• M = 2 :
1. λ 6= −1 :
q
m+1
2m
≤ η
Sp
2 (λ, x,Lp; v)
η(λ, x,P)
≤ √2
q
1 + 1
|1+λ|2
2. λ 6= 1 :
q
m+1
2m
≤ η
Sap
2 (λ, x,Lap; v)
η(λ, x,P)
≤ √2
q
1 + 1
|1−λ|2
.
Proof: Let r := −P(λ)x. First considerM = F. By Theorem 3.2 and using (28)-(29) we have
η
Sp
F (λ, x,Lp; v)
ηM (λ, x,P)
=
√
2
‖Λm‖2
√
‖r‖22 − 2 re(λ)|1+λ|2
|ΛTm−1v|2
‖Λm−1‖22 |x
T r|2
‖r‖2‖(1, λ)‖2 ‖Λm−1‖2
if λ 6= −1, and
η
Sap
F (λ, x,Lap; v)
ηM (λ, x,P)
=
√
2
‖Λm‖2
√
‖r‖22 + 2 re(λ)|1−λ|2
|ΛTm−1v|2
‖Λm−1‖22 |x
T r|2
‖r‖2‖(1, λ)‖2 ‖Λm−1‖2
if λ 6= 1. It is easy to verify that
√
1− 2re(λ)|1+λ|2 ‖r‖2 ≤
√
‖r‖22 − 2 re(λ)|1+λ|2
|ΛTm−1v|2
‖Λm−1‖22
|xT r|2 ≤ ‖r‖2
if λ 6= −1, and
√
1 + 2re(λ)|1−λ|2 ‖r‖2 ≤
√
‖r‖22 + 2 re(λ)|1−λ|2
|ΛTm−1v|2
‖Λm−1‖22 |x
T r|2 ≤ ‖r‖2 if λ 6= 1. Thus by
(34),(31) and (33) the desired result follows for M = F.
Now consider M = 2. If |λ| > 1 then by Theorem 3.2, (28)-(29) we have
η
Sp
2 (λ,Λm−1 ⊗ x,Lp; v)
ηM (λ, x,P)
≤
√
2 ‖Λm‖2
‖Λm−1‖2 ‖(1, λ)‖2
√
|ΛTm−1v|2
|1 + λ|2‖Λm−1‖22
+
|λ|2
‖(1, λ)‖22
≤
√
2
√
1 +
1
|1 + λ|2
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by (34) and (31). Hence the results follow by (33). Similarly if |λ| ≤ 1, λ 6= 1, by Theorem 3.2
we have
η
Sap
2 (λ,Λm−1 ⊗ x,Lap; v)
ηM (λ, x,P)
≤
√
2
√
1 +
1
|1− λ|2 .
Hence the result follows by (33). 
Note that |1− λ| ≤ |1 + λ| when re(λ) ≥ 0 and |1 + λ| ≤ |1− λ| when re(λ) ≤ 0.
Remark 4.2 Let P be a T -anti-palindromic polynomial. Then we obtain similar bounds from
Theorem 4.1 by interchanging the role of Lp and Lap.
Theorem 4.3 Suppose that the assumptions of Theorem 4.1 hold. Let S be the set of T -
palindromic polynomials. Then we have
• M = F : η
Sp
F (λ,Λm−1 ⊗ x,Lp; v)
ηSF (λ, x,P)
≤ √2 if re(λ) ≥ 0, η
Sap
F (λ, x,Lap; v)
ηSF (λ, x,P)
≤ √2 if re(λ) ≤ 0.
• M = 2 : η
Sp
2 (λ, x,Lp; v)
ηSF (λ, x,P)
≤ √2 if λ 6= −1, η
Sap
2 (λ, x,Lap; v)
ηSF (λ, x,P)
≤ √2 if λ 6= 1.
Proof: The proof is followed from the fact that ηM (λ, x,P) ≤ ηSM (λ, x,P) and Theorem 4.1.
Remark 4.4 Let S be the set of T -anti-palindromic polynomials and P ∈ S. Then the sim-
ilar bounds hold for T -palindromic and T -anti-palindromic linearizations but the role of T -
palindromic linearizations and T -anti-palindromic linearizations get exchanged in Corollary
4.3.
The moral of the Theorem 4.1 and Corollary 4.3 is as follows. For a T -palindromic polyno-
mial the bounds derived above advice to choose T -palindromic linearization when re(λ) ≥ 0,
and choose T -anti-palindromic linearization when re(λ) ≤ 0. Observe that our choice of struc-
tured linearizations is compatible with that given in [4] by analyzing structured condition
number.
Now we consider H-palindromic/H-anti-palindromic matrix polynomials.
Theorem 4.5 Let Sp be the set of H-palindromic matrix polynomials and P ∈ Sp. Let S ⊂
L1(P) be the set of H-palindromic or H-anti-palindromic linearizations of P. Suppose L ∈ S
is an H-palindromic linearization or H-anti-palindromic linearization of P corresponding to
the ansatz Rv = v or Rv = −v, respectively. If (λ, x) with ‖x‖2 = 1 is an approximate right
eigenpair of P and |λ| = 1 then we have√
m+ 1
2m
≤ η
S
F (λ,Λm−1 ⊗ x; L, v)
ηF (λ, x,P)
≤
√
2 and
ηSF (λ,Λm−1 ⊗ x; L, v)
η
Sp
F (λ, x,P)
≤
√
2√
m+ 1
2m
≤ η
S
2(λ,Λm−1 ⊗ x; L, v)
η2(λ, x,P)
=
ηS2(λ,Λm−1 ⊗ x; L, v)
η
Sp
2 (λ, x,P)
≤
√
2.
Proof: Let r := −P(λ)x. If |λ| = 1, by Theorem 3.6 we have
ηSF (λ,Λm−1 ⊗ x; L, v)
η(λ, x,P)
=
‖Λm‖2
√
2‖r‖22 −
|ΛHm−1v|2 |xHr|2
‖Λm−1‖22
‖r‖2‖(1, λ)‖2 ‖Λm−1‖2 .
It is easy to verify that ‖r‖2 ≤
√
2‖r‖22 −
|ΛHm−1v|2 |xHr|2
‖Λm−1‖22 ≤
√
2‖r‖2. Hence the desired result
follows by (33). For the spectral norm we obtain the desired result by noting that ηS(λ, x,P) =
η(λ, x,P) by Theorem 3.6.
15
This shows that there is almost no adverse effect of structured linearization of a H-
palindromic matrix polynomial on the backward errors of approximate eigenelements when
the approximate eigenvalues are on the unit disk. On the other hand, if |λ| 6= 1, a little
calculation gives the following bounds:
ηSF (λ,Λm−1 ⊗ x; L, v)
η(λ, x,P)
≤
√
2
√
1 +
‖r̂‖22
‖r‖22
if |λ| 6= 1
ηS2(λ,Λm−1 ⊗ x; L, v)
η(λ, x,P)
≤

√
2
√
‖br‖22
‖r‖22 +
1
‖(1,λ−1)‖22 , if |λ| > 1
√
2
√
‖br‖22
‖r‖22 +
1
‖(1,λ)‖22 , if |λ| < 1,
where r̂ := r̂p =
[
1 + re(λ) im(λ)
im(λ) 1− re(λ)
]† [
re(ΛHm−1v x
HP(λ)x)
im(ΛHm−1v x
HP(λ)x)
]
for H-palindromic lineariza-
tion and r̂ := r̂ap =
[
1− re(λ) −im(λ)
−im(λ) 1 + re(λ)
]† [
re(ΛHm−1v x
HP(λ)x)
im(ΛHm−1v x
HP(λ)x)
]
for H-anti-palindromic
linearization.
Therefore the moral for H-palindromic/H-anti-palindromic matrix polynomials is as fol-
lows. If eigenvalues are on the unit disk then it does not matter whether we choose H-
palindromic or H-anti-palindromic linearization. However, for eigenvalues not on the unit
disk, it may be a good idea to solve both H-palindromic or H-anti-palindromic lineariza-
tions and pick an eigenpair (λ, x) from H-palindromic or H-anti-palindromic linearization
according as rp ≤ rap or rap ≤ rp.
5 Conclusion
We have derived computable expression of structured backward errors of approximate eigen-
pairs of ∗-palindromic/∗-anti-palindromic matrix polynomials. We mention that these ex-
pressions have an important role to play in analyzing stability of structured preserving algo-
rithms. Finally structured backward errors have been used to determine potential structured
linearizations of a ∗-palindromic/∗-anti-palindromic matrix polynomial.
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A Appendix
The following Lemma summarizes few auxiliary results required to prove the Theorems in
section 3.
Lemma A.1 Let λ ∈ C and Λm = [1, λ, . . . , λm]T ∈ Cm+1. Let x, r ∈ Cn, ǫ ∈ {+1,−1}
and s ∈ {+,−}. Then the solution of ∑mj=0 ajjλj = x∗r, ajj ∈ C, ∗ ∈ {T,H} that minimizes∑m
j=0 |ajj |2 is given by
1. ajj = 0 if x
∗r = 0.
2. ajj =
(λ)j
‖Λm‖22 x
∗r.
3. If m is odd, ajj = ǫ a(m−j)(m−j), j = 0 : (m−1)/2 then ajj = (λ)
j+ǫ(λ)m−j
2‖Πs(Λm)‖22 x
∗r, whenever
s = + if ǫ = 1, and s = − if ǫ = −1.
4. If m is even, ajj = a(m−j)(m−j), j = 0 : m/2 then ajj =
(λ)j+(λ)m−j
2‖Πs(Λm)‖22−|λm/2|2
x∗r and
a(m/2)(m/2) =
(λ)m/2
2‖Πs(Λm)‖22−|λm/2|2
x∗r.
5. Ifm is even, ajj = −a(m−j)(m−j), j = 0 : m/2 then ajj = (λ)
j−(λ)m−j
2‖Π−(Λm)‖22 x
∗r and a(m/2)(m/2) =
0.
6. If m is odd, ajj = ǫam−j,m−j j = 0 : (m− 1)/2 and |λ| 6= 1 then ajj = eTj+1r̂ where
r̂ =
[
H0 H1 . . . H(m−1)/2
]†
vec(x∗r), Hj =
[
re (λj) + ǫre (λm−j) −im (λj) + ǫim (λm−j)
im (λj) + ǫim(λm−j) re (λj)− ǫre (λm−j)
]
,
ej is the j-th column of the identity matrix and vec is defined in (20).
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7. If m is even, ajj = ǫam−j,m−j j = 0 : m/2 and |λ| 6= 1 then ajj = eTj+1r̂ where
r̂ =
[
H0 H1 . . . H(m−1)/2 Hm/2
]†
vec(x∗r),
Hm/2 =
[
re (λm/2)
im (λm/2)
]
if ǫ = 1, Hm/2 =
[
0 −1
1 0
] [
re (λm/2)
im (λm/2)
]
if ǫ = −1, and Hj , j = 0 :
(m− 2)/2 is same as that given in 6.
where Πs(Λm) is defined in (7).
Proof: The proof of 1 and 2 are obvious. Now consider 3. Let m be odd. Then
m∑
j=0
ajjλ
j = x∗r ⇒
(m−1)/2∑
j=0
(λj + ǫλm−j)ajj = x∗r.
Hence the result follows by 2. The proof is similar for 4 and 5. To prove 6 we proceed as
follows. Let ǫ = 1. Apply the map vec at both sides of
∑m
j=0 λ
iajj = x
∗r. This yields
vec(
m∑
j=0
λiajj) = vec(x
∗r) ⇒
m∑
j=0
M(λi)vec(ajj) = vec(x
∗r) (35)
where vec and M are defined in (20). Employing the condition ajj = am−j,m−j j = 0 : (m−1)/2
on (35) we have
(m−1)/2∑
j=0
(M(λj) + M(λm−j)Σ)vec(ajj) = vec(x∗r)
where Σ =
[
1 0
0 −1
]
. Thus we have ajj = e
T
j+1r̂ where
r̂ =
[
H0 H1 . . . H(m−1)/2
]†
vec(x∗r), Hj =
[
re (λj) + re (λm−j) −im (λj) + im (λm−j)
im (λj) + im(λm−j) re (λj)− re (λm−j)
]
,
ej is the j-th column of the identity matrix. The proof is similar for ǫ = −1 and 7.
Lemma A.2 Let λ ∈ C, xj ∈ Cn−1, j = 0 : m. Then the solution of
∑m
j=0 λ
jxj = y, y ∈ Cn−1
that minimizes
∑m
j=0 ‖xj‖22 is given by xj = (λ)
j
‖Λm‖22 y where Λm = [1, λ, . . . , λ
m]T .
Proof: The proof follows by using Moore-Penrose pseudoinverse of Λm.
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