Introduction
Although theoretically appealing, Stochastic Natural Gradient Descent (SNGD) [1] is computationally expensive, it has been shown to be highly sensitive to the learning rate, and it is not guaranteed to be convergent. Convergent Stochastic Natural Gradient Descent (CSNGD) [6] aims at solving the last two problems. However, the computational expense of CSNGD is still unacceptable when the number of parameters is large. In this paper we introduce the Dual Stochastic Natural Gradient Descent (DSNGD) where we take benefit of dually flat manifolds to obtain a robust alternative to SNGD which is also computationally feasible.
We start by reviewing dually flat manifold concepts in section 3. Then we introduce exponential X Y families, the mathematical model required for the application of DSNGD, in section 4. After that, in section 5 we introduce DSNGD in exponential X Y families under a minimal parameterization. The same idea can be extended to exponential X Y families which are overparameterized.
Brief introduction to Riemannian Manifolds
This section introduces the basics in Riemannian Manifolds appearing in the content of this article. Since this chapter is not expected to be an introductory lesson to differential geometry, and instead the purpose is to give an overview of the concepts, some rigorous content is skipped. We basically nurish from [3, 4, 2] and we recommend the references for a deeper understanding on the subject.
Let (M, τ ) be a second countable Hausdorff topological space. M is a manifold if for every p ∈ M it locally resembles to R n , n ∈ Z + . Therefore, a manifold is a topological space that we can refer to its contained points by using coordinate systems of R n that relate the open sets from both R n and τ , specifically, by using homeomorphisms. A differentiable manifold is a manifold with a differentiable atlas assigned, that we explain briefly after. Differentiable manifolds are interesting sets since they can inherit properties and results known of R n ; differentiable functions defined on M , vectors and the tangent space at a point p ∈ M , metrics in the tangent space, length and angle between vectors, and more.
Smooth Manifold
More formally, M is a manifold if for every p ∈ M there exists an open set U ∈ τ where p ∈ U and a map φ : U → V such that V is an open set of R n and φ is an homeomorphism. The dimension of M is n.
The pair (U, φ) is called a chart. This level of abstraction doesn't give any structure to M , just a coordinate system to refer to points in M . An atlas gives a structure to M . An atlas ( resp. C r -Atlas ) is a set of charts {(U i , φ i )} i∈I such that ∪ i U i = M and such that for any two pair (
Observe now, that a function f :
The function is differentiable in M if it is so at every point. Many examples and insights appear in the references that help to understand smooth manifolds better.
Riemannian Manifold
Since differentiable functions can be defined in a smooth manifold, it is possible to define directional derivatives at p ∈ M , by means of curves passing through p and considering the differential at that point. Directional derivatives are called vectors. The set of all vectors at p is a vector space of dimension n, and it is known as the tangent space T p M of M at p.
At this point, one is ready to meet the definition of Riemannian Manifold. A Riemannian manifold is a pair (M, g p ) where M is a smooth manifold and g p is a positive-definite metric tensor in T p M that induces an inner product in the tangent space. The metric tensor depends on the point p, and the function p → g p must be differentiable. When there is no confusion, g p is commonly just noted as g. The inner product defines length and angle properties in the tangent space.
If a parametrization is selected, and (U, φ) is a chart around p ∈ M , then
. Then the matrix G η , η = φ(p), such that (G η ) ij = g p (∂φ i , ∂φ j ) is a positive-definite matrix that provides metric information at point p with respect to the parametrization. Note that this matrix depends on the parameterization ( on the atlas ) chosen. Again, when there is no confusion, G η is commonly just noted as G. The inner product of u, v ∈ T p M is then expressed in matrix form as < u, v > gp = u ⊺ G η v, and lengths and angles in T p M can be defined after it in the ordinary way.
Natural gradient
In a Riemannian manifold, it is possible not only to differentiate a function, but also to measure vector lengths. So, at a point p, one can normalize all vectors and ask which normalized directional derivative is higher for a differentiable function f . Natural gradient at p of a differentiable function f is defined to be the steepest ascend direction of f in T p M according to the metric g of M , and it is written as ∇f (p), after [1] .
Assume a parametrization (an atlas) is selected, and let f : M → R be a differentiable function. Let p be a point in M , and (U, φ) a chart of the atlas such that p ∈ U . Recall we defined f * = f • φ −1 the differentiable function from φ(U ) ⊂ R n to R. Note that ∇f * (η) where η = φ(p) ∈ R n is not well defined, since it depends on the parametrization chosen. Below result appearing in [1] allow an expression of the natural gradient in terms of the metric tensor and ∇f * (η) once a parametrization is chosen. With an abuse of notation, just write ∇f * (η) = ∇f (η) from now on, and let ∇f (η) be the natural gradient of f at p expressed in η parametrization. Check the reference for the proof or visit Appendix A. 
3 Dually Flat Manifolds
Connection
The metric tensor g in a Riemannian manifold (M, g) allows to measure local magnitudes, since every T p M has an inner product associated. However, two tangent spaces T p M and T q M for different points p, q ∈ M are completely different, and there is no further information about how they are related, even if they resemble more and more as points p and q get closer. In fact, a vector v ∈ T p M does not belong to T q M . But if the projection of v to the space T q M is given for infinitesimally close point q, then a complete recovering of M is possible. That's a connection of a Riemannian manifold. Formally, a connection ∇, or covariant derivative operator, defines the directional derivative ∇(X, Y ) = ∇ X Y of a vector field Y according to a vector field X. That is,
where X(M ) is the space of smooth vector fields. A Riemannian manifold (M, g) with a connection ∇ associated is noted as (M, g, ∇).
In particular, given two vectors v, u ∈ T p M , a connection answers how vector v is projected in the tangent space situated infinitesimally close in the direction u. So in fact, it is necessary only to define how basis vectors of tangent space at p vary in the direction of the same basis vectors. This is accomplished by smooth functions Γ k i,j (p) such that
These functions Γ k i,j (p) are called the Christoffel symbols.
Conjugate connection Manifold
Let (M, g) be a Riemannian Manifold. Two connections ∇ and ∇ * are conjugate connections with respect to the metric g if and only if for every X, Y, Z ∈ X(M ) smooth vector fields, below equation holds for every p ∈ M ;
In such case, the manifold (M, g, ∇, ∇ * ) is said to be a conjugate connection manifold (CCM). Many interesting properties arise for CCM for example with the parallel transport, but those are skipped in this text for the sake of brevity.
Dually flat Manifold
Let (M, g, ∇) be a Riemannian manifold with a connection defined on it. The Riemann-Christoffel (RC) curvature is defined as
is flat if RC curvature vanishes. If moreover, the manifold is a conjugate connection manifold (M, g, ∇, ∇ * ) then RC curvature also vanishes for the conjugate connection ∇ * ( theorem 6.5 in [2] ). In such case, (M, g, ∇, ∇ * ) is called a dually flat manifold (DFM).
DFM construction from a convex function
There is a key result (theorem 6.7 in [2] ) that we want to use. To understand it, this text explains first two concepts needed, manifolds derived from Bregman divergences, and Legendre-Fenchel transform. Both concepts briefly explained below are worked in more detail in [2] .
On the one hand, let F (η) be a convex smooth function defined in an open convex domain E. The Bregman Divergence associated to F is defined as
This induces a Riemannian Manifold (E, g η ) where
On the other hand, for a convex function F (η) a dual parametrization η * can be defined, by simply doing η * = ∇F (η). Furthermore, it is possible to get back to η parametrization by doing η = ∇F * (η * ) where F * is the Legendre-Fenchel transform of F ;
As explained in the literature, F * is also convex. That means F * also induces a Riemannian Manifold (E * , g η * ) where
. Furthermore, two conjugate connections ∇, ∇ * can be built (section 6.2 in [2] ). These connections are proven to be flat, so (E, g η , ∇, ∇ * ) is a DFM.
The two parametrizations hold the Crouzeix identity;
Observe below result, which says that every DFM can be always built after a convex function and the Bregman divergence associated.
Theorem 2 (6.7 in [2] ). For a DFM, there exists a Legendre pair of convex functions F (η), F * (η * ) and a canonical divergence given by the Bregman divergence
Natural gradient in DFM
Observe that in a dually flat manifold, one has the result below, that can be deduced after [5] . 
where η = η(η * ).
Proof. Since (M, g) is a dually flat manifold, previous theorem ensures the existance of dual parameterizations η and η * , and also there exists a strictly convex function F (η) defined for all η ∈ E ⊂ R n such that (M, g) = (E, F ) and a function F * (η * ) such that
By the chain rule and Crouzeix's identity one writes;
Therefore, above result states that in DFM the natural gradient in η equals the gradient in η * .
Example: Exponential Family
Exponential family manifold is a well known example of DFM. We summarize contents about the exponential family appearing in [2] . Check the reference for a complete development of the topic.
Let Ω be a set. A linear exponential family (LEF ) is a set of probability distributions {P η | η ∈ R n } defined such that;
where T : Ω → R n is a sufficient statistic and λ(η) = x exp T (x) ⊺ η. If T is minimal ( that is, n is the least possible ) above equation makes LEF a manifold, since it makes a correspondence between R n and LEF . In such case, η is called the natural parametrization of LEF . Observe that every point in manifold LEF is a probability distribution. It is typical to enrich such manifolds with the Fisher information metric
to obtain a Riemanninan manifold (called statistical manifold). This is the only metric considered from now on for LEF . As can be seen in [2] , this Riemannian manifold is equivalently constructed from the convex function
Moreover, a Bregman divergence (KL-divergence) can be built after F (η) and LEF is enriched with two flat conjugate connections, so then LEF becomes a DFM. The dual parametrization η * is then;
Reasonably, η * is called the expectation parametrization.
Exponential X Y families
Let 
Corollary 1. LEXY F ⊂ LEF
Proves are found in Appendix B and C. Precisely, if T and S are minimal statistics, observe that η parameterization is the natural parameterization of LEXY F as a LEF . Then LEXY F is a DFM. As can be seen in section 3.4, this manifold is built after the convex function F (η) = log λ(η), and there is a dual parametrization η * , called the expectation parametrization. Such parametrization for LEXY F is shown below.
To simplify the notation, if x = x 1 · · · x n is a variables vector, we note ∇ x = ∂ ∂x1 · · · ∂ ∂xn . Let β i be the i-th row of β. So for every i ∈ {1, ..., s} write
Define η * = (α * , β * ) where β * i is the i-th row of β * . Observe that α * are actually the expectation parameters of P η (Y) and
are the expectation parameters of P η (X | Y = i).
Clearly α * and β * conform the dual parameterization η * , therefore η * = (α * , β * ) are the expectation parameters of LEXY F .
DSNGD
This section defines a new natural gradient based algorithm for the LEXY F dually flat manifold, inspired in CSNGD.
First, there is the definition of the optimization problem to solve in LEXY F . Second, the gradient for this problem is shown, which SGD runs its updates with. Then we provide some results about the natural gradient in LEXY F to afterwards define DSNGD. Finally, we state a more technical result which, on the one hand it explicitly gives the expression of DSNGD, and on the other hand it equals the complexity order of DSNGD with that of SGD.
Optimization function
Find η ∈ E such that minimizes the value of the function
where l(y, x, η) = − log P η (y|x) and P is an unknown distribution in Y × X . Solving this problem, in fact, is equivalent to find η ∈ E such that minimizes E P (X ) [D KL (P (Y|X ), P η (Y|X ))] (33)
SGD
SGD updates are obtained at iteration t after ∇ − log P ηt (y t | x t ). For LEXY F model it is
where S is the matrix having S(i) as i-th column for i ∈ {1, ..., s},
and ⊗ denotes the matrix Kronecker product.
DSNGD
As key tool, DSNGD approximates the natural gradient of log P η (y|x) in the LEXY F dually flat manifold. Below results will be used for that purpose. The proof of Proposition 2 is worked in Appendix D Corollary 2.
The proof of the corollary is a direct consequence of proposition 2 and theorem 3.
From Corollary 2, define DSNGD by the update equation
where {η * t } t∈N is a convergent sequence in E * . Observe this definition is well defined when the parameterization of LEXY F is not minimal, therefore DSNGD can be run in the general case, where S and T are not minimal.
To conclude this section, we show a result that expresses ∇h(x, η * ) explicitly, in order to run DSNGD. Moreover, this result also equals the complexity order of DSNGD and SGD. The proof is shown in Appendix E Proposition 3.
where diag(x) is the diaginal matrix having x in the diagonal.
The lemma not only allows to run DSNGD, but it also shows that the operations needed are basically ∇ α * h(x, η * )·q(y, x, P η ) and ∇ β * k h(x, η * )·q(y, x, P η ) for all k ∈ {1, ..., s}. The lemma states that ∇ β * k h(x, η * ) are diagonal matrices, then ∇ β * k h(x, η * ) · q(y, x, P η ) is a linear operation. The part ∇ α * h(x, η * ) · q(y, x, P η ) depends on statistic S, just as in SGD. Therefore both computational complexities are comparable.
Appendices A Proof of Theorem 1
Proof. Find the steepest vector v of T p M , that maximizes;
which can be rewritten as;
Recall that G and G −1 are in particular symmetric invertible matrices. Furthermore, G −1 can be seen as an automorphism in the vector space T p M . So equivalently, find the steepest vector u of T p M , that maximizes;
and recover the solution to the original problem by doing v = G −1 u. Previous equation equals to
Recall that G −1 is symmetric and (G −1 ) T = G −1 . So u maximizes
therefore u = ∇f (p) ||∇f (p)|| * , which finally implies that v = G −1 u = G −1 ∇f (p)λ and then ∇f (p) = G −1 ∇f (p) as wanted.
B Proof of Proposition 1
Proof. By definition, P (Y) ∈ LEF and P (X | Y = i) is the same LEF for all i ∈ Y. This means that there exist parameters α ∈ R s−1 and θ i ∈ R t for all
where S and T are sufficient statistics of Y and X respectively and θ is the matrix having θ i as i-th row, so ∆(i)θ = θ i . Therefore, name η = (α, θ) and write
To prove the result, it is enough to find a change of variables from η = (α, θ) to η = (α, β) satisfying P η (x, y) = P η (x, y). In particular, the change of variables has to satisfy that P θi (x | Y = i) = P β (x | Y = i) and P α (y) = P α (y). Start with the conditional probability and observe that
Last equation matches exactly with equation 56 by just setting β = θ. To complete the change of variables continue by matching P η (y) = P η (y).
where A i = x exp ∆(i) ⊺ βT (x). Last equation must coincide with equation 54. That is
To simplify, assume S is the standard statistic for Categorical distributions. That is S(i) = e i is the i-th canonical vector for all i = s and S(s) = 0 ∈ R s−1 .
Note that it is enough to prove that there exists a µ ∈ R such that
because as a consequence, equation 66 will clearly hold. In our case, it is S(i) ⊺ α = α i when i = s and S(i) ⊺ α = 0, and therefore the solution is
and the proof is completed when S is the standard statistic. Prove now the result for a general sufficient statistic S. Equation 67 describes the below linear equations system
where S is the matrix having S(1), ..., S(s − 1) as rows. Since S is a sufficient statistic, assume without loss of generality that S(1), ..., S(s − 1) are linearly independent vectors, and then S is invertible. Finally, it is easy to check that the change of variables is 
where
and therefore, LEXY F parameterization can be expressed in LEF shape, and the claim is proved.
D Proof of Proposition 2
Proof. Proof. To simplify, break ∇ η * = (∇ α * , ∇ β * 1 , ..., ∇ β * s ) and then it's clear that
Start with ∇ α * h(x, η * ) expression. Observe that i-th column of ∇ α * h(x, η * ) is
where in last step the chain rule is applied and d α * θ i stands for the Jacobian of θ i with respect to α.
Without loss of generality, assume S(1), .., S(s−1) to be linearly independent vectors, then 
where S M is the matrix having S(i) as i-th column for i ∈ {1, ..., s − 1}. From equations 85 and 31 obtain 
The part ∇ β * k h(x, η * ) follows the same steps but with a more straightforward procedure.
