Abstract: The bene ts of the object, logic (or relational), functional, and constraint paradigms can be obtained from our previous combination of the object and functional paradigms in hidden algebra, by combining it with existential queries over the states and attributes of objects, and then lifting to hidden Horn clause logic with equality, using an extended result of Diaconescu. We call this novel programming paradigm active constraint object programming, suggest some applications for it, and show that it is computationally feasible by reducing it to familiar problems over term algebras (i.e., Herbrand universes). Our main result is a version of Herbrand's Theorem, lifted from hidden algebra by the extended result of Diaconescu. This paper also contains new results on the existence of initial and nal models, and on the consistency of hidden theories.
Introduction
The object paradigm has many practical advantages (e.g., see 51]), including its support for code reuse through inheritance, its intuitive appeal, and its a nity for data abstraction and concurrency. However, it has not been integrated with the complementary advantages of the logic (or more accurately, relational), functional, and constraint paradigms. The advantages of these paradigms include clean declarative semantics, and (for the relational case) natural integration with database query languages. Logic programming and functional programming over user-de nable abstract data types were combined in 34] by combining their underlying logics (Horn clause logic and equational logic, respectively), to obtain Horn clause logic with equality, which in addition provides an elegant semantics for contraint logic programming. Following the suggestion in 34] that the best way to combine paradigms is to combine their underlying logics, we here extend the combination of relational and functional paradigms, by extending Horn clause logic with equality (as in 34, 35] ) to hidden Horn clause logic with equality, building on prior work on hidden algebra as a foundation for the object paradigm 19, 24, 31] . Hidden algebra is a natural extension of the initial algebra approach to abstract data types (ADTs) 39] that handles states in a more natural way, and also supports behavioral correctness and re nement proofs for systems with objects, inheritance, nondeterminism and concurrency, in addition to functional programming 15, 38, 57, 58, 25] . The main result of this paper is a Herbrand theorem for hidden Horn clause logic, allowing solutions of queries to be constructed in a term algebra; it is obtained by applying the extended lifting result of Diaconescu 10] to the Hidden equational case.
All this provides a semantic foundation for a novel programming paradigm, in which posing a query can activate methods that change the world so that a solution actually comes to exist 36, 20, 27] . For example, consider a query about a holiday package, where a customer has provided constraints on destination, cost, ight times, seat assignments, hotels, expected weather, etc.; a solution to this query would be an actual travel package, with actual tickets, reservations, visas, etc., satisfying the constraints (of course, subject to customer approval before commitment). Another example might be a query about an operating system, with constraints on processor speed, hard drive size, core memory, external connections, etc.; the solution would then be an actual properly con gured operating system, assembled using generic components from a software library, satis ng all the constraints and ready to run. Other examples come from exible manufacturing, where queries could create customized cars, rugs, furniture, and even clothing. One can easily imagine many other applications, where answering queries over some domain-speci c objectbase actually creates new objects that satisfy the given constraints. We call this new paradigm active constraint object programming; it seems particularly well suited to new applications arising in connection with the world wide web and mobile computing.
Whereas classical initial algebra semantics for ADTs 39] requires modelling states in an explicit functional (i.e., visible) style, hidden algebra allows states to be left implicit (i.e., hidden), as in most real programming, including of course imperative languages, but also object oriented languages, for which it is a particularly good match. Hidden algebra di ers from classical algebraic approaches in declaring some sorts to be hidden, for modeling states, while others model data in the classical way 39]; states cannot be observed directly, but only indirectly through the visible results of experiments, which consist of applying a sequence of methods and then examining an attribute. Hidden algebra originated in 19], extending earlier work of Goguen and Meseguer on (what they then called) abstract machines 33, 50] , mainly through using behavioral satisfaction for equations, an idea introduced by Reichel 54] in the context of partial algebras. Reichel 55] later introduced behavioral equivalence for states, which is also used in hidden algebra. Goguen 19] showed that hidden algebra with some intuitive restrictions on signature maps forms an institution (in the sense of 22], i.e., a logical system) and used this to model objects; combined with results in this paper, this implies that parameterized programming 17, 18, 47] , with its powerful generic module facilities, is available for our new paradigm. Two restrictions are that operations should have at most one argument of hidden sort, and that a xed visible sorted algebra should be part of every model (as discussed in Section 3); however, later work has relaxed these restrictions, while still yielding an institution 15, 58, 38, 57, 25] . Algebraic approaches have the advantage of relatively easy reasoning, because of the many well developed computational techniques available, e.g., term rewriting, uni cation, and narrowing.
Section 2 is a condensed review of overloaded many sorted algebra, mainly to x notation and terminology, but also to introduce some lemmas about substitution. Section 3 introduces hidden algebra, including the behavioral satisfaction of conditional equations. This section also characterizes behavioral equivalence in a way that serves as a basis for coinduction, a powerful behavioral proof technique, as in work of Goguen and Malcolm 26, 48, 31] and Goguen and Ro su 58, 38, 57, 25] . Section 3 also contains new results on the consistency of hidden theories. Section 4 presents basic results for reasoning about hidden algebraic specications, showing that ordinary equational deduction is sound, that behavioral satisfaction of an equation reduces to satisfaction by an initial algebra for certain classes of reachable models, and that the restriction to reachable models is not required for ground equations.
Section 5 treats existential behavioral equational queries, which have the form (9X) t 1 = t 0 1 ; : : : ; t m = t 0 m where the equalities serve as constraints on the possible values for logical variables in the set X. A solution to such a query in an algebra A consists of values in A for each variable (some of which may range over states) such that each equation is behaviorally satis ed. The classical Herbrand Theorem 41] says that for the models of a set of Horn clauses, existential queries can be answered by examining a particular term model, called the Herbrand universe (see 44, 1] for overviews of logic programming). This result was generalized to Horn clause logic with equality by Goguen and Meseguer 34, 35] , showing that it su ces to examine a term model, and moreover, that this model is initial. The advantage of a term model is the well established techniques for equational computation that are available for it. Our hidden Herbrand Theorem states that if a query is behaviorally satis ed by a certain term algebra, then it is behaviorally satis ed by all hidden algebras, which means any correct implementation of the underlying database and functionality. Section 6 generalizes a result of Diaconescu 10] which allows us to lift the result from hidden algebra to hidden Horn clause logic with equality.
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Prerequisites, Notation and Preliminaries
We assume familiarity with many sorted algebra, but to establish notation, we will brie y review some main concepts and results. For compatible expositions with more detail, see 28] or 50]; this approach, based on indexed sets, originated in lectures by Joseph Goguen at the University of Chicago in 1968. Some of the examples in Sections 4.2 and 5 assume basic knowledge of term rewriting, such as con uence and termination. Introductions to term rewriting may be found in 9, 21] , among other places. Occasionally it is convenient to express a result or construction in the vocabulary of category theory, but we use only very basic notions like category, functor, and initial object. Readers unfamiliar with these need not worry, because none of our constructions or proofs employ any category theory. We use boldface to denote categories, e.g., C. Given morphisms f : A ! B and g : B ! C, we let g f denote their composition, a morphism A ! C, and we let 1 A denote the identity morphism at an object A. See Given a set S, we let S denote the set of all nite sequences of elements from S, and we let ] denote the empty sequence of elements from S. Given an S-indexed set A and w = s 1 :::s n 2 S , let A w = A s1 A sn ; in particular, let A ] = f?g, some singleton set.
A signature (S; ) is an S S-indexed set = f w;s j w 2 S ; s 2 Sg; we often write just instead of (S; ). Notice that this de nition permits overloading, in that the sets w;s need not be disjoint; this can be useful for application to dynamic binding in the object paradigm. A signature morphism ' from a signature (S; ) to a signature (S 0 ; 0 ) is a pair (f; g) consisting of a map f : S ! S 0 of sorts and an S S-indexed family of maps g w;s : w;s ! 0 f (w);f(s) on operation symbols, where f : S ! S 0 is the extension of f to strings de ned by f ( ]) = ] and f (ws) = f (w)f(s), for w in S and s in S. We write '(s) for f(s), '(w) for f (w), and '( ) for g w;s ( ) when 2 w;s .
A -algebra A consists of an S-indexed set A and a function A : A w ! A s for each 2 w;s ; the set A s is called the carrier of A of sort s. A -homomorphism from a -algebra A to another B is an S-indexed function f : A ! B such that f s (A (a 1 ; :::; a n )) = B (f s1 (a 1 ); :::; f sn (a n )) for each 2 w;s with w = s 1 : : : s n and a i 2 A si for i = 1; : : : ; n. (When n = 0, i.e., when w = ], the condition is simply that f(A ) = B .) Let Alg denote the category with -algebras as objects and -homomorphisms as morphisms.
Given a subsignature , there is a reduct functor, j : Alg ! Alg , traditionally written using post x notation, that sends a -algebra A to Aj , which is A viewed as a -algebra by forgetting about any sorts and operations in that are not in ; similarly, if f : A ! B is a -homomorphism, then fj : Aj ! Bj is the -homomorphism obtained by restricting f to the sorts in . Given a many sorted signature and an S-indexed set (of variable symbols) X (where the sets X s are disjoint), we let T (X) denote the (S-indexed) term algebra with operation symbols from and variable symbols from X; it is the free -algebra generated by X, in the sense that if : X ! A is an assignment, Proof: Let q be the quotienting homomorphism A ! A= . For any assignment : X ! A= , because q is surjective, for every s 2 S and each x 2 X s , we can choose an element a x 2 A s such that q s (a x ) = (x). This de nes an assignment q : X ! A by q (x) = a x , with the property that= .
If A j = (8X) t = t 0 , then using Lemma 1, we have (t) = () (t) = q( q (t)) = q( q (t 0 )) = () (t 0 ) = (t 0 ) : Because is arbitrary, this shows A= j = (8X) t = t 0 as desired. 2 We now consider the logic of many sorted algebra, that is, rules that can be used to deduce new equations from old equations. such that (8Y ) (t j ) = (t 0 j ) is derivable for j = 1; :::; m, then (8Y ) (t) = (t 0 ) is also derivable. Given a set E of -equations, let E 2 denote the set of all unconditional -equations derivable from E using the above rules, and call it the deductive closure of E. Also, let E be the S-sorted set of pairs (t; t 0 ) of ground -terms such that (8;) t = t 0 is derivable from E. Note that E is a -congruence by rules (1){(4). 2
The following completeness result for conditional many-sorted algebra was rst proved by Goguen and Meseguer 33] , though the unconditional one-sorted case is well known, going back to Birkho 3] 
in 1935:
Theorem 4: Given a set E of (possibly conditional) -equations, an unconditional -equation is satis ed by every ( ; E)-algebra i it is derivable from E using the rules (0){(5). 2 We use the standard notation E j = e to indicate that all ( ; E)-algebras satisfy the equation e. Goguen and Meseguer 33] use the theorem above to prove the following basic result:
Theorem 5: The quotient algebra T = E is initial in Alg ;E . 2
Of course, there are many other initial ( ; E)-algebras, but they are all -isomorphic to this one; this fact expresses the abstractness of abstract data types as initial ( ; E)-algebras 39] . Mathematical expositions usually emphasize the more general existence of free algebras, but this follows easily from Theorem 5. Many interesting results about conditional equations and their algebras appear in the literature for the one sorted case, e.g. 7, 45, 59, 49] , but as far as we know, few of these have been considered carefully for the many sorted case.
Hidden Algebra
Well designed software often fails to strictly satisfy its speci cations, but instead satis es them only behaviorally, in the sense that they appear to be true under all possible experiments. Hidden algebra extends prior work on abstract data types and algebraic speci cation to behavioral satisfaction in a surprisingly simple way that also handles internal states, objects, inheritance, concurrency, nondeterminism, and more. The most important results in this theory are powerful coinduction proof rules, which support behavioral correctness and re nement proofs that are considerably simpler than proofs done with more classical methods. For more details, see 15, 38, 57, 58, 25] .
Hidden algebra captures the fundamental distinction between basic data types used as values for attributes (integers, Booleans, characters, etc.) and internal states by modeling the former with visible sorts and the latter with hidden sorts. The various components of a complex system must share the same representations for basic data, or else they will not be able to communicate; therefore it makes sense to work with a xed collection of data values, which can be bundled together to form a xed algebra. Our assumptions and notation for these data values are given in the following:
De nition 6: Let D be a xed algebra, let be its signature, let V be its sort set, and assume that Notice that we cannot de ne the behavioral satisfaction of conditional equations in the same simple style used in the rst de nition for unconditional equations above, because the same interpretation must be used for the conclusion and each condition, whereas the contexts must be allowed to be di erent for each condition.
A hidden ( ; E)-algebra A can be seen as a way of implementing objects in the class de ned by the speci cation ( ; E); elements of hidden sort in A are the possible states of such objects in this implementation. The collection of all ( ; E)-algebras gives all the possible implementations for this class, and is our intended denotation for the speci cation ( ; E). This is usually referred to as loose semantics, though more precisely, it is loose semantics over a xed (or \protected") data universe. This semantics is used throughout this paper, but other approaches are possible, as for example in 38].
Example 12: We specify a simple ag object, where intuitively a ag is either up or down, and there are methods to put it up, to put it down, and to reverse its state. We use the notation of OBJ3 (see 40] , although here equality for hidden sorts has a very di erent meaning than in standard OBJ): Here FLAG is the name of the module and Flag is the name of the class of ag objects. The line pr DATA indicates the \protecting" importation of a speci cation for the visible data universe, providing a signature (V; ) which contains at least the sort Bool with operations true and false, for which we have implicitly chosen some xed interpretation D, so that we have a xed data universe (V; ; D). The operations up, dn and rev are methods which change the state of ag objects, and up? is an attribute that tells whether or not the ag is up. The three methods and one attribute all have pre x syntax (the underscore`_' indicates where arguments are placed).
Note that each equation speci es the value of the up? attribute after application of some method. This idiom is especially useful in hidden algebra because it speci es the value of the attribute for any state of the form m(F), where m is any method; an alternative approach such as specifying rev with the equations eq rev up F = dn F . eq rev dn F = up F .
would only determine values for up? rev F when F has the form up F' or dn F'. 2 If is the signature of FLAG, then a model of FLAG is a -algebra whose restriction to is D, that provides functions for all the methods and attributes in , and that behaves as if it satis es the given equations. Elements of such models are possible states for Flag objects.
Example 13: The stack example is ubiquitous, and therefore provides a particularly good benchmark for comparing speci cation formalisms. We assume that the data universe speci ed in DATA contains at least the natural numbers with sort Nat. The rst line gives the name STACK to this speci cation, and declares the hidden sort Stack. After that, the data speci cation DATA is imported, and then the next four lines declare operation symbols for pushing values onto the stack, looking at the value on the top of the stack, popping the top value from the stack, plus a constant for the empty stack. The behaviou of these operations is described by the equations.
The algebras for STACK need only appear to satisfy its equations when observed through contexts, which necessarily have top as their head operation. In particular, the common implementation of a stack by a pointer and an array does not actually satisfy the equation pop push(N; S) = S ; but it does satisfy it behaviorally, and is therefore a STACK-algebra. A detailed mechanical correctness proof for this implementation of stack can be found at http://www.cse.ucsd.edu/groups/tatami/kumo/exs/stack/ It is similar to the hand proof sketched in 29]. 2 See 31, 29] for a more general and comprehensive introduction to hidden algebra; the rst paper on this subject 19] showed that equations as sentences, hidden algebras as models, and behavioral satisfaction, give an institution (in the sense of 22]), and in particular, that the Satisfaction Condition holds, which intuitively means that truth is invariant under change of notation; an alternative institution is given in 38]; although the present paper makes no use of institutions, the advantage of making this observation is that all of the machinery of parameterized programming 17, 18] becomes available, including its powerful generic module mechanism based on views.
Using More Restricted Contexts
This section shows that hidden satisfaction can be de ned using smaller classes of contexts, i.e., using more restricted experiments to distinguish states. In fact, De nition 11 above for hidden satisfaction already uses fewer contexts than the original de nition in 19], which de ned satisfaction using general contexts. We will show that both of these de nitions are equivalent to de nitions of behavioral satisfaction that use certain even more restricted contexts: Similar reasoning shows that behavioral satisfaction de ned over just local contexts is also equivalent; one key point is that the above proof only requires the context l given by Lemma 17 to be ground, whereas the lemma states that l is ground and local. We leave the (straightforward) details to the reader: It is useful to consider when two elements of an algebra behave the same under all experiments, which is a semantic notion of behavioral equivalence. We give a general de nition that will allow us to prove behavioral satisfaction of equations by considering only contexts built from a given subsignature:
De nition 20: Given a hidden signature with hidden subsignature , and given a hidden -algebra A, then two elements a; a 0 2 A s are behaviorally -equivalent i A c (a) = A c (a 0 ) for all appropriate local contexts c 2 L z] built from operations in ; in this case, we write a ;s a 0 , or just a a 0 if s is clear.
We may call behavioral -equivalence just behavioral equivalence. When we want to emphasize that behavioral equivalence is de ned on a particular algebra A, we write A instead of . For (2) We will soon show how to use in proving the behavioral satisfaction of equations, but rst we state a property needed in later sections. This implies that two states can be shown -equivalent by nding any -congruence that relates them.
In 29] we call this proof technique hidden coinduction. Many speci cations have a natural distinction between their`generators' (or`constructors') and`destructors' (or`selectors'), that can be exploited in coinduction proofs; in the jargon of the object paradigm, these are called`methods' and`attributes,' respectively. An example is given below; but rst, we spell out how to use subsignatures in coinduction proofs. Note that implies that for any hidden -algebra A; moreover, if is preserved by the other operations in the signature, then = .
Proposition 25: Given = ? and a hidden -algebra A, if is a ?-congruence on A, then = on A.
Proof: We have already noted that , so it su ces to show . Since is a -congruence, if it is also a ?-congruence, then it is a -congruence because = ? . Since Theorem 24 says that is the greatest behavioral -congruence, we have as desired. 2
This result can greatly simplify proofs of behavioral equivalence: instead of checking equality in allcontexts, we need only check equality for all -contexts. This latter proof obligation can be shown by induction on the structure of -contexts; because is a subsignature of , there will be fewer cases to consider in the induction steps. But because this kind of \context induction" can be very tedious 16], it is fortunate that it is unnecessary, as illustrated in the following: It is easy to do this mechanically using OBJ3. We rst set up the proof by opening FLAG and adding the necessary assumptions; here R represents the relation ' 
Existence of Models
Unlike classical algebraic speci cation for abstract data values, where any speci cation has models (both initial and nal), it is very easy to write behavioral theories that have no models. This is because adding equations reduces the class of models, and if the equations confuse data items, then there are no models; in this sense, the xed data algebra D acts as a constraint on the possible models. Example 30 showed that not all hidden speci cations have models, because if the conditional equation is added to the speci cation, then any model must behaviorally satisfy a = b, which implies 0 = 1, a contradiction, since 0; 1 are distinct elements of D. This section gives su cient conditions for a theory to have at least one model, and also gives conditions for the existence of initial and nal models.
Consistency
We rst consider some examples that bring out the di culties of showing consistency of hidden theories, after which we introduce some further de nitions, give a necessary condition for consistency, and then some su cient conditions. We seek conditions that are as syntactic as possible, so as to facilitate automatic veri cation of consistency. We thank Grigore Ro su for help with debugging and improving results in 32] for this section; however, he is not responsible for the current proof of Theorem 40, nor for any errors there or elsewhere. The above example shows that using operations in (such as addition) on top of attributes in equations is dangerous, because it can induce con icts on data. The following example shows that data con icts can appear even when the equations are D-safe and involve no operations in . 
We prove this by the following case analysis, assuming E D 
* H H H H H H j ?
To show that M behaviorally satis es all equations in E, consider e 2 E of the form (8X) t = t 0 if t 1 = t 0 1 ; : : : ; t m = t 0 m and let : X ! M be such that (t i ) = (t 0 i ) for i = 1; : : : ; m (the hypothesis in De nition 11 reduces to this because all the t i ; t 0 i are (X)-terms). We will show M j e by showing that (c t]) = (c t 0 ]) for any appropriate local ground context c (see Proposition 19) . Let be the unique -morphism T ! M, noting that it maps t 2 T to M t (i.e., (t) = M t for t 2 T ), and in particular, maps t 2 T to D t . Then is surjective because M l = l if l 2 M (as can be shown by induction on the structure of local ground terms). Hence there exists ' : X ! T such that = '; in fact, we can actually choose '(x) = (x), since M T . Therefore = ' , and in fact, (t) = ' (t), from which it follows that ' (t) is always local, and that M ' 2 So a -term rewriting system is D-con uent i it is con uent modulo evaluations of ground -terms in D. D-con uence seems very natural for reasoning over a xed data universe, and we believe that con uence criteria like orthogonality can be adapted to it. 
Initial and Final Models
We turn now to necessary and su cient conditions for the existence of initial and nal models for hidden theories. We give the constructions here, while subsequent sections examine their logical properties.
De nition 43: Given a hidden theory P = (H; ; E), a ground -term t is de ned i for every context c (of appropriate sort), there is some d 2 D such that E j c t] = d; otherwise, we say t is unde ned. P is lexic i all ground -terms are de ned. 2 We note that L is \almost" a hidden -algebra, in that L ;v = D v for v 2 V , and that any -homomorphism f : T j V ! D gives rise to a hidden algebra that we denote L f , with L f;h = L ;h for h 2 H, having methods interpreted the obvious way as term building operations, and having attributes 2 w;v interpreted by L f; (x) = f( (x)) for arguments x 2 L f;w . In particular, every hidden -algebra A gives rise to a -homomorphism T ! A interpreting visible terms as data values, which in turn produces an f as above by restricting to V . Very similar considerations apply to L A .
De nition 44: For any hidden -algebra A, write L A for the hidden -algebra L f induced by the homomorphism f : T ! A, and l A for the hidden -homomorphism L A ! A de ned by l A (t) = f(t). f(t) given by the homomorphism f from T to the initial model. Moreover, for any other model A with homomorphism g : T ! A, it follows that g(t) = h(f(t)) = f(t), where h is the unique hiddenhomomorphism from the initial model to A, which shows that A j (8;) t = f(t), and since A is an arbitrary model, we conclude that every ground term t is de ned by a data value f(t) with E j (8;) t = f(t). 2
Initial models are less important for the hidden paradigm than they are for initial algebra semantics 39] or the more general initial model semantics 34]. Final algebras come closer to that role, in that they capture many abstract properties of the state space. We will show that nal models exist exactly when initial models do, provided each equation contains at most one hidden variable; however, nal models are less common in the recent more general hidden framework where operations may have more than one hidden argument, which has motivated ways to obtain similar results without using nal models 38, 58, 25].
De nition 47: Let denote the signature obtained from by forgetting all generalized constants in ;
i.e., w;s = ; if w 2 V and s 2 H, and w;s = w;s otherwise. For a hidden -algebra A, we will write A for the reduct Aj . Now let F be the hidden -algebra de ned by the following \magical formula" Proof: Suppose P is consistent and lexic, and for any P-algebra A let ' : A ! F be the unique hidden -homomorphism to the nal algebra F , made a hidden -algebra by interpreting generalized constants Because ' 0 is surjective, Lemma 54 below implies that F A j E. Now let F P be the greatest subalgebra of F that behaviorally satis es E; in fact, F P is the union of all the images F A for each hidden P-algebra A. For any equation in E with variables X, because at most one variable in X is of hidden sort, any assignment : X ! F P is an assignment : X ! F A for some A, and so F P j E. For any P-algebra A, we have already noted that F A is a subalgebra of F that behaviorally satis es E; therefore it is contained in F P , which shows that the domain of ' lies in F P , which is therefore nal. This concludes the`if' direction of the proof. The converse is like that of Theorem 46. 2 
Hidden Algebras and Hidden Proofs
This section gives some basic results in hidden model theory, including the soundness of equational reasoning for proving behavioral satisfaction, as well as some more sophisticated proof techniques. We start with a very basic property of hidden homomorphisms:
Lemma 50: Given a hidden homomorphism f : A ! B and an equation e, then B j e implies A j e. Proof: Let e be of the form (8X) t = t 0 if t 1 = t 0 1 ; : : : ; t m = t 0 m and let : X ! A be such that (t j ) A (t 0 j ) for j = 1; : : : ; m. Then by Lemmas 1 and 22, we have (f ) (t j ) B (f ) (t 0 j ), so if B j e then (f ) (t) B (f ) (t 0 ). Again by Lemmas 1 and 22, this implies that (t) A (t 0 ), which proves that A j e if B j e. 2 Proposition 51: For any hidden theory P:
(1) an initial P-algebra behaviorally satis es an equation i some P-algebra behaviorally satis es it; (2) a nal P-algebra behaviorally satis es an equation i all P-algebras behaviorally satisfy it.
Proof: Immediate from Lemma 50. 2 Lemma 50 states that satisfaction of equations propagates backwards along hidden homomorphisms; we now show that satisfaction also propagates forwards for ground equations, as well as along surjective homomorphisms.
Lemma 52: Given a hidden homomorphism f : A ! B and a ground equation e, if A j e then B j e. Proof: Suppose e has the form (8X) t = t 0 if t 1 = t 0 1 ; : : : ; t m = t 0 m and that A j e, i.e., if g(t j ) A g(t 0 j ) for j = 1; : : : ; m, then g(t) A g(t 0 ), where g is the unique homomorphism from T to A. If h(t j ) B h(t 0 j ) for j = 1; : : : ; m, where h is the unique homomorphism T ! B, then f(g(t j )) B f(g(t 0 j )), because h = f g; by Lemma 22 this implies g(t j ) A g(t 0 j ) for j = 1; : : : ; m, and because A j e we get g(t) A g(t 0 ). Now by Lemma 22 again, f(g(t)) B f(g(t 0 )), i.e., h(t) B h(t 0 ), which shows that B j e. 2
Corollary 53: If P = ( ; E) is a hidden theory with initial hidden algebra I P , and if e is a ground -equation, then I P j e i all P-algebras behaviorally satisfy e. 2
Lemma 54: Given a surjective hidden homomorphism f : A ! B and an equation e, if A j e then B j e. Proof: Let e be (8X) t = t 0 if t 1 = t 0 1 ; : : : ; t m = t 0 m and let : X ! B be such that (t j ) B (t 0 j ) for j = 1; : : : ; m. Because f is surjective, there is some : X ! A such that = f ; then f( (t j )) B f( (t 0 j )) and so by Lemma 22, (t j ) A (t 0 j ) for j = 1; : : : ; m. Since A j e, this implies (t) A (t 0 ), and so by Lemma 22 f( (t)) B f( (t 0 )), i.e., (t) B (t 0 ), so that B j e. 2
Corollary 55: If P = ( ; E) is a hidden theory with initial hidden algebra I P and e is a -equation, then I P j e i all reachable hidden P-algebras behaviorally satisfy e.
Proof: A P-algebra A is reachable i the unique homomorphism h : T ! A is surjective; such an h factors through the unique hidden homomorphism I P ! A, which is therefore also surjective, and now the`only if' implication follows from Lemma 54. The`if' direction follows from the fact that I P is reachable. 2
An immediate corollary to this and Proposition 51 is that for consistent, lexic hidden theories, the behavior of all reachable algebras is the same:
Corollary 56: If P = ( ; E) is a consistent, lexic hidden theory, and if e is a -equation behaviorally satis ed by some P-algebra, then all reachable hidden P-algebras behaviorally satisfy e. 2 
Proving Behavioral Satisfaction
This section presents some techniques for proving behavioral satisfaction, particularly hidden coinduction. The next section gives a sample coinduction proof, but we begin by showing soundness of perhaps the most elementary technique for proving behavioral satisfaction, which is ordinary equational reasoning. de ne a candidate relation for all FLAG-models. The reductions in the example use rewriting to show that this candidate relation is a behavioral congruence. Since Proposition 58 shows that equational deduction is sound, it follows that the candidate really is a behavioral congruence for all FLAG-models. Thus, one useful technique for nding candidate relations for coinductive proofs is to use behavioral -equivalence for some subsignature ; another technique is given in Proposition 61 below. But rst we introduce:
Notation 60: Suppose = ?
where ? contains no visible operations (i.e., no attributes), and let R A A be a relation on a -algebra A such that R is the equality relation on visible sorts. Then let R ? denote the least behavioral ?-congruence extending both R and . 2 This assumes that the least behavioral ?-congruence extending R exists; in fact, we can take R ? to be the least ?-congruence extending R, because since ? contains no visible operations, the least ?-congruence extending R and cannot relate any new data items, and therefore must be the equality relation on visible sorts. This means that the least ?-congruence extending R is in fact a behavioral ?-congruence.
Coinduction proofs can be considered to generalize the bisimilarity proofs used in process algebra 46]: since bisimilarity is the greatest bisimulation 52, 53], one can prove that two states are bisimilar by exhibiting any bisimulation that relates them. Similarly, behavioral equivalence of two states can be shown by exhibiting any behavioral congruence that relates them. A common technique for bisimilarity proofs is to extend some relation that relates the two states to a bisimulation. A similar technique works for the more general method of coinduction, and the next subsection uses Proposition 61 below for this purpose.
Proposition 61: Let = ? and R A A be as in Notation 60 above. If (1) op top_ : Stack -> Nat . var S : Stack . var N : Nat . eq pop push(N,S) = S . eq top push(N,S) = N . eq pop empty = empty . eq pop empty' = empty' . eq top empty = 0 . eq top empty' = 0 . endth This is the same as the STACK speci cation in Example 13, except that there is a new hidden constant empty' with two new equations. The signature of data values is the signature of DATA, which we assume speci es at least the natural numbers, with a constant for each natural number, and we also assume that the xed -algebra contains at least the usual algebra of natural numbers with the usual operations.
Proposition 62: STACK2 is consistent and lexic. Proof: Since the equations of STACK2 are local, Theorem 40 says we need only check the conditions of Proposition 42, plus lexicality. We give only a sketch; standard techniques can be used to show D-con uence.
For lexicality, a straightforward inductive argument shows that every term of sort Stack has a normal form which is a local term built from push, empty, empty', and terms of sort Nat, and we suppose that the equations of NAT are such as to guarantee that these have data values as normal forms. Therefore applying top to a term of sort Stack always yields a data value. 2
Now suppose we want to know if the equation so that, again by Proposition 58, the equation is behaviorally satis ed by all reachable STACK2-algebras.
In contrast, the following equation is less easy to prove behaviorally satis ed, Note that we do not explicitly assume that R ? extends , since behavioral equivalence is denoted by equality in the speci cation STACK2. This means that a proof using equational deduction will be sound only when R ? extends , which is why that requirement is included in the conditions to Proposition 61. eq s R ? s' = true . red pop push(n,s) R ? pop push(n,s') . red top push(n,s) == top push(n,s') . close
The theory PROOF says that R ? is some ?-congruence that extends R. But the reductions are valid for any model of PROOF, so they are valid for all models that interpret R ? as the least such congruence, which is what we need. We use equational logic not to prove properties of all hidden STACK2-models, but rather to prove properties of congruences R ? . In this case, we have shown that all models satisfy the conditions of Proposition 61; the details of these proofs are`hidden' by the use of OBJ reductions, but are very straightforward and can easily be reconstructed by the interested reader, or printed with OBJ3's trace facility. Note that the use of hidden constants to eliminate universal quanti ers over hidden variables relies on a \Theorem of Hidden Constants," as proved in 58].
Hidden Queries
Suppose we want to know if every object of some class (regardless of how that class is implemented) can be put into a state that satis es certain constraints; for example, we might ask \can the elements of a certain stack be put in increasing order?" In general, such queries could involve several objects. Our approach to the semantics of the object paradigm suggests that we formalize this situation by regarding the constraints as behavioral equations (more generally, Section 6 shows how to use rst order predicates in constraints), and grouping them together in an existential query with an explicit declaration of the logical variables for which we seek values. A solution to the query will consist of values for the logical variables such that the equations are behaviorally satis ed by every hidden P-algebra.
To make this computationally feasible, we would like to nd a term algebra that is \representative" for all other P-algebras, in the sense that a solution to a query in this algebra systematically translates to a solution in any other. Our \hidden Herbrand Theorem" says that this is possible in many interesting cases; in fact, we can use the initial P-algebra, just as in the ordinary Horn clause case 35]. By Theorem 46, this requires a consistent, lexic theory. However, we also show that even without these restrictions, equational deduction, and therefore techniques such as narrowing and paramodulation, are sound for arbitrary hidden theories. (Please recall that we start with hidden equational theories, but later extend to theories over hidden Horn clause logic with equality.)
De nition 63: Given a hidden signature , an (existential) -query is a sentence q of the form and of course there are also many others. 2
The solution for this example can be found in the initial term algebra using narrowing, as in the language Eqlog 34, 11] . Then the unique homomorphism from it to any other algebra which satis es STACK gives corresponding values in each of these algebras. However, it is not obvious that this technique can guarantee the behavioral satisfaction of the query in all algebras which behaviorally satisfy STACK. The results given below show that techniques such as term rewriting, narrowing and coinduction can indeed solve queries over all ( ; E)-algebras. Theorem 68: Given a hidden theory P:
(1) an initial P-algebra behaviorally satis es a query i all P-algebras behaviorally satisfy it; and (2) a nal P-algebra behaviorally satis es a query i some P-algebra behaviorally satis es it.
Proof: Immediate from Lemma 67. 2
Goguen and Meseguer 35, 34] gave a Herbrand theorem for Horn clause logic with equality, which states that an existential query is satis ed by the initial model of a speci cation i it is satis ed by all models of that speci cation. Theorems 69 and 72 below give a Herbrand Theorem for hidden algebra, and a proof that techniques based on equational deduction are sound for arbitrary hidden theories. Section 6 generalizes this to hidden Horn clause logic with equality.
Theorem 69: (Hidden Herbrand Theorem) Given a consistent, lexic hidden theory P and a -query q, then I P j q i every P-algebra behaviorally satis es q.
Proof: I P exists by Theorem 46, and the result now follows directly from Theorem 68. 2 A weaker, but still useful corollary is Proposition 70: Given a consistent, lexic hidden theory P and a query q, if I P satis es q then all Palgebras behaviorally satisfy q.
Proof: If I P satis es q then it behaviorally satis es q by Lemma 65, so all P-algebras behaviorally satisfy q by Theorem 69. 2
Corresponding to Proposition 59 we have the following, which justi es equational techniques in nding solutions to queries: There is also a weaker form without contexts, corresponding to Proposition 58:
Theorem 72: Let q be a -query of the form (9X) t 1 = t 0 1 ; : : : ; t m = t 0 m . For a set E of -equations, and an assignment : X ! T , if E j = (8;) (t i ) = (t 0 i ) for i = 1; : : : ; m, then q is behaviorally satis ed by every hidden ( ; E)-algebra. 2
The following illustrates the use of narrowing (e.g., see 9]) to solve queries. Narrowing can help discover if a query is satis ed by a term algebra, but it does not directly tell about behavioral satisfaction.
Example 73: We again use the STACK2 speci cation in Section 4.2. Consider the query Using Theorem 72, we can obtain a solution by narrowing each side of the equation until we reach an equation t = t 0 such that t uni es with t 0 ; composing all the substitutions needed during this process gives us a solution. Thus, top S uni es with the left hand side of the equation top push(N,S') = N (with variables suitably renamed) with the substitution S 7 ! push(N,S'), so that top S narrows to N which cannot be narrowed further. We then unify N with 3, and to obtain a ground solution, we unify S' with empty. In this way obtain the solution S = push (3,empty) . Again, using narrowing we can try to nd a solution for the rst equation then apply the substitutions thus obtained to the second equation. Next, we look for a solution to this instance of the second equation. If this latter step fails then we must nd another solution for the rst equation and repeat the process. We note that pop S uni es with the left hand side of the equation pop empty = empty, and so narrows to empty. This immediately gives us a solution S = empty to the rst equation. Applying this substitution to pop S = empty' yields the equation pop empty = empty'. Reducing the left hand side, we end up with the goal empty = empty' which, as shown in Section 4.2, can be proved by coinduction. Therefore, we get the ground solution S = empty. Note that for this query, we rely on Theorem 71 to show that this is a solution for all hidden STACK2-algebras. 2 6 Hidden Horn Clause Logic
The queries considered so far have all used equations as constraints. In relational programming languages such as Prolog and Eqlog 34], the sentences are Horn clauses with predicate symbols, which are interpreted as relations in models. This section shows that by generalizing a theorem of Diaconescu 10], we can lift our previous results to hidden Horn clause logic with equality.
Recall (e.g., from 22]) that a (many sorted) rst order signature (with equality) is a triple (S; ; ) such that (S; ) is a many sorted signature and is an S + -indexed family of sets of predicate or relation symbols. We shall often write ( ; ) for (S; ; ), leaving the sort set implicit. De nition 74: Given a rst order signature ( ; ), a (X)-atom is a term of the form (t 1 ; : : : ; t n ), for a predicate symbol in s1:::sn and t i 2 T (X) si . Given a ( ; )-model M, an assignment : X ! M satis es an atom B = (t 1 ; : : : ; t n ) i ( (t 1 ); : : : ; (t n )) 2 The preservation of composition and identity and the homomorphic property of W ; (f), for any homomorphism f in HAlg b , follow easily from the fact that W ; (f) = f. Finally, for such a homomorphism f : A ! A 0 , if (a 1 ; : : : ; a n ) 2 W(A) then A (a 1 ; : : : ; a n ) = true, so A 0 (f(a 1 ); : : : ; f(a n )) = true, i.e., (f(a 1 ); : : : ; f(a n )) 2 Proof: To see (1), let e be a Horn clause of the form (8X) B if B 1 ; : : : ; B m , and let (e) be (8X) t = t 0 if t 1 = t 0 1 ; : : : ; t m = t 0 m . Then A j e is equivalent to: for every : X ! A we have (t) (t 0 ) whenever (t j ) (t 0 j ) for j = 1; : : : ; m. By Corollary 88, this is equivalent to saying that for every : X ! A we have j X B whenever j X B j for j = 1; : : : ; m, which is equivalent to W(A) j e. The proof of (2) Proposition 89 and the above corollary imply that we can check whether a model behaviorally satis es a Horn clause by testing whether an algebra behaviorally satis es a conditional equation. We now examine initial and nal models of Horn clause speci cations.
De nition 91: A set C of ( ; )-Horn clauses is lexic i (C) is lexic. 2
Using this, we can extend Theorem 69 to obtain a hidden Herbrand theorem for hidden sorted Horn clause logic with equality:
Theorem 92: (Hidden Herbrand Theorem) Given a consistent lexic set C of ( ; )-Horn clauses, then I P j (q) i M j q for every model M in HMod ; ;C , where P = ( b ; (C)).
Proof: By Theorem 69, I P j (q) i every P-algebra behaviorally satis es (q); by Corollary 90, this in turn is equivalent to saying that q is behaviorally satis ed by every C-model M. 2
In fact, all of the results of the previous section can be pushed through the equivalence between hidden equational algebras and hidden rst order models, in the same way as the above Herbrand theorem. where _>_ : Nat Nat is a built in predicate symbol. To make things more interesting, let us also add a new attribute height, de ned as follows, to give us an equational speci cation STACKE (the de nition of height is already equational and so remains the same). We assume that the sort Bool is a visible sort with constants true and false; note that we have translated the predicate _>_ into a function symbol _>_ : Nat Nat -> Bool. Now suppose we want to know whether (9 S : Stack) ascending(S), height(S) = 4 is behaviorally satis ed by all models of STACKM. By Theorem 93, we can try to do this using equational techniques on the speci cation STACKE. For example, narrowing reduces the goal ascending(S) = true to N > top(S') = true, ascending(S') = true with S = push(N,S'); thus height(S) = 4 reduces to 1 + height(S') = 4. Iterating this by means of backtracking amongst the equations and narrowing, we reach a solution (among many others), S = push(4,push(3,push(2,push(1,empty)))),
and Theorem 93 shows that this is a solution for all |STACKA|-models. 2 
Conclusions
This paper lays foundations for a novel programming paradigm combining the advantages of the logic, object, and functional paradigms. The Herbrand theorems are our main results, but the hidden model theory in Sections 3 and 4 further develops the research programme of 31], and the coinductive proof technique of Section 4 is useful in hidden algebra and related coalgebraic approaches 56, 42, 46, 8] . The consistency results in Section 3.3.1 are novel and useful. The hidden approach di ers from classical algebraic approaches in using behavioral satisfaction except for a xed interpretation of visible sorts. This loose semantics allows hidden algebra to capture nondeterminism by underspeci cation 31]. Hidden algebra di ers from Diaconescu's categorical approach to the constraint paradigm 11, 12] , which has loose ordinary satisfaction even for its built in data types.
We have shown that a hidden theory has initial and nal models i it is consistent and lexic. The nal model consists of abstract behaviors, and an equation is behaviorally satis ed by all models i it is behaviorally satis ed by the nal model. Dually, the initial, term-based model behaviorally satis es an existential query i all models behaviorally satisfy it. This gives rise to the two Herbrand theorems, for hidden equational logic and hidden Horn clause logic, which allow solutions to be constructed in initial term algebras. There is no completeness result for hidden algebra 5]; intuitively, solving constraints in hidden speci cations can be arbitrarily complex; however, coinduction techniques can considerably simplify proofs, and often (e.g., in the FLAG example) reduce behavioral satisfaction to standard satisfaction. Such techniques have been implemented in the CafeOBJ 14, 13] algebraic speci cation language, and the more recent BOBJ 25] language and system implements some even more advanced techniques.
A useful direction for future research is to extend our results to include the kind of subtyping given by order sorted algebra 37]. Burstall and Diaconescu 4] have extended the hiding process to many other institutions, and in particular, to order sorted algebra (in the sense of 37, 23] ). Malcolm and Goguen 48] show that hidden order sorted logic forms an institution, using a construction that di ers from Burstall and Diaconescu's in its treatment of error-handling; yet another treatment of ordered sorts in hidden algebra preserves the relationship between hidden algebra and coalgebra 6]. The relationships between these di erent extensions of hidden algebra need further study.
