In this paper we present, propose and examine additional membership functions as also we propose least squares with genetic algorithms optimization in order to find the optimum fuzzy membership functions parameters. More specifically, we present the tangent hyperbolic, Gaussian and Generalized bell functions. The reason we propose that is because Smoothing Transition Autoregressive (STAR) models follow fuzzy logic approach therefore more functions should be tested. Some numerical applications for S&P 500, FTSE 100 stock returns and for unemployment rate are presented and MATLAB routines are provided.
Introduction
In the 1950s and the 1960s several computer scientists independently studied evolutionary systems with the idea that evolution could be used as an optimization tool for engineering problems. The idea in all these systems was to evolve a population of candidate solutions to a given problem, using operators inspired by natural genetic variation and natural selection. Genetic Algortihms (GA) is a method for moving from one population of "chromosomes" e.g., strings of ones and zeros, or "bits", to a new population by using a kind of "natural selection" together with the genetics−inspired operators of crossover, mutation, and inversion. Each chromosome consists of "genes", each gene being an instance of a particular "allele" (e.g., 0 or 1).
The selection operator chooses those chromosomes in the population that will be allowed to reproduce, and on average the fitter chromosomes produce more offspring than the less fit ones. Crossover exchanges subparts of two chromosomes, roughly mimicking biological recombination between two single−chromosome organisms.
Μutation randomly changes the allele values of some locations in the chromosome.
We propose some additional fuzzy membership functions as well the tangent hyperbolic function, which is used in neural networks with some appropriate modifications. We do not present the process and the linearity tests or the tests choosing either exponential or logistic smoothing functions. Additionally we apply ordinary least squares with genetic algorithms in order to compute and choose the parameters of fuzzy membership functions.
Methodology
The smoothing transition auto-regressive (STAR) model was introduced and developed by Chan and Tong (1986) and is defined as: 
The STAR model estimation is consisted by three steps according to Teräsvirta (1994).
a) The specification of the autoregressive (AR) process of j=1,… p. One approach is to estimate AR models of different order and the maximum value of j can be chosen based on the AIC information criterion Besides this approach, j value can be selected by estimating the auxiliary regression (7) for various values of j=1,…p, and choose that value for which the P-value is the minimum, which is the process we follow.
b) The second step is testing linearity for different values of delay parameter d. We estimate the following auxiliary regression: ..... (7) The null hypothesis of linearity is H 0 : β 2j = β 3j = β 4j =0. In order to specify the parameter d the estimation of (7) , where y t is the target-actual, y is network's output variable and mse is the mean squared error The steps of genetic algorithms are (Bäck, 1996; Mitchell, 1996) 1. Start with a randomly generated population of n-bit chromosomes, which are the candidate solutions. In the case we do not use bit or binary encoding, but we use real number encoding based on the range of the input data. The chromosomes are equally with the number of weights for both input-to-hidden layer and hidden-to-output layer.
2. Calculate the fitness f(x) of each chromosome x in the population 3. Repeat the following steps until n offspring have been created: a. select a pair of parents chromosomes of the current population and compute the probability of selection being an increasing function of fitness. In this case we take the roulette wheel selection algorithm.
Also the selection process is one with replacement meaning that the same chromosome can be selected more than once to become a parent.
b. The next step is the crossover. We use one-point crossover process with probability p c cross over the pair at a chosen point. If no crossover takes place we form two offspring that are exact copies of their respective parents.
c. Mutate the two offspring with probability p m and place the resulting chromosomes in the new population.
4. Replace the current population with the new population.
5. Go to step 2.
We choose only 10 iterations for faster computation time. The population size is 30. It should be noticed that genetic algorithms is a random process so it not absolutely always a good approach. But before we reject something, which unfortunately happens very often, we should try it.
Data
In the first example we examine two stock index returns, S&P 500 and 
Empirical results
We take and AR(1) for both S&P 500 and FTSE 100, while we take1 and 2 lags for transition function for S&P 500 and FTSE 100 respectively. The interval for sample forecasts for FTSE 100 with TSTAR and GARCH, which the last one is mainly used. Even if we take a very long sample for GARCH, because of the statistic properties, the forecasts will be again a "dead-line". We estimate for AR(1) and we take delay lag order 1 for transition function. In table 2 we report the estimated results. The procedure for population initialization is the same with that we took in stock returns, except from ESTAR and LSTAR, where the initialization and the optimum values of parameters c and γ are based on the minimum
and maximum values of inputs, which is the dependent variable with one lag.
Additionally, it might be more appropriate to take the first differences for unemployment rate, because there is possibility to reject stationarity, but it is just an example in order to encourage the use and examination of alternatives procedures, as in any cases, as the practitioners and professionals know better, the conventional econometric modelling have failed in many cases. For literature review there are many case studies. 
Conclusions
In this paper we proposed three additional membership functions for STAR modelling as also a very simple approach for computing the membership functions parameters using genetic algorithms. More functions can be used as the triangular, trapezoidal or s-shaped among others, as also fuzzy rules can be obtained on order to improve the estimations concerning the imprecision.
