Abstract-The Neocognitron, inspired by the mammalian visual system, is a complex neural network with numerous parameters and weights which should be trained in order to utilise it for pattern recognition. However, it is not easy to optimise these parameters and weights by gradient decent algorithms. In this paper, we present a staged training approach using evolutionary algorithms. The experiments demonstrate that evolutionary algorithms can successfully train the Neocognitron to perform image recognition on real world problems.
Introduction
A key issue for visual pattern recognition is that the objects to be recognised are generally subjected to various forms of transformation. Thus, development of an artificial visual system with the ability to tolerate variations in position, scale, shift and rotation has motivated researchers to propose a number of methods. These approaches to shift and deformation tolerance fall into three categories, learning the transformations, extracting invariant features and building a specific architecture. Roughly speaking, the first approach is to learn the object models from examples [Hinton, 19871 and try to match the observed and stored models by determination of the transformation parameters [Chin and Dyer, 19861 . For example, each object will be presented at many different positions if translational invariance is desired. Typically, such methods require a carefully prepared, and very large data set. The second approach is to use feature spaces which are automatically invariant to some transformations such as moments [Abutaleb et al., 19891 and polar-coordinate Fourier transform [Shridhar and Badreldin, 19841 . Because feature spaces are known to be problem dependent, the feature extraction stage forms an integral part in the recognition system and all images need to undergo the filtering process. Depending on the number and type of the required invariant transformations, the processing power required can be prohibitively large.
In the third approach, transformation invariance is embedded in the structure of a distributed processor network for parallel processing. This approach was inspired by the physiology of biological visual systems. The Neocognitron of Fukushima [Fukushima, 19881 and the zip code recognition system of LeCun [LeCun and Farber, 19891 are representative examples. They use hierarchical networks which contain several successive layers. The inputs to the network are given by the intensities of the pixels in a two-dimensional array. Units in each layers are similarly arranged in two-dimensional sheets to reflect the geometrical structure of the problem. Instead of having full interconnections between adjacent layers, each unit receives inputs only from units in a small region in the previous layer, known as a receptive field. The use of receptive fields can dramatically reduce the number of weights present in the next work compared with a fully connected architecture. This makes it practical to treat pixel values in an image directly as inputs to a network.
For the last 2 decades, the Neocognitron has been acclaimed as a shift and distortion tolerant character recognition system. However, not much independent empirical research has been published on the use of this system for real world problems [Lovell, 1994 ,Lovell et al., 1997 The main reason appears to be that the architecture is too complicated to train and its performance is too sensitive to various parameters. Thus, training robustness has hindered the application of the Neocognitron to real world problems. Fukushima himself trained the Neocognitron by either supervised or unsupervised learning schemes (Fukushima called them learning with a teacher and learning without a teacher respectively.). For unsupervised learning, several typical examples are presented to the network without providing any information as to which category they belong to, while. in supervised learning, the teacher clusters similar input features to each detector type. Many researchers have claimed that successful training of Neocognitron required judicious choice of network parameters such as feature selectivity and learning rate [Lovell, 19941. Even the or-der in which example patterns are presented to the network affects the training results. Also Fukushima's supervised and unsupervised learning algorithms are competitive learning and can rarely find the global optimum.
Teo et a1 in [Teo et al., 19971 used a Genetic Algorithm to globally optimise Neocognitron network parameters and reported promising results. However, their approach required the manual adjustment of several new parameters introduced in the process. Thus, their approach did not resolve the issue of manual parameter selection.
In this paper, we use evolutionary algorithms for numerical optimisation [Pan and Kang, 19971 to train the weights and training parameters of the Neocognitron. In sections 2 and 3, we will describe the architecture of the Neocognitron and our staged training algorithm respectively. In subsequent sections, we will present our test problem and experimental results and conclude the paper.
Network architecture of the Neocognitron
The Neocognitron [Fukushima, 1988, Lovell, 19941 is an example of a hierarchical neural network in which there are many layers, with a very sparse and localised pattern of connectivity between the layers. It was designed to recognise handwritten characters -specially, the Arabic numerals 0,1;.. ,9. The purpose of the network is to make its response insensitive to variations in the position and style in which the digits are written. The architecture of the Neocognitron consists of several pairs of layers as in figure 1. The first layer in each pair is an S-layer, the second layer is denoted a C-layer. Layers from the input to the output are referred to as we only have four pairs of layers after the input layer). As we can note from figure 1, the input cells are arranged in a single rectangular array and cells within other layers are arranged in a number of rectangular arrays (called planes). The motivation for the multiple copies of the arrays in each S-layer is for each plane to respond a particular feature or group of features from the original input. Each S-cell in a particular plane tries to respond to that feature in a small portion of the previous layer, i.e., a receptive field. Then the C-cells combine the results from related S-planes and simultaneously thin out the number of cells in each array.
There are three different types of cells (or neurons) in Neocognitron -S and C cells, which are cells in S-layers and C-layers, respectively, and V cells (not shown in figure 1 )' which merely serve to normalise the activities of the S-cells. A cell in one layer receives signals from its receptive field in the previous layer, and sends signals to only a few cells in the next layer. In general, the size of the arrays decreases as we progress from the input layer to the output layer of Neocognitron.
For each layer except input layer, the interconnection between this layer and its previous layer is determined bv four sets of parameters: (1) number of planes, (2) dimensions of a plane, (3) size of the receptive field, and (4) the overlapping step size, i.e., number of neurons which are shared by two adjacent receptive field in each direction.
Following Fukushima's terminology [Fukushima, 1988,Lovell, 19941 , weights from C to S-cells are denoted
, where 1 is the layer of the S-plane that the link connects to, k is the serial number of that S-plane, K is the serial number of the C-plane from which the link originates and U is the location within the receptive field Al of the C-cell from which the link originates.
An S-cell receives excitatory signals from its receptive field in the previous layer (a C-layer) and an inhibitory signal from a V-cell. The degree that V-cells affect cells in a given S-plane k is determined by the positive value of the inhibitory coefficient b l ( k ) .
The output of an S-cell in the kth S-plane of the lth layer of the Neocognitron is given by
where rl is the feature selectivity parameter for the 1-t h Slayer, which determines how closely the cell's input must correspond to the inputs it was trained on in order t o elicit a response, and cp(.) is referred to as a thresholdlinear transfer function and is defined by and U,, is the output of a V-cell and is defined by where cl(v) is the weight between a V-cell in layer 1 and the previous C-plane.
A C-cell's function is to allow for position variations in the features of the stimulus. Each C-cell receives signals from a group of preceding S-cells, which extract the same feature, but from slightly different positions. The C-cell is activated if at least one of these S-cells is active. Even if the stimulus feature is shifted in position and another S-cell is activated instead of the first one, the same C-cell keeps responding. Hence, the C-cell's response is less sensitive to shifts in the position of the input pattern.
The output of a C-cell on the receptive field Dl is where
and j ( 6 , k ) = 0 or 1 depending on the connectivity between the n-th C-plane and the k-th S-plane of the l-th layer. In our simulations, the number of S-planes is the same as the number of C-planes in each pair of layers and we will have j ( n ,
We know from the above definitions that there are four different kinds of weight used in the Neocognitron:
The first two of these are determined during training and the last two are defined by
where 0 < y l , & _< 1 and 0 < $1 define the roll-off of the receptive field weights away from the centre of the field. In the existing literature, the parameters yl, 61, & are usually predefined, but since they affect the network's performance, ideally they should be determined during our training. For the mask distance /VI, there are several implementations [Lovell, 19941 . Here we will use Fukushima's approach described in [Fukushima and Wake, 1991,Lovell, 19941 . That is, lvl is the Euclidean distance to the centre of the receptive field, and the C- 
Trainable Network Parameters and Weights
In this paper, we assume the network architecture (i.e. the number of planes, the dimensions of each plane, the size of the receptive fields, and the degree of receptive field overlap) is preset by user-analysis of application characteristics. All other network parameters and weights will be adjusted automatically by our evolutionary procedure. Specifically, in each stage of the Neocognitron, the excitatory and inhibitory weights from Ccells to S-cells are variable and weights from S-cells to C-cells are controlled by the parameters Sl, &. Other parameters to be determined include y, and the selectivity parameter ~1 . We will only discuss our implementation of supervised training. In this approach, the teacher (i.e. user) has to assign feature classes to each feature detector plane prior to training.
Staged training
To reduce the computational load, we train the Neocognitron stage by stage, as follows. First, we use the receptive field size of layer Us1 to cluster features in the input images into as many classes as there are detector planes in layer Us1 . Each Us1 plane is assigned to detect one group of features. With the features as the inputs and their responses as the targets, we find the parameters and the weights of layer U s , by our evolutionary algorithm (described below).
Subsequent stages in the network are trained in a similar manner using the outputs of the preceding stage as the training input patterns. The target output patterns for the last stage represent the desired classification of the input images.
Suppose the network architecture consists of four pairs of processing layers, then we can describe our staged training procedure as:
uco -+ u s 1
Training algorithm
We use a fairly standard framework for our evolutionary algorithm, as shown in figure 2. The encoding strategy and genetic operators allow the optimisation of realvalued parameters and will be described in the following subsections.
Representation
As each parameter or weight is a real number, we use the floating-point representation, i.e., each individual is a real vector and every component of these vectors is a real number which represents a weight or a parameter. 
PROCEDURE Evolutionary

Initialisat ion
We preset the acceptable range for each parameter according their known characteristics. After these intervals have been decided, the initial population is generated with a uniform random distribution of parameters in their appropriate ranges.
E v a l u a t i o n
The objective function we attempt to minimize by evolution is simply the squared sum of the difference between the actual outputs of the detectors in a layer, and their target (desired) outputs, accumulated over all training patterns.
If w is an individual in the population, and p l , p z , . . . ,pn are the training patterns and t l , t 2 , . . . ,tn are the corresponding target output arrays (where a 1 indicates an active detector), then the objective function is defined by
where IC is the number of planes in the S-layer and 0 1 , 0 2 , . . . , on are the corresponding actual output arrays.
Selection
We use linear ranking selection to reduce the dominating effect of super individuals (high fitness outliers) and avoid early convergence to local minima. Individuals in the population are selected with a probability proportional to their ranked fitness. In addition, the best individual in the population is always passed on to the new generation (the so called elitist strategy) so that for any given simulation run, the best solution arrived at is always known.
R e c o m b i n a t i o n
Crossover and reproduction are performed with probabilities p , and p , respectively, with p , + pr = 1. The offspring are inserted into the new population and this procedure is repeated until the new population is full. If reproduction is selected, the selected individual is copied directly into the new population. For crossover, two individuals from the population are chosen as parents. Keeping in mind that our genetic encoding is based on real numbers, we use the global arithmetical crossover of [Pan et al., 19981 to produce two offspring and insert them to the new population after mutation. Let w1 = (w$'),w$'),... , w p ) ) , w2 = ( w r ) , w g ) , . . . , w f ' ) be the two parents, and let Q be a uniformly generated random number in (0, l), then the two offspring produced by the arithmetical crossover are defined by
Let w = (w1, w2; . . . , w p ) be a vector (genome) produced by crossover, then every component wi is selected with probability p , for mutation. Suppose W k is selected, then the offspring is a vector w' = (~1 , .
. . , wI,, . . . , w p ) and wI, is wk +0. 1.6.(mazk -mink) or wk -0.1 . 6 . (maxk -mink) with equal probability.
Here 6 = aj2-j,crj E ( 0 , l ) and aj takes 1 with probability 1/16, (mink, maxk) is the initial interval of the component W k . This mutation operator is similar in spirit to the flip mutation for binary strings. It can generate any point in the hypercube with center w defined by wi f 0.1 . (maxk -mink). But it tests more frequently those points which are closer to w , so it favours local search. Furthermore, it is independent of location in phenotype space [Pan and Kang, 19971 . This is frequently helpful in escaping local minima. To improve the search performance, we substitute the above fixed mutation step size of 0.1 with an adaptive parameter. If we have a successful search, the parameter is multiplied up by a factor (say 1.1) and otherwise it is multiplied down (say by 0.9).
The termination criterion is defined as: stop if the error function f i ( w ) for stage I is smaller than a given error cl, or the generation number is greater than the maximum number of generations G.
j = O
Experiments
In this section, we demonstrate our staged evolutionary approach by training the Neocognitron to identify com-plex shapes in some real life images
Description of the training and testing data set
Our experimental training and testing data are derived from magnetic resonance images of the human brain. Raw transversal image slices were acquired from 25 subjects at a resolution of 256 x 256 pixels and 256 gray levels. We trained the Neocognitron to correctly classify the outline shapes of the ventricles in these images. Image intensity invariant contour representations of this organ were obtained by pre-processing the raw data as shown in figure 3. Our method utilises an unsupervised image segmentation technique combined with rule based a priori knowledge to extract contour representations of the ventricles . 160 contour images from 12 subjects were selected for training purposes, and 120 contour images from 13 subjects were retained for testing. Both data sets were manually assigned into 4 distinct classes corresponding to different volume segments of the 3D image. Thus, the training set consisted of 40 patterns per class and the testing set contained 30 patterns per class. Two example example patterns for each class are shown shown in figure 4 . Because of the high computational load of the evolutionary algorithm, the contour images were reduced to a resolution of 32 x 32 pixels prior to training. 
Configuration and training parameters
We utilised a Neocognitron with 4 pairs of processing layers to recognise our 32 x 32 contour patterns. The evolutionary algorithm optimised the selectivity T (see (l)), the receptive field weighting parameter of inhibitory c-cells y (see (6)), the maximum strength of the receptive field weighting of s-cells 8 and its roll-off 6 (equation (7)).
Further, the EA was utilised t o optimise the weights of excitory weights a and the inhibitory weight b of an Scell (see (1)). The topology determining parameters were kept con-stant during the evolutionary process, i.e. for each layer of the network the number of planes (features), size of a plane, the receptive field size and the receptive field overlap are manually specified. 
Experimental Results
For the classification task described above, it was reported in that the Neocognitron could not achieve a reasonable recognition rate of the training set using F'ukushima's competitive learning algorithm. However, our staged evolutionary algorithm achieved a mean recognition rate of 70.8% with a standard deviation of only 0.059 over 10 random runs, as shown in table 3. Figure 6 shows example training patterns we Table 2 : Control parameters exploited in our evolutionary algorithm.
used to train the first two stages. These patterns were extracted from the input images manually. For the third stage, the training patterns consisted of the input images cropped by 3 pixels on 2 sides. Figure 7 and 8 shows the training performance and the evolution of recognition rate of the best individual in the population for a run, respectively. It has been claimed that a high learning rate ( M lo4) should be used to train a Neocognitron by competitive learning [Lovell, 19941. This will lead to large weights in the Neocognitron. However, large weights will cause excessive variance of the output and hurt the generalisation ability of neural networks. In our approach, the initial weight domain of Neocognitron is [0,1] and the weights finally fall into a small interval such as [-5,5] in our experiments.
Other architectures such as the well-known MultiLayer Perceptron (MLP) have also been applied t o the same test problem For the image size used during this set of experiments the Neocognitron architecture did not outperform an equivalent Multi-Layer Perceptron. However, for large image sizes the performance of the MLP degraded severely, whereas the hi- , we have reported the design of a Neocognitron-like hierarchical neural network which uses Self-Organising Maps to extract the features automatically. Description of our modifications to the Neocognitron falls beyond the scope of this paper, but the network has been demonstrated to exceed the performance of fully-connected MLPs, Radial Basis Function networks, and Higher Order neural networks by at least 10%.
Conclusions
The Neocognitron, a recognition system mimicking the mammalian visual architecture, has been widely acclaimed for its shift and deformation tolerance. But it is a complex neural network with numerous parameters and weights which need to be optimised for each application. The Neocognitron used for the experimental work in this paper has 1571 weights and parameters. It is not easy to optimise these parameters and weights by gradient decent algorithms.
We presented a staged training approach using evolutionary algorithms that successfully meets this challenge when applied to real world problems.
The Neocognitron was first proposed before perceptrons were popular. The mechanism of its S-cells is similar to a perceptron's. But the computational cost of a perceptron is much lower than that of an S-cell. For this reason, a number of researchers [Sung and Wilson, 1990,Lovell, 1994,Sabisch et al., 19971 have proposed similar hierarchical neural network architectures, which use multiple perceptrons to replace the S-planes of the Neocognitron. However, because of the difficulty of training Neocognitrons, it has not been possible to compare the Neocognitron with such 'competitors'. With the success of our staged evolutionary training methodology for the Neocognitron, such comparisons are now possible.
