This paper considers the problem of learning control laws for nonlinear polynomial systems directly from data, which are input-output measurements collected in an experiment over a finite time period. Without explicitly identifying the system dynamics, stabilizing laws are directly designed for nonlinear polynomial systems by solving sum of square problems that depend on the experimental data alone. Moreover, the stabilizing state-dependent control gains can be constructed by data-based linear programming.
I. INTRODUCTION
Natural and engineering systems often have nonlinear dynamics that are important to scientific understanding of those systems. However, analysis and control of nonlinear systems is always challenging. Learning has drawn much attention in the control community in the past decades, where properties of the unknown dynamics can be learned from data. When the explicit model of the controlled system is unknown, a model is often first identified from inputoutput measurements of the system, and then a model-based controller can be designed. Although there are many wellknown and widely-used methods for linear system identification, current nonlinear system identification methods still have many limitations [1] . Moreover, identification of nonlinear dynamics can be extremely difficult and time consuming. These limitations of current nonlinear learning control methods motivate us to develop an approach that learns control laws directly from input-output data without explicitly identifying the system model.
Without explicit model identification, various learning approaches have been used to control nonlinear systems. For example, the virtual reference feedback tuning selects the controller via an off-line model reference optimization performed on the basis of data [2] . The authors of [3] approximate the nonlinear dynamics as a linear model in a sufficiently short time interval and then design an intelligent PID controller for the model. Following the philosophy of [3] , the authors of [4] prove the existence of a sufficient high sampling rate with which the controller designed for the approximated linear model guarantees the control performance of the true nonlinear dynamics. Another method for nonlinear learning control involves adaptive dynamic programming, such as in [5] , where on-line closed-loop experiment and off-line controller redesign are performed in each iteration step. Despite these works on nonlinear learning control, the remaining open problem is how to learn a control law Meichen Guo and Claudio De Persis are with ENTEG, Faculty of Science and Engineering, University of Groningen, 9747 AG Groningen, The Netherlands. Email: meichen.guo@rug.nl, c.de.persis@rug.nl Pietro Tesi is with DINFO, University of Florence, 50139 Florence, Italy. E-mail: pietro.tesi@unifi.it directly from input-output data without model approximation or iterative experiments and redesigns.
For linear discrete time systems, [6] shows that feedback control laws can be directly learned from data using Willems et al.'s fundamental lemma and writing a data-dependent representation of the system. Particularly, [6] parameterizes the feedback controller using input-output data and transforms the design of a feedback gain into solving a data-dependent linear matrix inequality (LMI). Furthermore, by representing the unknown nonlinear dynamics as the sum of a linear model and a noise term containing the higher-order terms of the nonlinearity, this approach is also used to stabilize an unstable equilibrium of a nonlinear discrete-time system. The results of [6] lead us to the questions whether Willems et al.'s fundamental lemma can be used for learning control of other classes of nonlinear systems without system identification, and whether a computationally tractable approach can be developed to find a stabilizing nonlinear control law.
Nonlinear control and optimization are often computationally intractable, in the sense that the problem cannot be practically solved by any algorithm within reasonable time. One of the computationally tractable approaches for model-based nonlinear control is the sum of squares (SOS) optimization, which can be solved through semi-definite programming (SPD) as shown in [7] . If a polynomial can be decomposed as an SOS, then it is globally positive semidefinite [8] . This argument used jointly with SPD can relax the computation for proving global positive semi-definiteness of multivariate polynomials [9] . Specifically, a Lyapunovbased control synthesis is proposed in [7] for a class of nonlinear systems in a linear-like state-dependent form, such that the design of the feedback controller can mimic the pure linear ones. By choosing a special class of Lyapunov candidates, a stabilizing feedback control gain can be found by solving state-dependent LMIs.
To answer the afore-mentioned questions, this paper considers learning stabilizing control laws for a class of continuous time linear-like polynomial systems directly from data. By collecting input-output measurements in an open loop experiment of the unknown dynamics and arranging them in the form of Hankel matrices, a data-based representation can be written for the closed-loop system. For a special class of Lyapunov candidates, learning of a stabilizing control law can be achieved by solving a data-based SOS problem. Though there are toolboxes such as SOSTOOLS [10] that can solve SOS problems numerically through underlying SDPs, we use the SOS decomposition and develop a linear program for the state-dependent feedback gain design. The proposed linear program provides clear insights to how the coefficient variables are determined for constructing an SOS matrix. Nonetheless, highlights of the learning or data-driven control approach proposed in this paper include (i) the learning of nonlinear control law is free of model identification; (ii) finite data in one experiment is needed for stabilizing the system; (iii) the computation of the control gain is tractable.
The rest of the paper is arranged as follows. Preliminaries on SOS matrix polynomials and data-driven control of linear systems are presented in Section II. The data-dependent representation of the polynomial system and its data-driven stabilization are developed in Section III. Section IV elaborates the control gain design using linear programming and shows two examples stabilized by using the proposed linear program and the SOSTOOLS. Finally, some conclusive remarks are given in Section V.
Notations. The following notations are adopted throughout the paper: 
II. PRELIMINARIES
In this section, some important notions of SOS polynomials and results on stabilization of polynomial systems and data-driven control of linear discrete time systems are revisited.
A. SOS matrix polynomial
Following [7] , [11] , [12] , we first present some important definitions and properties on SOS.
A function h : R n → R is a monomial of degree d in n scalar variables if
. . x qn n , and q ∈ Q n,d := q ∈ N n :
A function f is a polynomial if it is a sum of monomials gives the number of distinct monomials in x of degree not greater than d. Definition 1: [12] (SOS matrix polynomial) M (x) is an SOS matrix polynomial if there exist M 1 , . . . , M k ∈ P r such that
A matrix polynomial M ∈ P r has the square matricial representation (SMR) [11] (also known as the Gram Matrix Method [8] )
with respect to x {d} ⊗ I r , where H ∈ S rσ(n,d) is called an SMR matrix with respect to x {d} ⊗I r . Define the linear space L n,d,r as
with the dimension of
Then, denote the linear parametrization of space L n,d,r as L(α) with α ∈ R ω(n,d,r) . Definition 2: [11] (Complete SMR of a matrix polynomial) Any symmetric matrix polynomial M ∈ P r has a complete SMR expressed as
where H is a SMR matrix with respect to x {d} ⊗ I r and L(α) is a linear parametrization of space L n,d,r . Moreover,
Some important properties of SOS matrices are summarized in the following proposition.
Proposition 1: (Properties of SOS Matrix) For a matrix polynomial M ∈ P r , consider the following conditions
Then, (i) ⇒ (ii) and (i) ⇔ (iii) ⇔ (iv).
The proof of (i) ⇒ (ii) comes directly from the definition of SOS matrix polynomial (3). The equivalence of (i) and (iv) is given in [11, Theorem 1.6] , and the equivalence between (iii) and (iv) can be concluded from [7, Proposition 2].
B. Stabilization of polynomial systems
Consider a class of nonlinear polynomial systems having the formẋ
where A and B are matrix polynomials in x, and Z(x) is an N × 1 vector of monomials in x. The following assumption on Z(x) ensures that the origin is an equilibrium of (8).
Based on [7, Theorem 6], a result on nonlinear control of system (8) using SOS is presented as follows.
Proposition 2: (Nonlinear stabilization using SOS) For the nonlinear polynomial system (13) , under Assumption 1, if there exist a symmetric constant matrix P and a matrix polynomial Y (x) ∈ R m×N such that (i) P > 0, and (ii) the matrix polynomial
stabilizes the polynomial system. Moreover, if Q(x) > 0 for all x = 0, the zero equilibrium is asymptotically stable.
The proof of Proposition 2 follows that of [7, Theorem 6] and the equivalence of (i) and (iii) in Proposition 1.
Remark 1: (On the matrix P ) Proposition 2 can be seen as a special case of [7, Theorem 6] , where P is a constant matrix independent of x. If P (x) is a matrix polynomial in x, it can provide more freedom in the development of Y (x). However, the design and analysis will become more complicated. For the scope of this work, we focus on the case where P is a constant matrix.
C. Data-driven stabilization of linear systems
Using Willems et al.'s fundamental lemma, [6] gives a data-dependent representation of the closed-loop dynamics of discrete-time linear systems under feedback interconnection. Particularly, [6] considers a controllable and observable discrete-time linear system
where x ∈ R n and u ∈ R m . During an experiment over time interval [0, T − 1], the input-output data collected are arranged in the form of Hankel matrix as
Under state feedback controller u = Kx, a data parametrization of (9) is given in the follow result from [6] .
Proposition 3: Let the input-output data satisfies rank(X 0,T ) = n, compute the matrix G K such that
and set
Then the closed-loop system of (9) with state feedback controller u = Kx has the data-based representation
Using this data-based representation of the closed-loop system, the control gain K can be designed directly based on data without explicit identification of the system matrices A and B. In fact, the closed-loop system dynamics under u = Kx is
with G K as defined in (10). Thus, the design of a stabilizing gain K becomes the search for a matrix G K such that X 1,T G K satisfies the classic Lyapunov stability condition. A similar representation also holds for linear continuoustime systemsẋ = Ax + Bu. In this case, the matrix X 1,T contains the derivatives of the states at the sampling times when the measurements are taken (see [6, Remark 2] ). In this paper we will focus on continuous-time polynomial systems because this allows us to adopt the tools from [7] , [11] , [12] for this class of systems, while for discrete-time polynomial systems less results are available [13] , [14] .
III. DATA-BASED REPRESENTATION AND DATA-DRIVEN STABILIZATION OF NONLINEAR POLYNOMIALS SYSTEMS
Inspired by the stabilization of nonlinear polynomial systems using SOS and the data-driven stabilization of linear systems, we aim to design data-driven controllers for a class of nonlinear polynomial systems that is linear in the vector of state monomials.
A. Data-based system representation
We consider a simplified version of (13) in the form oḟ
where Z(x) ∈ R N is a vector of monomials in state x ∈ R n , u ∈ R m is the control input, A ∈ R n×n and B ∈ R n×m are unknown constant matrices.
The SOS approach to the control of nonlinear polynomial systems (13) mimics the linear case and takes the vector of monomials Z(x) as the counterpart of the state x. We assume that (13) has matrix B independent of x for the sake of simplicity. Similar to the linear case, the control input here is designed as
where F (x) is to be determined. As it is assumed that the system matrices A and B are unknown, the objective of this paper is to use data collected in an experiment to design the feedback gain F (x) directly.
In this paper, we consider nonlinear polynomial systems with unknown model (13) . In practice, some a priori information, such as physical considerations, can be used to find insights on the most appropriate choice of Z(x).
In an experiment over the time interval [t 0 , t 0 + (T − 1)τ ] where T ∈ N >0 is the length of the experiment, and τ ∈ R >0 is the sampling time, the Hankel matrices of the sampled input-output data are defined as
Using the appropriate choice of vector Z(x) and the samples X 0,T , we can calculate the matrix Z 0,T := Z(x(t 0 )) Z(x(t 0 +τ )) · · · Z(x(t 0 +(T −1)τ )) .
Assumption 2:
The N × T matrix Z 0,T has full row rank.
Remark 2: (Full row rank of Z 0,T ) To guarantee that Assumption 2 holds, the number of samples T must satisfies T ≥ N . Note that, since the matrix Z 0,T is computable from data, the assumption is verifiable.
Lemma 1: Under Assumption 2, the data-dependent polynomial representation of system (13) is given bẏ
(15) Proof: Under Assumption 2, there exists a matrix G(x) such that
The matrix G(x) can be expressed as
where
. Then, the closed-loop system can be written as
By the dynamics of the system, it holds that
Therefore, we can obtain thaṫ
As the control gain F (x) is dependent on x, the designed variable G(x) needs to be a matrix polynomial in x.
B. Data-driven stabilization using SOS
Using the data-based representation in Lemma 1, we can design control gain F (x) by searching for G(x) that satisfying some stabilizing criteria. Particularly, we find inspiration from Proposition 2 and present the following result.
Theorem 1: (Data-driven nonlinear stabilization using SOS) For the nonlinear polynomial system (13) , under Assumptions 1 and 2, if there exists a matrix polynomial
is SOS, then the controller
Proof: Consider the Lyapunov candidate
with symmetric constant matrix P > 0 to be determined later. The use of P −1 instead of P in the Lyapunov function is motivated by computational convenience. Taking directional derivative of V (x) and using the definition of Q(x) giveṡ
Using the data-based representation of the closed-loop system
we can expressV (x) aṡ
To prevent the product of the two unknowns G(x) and P to appear, one can set Y (x) := G(x)P and obtaiṅ
Thus, the closed-loop system is stable at the equilibrium. Furthermore, if Q(x) > 0 for x = 0, thenV (x) < 0 for all x ∈ R n \ {0} and the closed-loop system is asymptotically stable at the equilibrium. The resulting stabilizing gain is
IV. DATA-DRIVEN CONTROLLER DESIGN
To present a clear picture on how a matrix polynomial Y (x) can be found to satisfy the two conditions in Theorem 1, we use the SMR matrix of Q(x) to develop a linear program for searching for the coefficients in Y (x).
A. Data-driven controller design by linear programming
Using the complete SMR of Q(x), we present a corollary following Theorem 1. The proof of Corollary 1 follows Theorem 1 with (ii) descending directly from the equivalence of (i) and (iv) in Proposition 1.
Corollary 1 shows that, if we can find Y (x) such that the matrix polynomial Q(x) can be expressed as
for some d ∈ N >0 , and H + L(α) ≥ 0, then Q(x) is SOS with degree 2d. Next, we try to establish the connection between the design variable Y (x) and the complete SMR matrix of Q(x).
First, due to the definition of Y (x) and the form of G(x) as shown in (17) , Y (x) can be written as
As ∂Z ∂x is a matrix polynomial in x, according to [12] , it can always be expressed as
where x {p} ∈ R σ(n,p) is a power vector and Z x ∈ R N σ(n,p)×n is a known constant matrix. Without loss of generality, we arrange x {p} such that the last entry of the vector is x 0 = 1.
Recalling the definition of Q(x) in (18) and its SMR (21), we aim to construct Q(x) as an SOS with degree 2p. Let Y (x) take the form
where Y 0 ∈ R T ×N and Y 1 ∈ R T ×N σ(n,p) are constant matrices. From the definitions of Y (x) and G(x), we can obtain that
For this equation to hold, it is necessary to require that
Moreover, using (24) and recalling that the last entry of x {p} is 1, Q(x) can be written as
By the equivalence of (i) and (iv) in Proposition 1, if
Q(x) is SOS. We summarize the construction of a Y (x) satisfying (i) and (ii) in Theorem 1 in the following corollary.
with some constant µ ∈ R >0 is such that the controller
stabilizes the polynomial system (13) . Moreover, if the optimal value c * satisfies c * < 0, the resulting closed-loop system is asymptotically stable.
Remark 3: (Non-positive cost c) The SOS constraint on Q(x) is coded by minimizing a constant c that is nonpositive. If the optimal value satisfies c * < 0, then the complete SMR matrix of Q(x) is positive definite. By construction, Q(x) will be positive definite for all x due to the identity block in x {p} ⊗ I N . Therefore, a negative c * guarantees the asymptotic stability of the closed-loop system. Note that c * < 0 is a sufficient condition for asymptotic stability, and is more conservative than the condition Q(x) > 0 for x = 0 in Theorem 1. As can be observed in the examples in Section IV-B, even when c * = 0, asymptotic stability can still be proved by checking conditions on Q(x) or V (x). (25) and (26). This is because, first, the sign of optimal cost c * can directly reveal the feasibility of the problem, and whether Q(x) is positive definite. Note that for high dimension systems, it can be difficult to determine the positive-definiteness of Q(x) for x = 0. Second, if the set of LMIs are solved directly, for some cases where X 1,T Y 0 L = 0, MATLAB will return a trivial solution with all the entries of Y 1 being zeros. Then, the resulting controller cannot give desired closed-loop performance.
Remark 5: (SOS program by SOSTOOLS) Instead of the linear program presented in Corollary 2, an SOS program can be formulated and solved using SOSTOOLS toolbox [10] in MATLAB to find a matrix polynomial Y (x) satisfying the two conditions in Theorem 1. As P in this work is a constant matrix independent of x, Y (x) still needs to be expressed as
where constant matrix Y 0 and matrix polynomial Y x (x) are the matrix decision variables in the SOS program. Then, the conditions in Theorem 1 can be coded as equality and inequality constraints using the pre-defined functions in SOSTOOLS.
In this paper, we formulate the linear program in Corollary 2 to give a clear insight of how to design Y (x) such that Q(x) is SOS. It is an alternative to directly using the SOSTOOLS toolbox.
B. Examples
Two examples on data-driven controller design are presented in this subsection by the linear programming in Corollary 2 and SOS programming in the SOSTOOLS toolbox in MATLAB.
Example 1. Consider the systeṁ
This system is in the form of (13) with A = 1, B = 1, Z(x) = x 2 , n = 1 and N = 1.
First, we follow Corollary 2 to formulate and solve the linear program (27). In this example, as ∂Z ∂x = 2x, we have p = 1, σ(n, p) = σ(1, 1) = 2, and
The experiment is conducted with T = 2, u = − sin(t) and the initial condition x(0) is generated by rand in MATLAB. Note that to satisfy Assumption 2, we need to choose T ≥ N . However, a large T will increase the sizes of matrices Y 0 and Y 1 , as well as the computational burden. Using the collected data and choosing µ = 1, for x(0) = 0.4984, the solutions to (27) computed using CVX [15] in MATLAB are Y 0 = 21.3971 6.8858 , Y 1 = −0.3989 0 1.4243 0 , and the optimal value of the cost is c * = 0. Then, we have P = Z 0,T Y (x) = 5.7942 and the control gain
The resulting controller is
which leads to the stable closed-loop systeṁ
In particular, as Q(x) = 4.7942x 2 is 0 only at x = 0, by Theorem 1, the closed-loop system is asymptotically stable. Alternatively, we can use the same data and SOSTOOLS for solving Y 0 ∈ R 2 and 2 × 1 polynomial vector Y x (x) to obtain Y (x) = Y 0 + Y x (x). Coding the conditions in Theorem 1 as constraints, the solution to the SOS program given by SOSTOOLS is
which leads to the controller
This shows that solving the linear program in Corollary 2 and the SOS program using SOSTOOLS gives comparable results for the example at hand, which both stabilize the polynomial system. Example 2. Consider the nonlinear polynomial systeṁ
This system is in the form of (13) with
, n = 2 and N = 2.
To formulate the linear program (27), we first find the derivative of Z(x) with respect to x as Note that Q(x) = 0 for any x ∈ R 2 andV (x) = −0.0812x 2 2 . Hence,V (x) = 0 as long as x 2 = 0. For the closed-loop system,
the largest invariant set whereV (x) = 0 is the origin. Then, by LaSalle's principle [16] 
Similarly to the previous solution, using LaSalle's principle, we can prove that the closed-loop system is globally asymptotically stable at the origin.
C. Discussion
A few remarks are in order: 1) (Conservativity of the asymptotic stability conditions) As pointed out in Remark 3, the condition of asymptotic stability in Corollary 2 is more conservative than the one in Theorem 1, which is more conservative than LaSalle's invariance principle. Although c * can give a clear indication of the positive definiteness of Q(x), if c * = 0, we have to check Q(x) explicitly. In both examples, the optimal costs are c * = 0, which only implies Q(x) ≥ 0. In Example 1, by checking the positive definiteness of Q(x) away from the origin, asymptotic stability of the closed-loop system is proved using Theorem 1. In Example 2, as Q(x) = 0 for all x ∈ R 2 , we use LaSalle's invariance principle to prove asymptotic stability. 2) (Transient performance) Theorem 1 provides a feedback controller design with guaranteed steady-state performance but does not impose any specification on transient behavior. As a result, inadequate transient performance can be observed in the simulation results of the examples in Section IV-B.
3) (Computational complexity)
The key limitation of SOS optimization is its reduced scalability with respect to the dimension of the controlled system. Specifically, the size of the complete SMR matrix of Q(x) grows rapidly with the increase of either the dimension of the system, degree of the power vector Z(x), or the size of Z(x). In our model-free learning control setting, the length of the experiment also affects the computational complexity of the problem. To improve the scalability of SOS programming, [17] exploits the sparsity of the underlying SPD, and [18] uses exact reduction methods to reduce the size of the LMIs and the number of LMI scalar variables. These works give us inspirations for developing more efficient learning control approaches in future works. 4) (Noisy measurement of the derivative) Because of the continuous-time nature of the systems we consider, the matrix X 1,T contains the derivatives of the states at the sampling times. These measurements will be affected by noise. Following [6, Section V.A], let us denote the noisy measurements as Z 1,T = X 1,T + W 1,T , where W 1,T is the unknown n × T matrix of noise vectors affecting the measurements. Then the data-dependent polynomial representation of system (13) changes intȯ x = (Z 1,T −W 1,T )G(x)Z(x), which can be interpreted as a system with a nominal part, Z 1,T G(x)Z(x), and a perturbation, −W 1,T G(x)Z(x), due to the effect of the noisy measurements. In [6, Theorem 5], a robust stabilization result was given under a condition on the signal-to-noise ratio. Other techniques from robust control can also used for the analysis of robustness [19] , [20] . Dealing with noisy measurements in datadependent polynomial representationsẋ = (Z 1,T − W 1,T )G(x)Z(x) is a compelling research thread that is left for future investigation.
V. CONCLUSIONS AND FUTURE WORKS
Motivated by the fact that identification of nonlinear systems are complex and time consuming, we propose a control design method that learns a feedback control law directly from experimental data. In this work, we exploit the similarity between a class of nonlinear polynomial systems and linear systems, and construct a stabilizing feedback controller using the SOS technique. The resulting SOS problem can be solved through linear programming or SDP and thus is computational tractable. The proposed approach has great potential in model-free learning control of more complex nonlinear systems. Some extensions of this work include considering state-dependent system matrices A(x) and B(x), and choosing Lyapunov candidate V (x) = Z(x) T P (x) −1 Z(x) to gain more design freedom. In fact, polynomial Lyapunov candidates can be found using SOS program as shown in [9] and [21] . Furthermore, future investigations may as well consider learning control of nonpolynomial and/or uncertain nonlinear systems [22] - [25] , and nonlinear optimal control using the SOS technique.
