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In applications to ¯nance, insurance, physics and many other ¯elds, statisticians
are often faced with high quality datasets that exhibit deviations from the "normal
behavior", caused by the extremes in the sample. As a consequence in recent
years a great deal of research has been done in heavy-tailed modelling. Although
much of the existing literature focuses on the discrete-time case, the continuous-
time heavy-tailed modelling is a very natural technique in many applications and
therefore more attention should be paid to the continuous-time case. This is the
motivation for the research in this dissertation. We will be focusing mainly on
extending the Hill estimator (Hill (1975)) to estimating the tail index of continuous-
time stationary stochastic processes. Since one can sample basically as many
observations as possible from the continuous-time process, there is a temptation
on the practitioner's part to use as large a sample as possible when applying the
Hill estimator. We will show that this will lead in many instances to asymptotically
inconsistent estimators.BIOGRAPHICAL SKETCH
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viiChapter 1
Introduction
Roughly speaking heavy-tailed distributions are those distributions whose tails
decay to zero slower than at an exponential rate. Although there is no universally
accepted de¯nition of a heavy-tailed distribution, in this dissertation by a heavy-
tailed distribution F we will understand a distribution whose right tail F := 1¡F
is regularly varying at in¯nity with index ¡® < 0, that is
lim
t!1
F(tx)
F(t)
= x
¡®;
for every x > 0. We will write F 2 RV¡®. The parameter ® is called the tail index
of the distribution F.
One of the most important statistical questions in heavy-tailed modelling is
how to estimate the tail index ® > 0 from a sample X1;:::;Xn with a common
distribution whose right tail is regularly varying at in¯nity with index ¡®? Among
the many estimators proposed for the tail index ®, the Hill estimator (Hill (1975))
is the most popular. In many cases, especially when the data is independent or
satis¯es some mixing conditions, the Hill estimator is consistent and asymptotically
normal (see Mason (1982), Resnick and St¸ aric¸ a (1995), Hsing (1991), Geluk, de
Haan, Resnick and St¸ aric¸ a (1997b)).
In this dissertation we will consider stationary heavy-tailed stochastic processes
fXt;0 · t · Tg (1.1)
with a marginal one-dimensional distribution F such that F 2 RV¡®, with ® > 0.
By extension we will call ® the tail index of the process X.
12
Let
XT;i := X
µ
iT
n(T)
¶
; 1 · i · n(T);
be the sample points that will be used in the estimation of the tail index ®. Let
XT;(i) be the i-th largest value in the sample. The Hill estimator based on the
(k(T) + 1)-upper order statistics is de¯ned as
Hk(T);n(T) :=
1
k(T)
k(T) X
i=1
log
XT;(i)
XT;(k(T)+1)
:
The conditions imposed on n(T) and k(T) are
n(T) ! 1; k(T) ! 1;
n(T)
k(T)
! 1 (1.2)
as T ! 1.
In many cases, when the Hill estimator is consistent, the convergence is slow
and one needs a very large sample size to obtain a fairly accurate estimate of the
tail index ®. Therefore there is a tendency to choose the sample size n(T) as large
as possible. It turns out that this is not always the best thing to do, because when
we sample very ¯nely, the strong dependence among close observations will come
into play and the consistency of the Hill estimator will be lost. To illustrate this
we consider the Ornstein-Uhlenbeck process fX(t)g de¯ned by
X(t) =
Z t
¡1
e
¡¸(t¡s)dL(s); (1.3)
where fL(t)g is a unit rate compound Poisson with positive jumps Yi
d = jDj, where
D follows the Cauchy distribution. Figure 1.1 shows a path of the process fX(t)g
on [0;1000]. Figure 1.2 shows two Hill plot when the Hill estimator is applied
to our process (1.3) when T = 1000 and n(T) is not very large compared to T
(n(T) = 2000 for the left plot, respectively 5000 for the right plot). We notice
that both plots are very informative and give good estimates of the true ® = 1.3
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Figure 1.1: A realization of the Ornstein-Uhlenbeck process (1.3) on [0;1000]
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Figure 1.2: Hill plots for the Ornstein-Uhlenbeck process (1.3) with n(T) not considerably
large compared to T.4
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3
: Hill plots for the Ornstein-Uhlenbeck process (1.3) with n(T) consid-
erably large compared to T.
In contrast to Figure 1.2, Figure 1.3 shows two Hill plots for the same process
(1.3) that are not informative. It would be impossible in both cases to give an esti-
mate close to the true ® = 1. This happens because n(T) is very large compared to
T. The data used in the estimation of the tail index ® is more and more dependent
as n(T) becomes larger and this ruins the consistency of the Hill estimator.
The dissertation is organized as follows: in Chapter 2 we give a review to the tail
index estimation in the discrete-time case. We will be focusing mainly on the Hill
estimator since it is this estimator's properties that we are trying to investigate in
the heavy-tailed continuous-time setting. Some of the formulations in this chapter
are taken almost verbatim from the cited papers. In Chapter 3 we show that the
Hill estimator applied to S®S moving average processes is asymptotically consistent
whenever the conditions (1.2) are satis¯ed and n(T) grows at most linearly with
T as T ! 1, that is limT!1
n(T)
T 2 [0;1). At the same time we consider the
stepwise-constant continuous-time processes fY (t);t ¸ 0g given by
Y (t) :=
1 X
i=1
Xi1[¡i¡1;¡i)(t); (1.4)5
where fE1;E2;:::g is an i.i.d. sequence of exponential random variable with unit
mean, ¡0 = 0; ¡i =
Pi
k=1 Ek and fX1;X2;:::g is an i.i.d. sequence of positive
regularly varying at in¯nity random variables with index ®; ® > 0. We will refer
to fY (t);t ¸ 0g as a Const-Jump process with jumps fXig. For such processes
we will show that the Hill estimator is always asymptotically consistent when the
sample size n(T) grows slowly compared to T or when k(T) grows much faster than
n(T)
T as T grows to in¯nity. Chapter 4 focuses on the e®ect of oversampling on
the consistency of Hill estimator. We will consider the Ornstein-Uhlenbeck process
fX(t)g de¯ned by
X(t) =
Z t
¡1
e
¡¸(t¡s)dL(s); (1.5)
where fL(t)g is a L¶ evy process with heavy-tailed jumps. We show that in the
presence of oversampling ( i.e. n(T) >> T) it is always possible to ¯nd k(T)
satisfying (1.2) such that the Hill estimator Hk(T);n(T) approaches 0 in probability
as T ! 1. We also revisit the Const-Jump processes de¯ned in (1.4) and prove
that again oversampling can destroy the consistency of Hill estimator. In Chapter
5 we show that the Hill estimator applied to S®S Ornstein-Uhlenbeck process is
asymptotically normal, when we do not sample very ¯nely and for some choices of
k(T), the number of upper order statistics used in the estimation.Chapter 2
Discrete-Time Tail Index Estimation
2.1 Introduction
Many high quality datasets in ¯nance, engineering, telecommunications and
various other ¯elds require models involving heavy-tailed distributions, i.e. distri-
butions which satisfy
1 ¡ F(x) » x
¡®L(x) as x ! 1;
for some ® > 0, where L is a slowly varying at 1 function, i.e.
lim
t!1
L(tx)
L(t)
= 1;
for every x > 0. We write 1 ¡ F 2 RV¡®.
Suppose X1;X2;::: are random variables with the same marginal heavy-tailed
distribution F with tail index ®. For many applications it is important to estimate
®. For example in the modelling of insurance data we often observe ® < 2, which
entails E(X2
1) = 1. In the daily log-returns in ¯nance we frequently observe 3 <
® < 4, which implies that the con¯dence intervals for the sample autocorellations
constructed on the basis of asymptotic theory are not very reliable, since a ¯nite
fourth moment is typically required (see Embrechts, KlÄ uppelberg and Mikosch
(1997)).
Among the many estimators for the tail index ® that have been proposed the
Hill estimator (Hill (1975)), Pickands estimator (Pickands (1975)) and Dekkers -
Einmahl - de Haan moment estimator (Dekkers, Einmahl and de Haan (1989)) are
the most popular. In many cases, especially when the sequence is i.i.d. or satis¯es
67
some mixing conditions, these estimators have nice large-sample properties, such
as consistency and asymptotic normality. A brief review of these properties and
how to use these estimators in practice will be presented in the remaining sections
of this chapter.
2.2 Hill Estimator
Among the statistical estimators for the tail index ®, the Hill estimator has be-
come particularly popular. It arose in the i.i.d. context as a conditional maximum
likelihood estimator (Hill (1975)).
For a sample fX1;X2;:::;Xng of size n, the Hill estimator based on the (k+1)-
upper order statistics is de¯ned as
Hk;n :=
1
k
k X
i=1
log
X(i)
X(k+1)
; (2.1)
where X(i) denotes the i-th largest value in the sample.
One of the interesting facts about equation (2.1) is that various asymptotically
equivalent versions of it can be derived using di®erent methods, such as the con-
ditional MLE approach (see Hill (1975)), the regular variation approach (see de
Haan (1994)) and the mean excess function approach (see Embrechts, KlÄ uppelberg
and Mikosch (1997)), showing that the Hill estimator is very natural.
The quality of the Hill estimator depends on the choice of the number of upper
order statistics used in its formula. If k is too large, the estimator becomes biased,
because data far from the tails is used. On the other hand, if k is too small,
the estimator becomes unreliable due to the small number of data used in the
estimation.8
2.2.1 Properties of Hill Estimator for I.I.D. Data
Weak Consistency
If we choose the sequence k = k(n) to satisfy
k ! 1;
k
n
! 0; (2.2)
then
Hk;n
P ! ®
¡1 as n ! 1
(see Mason (1982)). In fact Mason (1982) showed that the weak consistency of the
Hill estimator is equivalent to the regular variation of 1 ¡ F:
Theorem 1 (Mason (1982))
Let X1;X2;::: be a sequence of i.i.d. nonnegative random variables with common
distribution F. Also let ® > 0. Then
(1) 1 ¡ F 2 RV¡® if and only if
(2) for some 0 < c < 1, H[nc];n
P ! ®¡1 if and only if
(3) H[nc];n ! ®¡1 a.s. if and only if
(4) Hk;n
P ! ®¡1 for every sequence k = k(n) satisfying (2.2).
Strong Consistency
Deheuvels, HÄ ausler and Mason (1988) proved the strong consistency of Hill esti-
mator for sequences k = k(n) that grow to in¯nity much faster than loglogn:
Theorem 2 (Deheuvels, HÄ ausler and Mason (1988))
If k
n ! 0; k
loglogn ! 1, then
Hk;n ! ®
¡1 a:s:
as n ! 1.9
Asymptotic Normality
Hall (1982) considered distribution functions F with the property
1 ¡ F(x) = Cx
¡® ¡
1 + Dx
¡¯ + o
¡
x
¡¯¢¢
; as x ! 1;
where ® > 0; C > 0; ¯ > 0 and D is a real number. He established the asymptotic
normality of the Hill estimator at the same time ¯nding that it is optimal to choose
k = k(n) tending to in¯nity at a rate of order n
2¯
2¯+® by minimizing the asymptotic
mean square error.
Various authors have considered asymptotic normality of Hill estimator for
more general heavy-tailed distributions. First we need the following de¯nition.
De¯nition 1 The distribution tail F = 1 ¡ F is said to be second-order regularly
varying at 1 with ¯rst-order parameter ¡® < 0 and second-order parameter ½ · 0,
if there exists a function g(t) ! 0; t ! 1, which ultimately has constant sign,
such that
lim
t!1
F(tx)
F(t)
¡ x¡®
g(t)
= H(x) := x
¡®x½ ¡ 1
½
; x > 0; (2.3)
(see Geluk and de Haan (1987)). We write F 2 2RV (¡®;½).
It is known (see Geluk and de Haan (1987)) that, if (2.3) holds with H(x) not a
multiple of x¡®, then H satis¯es the above representation, jgj 2 RV½ and no other
choices of ½ are consistent with g(t) ! 0; t ! 1.
The following result provides us with an equivalent de¯nition for the second-
order regular variation of a distribution tail. The proof can be found in Geluk, de
Haan, Resnick and St¸ aric¸ a (1995).
Theorem 3 Suppose F is a distribution concentrating on [0;1). Then
F 2 2RV (¡®;½) (2.4)10
if and only if there exists a positive function A(t) satisfying A(t) ! 0 as t ! 1
and A 2 RV½, for some ½ · 0, such that
lim
t!1
R 1
t
1¡F(x)
1¡F(t)
dx
x ¡ 1
®
A(t)
= c; (2.5)
for some nonzero constant c.
Assuming the right tail of the common marginal one-distribution F is second-
order regularly varying at in¯nity, one is able to prove the asymptotic normality of
Hill estimator for some choices of k = k(n), the number of upper order statistics
employed in the estimation of the tail index ®:
Theorem 4 (Asymptotic normality)
If ¹ F 2 2RV (¡®;½) and b(t) := F Ã
³
1 ¡ 1
t
´
= inf
n
s : F(s) ¸ 1 ¡ 1
t
o
; t > 1;
is the quantile function of F, for any sequence k = k(n) such that k ! 1, k
n ! 0
and
p
kg
³
b
³n
k
´´
! 0 we have
p
k
¡
Hk;n ¡ ®
¡1¢
) N
¡
0;®
¡2¢
as n ! 1 (g is the function in (2.3)).
(see, for example, Resnick and St¸ aric¸ a (1997a)). See also Hall (1982), CsÄ org} o and
Mason (1985), CsÄ org} o, Deheuvels and Mason (1985).
Geluk, de Haan, Resnick and St¸ aric¸ a (1995) have shown that under an addi-
tional condition on the distribution function F called the Von Mises condition,
second-order regular variation is equivalent to the asymptotic normality of the Hill
estimator:
Theorem 5 Suppose that the von Mises condition holds: F has a density f sat-
isfying
lim
x!1
xf(x)
1 ¡ F(x)
= ®:11
Then 1¡F is second-order regularly varying if and only if for some µ 2 [0;1) there
exists a function U 2 RVµ such that U(t) ! 1 as t ! 1 and there exist non-zero
constants c and ¾ > 0 such that, with k = [U(n)], we have
p
k
¡
Hk;n ¡ ®
¡1¢
) N(c;¾
2)
as n ! 1:
2.2.2 Properties of Hill Estimator for Dependent Data
We have already seen that the Hill estimator is consistent and in some cases
asymptotically normal for i.i.d. samples. However, applications do not provide
us always with independent sequences but rather with dependent data. Therefore
there is a real interest in studying the large-sample properties of the Hill estimator
under the more general assumption of stationarity or even assuming just a common
marginal distribution.
Weak Consistency
Rootzen, Leadbetter and de Haan (1990) and Hsing (1991) assuming di®erent
kinds of mixing conditions show the weak consistency for the Hill estimator. Those
conditions can sometimes be very di±cult to verify. Another method of studying
the tail behavior proposed by Mason (1988) and Deheuvels and Mason (1991)
involves the tail empirical random measure
¹X;n :=
1
k
n X
i=1
² Xi
b(
n
k)
associated to the sequence fX1;X2;:::;Xng. Here b(t) := F Ã
X
³
1 ¡ 1
t
´
; t > 1; is
the quantile function of FX, the common distribution function of X1;X2;:::;Xn.12
Let E := (0;1] be the one point uncompacti¯cation of [0;1], so that the
compact sets of E are of the form Uc, where 0 2 U and U is an open set in [0;1).
Let E be the Borel ¾-¯eld on E. We de¯ne the measure
¹ : E ! R+; ¹(x;1] := x¡®; x > 0:
Let M+(E) be the complete, separable, metric space of positive Radon measures
on E endowed with the vague topology (see Resnick (1987)). The tail empirical
measure ¹X;n is then a random element of M+(E).
Resnick and St¸ aric¸ a (1995) show that the weak convergence of the tail empir-
ical random measure to the measure ¹ in M+(E) implies the consistency of Hill
estimator.
Theorem 6 (Resnick and St¸ aric¸ a (1995))
If k ! 1, k
n ! 0 and ¹X;n ) ¹ in M+(E), then
Hk;n
P ! ®
¡1
as n ! 1.
This strong result is used in proving the consistency of Hill estimator for
(1) in¯nite moving averages with heavy-tailed innovations,
(2) certain classes of processes that can be appropriately approximated by m-
dependent sequences of random variables,
(3) stationary solutions of stochastic di®erence equations
Yt = AtYt¡1 + Bt; ¡1 < t < 1;
where f(An;Bn);¡1 < n < 1g are i.i.d. R2
+-valued random pairs that satisfy
E(A
®
0) = 1; E(A
®
0 log
+ A0) < 1; 0 < E(B
®
0) < 1;13
for some ® > 0, B0
1¡A0 is non-degenerate and the conditional distribution of logA0
given A0 6= 0 is nonlattice. Then it is known (see Kesten (1973)) that there exists
a constant c > 0 such that as x ! 1 we have
P(Yt > x) » cx
¡®:
Hence the distribution of Yt has a regularly varying right tail with index ® > 0.
(Such solutions include as a particular case the ¯rst order autoregressive condi-
tional heteroschedastic (ARCH) process introduced by Engle (1982)).
(4) the class of hidden semi-Markov models. (see Resnick and St¸ aric¸ a (1998))
Asymptotic Normality
Rootzen, Leadbetter and de Haan (1990) and Hsing (1991) derive the asymp-
totic normality of Hill estimator under strong mixing assumptions on a stationary
sequence fXng. Resnick and St¸ aric¸ a (1997b), following the approach of Rootzen,
Leadbetter and de Haan (1990), show the asymptotic normality of Hill estimator
applies to an in¯nite moving average MA(1) process of the form
Xn =
1 X
j=0
cjZn¡j;¡1 < n < 1; (2.6)
where the Z's are i.i.d. random variables with a common distribution G such that
G(x) » rx
¡®L(x); G(¡x) » sx
¡®L(x); (2.7)
for x > 0, where ® > 0; r;s ¸ 0; r+s = 1 and L a slowly varying function. They
assume further that there exists A > 0; u > 1 and 0 < ± < ® ^ 1 such that
jcjj < Au
¡j; j ¸ 0;
and
0 <
1 X
j=0
jcjj
± < 1:14
Theorem 7 (Resnick and St¸ aric¸ a (1997b))
Let fXng be the in¯nite moving average (2.6) and assume that the marginal
distribution F of the X's has a density f which satis¯es the von Mises condition
lim
t!1
tf(t)
F(t)
= ®:
Assume also that the density g of the distribution function G is L1-Lipschitz (that
is there exists C > 0 such that
R 1
0 jg(x)¡g(x+y)jdx < Cy; y > 0) and that there
exists d < 1 such that E
¡
jZ1jd¢
< 1. If F satis¯es the second-order regularly
varying at 1 condition (2.3), k ! 1; k
n ! 0;
p
kg
³
b
³n
k
´´
! 0 (where b(t) :=
F Ã
³
1 ¡ 1
t
´
; t > 1; is the quantile function of the distribution function F) and
limsupn!1
n
k
3
2
< 1 or liminfn!1
n
k
3
2
> 0, then
p
k
³
H
jXj
k;n ¡ ®
¡1
´
) N(0;¸) as n ! 1;
where ¸ := 1
®2
µ
1 + 2
P1
j=1
P1
k=0 jckj®^jcj+kj®
P1
k=0 jckj®
¶
.
2.2.3 Hill Estimator in Practice
We have seen that in the i.i.d. case or when some mixing conditions on the data
are satis¯ed, the Hill estimator has good large-sample properties. This does not
mean the Hill estimator is always easy to use in practice. One of the main problems
the practitioner faces when using the Hill estimator is the choice of k = k(n), the
number of upper order statistics used. The only conditions imposed on k are
k ! 1 and k
n ! 0 and there are few reliable guidelines about how to choose k.
The Hill-plot
n¡
k;H
¡1
k;n
¢
;1 · k ·
n
10
o
turns out to be instrumental in ¯nding the optimal k. We plot the Hill estimates
of ® only up to k = n
10, since while we want to use a su±ciently large number15
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1
: 20000 simulated Pareto observations with ® = 1. Hill-plot for the 20000
simulated Pareto observations.
of order statistics, we are interested in a tail property and hence we should con-
centrate only on the upper order statistics. We hope the graph looks stable so
that we can pick out a value of ®. Sometimes this works very well especially when
the underlying distribution is Pareto or close to Pareto. Figure 2.1 shows 20000
simulated observations from a Pareto distribution with ® = 1 (left plot) and the
Hill plot for these 20000 simulated Pareto observations seems to be very stable and
indicate a correct value for ®. (We use ° to denote the inverse of ®.)
The Hill plot is in many cases not so revealing. Figure 2.2 shows the Hill
plots for two independent samples of size 20000 from the distribution of X logX,
where X is a Pareto random variable with parameter ® = 3 (left plot), respectively
® = 4 (right plot). Both plots spend no amount of time in the neighborhood of
the correct values so it would be impossible to guess the true values.
The practical use of Hill's estimator on real data is hindered by the bias prob-
lems and the high volatility of the plot that will prevent a clear determination of
®. There are simple smoothing techniques which help overcome the volatility of
the plot and also plotting on di®erent scales may defuse the critical problem of the16
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2
: Hill plots for 20000 observations from the distribution of X logX, where X
has a Pareto distribution with ® = 3 (left plot), respectively ® = 4 (right plot)
choice of k.
Feigin, Resnick and St¸ aric¸ a (1995) suggest averaging the Hill estimator, while
Resnick and St¸ aric¸ a (1997a) provide the procedure with the necessary mathemati-
cal backing. The smoothing procedure they propose consists in averaging the Hill
estimator values corresponding to di®erent numbers of order statistics, yielding
the smooHill estimator
smooHk;n :=
1
(u ¡ 1)k
uk X
p=k+1
Hp;n;
where u is a positive integer (usually u = 2 or 3).
This procedure, while unable to solve the bias problem, can considerably reduce
the variance and the volatility of the plot. For i.i.d. data, when a second-order
regular variation condition holds, the asymptotic variance of smooHk;n is
1
®2
2
u
µ
1 ¡
logu
u
¶
which is less than that of the Hill estimator.
The smoothing procedure, with u = 2, is illustrated in Figure 2.3 which shows
the Hill and smooHill estimates of ® for a sample of 5000 i.i.d. observations from17
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3
: Hill and smooHill estimates for 5000 i.i.d. observations from a stable dis-
tribution with ® = 1:6
a stable distribution with ® = 1:6. While the Hill curve does not seem to be too
revealing, the smooHill curve indicates an estimate of ® fairly close to the true
value of 1.6.
When the Hill plot is not very informative, Resnick and St¸ aric¸ a (1997a) propose
an alternative plot altHill
f
¡
µ;Hdnµe;n
¢
;0 · µ < 1g
instead of the traditional Hill plot. (dxe := the smallest integer greater than or
equal to x). This procedure is sometimes more revealing since it gives more display
to Hill estimates for smaller k. Drees, de Haan and Resnick (2000) show that, if
the distribution is not Pareto, the altHill plot is superior to the conventional Hill
plot, in the sense that asymptotically it spends more of the display space in a small
neighborhood of the true ®.18
2.3 Alternative Estimators for the Tail Index
2.3.1 Pickands estimator
Suppose one is given a sequence X1;X2;::: of i.i.d. random variables with
common distribution F such that F 2 RV¡®, with ® > 0.
Pickands (1975) proposed the following estimator for ° := ®¡1:
^ °Pickands
k;n :=
1
log2
log
µ
X(k) ¡ X(2k)
X(2k) ¡ X(4k)
¶
;
where 1 · k ·
hn
4
i
.
A full analysis of ^ °Pickands
k;n can be found in Dekkers and de Haan (1989), from
which we take the following result:
Theorem 8 1. (Weak consistency) If k ! 1 and k
n ! 1, then
^ °Pickands
k;n
P ! °
as n ! 1.
2. (Strong consistency) If k ! 1 and k
loglogn ! 1, then
^ °Pickands
k;n ! ° a.s.
as n ! 1.
3. (Asymptotic normality) Suppose the quantile function b(t) := F Ã
³
1 ¡ 1
t
´
=
inf
n
s : F(s) ¸ 1 ¡ 1
t
o
; t > 1, has a positive derivative and suppose there exists
a positive function A such that, for x > 0 and ° 2 R, (with either choice of sign)
lim
t!1
(tx)1¡°b
0(tx) ¡ t1¡°b
0(t)
A(t)
= §logx:
Then
p
k
³
^ °Pickands
k;n ¡ °
´
) N
µ
0;
°2 (22°+1 + 1)
(2(2° ¡ 1)log2)
2
¶19
as n ! 1, for sequences k = k(n) ! 1 satisfying k(n) = o
³ n
gÃ(n)
´
, where
g(t) := t3¡2°
µ
b0(t)
A(t)
¶2
.
In practice one can make a Pickands plot
n³
k;^ °Pickands
k;n
´
;1 · k ·
n
10
o
:
Choice of k is still an issue as it was with Hill estimator. We hope to ¯nd a stable
region of the plot from which we can draw an accurate estimate of ®.
So far we have seen that both Hill estimator and Pickands estimator share
some common desirable theoretical properties, such as asymptotic consistency and
normality (though these properties hold under slightly di®erent conditions on F).
However applications on real data or simulation studies show large discrepancies
among these estimators.
Unlike Hill estimator, Pickands estimator is both location and scale invariant.
Figure 2.4 shows Pickands plots for 20000 simulated Pareto random variables with
® = 1 (left plot) and for the same data but multiplied by 5 and shifted to the
right by 5 (right plot). At the same time we see, in Figure 2.5, the Hill plots for
the same 20000 Pareto random variables fXng with ® = 1 (left plot) and for the
same data but shifted to the right by 5. The Pickands plot stays una®ected after
the data was shifted, whereas the Hill plot becomes almost useless.
de Haan and Peng (1998) compares the Hill estimator to Pickands estimator
by computing their minimal asymptotic mean squared errors.
Assume that X1;X2;::: are i.i.d. random variables with common distribution
F such that F 2 RV¡®, with ® > 0. Moreover it is assumed that F = 1 ¡ F20
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4
: Pickands plots for 20000 observations fXng from the Pareto distribution
with ® = 1, respectively for f5Xn + 5g.
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Figure 2.5: Hill plots for 20000 observations fXng from the Pareto distribution with
® = 1, respectively for fXn + 5g.21
satis¯es the second-order regularly varying at in¯nity condition
lim
t!1
F(tx)
F(t)
¡ x¡®
a(t)
= x
¡®x½ ¡ 1
½
; (2.8)
for x > 0, where a is a function of constant sign and ½ · 0 is the second-order
parameter, governing the rate of convergence.
If b(t) := F Ã
³
1 ¡ 1
t
´
; t > 1; is the quantile function of F, we write A(t) :=
a(b(t))
®2 . Relation (2.8) is equivalent to
lim
t!1
b(tx)
b(t) ¡ x°
A(t)
= x
°x½° ¡ 1
½°
locally uniformly for x > 0, where ° = ®¡1.
Theorem 1 in de Haan and Peng (1998) computes the asymptotic normality of
both estimators when the sequence k = k(n) satis¯es
lim
n!1
p
kA
³n
k
´
= ¸ 2 R; (2.9)
in addition to the usual conditions k ! 1; k
n ! 0. It turns out that for such k
we have
p
k (Hk;n ¡ °) ) N
µ
¸
1 ¡ ½°
;°
2
¶
and
k
1
2
³
^ °Pickands
k;n ¡ °
´
) N
µ
¸
(2° ¡ 1)log2
2½° ¡ 1
½°
(2
°+½° ¡ 1);
°2(1 + 22°+1)
(2° ¡ 1)2 log
2 2
¶
:
When ½ = 0, both asymptotic means are equal, but the asymptotic variance of
the Hill estimator is smaller.
When ½ < 0, Theorem 2 in de Haan and Peng (1998) computes, for both
estimators, the number of order statistics k0 that will minimize the asymptotic22
mean square errors. Note that k0 is di®erent for each estimator. Then the ratio of
the minimal squared errors of the Hill and Pickands estimators is
(2° ¡ 1)2 log
2 2
1 + 22°+1
µ
(1 ¡ ½°)2(2½° ¡ 1)2(2°+½° ¡ 1)2
(½°)2(1 + 22°+1)
¶ 1
2½°¡1
if 1 + ½ 6= 0: (2.10)
Since the ratio in (2.10) is sometimes greater than 1, sometimes less than 1, de-
pending on the (unknown) values of ° and ½, we deduce that in terms of asymptotic
mean squared error none of these two estimators is preferred over the other.
2.3.2 Dekkers - Einmahl - de Haan Moment Estimator
The Dekkers - Einmahl - de Haan moment estimator, as both Hill estimator
and Pickands estimator, is designed to estimate ° = ®¡1 for a random sample
fX1;X2;:::;Xng from a distribution F such that F 2 RV¡®, with ® > 0.
If we let, for r = 1;2,
H
(r)
k;n =
1
k
k X
i=1
µ
log
X(i)
X(k+1)
¶r
;
the Dekkers - Einmahl - de Haan moment estimator is de¯ned as
°Moment
k;n := H
1
k;n + 1 ¡
1
2
1 ¡
³
H
(1)
k;n
´2
H
(2)
k;n
: (2.11)
(see Dekkers, Einmahl and de Haan (1989)).
The properties of ^ °Moment
k;n can be found in Dekkers, Einmahl and de Haan
(1989), from which we take the following results:
Theorem 9 1. (Weak consistency) If k ! 1; k
n ! 0, then
°Moment
k;n
P ! °:23
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6
: Moment estimator plot for 8000 independent Pareto observations with ® = 1.
2. (Strong consistency) If k ! 1; k
n ! 0; k
(logn)± ! 1; for some ± > 0, then
°Moment
k;n ! ° a.s.
3. (Asymptotic normality) Let b(t) := F Ã
³
1 ¡ 1
t
´
; t > 1; be the quantile function
of the distribution function F. Suppose we have (with either choice of sign)
lim
t!1
(tx)¡°b(tx) ¡ t¡°b(t)
b1(t)
= §logx;
for some positive function b1. Suppose also that k ! 1 and k = o
³ n
gÃ(n)
´
,
where g(t) := t1¡2°
µ
b(t)
b1(t)
¶2
.
Then
p
k
³
°Moment
k;n ¡ °
´
) N(0;1 + °
2)
as n ! 1.
The moment estimator is often used for detecting a light-tail (® = 1), which
would rule out heavy-tail analysis. The Hill estimator does not perform very well24
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7
: Moment estimator plot and Hill plot for 10000 independent unit exponential
observations.
when applied to light-tailed data. Figure 2.7 shows a moment estimator plot (left
plot) and a Hill plot for 10000 i.i.d. unit exponential data. While the moment
estimator plot indicates a correct value for °, the Hill plot is very misleading.Chapter 3
Continuous-Time Tail Index Estimation
3.1 Introduction
In this chapter we will investigate the consistency of Hill estimator when applied
to some classes of stationary heavy-tailed stochastic processes
fX(t);t ¸ 0g (3.1)
with marginal one-dimensional heavy-tailed distribution F with tail index ® > 0,
that is
lim
t!1
F(tx)
F(t)
= x
¡®; (3.2)
for every x > 0. By extension we will call ® the tail index of the process X.
For each T > 0, we de¯ne
XT;i := X
µ
iT
n(T)
¶
; i ¸ 1;
where n(T) is an integer that grows to in¯nity with T. Let XT;(i) be the i-th largest
value in the sample fXT;1;:::;XT;n(T)g used in the estimation of the tail index ®.
The Hill estimator based on the (k(T) + 1)-upper order statistics is de¯ned as
Hk(T);n(T) :=
1
k(T)
k(T) X
i=1
log
XT;(i)
XT;(k(T)+1)
:
The conditions imposed on k(T) are
k(T) ! 1;
n(T)
k(T)
! 1 (3.3)
as T ! 1.
2526
In Section 3.2 we will show that the Hill estimator applied to symmetric ®-stable
moving average processes is asymptotically consistent when the sample size n(T)
used in estimation grows at most linearly with T. In Section 3.3 we consider the
consistency of Hill estimator when applied to heavy-tailed Const-Jump processes,
when the sample size n(T) grows slowly compared to T or when k(T) grows much
faster than
n(T)
T as T grows to in¯nity. A stepwise-constant process fY (t);t ¸ 0g
given by
Y (t) :=
1 X
i=1
Xi1[¡i¡1;¡i)(t);
where ¡0 = 0 and ¡i =
Pi
k=1 Ek are the renewal times of a unit intensity Pois-
son process, will be referred to as a heavy-tailed Const-Jump process with i.i.d.
regularly varying at in¯nity jumps fXig, with index ®.
We now give some basic notations and assumptions. Let E := (0;1] be the
one point uncompacti¯cation of [0;1], so that the compact sets of E are of the
form Uc, where 0 2 U and U is an open set in [0;1).
Suppose E is the Borel ¾-¯eld on E. Let M+(E) be the space of positive
Radon measures on E endowed with the vague topology. Let C
+
K(E) be the space
of continuous, non-negative functions on E = (0;1] with compact support. The
vague topology on M+(E) can be generated by a countable family of semi-norms
H =
½
pf : M+(E) ! R+: pf(¹) =
Z
E
fd¹; f · 1; f 2 C
+
K(E)
¾
;
turning M+(E) into a complete, separable, metric space (see Resnick (1987)).
Convergence of ¹n to ¹0 in the vague topology of M+(E) is denoted ¹n
v ! ¹0.
Theorem 10 is the straightforward extension to the continuous-time case of the
main result (Proposition 2.4) in Resnick and St¸ aric¸ a (1995), and hence we will skip
its proof.27
Theorem 10 Suppose that, for each T > 0; fXT;igi¸1 are random elements of E
with the same marginal one-dimensional distribution F such that F 2 RV¡®, with
® > 0.
Let k(T) and n(T) be positive integers such that
n(T) ! 1; k(T) ! 1;
n(T)
k(T)
! 1
as T ! 1. Also let b(t) := F Ã
³
1 ¡ 1
t
´
= inffx : F(x) ¸ 1 ¡ 1
tg; t > 1; be the
quantile function of the distribution F. Assume that
1
k(T)
n(T) X
i=1
² XT;i
b(
n(T)
k(T))
) ¹
in M+(E), where
¹(x;1] = x
¡®; x > 0:
Then the Hill estimator
Hk(T);n(T)
P ! ®
¡1
as T ! 1.
Theorem 11 is a trivial extension to the continuous-time case of Proposition 2.2
in Resnick and St¸ aric¸ a (1998). It is designed to prove the Hill estimator consistency
for heavy-tailed stationary continuous-time processes that can be approximated
by m-dependent stationary continuous-time processes, m > 0. A continuous-time
process fXt;t ¸ 0g is called m-dependent if the ¾-¯elds
¾fXt;0 · t · hg and ¾fXt;h + s · tg (3.4)
are independent, for any h > 0 and s > m.28
Theorem 11 Suppose that, for each T > 0; m ¸ 1; fX
(m)
T;i gi¸1 is a stationary
sequence of m-dependent random elements of E and, for each T > 0; fXT;igi¸1
is a stationary sequence of random elements of E.
Assume there exist Radon measures ¹(m) on E and a sequence k(T) ! 1 such
that
n(T)
k(T)
! 1
and, for any ¯xed m ¸ 1,
n(T)
k(T)
P
³
X
(m)
T;i 2 ¢
´
v ! ¹
(m) as T ! 1:
Suppose further that
¹
(m) v ! ¹ as m ! 1;
for some Radon measure ¹ on E. Finally assume that
lim
m!1
limsup
T!1
n(T)
k(T)
P
³
jX
(m)
T;1 ¡ XT;1j > "
´
= 0;
for all " > 0.
Then
¹T :=
1
k(T)
n(T) X
i=1
²XT;i ) ¹ as T ! 1
in M+(E).
3.2 Tail Index Estimation for Symmetric ®-Stable Moving
Average Processes
We will start this section by giving the de¯nitions for symmetric ®-stable dis-
tributions, ®-stable random measures and ®-stable integrals. We follow closely
Samorodnitsky and Taqqu (1994). Denote by (­;F;P) the underlying probability
space and by L0(­) the set of all real random variables de¯ned on it.29
A random variable X on (­;F;P) is called ®-stable (0 < ® · 2), if its charac-
teristic function has the form
E expfiµXg =
8
> <
> :
expf ¡ ¾®jµj®(1 ¡ i¯sign(µ)tan ¼®
2 ) + i¹®g; ® 6= 1
expf ¡ ¾jµj(1 + i¯ 2
¼sign(µ)lnjµj) + i¹®g; ® = 1;
where ¾ ¸ 0; ¯ 2 [¡1;1], ¹ is a real number and
sign(µ) =
8
> > > > <
> > > > :
1; µ > 0
0; µ = 0
¡1; µ < 0:
The parameter ® is called the index of stability of the random variable X. When
® = 2, it is easy to notice that X » N(0;2¾2). The parameters ¾; ¯ and ¹ are
unique, if 0 < ® < 2. (Although ¯ is not relevant when ® = 2, one usually sets
¯ = 0 for the Gaussian distribution). We will write X » S®(¾;¯;¹). We also write
X » S®S when X is symmetric ®-stable, i.e. ¯ = ¹ = 0.
Although ® = 2 corresponds to the Gaussian case, for any ® < 2 the tail
probabilities behave like power functions. More speci¯cally, for X » S®(¾;¯;¹)
and 0 < ® < 2, we have
8
> <
> :
lim¸!1 ¸®P(X > ¸) = C®
1+¯
2 ¾®
lim¸!1 ¸®P(X < ¡¸) = C®
1¡¯
2 ¾®;
where
C® =
µZ 1
0
x
¡® sinxdx
¶¡1
=
8
> > <
> > :
1¡®
¡(2¡®)cos(
¼®
2 )
; ® 6= 1
2
¼; ® = 1:
Hence, when ® < 2, the ®-stable distributions are heavy-tailed with tail index ®.
Now let (G;G;m) be a measure space and let G0 = fA 2 G : m(A) < 1g
be the subset of G that contains the sets of ¯nite m-measure. An independently30
scattered ¾-additive set function
M : G0 ! L
0(­)
such that, for each A 2 G0,
M(A) » S®
³
(m(A))
1
®;0;0
´
is called a symmetric ®-stable random measure on (G;G) with control measure m.
Given a symmetric ®-stable random measure M on (G;G) with a control mea-
sure m, we want to de¯ne integrals I(f) =
R
Gf(x)M(dx), for all f 2 L®(m). If f
is a simple function of the form f(x) =
Pn
j=1 cj1Aj(x), where Aj are disjoint sets
belonging to G0, we de¯ne
I(f) =
Z
G
f(x)M(dx) :=
n X
j=1
cjM(Aj): (3.5)
For a general f 2 L®(m), we can always choose a sequence of simple functions
ff(n)gn¸1, such that f(n)(x) ! f(x), for almost every x 2 G, and also jf(n)(x)j ·
jfj(x), for every n and x. The sequence of integrals fI(f(n))gn¸1 is well-de¯ned
by (3.5) and converges in probability. We de¯ne then
I(f) =
Z
G
f(x)M(dx) := lim
n!1
I(f
(n));
the limit being considered in probability. This de¯nition does not depend on the
choice of the approximating sequence f(n).
A symmetric ®-stable (S®S) moving average continuous-time process can be
represented as
X(t) =
Z 1
¡1
f(t ¡ x)M(dx); 0 · t · T; (3.6)
where f is a real-valued measurable function,
R 1
¡1 jf(x)j®dx < 1; 0 < ® < 2, and
M is a symmetric ®-stable random measure with Lebesgue control measure.31
Example 3.6.2 in Samorodnitsky and Taqqu (1994) shows that the moving-
average process X de¯ned in (3.6) is stationary. Since its marginal one-dimensional
distribution is symmetric ®-stable with 0 < ® < 2, and hence heavy-tailed with
index ®, we conclude that the process X is stationary heavy-tailed with tail index
®.
For each T > 0 and each i ¸ 1, let
XT;i := X
µ
iT
n(T)
¶
=
Z 1
¡1
f
µ
iT
n(T)
¡ x
¶
M(dx)
and
X
?
T;i := XT;i _ 1:
We will show that the Hill estimator based on the observed sample fXT;i;1 ·
i · n(T)g is asymptotically consistent whenever the sample size n(T) grows at
most linearly with T as T ! 1.
Theorem 12 If k(T) and n(T) satisfy the conditions (3.3) and
c := lim
T!1
T
n(T)
2 (0;1];
then
Hk(T);n(T)
P ! ®
¡1
as T ! 1.
Proof. For each m ¸ 1; T > 0 and i ¸ 1, de¯ne
X
(m)
T;i :=
Z (i+m)T
n(T)
(i¡m)T
n(T)
f
µ
iT
n(T)
¡ x
¶
M(dx)
and
X
(m);?
T;i := X
(m)
T;i _ 1:32
We want to apply Theorem 11 to the sequencesfX?
T;igi¸1 andfX
(m);?
T;i gi¸1; T >
0; m ¸ 1.
(1) Since the process (3.6) is stationary, it is very easy to notice that fX?
T;igi¸1
is a stationary sequence, for every T > 0.
For any ¯xed integer m ¸ 1 and real T > 0, the sequence fX
(m)
T;i gi¸1 is also
stationary, because for any positive integers h;i1;:::;id and real numbers µ1;:::;µd
E exp
(
i
d X
j=1
µjX
(m)
T;ij+h
)
=
E exp
8
<
:
i
d X
j=1
µj
Z (ij+h+m)T
n(T)
(ij+h¡m)T
n(T)
f
µ
(ij + h)T
n(T)
¡ x
¶
M(dx)
9
=
;
=
exp
(
¡
Z 1
¡1
¯
¯
¯
¯
¯
d X
j=1
µjf
µ
(ij + h)T
n(T)
¡ x
¶
1·
(ij+h¡m)T
n(T) ;
(ij+h+m)T
n(T)
¸(x)
¯
¯
¯
¯
¯
®
dx
)
=
exp
(
¡
Z 1
¡1
¯
¯
¯
¯
¯
d X
j=1
µjf
µ
ijT
n(T)
¡ x
¶
1·
(ij¡m)T
n(T) ;
(ij+m)T
n(T)
¸(x)
¯
¯
¯
¯
¯
®
dx
)
=
E exp
(
i
d X
j=1
µjX
(m)
T;ij
)
:
It follows immediately that fX
(m);?
T;i gi¸1 is also stationary.
Since
·
(i ¡ m)T
n(T)
;
(i + m)T
n(T)
¸\·
(i + h ¡ m)T
n(T)
;
(i + h + m)T
n(T)
¸
= ?
for any i ¸ 1 and h > 2m, Theorem 3.5.3 of Samorodnitsky and Taqqu (1994)
proves that fX
(m);?
T;i gi¸1 is 2m-dependent, for any m ¸ 1 and T > 0.
(2) Let x > 0. Let b(t) := F Ã
³
1 ¡ 1
t
´
= inffx : F(x) ¸ 1¡1
tg; t > 1; be the
quantile function of the marginal one-dimensional distribution F of the stationary
process (3.6). Then we have
n(T)
k(T)
P
0
@ X
(m);?
T;1
b
³
n(T)
k(T)
´ > x
1
A »
n(T)
k(T)
P
µ
X
(m)
T;1 > b
µ
n(T)
k(T)
¶¶
x
¡® »33
R (1+m)T
n(T)
(1¡m)T
n(T)
¯
¯
¯
¯f
µ
T
n(T) ¡ y
¶¯
¯
¯
¯
®
dy
R 1
¡1 jf(y)j®dy
x
¡® »
R cm
¡cm jf(y)j®dy
R 1
¡1 jf(y)j®dy
x
¡®
as T ! 1.
Therefore
n(T)
k(T)
P
0
@ X
(m);?
T;1
b
³
n(T)
k(T)
´ 2 :
1
A v ! ¹
(m)
in M+(E), where the measure ¹(m) is de¯ned by
¹
(m)(x;1] :=
R cm
¡cm jf(y)j®dy
R 1
¡1 jf(y)j®dy
x
¡®; x > 0:
When m ! 1 it is clear that
¹
(m) v ! ¹;
with ¹(x;1] = x¡®; x > 0.
(3) Let " > 0. We have
n(T)
k(T)
P
0
@
¯
¯
¯
¯
¯
¯
X
(m);?
T;1
b
³
n(T)
k(T)
´ ¡
X?
T;1
b
³
n(T)
k(T)
´
¯
¯
¯
¯
¯
¯
> "
1
A ·
n(T)
k(T)
P
0
@
¯
¯
¯
¯
¯
¯
X
(m)
T;1
b
³
n(T)
k(T)
´ ¡
XT;1
b
³
n(T)
k(T)
´
¯
¯
¯
¯
¯
¯
> "
1
A+
n(T)
k(T)
P
µ
X
(m)
T;1 · 1;XT;1 > "b
µ
n(T)
k(T)
¶
+ 1
¶
+
n(T)
k(T)
P
µ
XT;1 · 1;X
(m)
T;1 > "b
µ
n(T)
k(T)
¶
+ 1
¶
·
n(T)
k(T)
P
µ¯
¯
¯
¯
Z
Am
f
µ
T
n(T)
¡ x
¶
M(dx)
¯
¯
¯
¯ > "b
µ
n(T)
k(T)
¶¶
+
n(T)
k(T)
P
µZ
Am
f
µ
T
n(T)
¡ x
¶
M(dx) > "b
µ
n(T)
k(T)
¶¶
+
n(T)
k(T)
P
µZ
Am
f
µ
T
n(T)
¡ x
¶
M(dx) < ¡"b
µ
n(T)
k(T)
¶¶
»34
4
n(T)
k(T)
P
µZ
Am
f
µ
T
n(T)
¡ x
¶
M(dx) > b
µ
n(T)
k(T)
¶¶
"
¡® »
4
R ¡mc
¡1 jf(x)j®dx +
R 1
mc jf(x)j®dx
R 1
¡1 jf(x)j®dx
"
¡®
as T ! 1, where
Am =
µ
¡1;
(1 ¡ m)T
n(T)
¶[µ
(1 + m)T
n(T)
;1
¶
:
Therefore
lim
m!1
limsup
T!1
n(T)
k(T)
P
0
@
¯
¯
¯
¯
¯
¯
X
(m);?
T;1
b
³
n(T)
k(T)
´ ¡
X?
T;1
b
³
n(T)
k(T)
´
¯
¯
¯
¯
¯
¯
> "
1
A ·
lim
m!1
4
R ¡mc
¡1 jf(x)j®dx +
R 1
mc jf(x)j®dx
R 1
¡1 jf(x)j®dx
"
¡® = 0;
for any " > 0.
Now using Theorem 11, we get
1
k(T)
n(T) X
i=1
² X?
T;i
b(
n(T)
k(T))
) ¹ (3.7)
in M+(E), which, in view of Theorem 10, implies that
H
?
k(T);n(T) :=
1
k(T)
k(T) X
i=1
log
X?
T;(i)
X?
T;(k(T)+1)
P ! ®
¡1 (3.8)
as T ! 1.
For each T > 0, let
ST := fX
?
T;(k(T)+1) > 1g: (3.9)
We have
P(S
c
T) · P
µ
S
c
T;b
µ
n(T)
k(T)
¶
> 2
¶
+ P
µ
b
µ
n(T)
k(T)
¶
· 2
¶
·
P
0
@ 1
k(T)
n(T) X
i=1
² X?
T;i
b(
n(T)
k(T))
µ
1
2
;1
¸
· 1
1
A + P
µ
b
µ
n(T)
k(T)
¶
· 2
¶
! 0;35
since b
µ
n(T)
k(T)
¶
! 1 and
1
k(T)
n(T) X
i=1
² X?
T;i
b(
n(T)
k(T))
µ
1
2
;1
¸
P ! 2
® > 1
as T ! 1.
Hence
P(ST) ! 1 (3.10)
as T ! 1.
Since Hk(T);n(T) = H?
k(T);n(T) on ST, (3.8) and (3.10) show that the Hill estimator
Hk(T);n(T)
P ! ®
¡1
as T ! 1. ¥
Remark 1 The result in Theorem 12 follows even under the weaker assumption
c := liminf
T!1
T
n(T)
2 (0;1]: (3.11)
Proof. For every sequence (Tm)m such that
lim
m!1
Tm = 1
using (3.11) we can ¯nd a subsequence (Tm1)m1 such that
lim
m1!1
Tm1
n(Tm1)
= c1 > 0:
From Theorem 12 we obtain
Hk(Tm1);n(Tm1)
P ! ®
¡1
as m1 ! 1.
Hence we can ¯nd a further subsequence (Tm2)m2 such that
Hk(Tm2);n(Tm2) ! ®
¡1 a:s:
as m2 ! 1. This shows the result. ¥36
3.3 Tail Index Estimation for Heavy-Tailed Const-Jump
Processes
Let fX1;X2;:::g and fE1;E2;:::g be two non-negative i.i.d. sequences of ran-
dom variables, such that E1 » Exp(1) and X1 has a heavy-tailed distribution with
index ®, for some ® > 0.
Consider the stepwise-constant continuous-time process fY (t);t ¸ 0g given by
Y (t) :=
1 X
i=1
Xi1[¡i¡1;¡i)(t); (3.12)
where ¡0 = 0 and ¡i =
Pi
k=1 Ek. We will refer to fY (t);t ¸ 0g as a Const-Jump
process with jumps fXig.
The process Y de¯ned in (3.12) is a heavy-tailed stationary process with tail
index ®. Figure 3.1 shows a path of a Const-Jump process with X1
d = jUj, where
U follows a S®S distribution with ® = 0:9.
We will show that the Hill estimator based on the observed points
½
YT;i := Y
µ
iT
n(T)
¶
;1 · i · n(T)
¾
is asymptotically consistent when the sample size n(T) grows slowly compared to
T or when k(T) grows much faster than
n(T)
T as T ! 1.
Theorem 13 Suppose k(T) and n(T) satisfy the conditions (3.3). Then
Hk(T);n(T)
P ! ®
¡1
in either of the following two cases :
(1) c(T) :=
T
n(T)
! c 2 (0;1]37
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Const−Jump process with X ~ |U|, where U is a symmetric 0.9−stable random variable
Figure 3.1: Const-Jump process with i.i.d. jumps fXig, X1
d = jUj with U a symmetric
0.9-stable random variable.
or
(2) c(T) ! 0 and k(T)c(T) ! 1
as T ! 1
Proof. Using Theorem 10, it is enough to show that in M+((0;1]) we have
¹Y;T :=
1
k(T)
n(T) X
i=1
² YT;i
b(
n(T)
k(T))
) ¹ (3.13)
as T ! 1, where b(t) := F Ã
³
1 ¡ 1
t
´
; t > 1, is the quantile function of the
marginal one-dimensional distribution F of the stationary process Y , and the pos-
itive measure ¹ is de¯ned on the Borel ¾-¯eld of (0;1] by
¹(x;1] := x
¡®; x > 0:
To show (3.13) we use the convergence criterion in terms of Laplace functionals38
(see Resnick (1987)). For ¯xed f 2 C
+
K((0;1]), we de¯ne
g
(T)(¢) := exp
8
<
:
¡
1
k(T)
f
0
@ ¢
b
³
n(T)
k(T)
´
1
A
9
=
;
:
For every n ¸ 1,
g
(T)
n := E(g
(T)(YT;1) ¢ ¢ ¢ g
(T)(YT;n)) =
E(g
(T) (Y (c(T))) ¢ ¢ ¢ g
(T) (Y (n ¢ c(T)))) =
E(g
(T)(Y (0)) ¢ ¢ ¢ g
(T)(Y ((n ¡ 1) ¢ c(T)))) =
E(g
(T)(X1)g
(T)(Y (c(T))) ¢ ¢ ¢ g
(T)(Y ((n ¡ 1) ¢ c(T)))) =
E(g
(T)(X1)g
(T)(Y (c(T))) ¢ ¢ ¢ g
(T)(Y ((n ¡ 1) ¢ c(T)))1f(n¡1)c(T)<E1g)+
E(g
(T)(X1)g
(T)(Y (c(T)))¢¢¢g
(T)(Y ((n¡1)¢c(T)))1f(n¡2)c(T)<E1·(n¡1)c(T)g)+¢¢¢+
E(g
(T)(X1)g
(T)(Y (c(T))) ¢ ¢ ¢ g
(T)(Y ((n ¡ 1) ¢ c(T)))1fE1·c(T)g) =
E(g
(T)(X1)
n)P((n ¡ 1)c(T) < E1)+
E(g
(T)(X1)
n¡1)g
(T)
1 P((n ¡ 2)c(T) < E1 · (n ¡ 1)c(T)) + ¢ ¢ ¢+
E(g
(T)(X1))g
(T)
n¡1P(E1 · c(T)):
Letting, for each 1 · i,
b
(T)
i := E(g
(T)(X1)
i);
d
(T)
i := P((i ¡ 1)c(T) < E1 · ic(T)) = e
¡ic(T)(e
c(T) ¡ 1);
h
(T)
i := b
(T)
i d
(T)
i ; h
(T)
0 := 0;
we obtain
g
(T)
n = h
(T)
n
ec(T)
ec(T) ¡ 1
+
n X
i=0
h
(T)
i g
(T)
n¡i; (3.14)39
with the convention g
(T)
0 = 0.
Now since
1 X
n=0
h
(T)
n =
1 X
n=1
E(g
(T)(X1)
n)e
¡nc(T)(e
c(T) ¡ 1) =
(e
c(T) ¡ 1)E
Ã
1 X
n=1
(g
(T)(X1)e
¡c(T))
n
!
=
(e
c(T) ¡ 1)E
µ
g(T)(X1)e¡c(T)
1 ¡ g(T)(X1)e¡c(T)
¶
·
(e
c(T) ¡ 1)
e¡c(T)
1 ¡ e¡c(T) = 1 < 1;
making use of Theorem 3.5.1 in Resnick (1992), the unique solution to the renewal
equation (3.14) is given by
g
(T)
n =
Ã
ec(T)
ec(T) ¡ 1
h
(T) ¤
1 X
i=0
¡
h
(T)¢i¤
!
n
=
ec(T)
ec(T) ¡ 1
n X
i=1
¡
h
(T)¢i¤
n ;
for n ¸ 1.
The Laplace functional of the random measure on the right-hand side of the
equation (3.13), valued at the ¯xed f 2 C
+
K((0;1]), is given by
g
(T)
n(T) =
ec(T)
ec(T) ¡ 1
n(T) X
i=1
¡
h
(T)¢i¤
n(T) :
Let !T
n := (ec(T) ¡ 1)E(g(T)(X1)e¡c(T))
n
; n ¸ 1, and !T
0 := 0. Then, since
h
(T)
n ¸ !
(T)
n for every n ¸ 0, we obtain that
g
(T)
n(T) ¸
ec(T)
ec(T) ¡ 1
n(T) X
i=1
¡
w
(T)¢i¤
n(T) :
For every n ¸ 1 and 1 · i · n, de¯ne the set
D(i;n) := f(m1;:::;mi) j m1 ¸ 1; ¢ ¢ ¢; mi ¸ 1; m1 + ::: + mi = ng:40
It is not di±cult to see that the cardinality of the set D(i;n) is C
i¡1
n¡1.
Since
¡
w
(T)¢i¤
n(T) =
¡
e
c(T) ¡ 1
¢i
C
i¡1
n(T)¡1E(g
(T)(X1)e
¡c(T))
n(T)
;
it follows that
g
(T)
n(T) ¸
ec(T)
ec(T) ¡ 1
n(T) X
i=1
¡
e
c(T) ¡ 1
¢i
C
i¡1
n(T)¡1e
¡n(T)c(T)E(g
(T)(X1))
n(T)
=
e
c(T)¡TE(g
(T)(X1))
n(T)
n(T) X
i=1
¡
e
c(T) ¡ 1
¢i¡1
C
i¡1
n(T)¡1 =
e
c(T)¡Te
c(T)(n(T)¡1)E
2
4exp
8
<
:
¡
1
k(T)
f
0
@ X1
b
³
n(T)
k(T)
´
1
A
9
=
;
3
5
n(T)
=
E
2
4exp
8
<
:
¡
1
k(T)
f
0
@ X1
b
³
n(T)
k(T)
´
1
A
9
=
;
3
5
n(T)
:
Letting T go to in¯nity, we obtain
liminf
T!1
g
(T)
n(T) ¸ lim
T!1
E
2
4exp
8
<
:
¡
1
k(T)
f
0
@ X1
b
³
n(T)
k(T)
´
1
A
9
=
;
3
5
n(T)
:
We have
lim
T!1
E
2
4exp
8
<
:
¡
1
k(T)
f
0
@ X1
b
³
n(T)
k(T)
´
1
A
9
=
;
3
5
n(T)
=
lim
T!1
0
@1 ¡
1
n(T)
Z
(0;1]
µ
1 ¡ exp
½
¡
1
k(T)
f(x)
¾¶
n(T)P
0
@ X1
b
³
n(T)
k(T)
´ 2 dx
1
A
1
A
n(T)
=
exp
8
<
:
¡ lim
T!1
Z
(0;1]
µ
1 ¡ exp
½
¡
1
k(T)
f(x)
¾¶
n(T)P
0
@ X1
b
³
n(T)
k(T)
´ 2 dx
1
A
9
=
;
:
Now
Z
(0;1]
µ
1 ¡ exp
½
¡
1
k(T)
f(x)
¾¶
n(T)P
0
@ X1
b
³
n(T)
k(T)
´ 2 dx
1
A ·41
Z
(0;1]
f(x)
n(T)
k(T)
P
0
@ X1
b
³
n(T)
k(T)
´ 2 dx
1
A ! ¹(f);
since
n(T)
k(T)
P
0
@ X1
b
³
n(T)
k(T)
´ 2 :
1
A v ! ¹ (3.15)
in M+ ((0;1]).
Therefore
limsup
T!1
Z
(0;1]
µ
1 ¡ exp
½
¡
1
k(T)
f(x)
¾¶
n(T)P
0
@ X1
b
³
n(T)
k(T)
´ 2 dx
1
A · ¹(f): (3.16)
On the other hand
Z
(0;1]
µ
1 ¡ exp
½
¡
1
k(T)
f(x)
¾¶
n(T)P
0
@ X1
b
³
n(T)
k(T)
´ 2 dx
1
A ¸
Z
(0;1]
f(x)
n(T)
k(T)
P
0
@ X1
b
³
n(T)
k(T)
´ 2 dx
1
A ¡
Z
(0;1]
f2(x)
2k(T)
n(T)
k(T)
P
0
@ X1
b
³
n(T)
k(T)
´ 2 dx
1
A =:
S1 + S2:
Now S1 ! ¹(f) from (3.15) and, since f2 2 C
+
K((0;1]), we have
S2 »
¹(f2)
2k(T)
! 0;
since k(T) ! 1 as T ! 1.
So, using (3.16), we obtain
lim
T!1
Z
(0;1]
µ
1 ¡ exp
½
¡
1
k(T)
f(x)
¾¶
n(T)P
0
@ X1
b
³
n(T)
k(T)
´ 2 dx
1
A = ¹(f): (3.17)
Hence we showed
liminf
T!1
g
(T)
n(T) ¸ e
¡¹(f): (3.18)
Now to show the result we only need to prove that
limsup
T!1
g
(T)
n(T) · e
¡¹(f): (3.19)42
In that case the formulas (3.18) and (3.19) would show that indeed the weak
convergence in (3.13) is valid and hence the Hill estimator
Hk(T);n(T) =
1
k(T)
k(T) X
i=1
logYT;(i)
logYT;(k(T)+1)
P ! ®
¡1
as T ! 1.
Assume ¯rst that
c(T) ! 1
as T ! 1.
Then, for every 1 · i · n(T), we have
¡
h
(T)¢i¤
n(T) =
¡
e
c(T) ¡ 1
¢i
e
¡T X
(m1;::;mi)2D(i;n(T))
E(g
(T)(X1)
m1) ¢ ¢ ¢ E(g
(T)(X1)
mi) ·
¡
e
c(T) ¡ 1
¢i
e
¡T X
(m1;::;mi)2D(i;n(T))
E(g
(T)(X1)) ¢ ¢ ¢ E(g
(T)(X1)) =
e
¡TC
i¡1
n(T)¡1((e
c(T) ¡ 1)E(g
(T)(X1)))
i
:
This implies that
g
(T)
n(T) ·
ec(T)
ec(T) ¡ 1
n(T) X
i=1
e
¡TC
i¡1
n(T)¡1((e
c(T) ¡ 1)E(g
(T)(X1)))
i
=
e
c(T)¡TE(g
(T)(X1))
n(T)¡1 X
i=0
C
i
n(T)¡1((e
c(T) ¡ 1)E(g
(T)(X1)))
i
=
e
c(T)¡TE(g
(T)(X1))(1 +(e
c(T) ¡ 1)E(g
(T)(X1)))
n(T)¡1
=
E(g
(T)(X1))(e
¡c(T) + e
¡c(T)(e
c(T) ¡ 1)E(g
(T)(X1)))
n(T)¡1
=
E(g
(T)(X1))(1 +(e
¡c(T) ¡ 1)(1 ¡ E(g
(T)(X1))))
n(T)¡1
:
Letting T go to in¯nity and using (3.17) we obtain (3.19).
For the case
c(T) ! c 2 (0;1) (3.20)43
and also for the case
c(T) ! 0 and k(T)c(T) ! 1 (3.21)
as T ! 1, we let
I(t) := j; if ¡j¡1 · t < ¡j; t ¸ 0;
and de¯ne B0(T) := 0 and, for k ¸ 1,
Bk(T) := inf
½
i ¸ Bk¡1(T) + 1 : I
µ
iT
n(T)
¶
> I
µ
Bk¡1(T)T
n(T)
¶¾
:
It follows that the sequence
fBk(T);k ¸ 0g
is a pure renewal sequence with renewal times
Kk(T) = Bk(T) ¡ Bk¡1(T); k ¸ 1;
with a geometric distribution with parameter pT = 1 ¡ e¡c(T) and expectation
1
pT
= ec(T)
ec(T)¡1
.
Let
m(T) := maxfk : Bk(T) · n(T)g:
Given 0 < " < 1, we have
P
µ
m(T) < (1 ¡ ")
ec(T) ¡ 1
ec(T) n(T)
¶
=
P
Ã
B»
(1¡") ec(T)¡1
ec(T) n(T)
¼(T) > n(T)
!
: (3.22)
Since, for every integer s > 0; Bs(T) has a negative binomial distribution with
parameters s and pT, we obtain for both cases (3.20) and (3.21) that
Var
0
B
@
B»
(1¡")ec(T)¡1
ec(T) n(T)
¼(T)
n(T)
1
C
A =44
1
n(T)2 ¢
»
(1 ¡ ")
ec(T) ¡ 1
ec(T) n(T)
¼
¢
e¡c(T)
(1 ¡ e¡c(T))
2 ! 0
and
E
0
B
@
B»
(1¡")ec(T)¡1
ec(T) n(T)
¼(T)
n(T)
1
C
A =
l
(1 ¡ ")ec(T)¡1
ec(T) n(T)
m
¢ ec(T)
ec(T)¡1
n(T)
! 1 ¡ "
as T ! 1.
Chebyshev's Inequality implies that
B&
(1¡")ec(T)¡1
ec(T) n(T)
'(T)
n(T)
P ! 1 ¡ "
and hence, using (3.22),
P
µ
m(T) < (1 ¡ ")
ec(T) ¡ 1
ec(T) n(T)
¶
! 0 (3.23)
as T ! 1.
Now we have
g
(T)
n(T) · E exp
8
<
:
¡
1
k(T)
Bm(T)(T) X
i=1
f
0
@ ZT;i
b
³
n(T)
k(T)
´
1
A
9
=
;
· E exp
8
> > <
> > :
¡
1
k(T)
B·
(1¡") ec(T)¡1
ec(T) n(T)
¸(T)
X
i=1
f
0
@ ZT;i
b
³
n(T)
k(T)
´
1
A
9
> > =
> > ;
+
P
µ
m(T) < (1 ¡ ")
ec(T) ¡ 1
ec(T) n(T)
¶
=: I1(T) + I2(T):
Further
I1(T) =
2
4E exp
8
<
:
¡
1
k(T)
f
0
@ X1
b
³
n(T)
k(T)
´
1
AK1(T)
9
=
;
3
5
·
(1¡") ec(T)¡1
ec(T) n(T)
¸
=:45
A(T)
·
(1¡") ec(T)¡1
ec(T) n(T)
¸
;
where
A(T) = E[B(T)] := E
2
6
6
6
4
(ec(T) ¡ 1)exp
½
¡ 1
k(T)f
µ
X1
b(
n(T)
k(T))
¶¾
ec(T) ¡ exp
½
¡ 1
k(T)f
µ
X1
b(
n(T)
k(T))
¶¾
3
7
7
7
5
:
For the case (3.20), since 0 < B(T) · 1, for every T > 0, and B(T) ! 1 a.s.,
by the bounded convergence theorem we have A(T) ! 1 as T ! 1.
Hence
ec(T) ¡ 1
ec(T) n(T)(1 ¡ A(T)) =
E
2
4B(T)exp
8
<
:
1
k(T)
f
0
@ X1
b
³
n(T)
k(T)
´
1
A
9
=
;
n(T)
0
@1 ¡ exp
8
<
:
¡
1
k(T)
f
0
@ X1
b
³
n(T)
k(T)
´
1
A
9
=
;
1
A
3
5 »
E
2
4n(T)
0
@1 ¡ exp
8
<
:
¡
1
k(T)
f
0
@ X1
b
³
n(T)
k(T)
´
1
A
9
=
;
1
A
3
5;
which, by (3.17), converges to ¹(f) as T ! 1.
For the case (3.21), we also have 0 < B(T) · 1. Now since
1
k(T)c(T)
f
0
@ X1
b
³
n(T)
k(T)
´
1
A ! 0 a.s.
we obtain
B(T) =
(ec(T) ¡ 1)exp
½
¡ 1
k(T)f
µ
X1
b(
n(T)
k(T))
¶¾
ec(T) ¡ exp
½
¡ 1
k(T)f
µ
X1
b(
n(T)
k(T))
¶¾ =
(c(T) + o(c(T)))exp
½
¡ 1
k(T)f
µ
X1
b(
n(T)
k(T))
¶¾
c(T) + 1
k(T)f
µ
X1
b(
n(T)
k(T))
¶
+ o(c(T))
! 1 a.s.
as T ! 1.46
Hence, as in the case (3.20), we also obtain
ec(T) ¡ 1
ec(T) n(T)(1 ¡ A(T)) ! ¹(f) a.s.
as T ! 1.
Therefore in both cases (3.20) and (3.21) we have
I1(T) ! e
¡(1¡")¹(f)
and since I2(T) ! 0 as T ! 1 by (3.23) we obtain (3.19) by ¯rst letting
T ! 1 and then " ! 0. ¥Chapter 4
Oversampling in Continuous-Time Tail
Index Estimation
4.1 Introduction
In this chapter we investigate the e®ect oversampling has on the consistency
of the Hill estimator when it is applied to heavy-tailed continuous-time stationary
processes. As main results we ¯nd speci¯c examples when the consistency of the
Hill estimator is lost due to our too ¯nely sampling the process.
In Section 4.2 we prove a weak convergence theorem that will play an impor-
tant role in showing the inconsistency of Hill's estimator applied to the Ornstein-
Uhlenbeck process
X(t) =
Z t
¡1
e
¡¸(t¡s)dL(s)
driven by a L¶ evy process fL(t)g with heavy-tailed jumps. For any choice of n(T),
such that
n(T)
T ! 1, we are able to ¯nd k(T) satisfying the usual conditions
k(T) ! 1;
n(T)
k(T)
! 1;
such that the Hill estimator
Hk(T);n(T) =
1
k(T)
k(T) X
i=1
log
XT;(i)
XT;(k(T)+1)
is no longer consistent for ®¡1 as T ! 1 (see Section 4.3). In Section 4.4 we
revisit the Const-Jump processes with heavy-tailed positive jumps. We will show
that the Hill estimator may become inconsistent when sampling is done very ¯nely,
i.e. n(T) >> T.
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4.2 Weak Convergence Result
In this section we prove the weak convergence of a point process associated
with the stationary solution of stochastic di®erence equations to a cluster Poisson
random measure in the space Mp([¡1;1] n f0g).
Let fYn;¡1 < n < 1g be the stationary solution of the stochastic di®erence
equations
Yn = AnYn¡1 + Zn; ¡1 < n < 1; (4.1)
where f(An;Zn);¡1 < n < 1g are i.i.d. R2-valued random pairs and An is
independent of Zn, for every n.
We assume that the pair (A0;Z0) satis¯es :
0 · A0 · 1; lim
x!1
P(Z0 > x)
P(jZ0j > x)
= p 2 (0;1]; P(jZ0j > x) = x
¡®S(x);
for some ® > 0, where S is a slowly varying function at in¯nity.
The unique stationary solution of (4.1) is
Yn =
1 X
j=0
Ã
n Y
i=n¡j+1
Ai
!
Zn¡j; n ¸ 1: (4.2)
Furthermore
lim
x!1
P
³Pm
j=0
³Qn
i=n¡j+1 Ai
´
jZn¡jj > x
´
P(jZ0j > x)
=
m X
j=1
(EA
®
0)
j¡1
(4.3)
and
lim
x!1
P
³P1
j=0
³Qn
i=n¡j+1 Ai
´
jZn¡jj > x
´
P(jZ0j > x)
=
1 X
j=1
(EA
®
0)
j¡1
=
1
1 ¡ EA®
0
(4.4)
(see Resnick and Willekens (1990)).
Let b(t) :=
³ 1
P(jZ0j>¢)
´Ã
(t); t > 1; be the quantile function of the distribu-
tion of jZ0j. Then we have
tP(b(t)
¡1Z0 2 ¢)
v ! ¿49
in [¡1;1] n f0g, where ¿(dx) = p®x¡®¡1dx1(0;1](x) + q®(¡x)¡®¡1dx1[¡1;0)(x)
(see Resnick (1987)).
Theorem 14 Let fYt;¡1 < t < 1g be the solution of the stochastic di®erence
equations (4.1) and de¯ne
Nn :=
n X
t=1
²b(n)¡1Yt; n ¸ 1: (4.5)
Then
Nn ) N as n ! 1
in the space Mp([¡1;1] n f0g), where N is a cluster Poisson random measure
with representation
N =
1 X
t=1
1 X
j=0
²³Qj
k=1 A
(t)
k
´
Vt (4.6)
where
n
fA
(t)
k ;k ¸ 1g;t ¸ 1
o
are independent copies of fAk;k ¸ 1g and
P1
t=1 ²Vt =
PRM(¿) on [¡1;1] n f0g independent of all the A
(t)
k ; k ¸ 1; t ¸ 1.
Proof.
Step 1. Let m ¸ 1 be a ¯xed integer. For n ¸ 1 let
Y
(m)
n :=
m X
j=0
Ã
n Y
i=n¡j+1
Ai
!
Zn¡j (4.7)
and
N
(m)
n :=
n X
t=1
²b(n)¡1Y
(m)
t =
n X
t=1
²b(n)¡1 Pm
j=0(
Qt
i=t¡j+1 Ai)Zt¡j: (4.8)
Since at most one of the terms in the sum
Pm
j=0
³Qt
i=t¡j+1 Ai
´
Zt¡j is likely to
be large enough (in absolute value) as not to be annihilated by the scaling factor
b(n), we expect that N
(m)
n and
N
(m);1
n :=
n X
t=1
m X
j=0
²b(n)¡1(
Qt
i=t¡j+1 Ai)Zt¡j50
will converge to the same limit in Mp([¡1;1] n f0g) as n ! 1.
Therefore we want to show that, for every function f 2 C
+
K([¡1;1] n f0g),
lim
n!1
¯
¯
¯Ee
¡N
(m)
n (f) ¡ Ee
¡N
(m);1
n (f)
¯
¯
¯ = 0:
For ± > 0, de¯ne the sequences
n
H
(i)
n (±);n ¸ 1
o
; i = 1;2; as follows :
H
(1)
n (±) := card
½
t = 1;:::;n :
jZt¡jj
b(n)
> ±; for some j = 0;:::;m
¾
and
H
(2)
n (±) := card
(
t = 1;:::;n :
¯
¯
¯
¯
¯
m X
j=0
Ã
t Y
i=t¡j+1
Ai
!
Zt¡j
b(n)
¯
¯
¯
¯
¯
> ±
)
:
Now
EH
(1)
n (±) =
n X
t=1
P
µ
jZt¡jj
b(n)
> ±; for some j = 0;:::;m
¶
=
nP
µ
jZjj
b(n)
> ±; for some j = 0;:::;m
¶
=
n
µ
1 ¡ P
µ
jZjj
b(n)
· ±; for all j = 0;:::;m
¶¶
=
n
Ã
1 ¡ P
µ
jZ0j
b(n)
· ±
¶m+1!
=
nP
µ
jZ0j
b(n)
> ±
¶ m X
k=0
P
µ
jZ0j
b(n)
· ±
¶k
! (m + 1)±
¡® as n ! 1:
This shows that the sequence
n
H
(1)
n (±);n ¸ 1
o
is tight, for any ± > 0.
Further
EH
(2)
n (±) =
n X
t=1
P
³
jY
(m)
t j > ±b(n)
´
= nP
³
jY
(m)
1 j > ±b(n)
´
·
nP
Ã
m X
j=0
Ã
1 Y
i=2¡j
Ai
!
jZ1¡jj > ±b(n)
!
» (4.9)
nP(jZ0j > ±b(n))
m X
j=1
(EA
®
0)
j¡1
;51
which converges to a ¯nite positive limit.
Hence the sequence fH
(2)
n (±);n ¸ 1g is tight as well, for any ± > 0.
Also, for every n ¸ 1, de¯ne
An(±) :=
½
for some t = 1;:::;n;
jZt¡jj
b(n)
> ±; for at least two di®erent j = 0;:::;m
¾
:
Then
P(An(±)) ·
n X
t=1
P
µ
jZt¡jj
b(n)
> ±; for at least two di®erent j = 0;:::;m
¶
=
nP
µ
jZjj
b(n)
> ±; for at least two di®erent j = 0;:::;m
¶
·
nC
2
m+1P
µ
jZ0j
b(n)
> ±;
jZ1j
b(n)
> ±
¶
=
C
2
m+1nP
µ
jZ0j
b(n)
> ±
¶
P
µ
jZ1j
b(n)
> ±
¶
! 0 as n ! 1:
Therefore
lim
n!1
P(An(±)) = 0:
Since the function f has compact support in [¡1;1] n f0g, there exists a
positive number ±, such that supp(f) ½ [¡1;¡±) [ (±;1].
For µ 2 (0;1), let d be large enough such that
P(H
(i)
n (±) > d) · µ;
for n ¸ 1 and i = 1;2.
For " > 0, choose 0 < r < 1
m+1 small enough, such that r±
" < 1
m.
Then, if we let
Dn(f) :=
¯
¯
¯e
¡N
(m)
n (f) ¡ e
¡N
(m);1
n (f)
¯
¯
¯;
we have
EDn(f) = E(Dn(f)1n
fH
(1)
n (±)>dg
S
fH
(2)
n (±)>dg
S
An(r±)
o)+52
E(Dn(f)1n
fH
(i)
n (±)·d; i=1;2g
T
An(r±)c
o) · 4µ + 2P(An(r±))+
E(Dn(f)1n
fH
(i)
n (±)·d; i=1;2g
T
An(r±)c
o):
Therefore, using the fact that P(An(r±)) ! 0, it follows that
limsup
n!1
EDn(f) · 4µ + limsup
n!1
E(Dn(f)1n
fH
(i)
n (±)·d; i=1;2g
T
An(r±)c
o):
For ! 2
n
H
(i)
n (±) · d; i = 1;2
oT
An(r±)c, let
K1(!) :=
(
t = 1;:::;n :
¯
¯
¯
¯
¯
m X
j=0
Ã
t Y
i=t¡j+1
Ai
!
Zt¡j
b(n)
¯
¯
¯
¯
¯
> ±
)
and
K2(!) :=
(
t = 1;:::;n :
Ã
t Y
i=t¡j+1
Ai
!
jZt¡jj
b(n)
> ±; for some j = 0;:::;m
)
:
We notice that card(Ki(!)) · d, for i = 1;2.
For every t 2 K1(!) [ K2(!), there is a unique j? = j?(t;!) between 0 and m,
such that Ã
t Y
i=t¡j?+1
Ai
!
jZt¡j?j
b(n)
> r±:
Then, for such !,
Dn(f) ·
X
t2K1(!)
S
K2(!)jexp
(
¡f
Ã
m X
j=0
Ã
t Y
i=t¡j+1
Ai
!
Zt¡j
b(n)
!)
¡
exp
(
¡f
ÃÃ
t Y
i=t¡j?+1
Ai
!
Zt¡j?
b(n)
!)
j · 2d·(");
where
·(") := supfjf(x) ¡ f(y)j : x;y 2 (0;1) and jx ¡ yj · "g
is the modulus of continuity of f.
Since f has compact support in [¡1;1]nf0g, we have that ·(") ! 0 as " ! 0.53
Therefore limsupn!1 EDn(f) · 4µ + 2d·("). Letting ¯rst " ! 0 and then
µ ! 0, we conclude that limn!1 EDn(f) = 0.
Step 2. Let us rewrite
N
(m);1
n =
0 X
t=1¡m
m+t¡1 X
j=0
² Zt
b(n)(
Qm¡j
i=1 Ai+t) +
n¡m X
t=1
m X
j=0
² Zt
b(n)(
Qj
i=1 Ai+t) +
n X
t=n¡m+1
n¡t X
j=0
² Zt
b(n)(
Qj
i=1 Ai+t):
For every n ¸ 1, de¯ne
N
(m);2
n :=
n X
t=1
m X
j=0
² Zt
b(n)(
Qj
i=1 Ai+t):
Now we want to prove that
d(N
(m);1
n ;N
(m);2
n )
P ! 0 as n ! 1;
where d is the vague metric on Mp([¡1;1] n f0g). For this it is enough to show
that, for any f 2 C
+
K([¡1;1] n f0g),
N
(m);1
n (f) ¡ N
(m);2
n (f) =
0 X
t=1¡m
m+t¡1 X
j=0
f
Ã
Zt
b(n)
Ã
m¡j Y
i=1
Ai+t
!!
¡
n X
t=n¡m+1
n¡t X
j=m+1
f
Ã
Zt
b(n)
Ã
j Y
i=1
Ai+t
!!
P ! 0 as n ! 1:
Since f 2 C
+
K([¡1;1] n f0g), its support must be contained in [¡1;¡±) [
(±;1], for some ± > 0.
For every n ¸ 1, de¯ne
Bn :=
½
at least one of the
jZtj
b(n)
> ±; t 2 f1 ¡ m;:::;0g
[
fn ¡ m + 1;:::;ng
¾
:
Then
P(Bn) · 2mP
µ
jZ0j
b(n)
> ±
¶
! 0 as n ! 1:54
Therefore
P(
¯
¯N
(m);1
n (f) ¡ N
(m);2
n (f)
¯
¯ > ") =
P(
¯
¯N
(m);1
n (f) ¡ N
(m);2
n (f)
¯
¯1Bn > ") · P(Bn) ! 0 as n ! 1;
for every " > 0.
This shows that indeed
d(N
(m);1
n ;N
(m);2
n )
P ! 0 as n ! 1:
Step 3. For every n ¸ 1, de¯ne
N
(m);3
n :=
n X
t=1
m X
j=0
² Zt
b(n)
³Qj
i=1 A
(t)
i
´;
where ffA
(t)
k ;k ¸ 1g;t ¸ 1g are independent copies of fAk;k ¸ 1g.
Using convergence of Laplace functionals, we prove that, for every n ¸ 1,
N
(m);3
n ) N
(m)
in Mp([¡1;1] n f0g), where
N
(m) :=
1 X
t=1
m X
j=0
²Vt
Qj
i=1 A
(t)
i
:
For f 2 C
+
K([¡1;1] n f0g), we have
ÃN
(m);3
n (f) = E exp
(
¡
n X
t=1
m X
j=0
f
Ã
Zt
b(n)
j Y
i=1
A
(t)
i
!)
=
"
E exp
(
¡
m X
j=0
f
Ã
Z1
b(n)
j Y
i=1
A
(1)
i
!)#n
=
Ã
1 ¡ n
¡1
Z Ã
1 ¡ E exp
(
¡
m X
j=0
f
Ã
x
j Y
i=1
A
(1)
i
!)!
nP
µ
Z1
b(n)
2 dx
¶!n
:
Since we know that
nP
µ
Z1
b(n)
2 ¢
¶
v ! ¿55
in [¡1;1]nf0g, with ¿(dx) = p®x¡®¡1dx1(0;1](x)+q®(¡x)¡®¡1dx1[¡1;0)(x), and
the function x ! 1 ¡ E exp
n
¡
Pm
j=0 f
³
x
Qj
i=1 A
(1)
i
´o
is in C
+
K([¡1;1] n f0g),
we conclude that
ÃN
(m);3
n (f) ! exp
(
¡
Z Ã
1 ¡ E exp
(
¡
m X
j=0
f
Ã
x
j Y
i=1
A
(1)
i
!)!
¿(dx)
)
=
exp
(
¡
Z Ã
1 ¡ exp
(
¡
m X
j=0
f(xyj)
)!
(¿ £ F)(dx;dy0;:::;dym)
)
=
exp
(
¡
Z Ã
1 ¡ exp
(
¡
m X
j=0
f(yj)
)!
¿
?(dy0;:::;dym)
)
;
where F is the joint distribution of the vector (
Qj
i=1 A
(1)
i ;j = 0;:::;m) and ¿? :=
(¿ £ F) ± T ¡1, where T is the measurable map from ([¡1;1] n f0g) £ (0;1]m+1
to ([¡1;1] n f0g)
m+1
given by T(x;(y0;:::;ym)) := (xy0;:::;xym).
All there is to show now is that
ÃN(m)(f) = exp
(
¡
Z Ã
1 ¡ exp
(
¡
m X
j=0
f(yj)
)!
¿
?(dy0;:::;dym)
)
:
Since the process
P1
t=1 ²Vt is PRM(¿) on [¡1;1] n f0g and fA
(t)
k ;k ¸ 1g;
t ¸ 1; are i.i.d. sequences, we conclude that
N
¤ :=
1 X
t=1
²
Vt(1;A
(t)
1 ;A
(t)
1 A
(t)
2 ;:::;A
(t)
1 ¢¢¢A
(t)
m)
is PRM(¿?) on ([¡1;1] n f0g)
m+1
.
De¯ne the function g : ([¡1;1] n f0g)
m+1
! (0;1] by
g(y0;:::;ym) :=
m X
j=0
f(yj):
Then obviously g 2 C
+
K(([¡1;1] n f0g)
m+1), and moreover
N
¤(g) =
1 X
t=1
g
³
Vt
³
1;A
(t)
1 ;A
(t)
1 A
(t)
2 ;:::;A
(t)
1 ¢ ¢A
(t)
m
´´
=56
1 X
t=1
m X
j=0
f
Ã
Vt
j Y
i=1
A
(t)
i
!
= N
(m)(f):
Therefore
ÃN(m)(f) = E expf ¡ N
(m)(f)g = E expf ¡ N
¤(g)g =
exp
(
¡
Z Ã
1 ¡ exp
(
¡
m X
j=0
f(yj)
)!
¿
?(dy0;:::;dym)
)
:
Step 4. We want to show that both N
(m);2
n and N
(m);3
n converge to the same
limiting point process in Mp([¡1;1] n f0g) as n ! 1. For this is su±ces to
show that
lim
n!1
³
Ee
¡N
(m);2
n (f) ¡ Ee
¡N
(m);3
n (f)
´
= 0;
for any f 2 C
+
K([¡1;1] n f0g).
Since f has compact support in [¡1;1] n f0g, there exists a ± > 0, such that
supp(f) ½ [¡1;¡±) [ (±;1].
For every n ¸ 1, let
Sn :=
½
at most one of
jZij
b(n)
;:::;
jZi+mj
b(n)
is > ±; for every 1 · i · n ¡ m
¾
:
Then
E
³
e
¡N
(m);2
n (f);Sn
´
= E
³
e
¡N
(m);3
n (f);Sn
´
:
Since
P(S
c
n) = P
Ã
n¡m [
i=1
½
at least two of
jZij
b(n)
; :::;
jZi+mj
b(n)
are > ±
¾!
·
(n ¡ m)P
µ
at least two of
jZ1j
b(n)
; :::;
jZ1+mj
b(n)
are > ±
¶
·
(n ¡ m)C
2
m+1P
µ
jZ1j
b(n)
> ±;
jZ2j
b(n)
> ±
¶
=
(n ¡ m)C
2
m+1P
µ
jZ1j
b(n)
> ±
¶2
! 0 as n ! 1;57
we conclude that indeed
lim
n!1
³
Ee
¡N
(m);2
n (f) ¡ Ee
¡N
(m);3
n (f)
´
= 0:
Therefore N
(m);2
n ) N(m) and from what we showed in the previous steps we
have that N
(m)
n weakly converges to N(m) in Mp([¡1;1] n f0g) as n ! 1.
Step 5. In this ¯nal step we show that
Nn ) N =
1 X
t=1
1 X
j=0
²³Qj
k=1 A
(t)
k
´
Vt:
First observe that
N
(m) ! N as m ! 1;
pointwise in the vague metric. From this, the fact that N
(m)
n ) N(m) and the
converging together lemma (Lemma 4.25. in Resnick (1987)), we conclude that it
is enough to prove that, for any " > 0,
lim
m!1
limsup
n!1
P(d(N
(m)
n ;Nn) > ") = 0;
where d is the vague metric in Mp([¡1;1] n f0g). Making use of the de¯nition
of the metric d, it su±ces to check that
lim
m!1
limsup
n!1
P
Ã¯
¯
¯
¯
¯
n X
t=1
f
Ã
Y
(m)
t
b(n)
!
¡
n X
t=1
f
µ
Yt
b(n)
¶¯
¯
¯
¯
¯
> "
!
= 0;
for any f 2 C
+
K([¡1;1] n f0g).
Suppose that the support of f is in [¡1;¡±) [ (±;1], for some ± > 0.
If we let
L :=
n
b(n)
¡1jY
(m)
t ¡ Ytj · µ; for all t = 1;:::;n
o
;
then we have
P(L
c) · nP
³
jY
(m)
1 ¡ Y1j > b(n)µ
´
·58
nP
Ã
X
j>m
Ã
1 Y
i=2¡j
Ai
!
jZ1¡jj > b(n)µ
!
» nP(jZ0j > b(n)µ)
X
j>m
(EA
®
1)
j¡1
(by Theorem 2.1. in Resnick and Willekens (1990)), and this last term converges
to µ¡® P
j>m(EA®
1)
j¡1
as n ! 1.
Therefore
lim
m!1
limsup
n!1
P
Ã¯
¯
¯
¯
¯
n X
t=1
f
Ã
Y
(m)
t
b(n)
!
¡
n X
t=1
f
µ
Yt
b(n)
¶¯
¯
¯
¯
¯
> ";L
c
!
·
lim
m!1
µ
¡® X
j>m
(EA
®
1)
j¡1
= 0:
On L, assuming µ < ±
2, if b(n)¡1jY
(m)
t j · ±
2, we have
f
³
b(n)
¡1Y
(m)
t
´
= f(b(n)
¡1Yt) = 0;
and, if b(n)¡1jY
(m)
t j > ±
2, we have
¯
¯
¯f
³
b(n)
¡1Y
(m)
t
´
¡ f(b(n)
¡1Yt)
¯
¯
¯ · ·(µ):
Therefore
P
Ã¯
¯
¯
¯
¯
n X
t=1
f
Ã
Y
(m)
t
b(n)
!
¡
n X
t=1
f
µ
Yt
b(n)
¶¯
¯
¯
¯
¯
> ";L
!
·
P
µ
·(µ)N
(m)
n
µ
±
2
;1
¸
> "
¶
;
and this last term converges as n ! 1 to
P
µ
·(µ)N
(m)
µ
±
2
;1
¸
> "
¶
;
and as m ! 1 this converges to
P
µ
·(µ)N
µ
±
2
;1
¸
> "
¶
:
Since N
µ
±
2;1
¸
< 1 a.s. and ·(µ) ! 0 as µ ! 0, the last probability will go to
zero as µ ! 0, showing the result. ¥59
4.3 Ornstein-Uhlenbeck Processes Driven by L¶ evy
Processes with Heavy-Tailed Jumps
Let L be a purely non-Gaussian, with zero drift L¶ evy process on the real line,
with L¶ evy measure º that satis¯es
lim
x!1
º((x;1))
º((¡1;¡x) [ (x;1))
= p 2 (0;1]; º((¡1;¡x)[(x;1)) = x
¡®S(x); x > 0;
(4.10)
for some ® > 0, where S is a slowly varying function at in¯nity.
Consider the stationary ®-heavy-tailed Ornstein-Uhlenbeck process fX(t);0 ·
t · Tg given by
X(t) =
Z t
¡1
e
¡¸(t¡s)dL(s): (4.11)
Since the condition (4.10) implies
E log(1 + jL(1)j) < 1; (4.12)
the process fX(t)g is well-de¯ned (see Iksanov and Jurek (2003)).
The goal of this section is to show that in the presence of oversampling (i.e.
n(T) >> T) there is always a choice of a function k(T), with the usual properties
k(T) ! 1;
n(T)
k(T) ! 1 as T ! 1 , such that the Hill estimator
Hk(T);n(T) =
1
k(T)
k(T) X
i=1
log
XT;(i)
XT;(k(T)+1)
based on the (k(T) + 1)-upper order statistics from the n(T) observed values of
the process fX(t)g will not be asymptotically consistent. As we will see presently,
our choice of the function k(T) is growing much slower than
n(T)
T as T ! 1.
When the number of upper order statistics used k(T) grows much faster than
n(T)
T we expect, in view of the results in Theorem 13, that the Hill estimator is
asymptotically consistent.60
Theorem 15 Assume
T
n(T)
! 0 as T ! 1
and de¯ne
k(T) :=
·
n(T)
r(T)T
¸
;
where r(T) = o
µ
n(T)
T
¶
and r(T) ! 1 as T ! 1. Then
Hk(T);n(T)
P ! 0 as T ! 1:
Proof.
We notice that n(T) and k(T) satisfy the conditions
n(T) ! 1; k(T) ! 1;
n(T)
k(T)
! 1
as T ! 1.
Step 1. First let
L =
X
i2Z
Zi²¡i (4.13)
be a compound Poisson process on (¡1;1), where f¡i;i ¸ 1g and f¡¡¡i;i ¸ 0g
are sequences of arrival times of two independent Poisson processes on (0;1) with
same arrival rate ¯ > 0, independent of the i.i.d. sequence fZi;¡1 < i < 1g.
We further assume that
lim
x!1
P(Z0 > x)
P(jZ0j > x)
= p 2 (0;1]; P(jZ0j > x) = x
¡®S(x); (4.14)
for some ® > 0, where S is a slowly varying function at in¯nity.
If we write
¡t =
8
> <
> :
Pt
i=1 Ei; t > 0
¡
P0
i=t Ei; t · 0;61
where fEi;¡1 < i < 1g is an i.i.d. sequence of random variables with an
exponential distribution with mean ¯¡1, then the process fYn;n ¸ 0g de¯ned as
Yn = X(¡n); n ¸ 0;
is a part of the stationary solution to the stochastic di®erence equations
Yn = AnYn¡1 + Zn; ¡1 < n < 1;
with An = expf ¡ ¸Eng.
If
0 < ¡1 < ::: < ¡P0(T)
are the times of the jumps of the compound Poisson process in [0;T], then P0(T)
has the Poisson distribution with mean ¯T. Note also that
lim
T!1
P0(T)
T
= ¯ a.s. (4.15)
Using Theorem 14 we have that
[¯T] X
t=0
²b([¯T])¡1Yt ) N (4.16)
in Mp([¡1;1] n f0g) as T ! 1, where
N =
1 X
t=1
1 X
j=0
²³Qj
k=1 A
(t)
k
´
Vt;
ffA
(t)
k ;k ¸ 1g;t ¸ 1g are independent copies of fAk;k ¸ 1g,
1 X
t=1
²Vt = PRM(¿)
on [¡1;1] n f0g independent of all the A
(t)
k ; k ¸ 1; t ¸ 1,
¿(dx) = p®x¡®¡1dx1(0;1](x) + q®(¡x)¡®¡1dx1[¡1;0)(x) and b(t) :=
³ 1
P(jZ0j>¢)
´Ã
(t); t > 1, is the quantile function of the distribution of jZ0j.62
We want to show now that
d
0
@
[¯T] X
t=0
²b([¯T])¡1Yt;
P0(T) X
t=0
²b([¯T])¡1Yt
1
A P ! 0; (4.17)
which will imply that
P0(T) X
t=0
²b([¯T])¡1Yt
will also be weakly convergent to N in Mp([¡1;1] n f0g) as T ! 1.
Using the de¯nition of the vague metric d, we see that it is enough to prove
that
DT(f) :=
¯
¯
¯
¯
¯
¯
P0(T) X
t=0
f
¡
b([¯T])
¡1Yt
¢
¡
[¯T] X
t=0
f
¡
b([¯T])
¡1Yt
¢
¯
¯
¯
¯
¯
¯
P ! 0 as T ! 1;
for any function f 2 C
+
K([¡1;1] n f0g).
Observe that
DT(f) =
maxf[¯T];P0(T)g X
minf[¯T];P0(T)g+1
f(b([¯T])
¡1Yt):
Let " 2 (0;1). For any T > 0, de¯ne the event
CT;" := fjP0(T) ¡ [¯T]j < "[¯T]g: (4.18)
Since
P0(T)
¯T ! 1 a.s., we have that
P(CT;") ! 1 as T ! 1:
On the event CT;", we have the inequalities
(1 ¡ ")[¯T] < P0(T) < (1 + ")[¯T];
which imply
(1 ¡ ")[¯T] < minf[¯T];P0(T)g · maxf[¯T];P0(T)g < (1 + ")[¯T]:63
Therefore
DT(f)1CT;" ·
[(1+")[¯T]] X
[(1¡")[¯T]]+1
f
¡
b([¯T])
¡1Yt
¢
1CT;":
Since the function f has compact support in [¡1;1]nf0g, there exists ± > 0
such that supp(f) ½ [¡1;¡±) [ (±;1].
For any T > 0, de¯ne the event
BT := fb([¯T])
¡1jYtj > ±; for some t between [(1¡")[¯T]]+1 and [(1+")[¯T]]g:
Then, for any a > 0,
P(DT(f) ¸ a;CT;") · P
0
@
[(1+")[¯T]] X
[(1¡")[¯T]]+1
f
¡
b([¯T])
¡1Yt
¢
1BT ¸ a ;CT;"
1
A ·
P(BT) · ([(1 + ")[¯T]] ¡ [(1 ¡ ")[¯T]])P
¡
b([¯T])
¡1jY1j > ±
¢
·
(2"[¯T] + 1)P(jY1j > ±b([¯T])) ·
(2"[¯T] + 1)P
Ã
1 X
j=0
Ã
1 Y
i=2¡j
Ai
!
jZ1¡jj > ±b([¯T])
!
»
(2" +
1
[¯T])[¯T]P(jZ1j > ±b([¯T]))
1
1 ¡ EA®
1
(by (4.4)). This last term will converge to 2" 1
1¡EA®
1
±¡® as T ! 1.
Therefore
P(DT(f) ¸ a) · (2"[¯T] + 1)P(jY1j > ±b([¯T])) + P(C
c
T;"):
The right term of the inequality will converge to 2" 1
1¡EA®
1
±¡® as T ! 1.
Letting then " ! 0, we get that
P(DT(f) ¸ a) ! 0;
for any a > 0, which proves (4.17).64
The results in (4.16) and (4.17) imply
P0(T) X
t=0
²b([¯T])¡1Yt ) N (4.19)
in Mp([¡1;1] n f0g) as T ! 1.
For r ¸ 1, let M
(r)
T be the r-th largest order statistics from fY0;:::;YP0(T)g.
Through the limiting point process we can determine the joint limiting distribution
for any collection of upper extremes. For example, for x > 0; y > 0, we have
P
³
b([¯T])
¡1M
(1)
T · x;b([¯T])
¡1M
(2)
T · y
´
=
P
0
@
P0(T) X
t=0
²b([¯T])¡1Yt(x;1] = 0;
P0(T) X
t=0
²b([¯T])¡1Yt(y;x] · 1
1
A !
P(N(x;1] = 0;N(y;x] · 1) as T ! 1:
Therefore
³
b([¯T])
¡1M
(1)
T ;b([¯T])
¡1M
(2)
T
´
) (M
(1);M
(2)) as T ! 1; (4.20)
where the random vector (M(1);M(2)) has a joint distribution concentrated on
(0;1)2 with joint distribution function
F(x;y) = P(N(x;1] = 0;N(y;x] · 1);
for x;y > 0.
If we write
1 X
t=1
²Vt =
0 X
t=¡1
²
¡
µ
¡?
t
q
¶¡ 1
® +
1 X
t=1
²µ
¡?
t
p
¶¡ 1
®;
where f¡?
t;t · 0g and f¡?
t;t ¸ 1g are sequences of arrival times of independent
Poisson processes with intensity 1 on (0;1), then
P(M
(1) = M
(2)) = P
Ã
¡
?
1 = ¡
?
2 or
µ
¡?
1
p
¶¡ 1
®
=
µ
¡?
1
p
¶¡ 1
®
A
(1)
1
!
= 0;65
which, with the fact that M(1) ¸ M(2) a.s., implies that
P(M
(1) > M
(2)) = 1:
Since
³
b([¯T])¡1M
(1)
T ;b([¯T])¡1M
(2)
T
´
) (M(1);M(2)) as T ! 1, using the
continuous mapping theorem we have that
M
(1)
T
M
(2)
T
)
M(1)
M(2) as T ! 1:
For every T > 0, de¯ne
GT := fmaxfY0;YP0(T)g < maxfY1;:::;YP0(T)¡1gg
\
(4.21)
(
2¸r(T)log
M
(1)
T
M
(2)
T
> 1
)
:
Since log M(1)
M(2) is a ¯nite, positive a.s. random variable and r(T) ! 1 as
T ! 1, we get that
P
Ã
2¸r(T)log
M
(1)
T
M
(2)
T
> 1
!
! 1 as T ! 1:
On GT, all the (k(T) + 1)-upper order statistics from the observed values of
the process X occur between the same two jumps of the process and moreover we
have
XT;(i) = exp
½
¡¸
(i ¡ 1)T
n(T)
¾
XT;(1); (4.22)
for every 1 · i · k(T) + 1.
Hence on GT ,
Hk(T);n(T) =
1
k(T)
k(T) X
i=1
log
XT;(i)
XT;(k(T)+1)
=
1
k(T)
k(T) X
i=1
logexp
½
¸
(k(T) + 1 ¡ i)T
n(T)
¾
=
1
2
¸T
n(T)
(k(T) + 1):66
Since
P0(T)¡1 X
t=1
²b([¯T])¡1Yt ) N
in Mp([¡1;1] n f0g) as T ! 1, we have that
P
¡
b([¯T])
¡1 maxfY1;:::;YP0(T)¡1g · x
¢
=
P
0
@
P0(T)¡1 X
t=1
²b([¯T])¡1Yt(x;1] = 0
1
A !
P(N(x;1] = 0);
which equals expf ¡ px¡®g if x > 0 and 0 otherwise.
Therefore p¡ 1
®b([¯T])¡1 maxfY1;::;YP0(T)¡1g converges weakly to the Fr¶ echet
distribution with parameter ®.
We will now show that
b([¯T])
¡1 maxfY0;YP0(T)g
P ! 0 as T ! 1: (4.23)
For any " > 0, we know that
P(CT;") ! 1 as T ! 1;
where CT;" was de¯ned in (4.18).
Let ° > 0. Then
P(maxfY0;YP0(T)g > °b([¯T]);CT;") ·
P(Y0 > °b([¯T])) + P(YP0(T) > °b([¯T]);CT;") ·
P(Y0 > °b([¯T])) +
[(1+")[¯T]] X
i=[(1¡")[¯T]]+1
P(Yi > °b([¯T]);P0(T) = i) ·
([(1 + ")[¯T]] ¡ [(1 ¡ ")[¯T]] + 1)P(Y0 > °b([¯T])) ·
((1+")[¯T]¡(1¡")[¯T]+2(P(Y0 > °b([¯T])) = (2"[¯T]+2)P(Y0 > °b([¯T])):67
Therefore
P(maxfY0;YP0(T)g > °b([¯T])) ·
P(C
c
T;") +(2"[¯T] + 2)P
Ã
1 X
j=0
Ã
0 Y
i=1¡j
Ai
!
jZ¡jj > °b([¯T])
!
:
By (4.4), the right term of the inequality will converge to 2"°¡® 1
1¡EA®
0
as T ! 1.
Letting " ! 0 we obtain
P(maxfY0;YP0(T)g > °b([¯T])) ! 0 as T ! 1;
for any ° > 0, which proves (4.23).
From (4.23), the fact that p¡ 1
®b([¯T])¡1 maxfY1;::;YP0(T)¡1g converges weakly
to the Fr¶ echet distribution with parameter ® and Slutsky's Lemma we obtain that
p
¡ 1
®b([¯T])
¡1(maxfY1;::;YP0(T)¡1g ¡ maxfY0;YP0(T)g)
converges weakly to the Fr¶ echet distribution with parameter ®. This easily implies
that
P(GT) ! 1 as T ! 1: (4.24)
Hence the Hill estimator
Hk(T);n(T) =
1
2
¸T
n(T)
(k(T) + 1)1GT + Hk(T);n(T)1Gc
T
P ! 0 as T ! 1:
Step 2. Let now L be a purely non-Gaussian, with zero drift L¶ evy process L,
with L¶ evy measure º that satis¯es (4.10).
We write
L(t) = L1(t) + L2(t); t 2 R; (4.25)
where L1 and L2 are independent L¶ evy processes with L¶ evy measure º1(¡1;¡1)[(1;1)
and º1[¡1;1] accordingly. Then we have
X(t) =
Z t
¡1
e
¡¸(t¡s)L1(ds) +
Z t
¡1
e
¡¸(t¡s)L2(ds) =: (4.26)68
X1(t) + X2(t); t 2 R:
For every j between 1 and n(T), denote
X
(1)
T;j := X1
µ
Tj
n(T)
¶
; X
(2)
T;j := X2
µ
Tj
n(T)
¶
:
Since L1 is a compound Poisson process on the real line with arrival rate
¯ := º((¡1;¡1) [ (1;1))
and jump magnitude
F(dx) :=
º(dx)
º((¡1;¡1) [ (1;1))
1fx2(¡1;¡1)[(1;1)g;
from the previous step we already know that
H
(1)
k(T);n(T) :=
1
k(T)
k(T) X
i=1
log
X
(1)
T;(i)
X
(1)
T;(k(T)+1)
P ! 0 as T ! 1: (4.27)
For every µ > 0 and x > 0, we have
P
µ
sup
0·t·T
jX2(t)j > x
¶
· dTeP
µ
sup
0·t·1
jX2(t)j > x
¶
· CTexpf ¡ µxg;
for some C > 0. Therefore we obtain that
1
logT
sup
0·t·T
jX2(t)j
P ! 0 as T ! 1: (4.28)
For every i = 1;2;:::;k(T), we have
XT;(i) · X
(1)
T;(i) + sup
0·t·T
jX2(t)j; (4.29)
while
XT;(k(T)+1) ¸ X
(1)
T;(k(T)+1) ¡ sup
0·t·T
jX2(t)j: (4.30)
From (4.22) we know that X
(1)
T;(k(T)+1) ¸ exp
½
¡¸
(k(T)+1)T
n(T)
¾
M
(1)
T on the set
GT de¯ned in (4.21). Hence using (4.20), the fact that P(GT) ! 1 as T ! 1 and69
the de¯nition of k(T), we conclude that
0
@ b([¯T])
X
(1)
T;(k(T)+1)
1
A is tight. From this and
(4.28) we obtain that
b([¯T])
logT
¢
sup0·t·T jX2(t)j
X
(1)
T;(k(T)+1)
P ! 0 as T ! 1:
Since b([¯T]) = [¯T]
1
®S0([¯T]), for some slowly varying function S0, we have
b([¯T])
logT
=
[¯T]
1
2®
logT
[¯T]
1
2®S0([¯T]) ! 1 as T ! 1:
Therefore
sup0·t·T jX2(t)j
X
(1)
T;(k(T)+1)
P ! 0 as T ! 1
and, given " > 0, we have
"X
(1)
T;(k(T)+1) > sup
0·t·T
jX2(t)j (4.31)
with probability approaching 1 as T ! 1.
Hence, with probability approaching 1 as T ! 1, we have
1
k(T)
k(T) X
i=1
log
XT;(i)
XT;(k(T)+1)
·
1
k(T)
k(T) X
i=1
log
X
(1)
T;(i) + sup0·t·T jX2(t)j
X
(1)
T;(k(T)+1) ¡ sup0·t·T jX2(t)j
·
1
k(T)
k(T) X
i=1
log
(1 + ")X
(1)
T;(i)
(1 ¡ ")X
(1)
T;(k(T)+1)
=
1
k(T)
k(T) X
i=1
log
X
(1)
T;(i)
X
(1)
T;(k(T)+1)
+ log
1 + "
1 ¡ "
:
Letting " ! 0 and using (4.27), we obtain the result. ¥
4.4 Heavy-Tailed Const-Jump Processes
Let fX1;X2;:::g and fE1;E2;:::g be two non-negative i.i.d. sequences of ran-
dom variables such that E1 » Exp(1) and X1 has a regularly varying at in¯nity
distribution with index ® > 0.70
Consider again the Const-Jump process fY (t);t ¸ 0g with jumps fXig given
by
Y (t) :=
1 X
i=1
Xi1[¡i¡1;¡i)(t); (4.32)
where ¡0 = 0 and ¡i =
Pi
k=1 Ek.
In Section 3.3 we showed that Hill estimator is consistent in the presence of
oversampling (i.e. n(T) >> T) when the number of upper order statistics used
k(T) is much larger than
n(T)
T .
In Theorem 16 we will show that again in the presence of oversampling there
is always a function k(T) that grows more slowly than
n(T)
T , such that the Hill
estimator Hk(T);n(T) based on the (k(T) + 1)-upper order statistics from the n(T)
observed values of the process (4.32) approaches 0 in probability as T ! 1.
Theorem 16 Assume
T
n(T)
! 0
and consider
k(T) = o
µ
n(T)
T
¶
; k(T) ! 1 as T ! 1:
Then
Hk(T);n(T)
P ! 0 as T ! 1:
Proof.
First we notice that n(T) and k(T) satisfy the conditions
n(T) ! 1; k(T) ! 1;
n(T)
k(T)
! 1
as T ! 1.
If we denote by P0(T) the integer that satis¯es
¡P0(T) · T < ¡P0(T)+1;71
then P0(T) has the Poisson distribution with mean T and
P0(T)
T
! 1 a.s. as T ! 1:
Let m(T) be an integer between 1 and P0(T) chosen at random with the prop-
erty that
Xm(T) = maxfX1;:::;XP0(T)g:
Since fXng are i.i.d. and independent of fEng, the conditional distribution of
m(T) given fEng is uniform on the set f1;:::;P0(T)g.
De¯ne the set
GT :=fXP0(T) < maxfX1;:::;XP0(T)¡1gg
\½
Em(T)
n(T)
T
> k(T) + 2
¾
:
On GT, all the (k(T) + 1)-upper order statistics from the observed values of
the process Y are equal to Xm(T) and hence Hk(T);n(T) = 0 on GT. The result then
will follow if we prove that
P(GT) ! 1 as T ! 1: (4.33)
First
P
µ
Em(T)
n(T)
T
· k(T) + 2
¶
= E(E(1fEm(T)
n(T)
T ·k(T)+2gjfEng)) =
E
0
@E
0
@
P0(T) X
i=1
1fEi
n(T)
T ·k(T)+2g1fm(T)=igjfEng
1
A
1
A =
E
0
@
P0(T) X
i=1
1fEi
n(T)
T ·k(T)+2gP(m(T) = ijfEng)
1
A =
E
0
@ 1
P0(T)
P0(T) X
i=1
1fEi·
T(k(T)+2)
n(T) g
1
A:72
Let " 2 (0;1). For any T > 0 de¯ne the set
CT;" := fjP0(T) ¡ [T]j < "[T]g: (4.34)
Since limT!1
P0(T)
T = 1 a.s., we have that
P(CT;") ! 1 as T ! 1:
Then
P
µ
Em(T)
n(T)
T
· k(T) + 2
¶
= E
0
@ 1
P0(T)
P0(T) X
i=1
1fEi·
T(k(T)+2)
n(T) g;CT;"
1
A + o(1) ·
1
1 ¡ "
E
0
@ 1
[T]
[(1+")[T]] X
i=1
1fEi·
T(k(T)+2)
n(T) g
1
A + o(1) =
[(1 + ")[T]]
(1 ¡ ")[T]
P
µ
E1 ·
T(k(T) + 2)
n(T)
¶
+ o(1) = o(1) as T ! 1:
Therefore
P
µ
Em(T)
n(T)
T
> k(T) + 2
¶
! 1 as T ! 1: (4.35)
Following the same reasoning as in the proof of (4.24) we now obtain (4.33).
Therefore the Hill estimator
Hk(T);n(T) = Hk(T);n(T)1Gc
T
P ! 0 (4.36)
as T ! 1: ¥Chapter 5
Asymptotic Normality
In this chapter we discuss the asymptotic behaviour of the Hill estimator applied
to the S®S Ornstein-Uhlenbeck process
X(t) =
Z t
¡1
expf ¡ ¸(t ¡ x)gM(dx); 0 · t · T; (5.1)
where ¸ > 0, M is a S®S random measure, 0 < ® < 2, with Lebesgue control
measure. In Chapter 3 we showed that when the sample size n(T) grows at most
linearly with T then the Hill estimator applied to the Ornstein-Uhlenbeck process
(5.1) is asymptotically consistent, for every choice of upper order statistics k(T)
that satis¯es the usual conditions (1.2). In the following we will show that with
some restrictions on k(T) the Hill estimator is asymptotically normal.
Letting
XT;i := X
µ
iT
n(T)
¶
; 1 · i · n(T);
we obtain
XT;i ¡ exp
½
¡¸
T
n(T)
¾
XT;i¡1 = c1(T)ZT;i;
where c1(T)® := 1
® ¸
µ
1 ¡ exp
½
¡¸® T
n(T)
¾¶
and fZT;i;1 · i · n(T)g are i.i.d.
» S®(1;0;0).
Therefore the observed sequence fXT;ig can be viewed as part of an AR(1)
process driven by the i.i.d. sequence fZT;ig and
XT;i = c1(T)
1 X
j=0
c2(T)
jZT;i¡j; ¡1 < i < 1;
where c2(T) := exp
½
¡¸ T
n(T)
¾
.
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Lemma 1 For any T > 0, let r(T) be a positive integer such that
r(T) ! 1; r(T) = o
µ
n(T)
k(T)
¶
as T ! 1. Let
c := lim
T!1
T
n(T)
2 (0;1]:
Also let b1(T) and b2(T) be positive numbers such that
n(T)
k(T)
P(XT;1 > b1(T)) ! 1 and
b1(T)
b2(T)
! 1:
Then, for any x ¸ 1 and y ¸ 1, we have :
(a)
n(T)
k(T)
r(T) X
j=1
P(XT;1 > b1(T)x;XT;j+1 > b2(T)y)
!
1 X
j=1(y
¡® expf ¡ ®¸jcg ^ x
¡®);
(b)
n(T)
k(T)
r(T) X
j=1
Z 1
1
Z 1
1
P(XT;1 > b1(T)x;XT;j+1 > b1(T)y)
dx
x
dy
y
!
1
®2
1 X
j=1
expf ¡ ®¸jcg(2 + ®¸jc);
(c)
n(T)
k(T)
r(T) X
j=1
Z 1
1
P(XT;1 > b1(T)x;XT;j+1 > b2(T)y)
dy
y
+
n(T)
k(T)
r(T) X
j=1
Z 1
1
P(XT;1 > b2(T)y;XT;j+1 > b1(T)x)
dy
y
!
1 X
j=1
x
¡®(log(1 _ expf ¡ ¸jcgx) + expf ¡ ®¸jcg(¸jc + logx))+
1 X
j=1
1
®(expf ¡ ®¸jcgx
¡® + expf ¡ ®¸jcg ^ x
¡®)
as T ! 1.75
Proof. (a) First we ¯x x ¸ 1 and y ¸ 1. Let j also be ¯xed. We write
XT;j+1 = exp
½
¡¸
jT
n(T)
¾
XT;1 +
Z (j+1)T
n(T)
T
n(T)
exp
½
¡¸
µ
(j + 1)T
n(T)
¡ x
¶¾
M(dx):
If we denote
ST;j :=
Z (j+1)T
n(T)
T
n(T)
exp
½
¡¸
µ
(j + 1)T
n(T)
¡ x
¶¾
M(dx);
then
XT;1 » S®
Ãµ
1
®¸
¶ 1
®
;0;0
!
; ST;j » S®
Ãµ
1
®¸
¶ 1
® µ
1 ¡ exp
½
¡®¸
jT
n(T)
¾¶ 1
®
;0;0
!
;
and moreover they are independent.
Therefore
P(XT;1 > b1(T)x;XT;j+1 > b2(T)y) =
P(V1 > b
¤
1(T)x;a1;j(T)V1 + a2;j(T)V2 > b
¤
2(T)y);
where, for i = 1;2,
b
¤
i(T) := (®¸)
1
®bi(T);
a1;j(T) := exp
½
¡¸
jT
n(T)
¾
; a2;j(T) :=
µ
1 ¡ exp
½
¡®¸
jT
n(T)
¾¶ 1
®
;
and V1; V2 are independent standard S®S random variables.
We note that
n(T)
k(T)
P(V1 > b
¤
i(T)) =
n(T)
k(T)
P(X1 > bi(T)) ! 1;
for i = 1;2, as T ! 1 .
Let " > 0. We have
fa1;j(T)V1 + a2;j(T)V2 > b
¤
2(T)yg ¾
fa1;j(T)V1 > (1 + ")b
¤
2(T)y;a2;j(T)jV2j · "b
¤
2(T)yg[76
fa1;j(T)jV1j · "b
¤
2(T)y;a2;j(T)V2 > (1 + ")b
¤
2(T)yg;
which implies that
P(V1 > b
¤
1(T)x;a1;j(T)V1 + a2;j(T)V2 > b
¤
2(T)y) ¸
P
µ
V1 >
µ
b
¤
2(T)(1 + ")
y
a1;j(T)
¶
_ (b
¤
1(T)x)
¶
P
µ
jV2j · "b
¤
2(T)
y
a2;j(T)
¶
+
P
µ
b
¤
1(T)x < V1 · "b
¤
2(T)
y
a1;j(T)
¶
P
µ
V2 > (1 + ")b
¤
2(T)
y
a2;j(T)
¶
:
First letting T ! 1 on both sides of the inequality above and then letting
" ! 0, we obtain
liminf
T!1
n(T)
k(T)
P(XT;1 > b1(T)x;XT;j+1 > b2(T)y) ¸
y
¡® expf ¡ ®¸jcg ^ x
¡®:
Now let 0 < " < 1
2. Then the following holds:
fa1;j(T)V1 + a2;j(T)V2 > b
¤
2(T)yg ½fa1;j(T)V1 > (1 ¡ ")b
¤
2(T)yg[
fa2;j(T)V2 > (1 ¡ ")b
¤
2(T)yg [fa1;j(T)V1 > "b
¤
2(T)y;a2;j(T)V2 > "b
¤
2(T)yg:
Hence we have
P(V1 > b
¤
1(T)x; a1;j(T)V1 + a2;j(T)V2 > b
¤
2(T)y) ·
P
µ
V1 >
µ
b
¤
2(T)(1 ¡ ")
y
a1;j(T)
¶
_ (b
¤
1(T)x)
¶
+
P(V1 > b
¤
1(T)x)P
µ
V2 > (1 ¡ ")b
¤
2(T)
y
a2;j(T)
¶
+
P
µ
V1 >
µ
b
¤
2(T)"
y
a1;j(T)
¶
_ (b
¤
1(T)x)
¶
P
µ
V2 > "b
¤
2(T)
y
a2;j(T)
¶
:
Again letting T ! 1 and then " ! 0, we obtain
limsup
T!1
n(T)
k(T)
P(XT;1 > b1(T)x;XT;j+1 > b2(T)y) ·77
y
¡® expf ¡ ®¸jcg ^ x
¡®:
Therefore we have showed that
n(T)
k(T)
P(XT;1 > b1(T)x;XT;j+1 > b2(T)y) !
! y
¡® expf ¡ ®¸jcg ^ x
¡®
as T ! 1.
For all T bigger than some T0 and for all j > j0(x;y), we want to ¯nd an upper
bound sT(j) for 1fj·r(T)g
n(T)
k(T)P(jXT;1j > b1(T)x;jXT;j+1j > b2(T)y) such that
lim
T!1
1 X
j=j0(x;y)
sT(j) =
1 X
j=j0(x;y)
lim
T!1
sT(j) < 1:
The result will follow due to Pratt's lemma (Pratt (1960)).
For any j,
n(T)
k(T)
P(XT;1 > b1(T)x;XT;j+1 > b2(T)y) =
n(T)
k(T)
P
µ
XT;1 > b1(T)x;exp
½
¡¸
jT
n(T)
¾
XT;1 + ST;j > b2(T)y
¶
·
n(T)
k(T)
P
³
XT;1 > b1(T)x;ST;j > b2(T)
y
2
´
+
n(T)
k(T)
P
µ
XT;1 > b1(T)x;exp
½
¡¸
jT
n(T)
¾
XT;1 > b2(T)
y
2
¶
=
n(T)
k(T)
P(XT;1 > b1(T)x)P
³
ST;j > b2(T)
y
2
´
+
n(T)
k(T)
P
µ
XT;1 > (b1(T)x) _
µ
b2(T)
y
2
exp
½
¸
jT
n(T)
¾¶¶
·
K
Ã
y
¡®P(XT;1 > b1(T)x) +
µ
x _
µ
b2(T)
b1(T)
y
2
exp
½
¸
jT
n(T)
¾¶¶¡®!
·
Ky
¡®
Ã
P(XT;1 > b1(T)x) + 2
®
µ
b2(T)
b1(T)
¶¡®
exp
½
¡®¸
jT
n(T)
¾!
;
for some constant K > 0 and for any T larger than some T0 independent of j; x
and y.78
Set
sT(j) := K1fj·r(T)gy
¡®(P(XT;1 > b1(T)x)+
2
®
µ
b2(T)
b1(T)
¶¡®
exp
½
¡®¸
jT
n(T)
¾
):
Now, since r(T) = o
µ
n(T)
k(T)
¶
, we have
lim
T!1
1 X
j=1
sT(j) = lim
T!1
Ky
¡®(r(T)P(XT;1 > b1(T)x)+
2
®
µ
b2(T)
b1(T)
¶¡® r(T) X
j=1
exp
½
¡®¸
jT
n(T)
¾
) =
K2
®y
¡® expf ¡ ®¸cg
1 ¡ expf ¡ ®¸cg
=
1 X
j=1
lim
T!1
sT(j):
Hence by Pratt's lemma the result in (a) follows.
(b) From the proof in part (a) we know that, for large T,
n(T)
k(T)
P(XT;1 > b1(T)x;XT;j+1 > b2(T)y) ·
K
Ã
y
¡®P(XT;1 > b1(T)x) +
µ
x _
µ
b2(T)
b1(T)
y
2
exp
½
¸
jT
n(T)
¾¶¶¡®!
·
K1
µ
y
¡®x
¡® +
³
x _
y
4
´¡®¶
;
for every x ¸ 1; y ¸ 1 and some constant K1 > 0.
Since
Z 1
1
Z 1
1
µ
y
¡®x
¡® +
³
x _
y
4
´¡®¶
dx
x
dy
y
< 1;
the dominated convergence theorem implies that
n(T)
k(T)
Z 1
1
Z 1
1
P(XT;1 > b1(T)x;XT;j+1 > b2(T)y)
dx
x
dy
y
!
Z 1
1
Z 1
1
¡
y
¡® expf ¡ ®¸jcg ^ x
¡®¢ dx
x
dy
y
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1
®2 expf ¡ ®¸jcg(2 + ®¸jc):
Now we have that, for large T,
Z 1
1
Z 1
1
n(T)
k(T)
P(XT;1 > b1(T)x;XT;j+1 > b2(T)y)
dx
x
dy
y
·
K1
Z 1
1
Z 1
1
Ã
y
¡®P(XT;1 > b1(T)x) +
µ
x _
µ
b2(T)
b1(T)
y
2
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½
¸
jT
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y
·
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1
®
Z 1
1
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x
+
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1
µ
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b1(T)
y
2
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½
¸
jT
n(T)
¾¶¡®
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1 _
µ
b2(T)
b1(T)
y
2
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½
¸
jT
n(T)
¾¶¶
dy
y
+
Z 1
1
1
®
µ
1 _
µ
b2(T)
b1(T)
y
2
exp
½
¸
jT
n(T)
¾¶¶¡® dy
y) ·
K1(
1
®
Z 1
1
P(XT;1 > b1(T)x)
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x
+
2
®
µ
b2(T)
b1(T)
¶¡®
exp
½
¡®¸
jT
n(T)
¾
µZ 1
1
y
¡®¡1
µ¯
¯
¯
¯log
µ
1
2
b2(T)
b1(T)
¶¯
¯
¯
¯ + logy + ¸
jT
n(T)
¶
dy +
1
®2
¶
) ·
K1(
1
®
Z 1
1
P(XT;1 > b1(T)x)
dx
x
+
2
®
µ
b2(T)
b1(T)
¶¡®
exp
½
¡®¸
jT
n(T)
¾µ
1
®
µ¯
¯
¯
¯log
µ
1
2
b2(T)
b1(T)
¶¯
¯
¯
¯ + ¸
jT
n(T)
¶
+
2
®2
¶
);
for each j ¸ 1.
For each j ¸ 1 and T > 0, set
sT(j) := K11fj·r(T)g(
1
®
Z 1
1
P(XT;1 > b1(T)x)
dx
x
+
(d1(T) + d2(T)j)exp
½
¡®¸
jT
n(T)
¾
);
where
d1(T) = 2
®
µ
b2(T)
b1(T)
¶¡® µ
1
®
¯
¯
¯
¯log
µ
1
2
b2(T)
b1(T)
¶¯
¯
¯
¯ +
2
®2
¶80
and
d2(T) = 2
®
µ
b2(T)
b1(T)
¶¡® 1
®
¸
T
n(T)
:
Now it is easy to verify that
lim
T!1
1 X
j=1
sT(j) =
1 X
j=1
lim
T!1
sT(j) < 1:
The result follows now by Pratt's lemma. The proof of part (c) is similar. ¥
Corollary 1 If we denote
X
?(t) := X(t) _ 1; t ¸ 0;
the conclusions of Lemma 1 imply :
(a)
n(T)
k(T)r(T)
V ar
0
@
r(T) X
i=1
² X¤
T;i
b1(T)
(x;1]
1
A ! x
¡®1 + expf ¡ ®¸cg
1 ¡ expf ¡ ®¸cg
;
(b)
n(T)
k(T)r(T)
V ar
0
@
r(T) X
i=1
µ
log
X¤
T;i
b1(T)
¶+
1
A !
2
®2
Ã
1 +
1 X
j=1
(expf ¡ ®¸jcg(2 + ®¸jc))
!
;
(c)
n(T)
k(T)r(T)
Cov
0
@
r(T) X
i=1
² X¤
T;i
b1(T)
(x;1];
r(T) X
i=1
µ
log
X¤
T;i
b2(T)
¶+
1
A ! x
¡® logx+
1
®
x
¡® +
1 X
j=1(x
¡®(log(1 _ expf ¡ ¸jcgx) + expf ¡ ®¸jcg(¸jc + logx))+
1
®(expf ¡ ®¸jcgx
¡® + expf ¡ ®¸jcg ^ x
¡®));
(d)
n(T)
k(T)r(T)
V ar
0
@
r(T) X
i=1
µ
² X¤
T;i
b1(T)
(x;1] ¡ ² X¤
T;i
b2(T)
(x;1]
¶
1
A ! 0;
as T ! 1, for x ¸ 1.81
Proof. (a) Since, for T large enough such that b1(T) > 1, we have
Var
0
@
r(T) X
i=1
² X¤
T;i
b1(T)
(x;1]
1
A =
r(T)
Ã
P
µ
XT;1
b1(T)
> x
¶
¡ P
µ
XT;1
b1(T)
> x
¶2!
+
2
r(T)¡1 X
j=1
(r(T) ¡ j)
Ã
P(XT;1 > b1(T)x;XT;j+1 > b1(T)x) ¡ P
µ
XT;1
b1(T)
> x
¶2!
;
part (a) of Lemma 1 and the fact that
n(T)
k(T)
Ã
P
µ
XT;1
b1(T)
> x
¶
¡ P
µ
XT;1
b1(T)
> x
¶2!
! x
¡®
will prove the result, provided we can check that
1
r(T)
r(T)¡1 X
j=1
j
n(T)
k(T)
P(XT;1 > b1(T)x;XT;j+1 > b1(T)x) ! 0
and
1
r(T)
r(T)¡1 X
j=1
(r(T) ¡ j)
n(T)
k(T)
P
µ
XT;1
b1(T)
> x
¶2
! 0
as T ! 1.
First from the results in the proof of the part (a) in the Lemma 1 we have, for
large T, that
1
r(T)
r(T)¡1 X
j=1
j
n(T)
k(T)
P(XT;1 > b1(T)x;XT;j+1 > b1(T)x) ·
1
r(T)
r(T)¡1 X
j=1
jK
Ã
x
¡®P(XT;1 > b1(T)x) +
µ
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µ
x
2
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½
¸
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n(T)
¾¶¶¡®!
·
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¡®P(XT;1 > b1(T)x)+
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¡® 1
r(T)
r(T)¡1 X
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½
¡®¸
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n(T)
¾
! 0;82
since
r(T) = o
µ
n(T)
k(T)
¶
;
n(T)
k(T)
P(XT;1 > b1(T)x) ! x
¡®
and
1 X
j=1
j exp
½
¡®¸
jT
n(T)
¾
=
exp
n
¡®¸ T
n(T)
o
³
1 ¡ exp
n
¡®¸ T
n(T)
o´2 !
expf ¡ ®¸cg
¡
1 ¡ expf ¡ ®¸cg
¢2 < 1:
Secondly
1
r(T)
r(T)¡1 X
j=1
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n(T)
k(T)
P
µ
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b1(T)
> x
¶2
=
r(T) ¡ 1
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k(T)
P
µ
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b1(T)
> x
¶2
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due to the facts that r(T) = o
µ
n(T)
k(T)
¶
and
n(T)
k(T)P(XT;1 > b1(T)x) ! x¡® as
T ! 1.
(b) Since, for T large enough such that b1(T) > 1, we have
E
Ãµ
log
X¤
T;1
b1(T)
¶+!
=
Z 1
1
P(XT;1 > b1(T)x)
dx
x
;
E
Ãµ
log
X¤
T;1
b1(T)
¶+2!
= 2
Z 1
1
P(XT;1 > b1(T)x)
logx
x
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E
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X¤
T;1
b1(T)
¶+
¢
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b1(T)
¶+!
=
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1
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P(XT;1 > b1(T)x;XT;j+1 > b1(T)y)
dx
x
dy
y
;
it follows that
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0
@
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i=1
µ
log
X¤
T;i
b1(T)
¶+
1
A =
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Ã
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Z 1
1
P(XT;1 > b1(T)x)
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x
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2
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dx
x
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y
¡
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1
P(XT;1 > b1(T)x)
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x
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From part (b) of Lemma 1 and from the fact that
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Ã
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Z 1
1
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logx
x
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x
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2
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the result follows, provided we show that
1
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j
n(T)
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x
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x
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as T ! 1.
First we have, for large T, that
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j
n(T)
k(T)
Z 1
1
Z 1
1
P(XT;1 > b1(T)x;XT;j+1 > b1(T)y)
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1
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x
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since
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µ
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¶
;
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! 0;
due to r(T) = o
µ
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¶
and
n(T)
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x ! 1
® as T ! 1.
(c) Since, for T large enough such that b1(T) ^ b2(T) > 1, we have
E
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we have
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From part (c) of Lemma 1 and the fact that
n(T)
k(T)(
Z 1
1
P(XT;1 > (b1(T)x) _ (b2(T)y))
dy
y
¡
P(XT;1 > b1(T)x)
Z 1
1
P(XT;1 > b2(T)x)
dx
x)
! x
¡® logx +
1
®
x
¡®;
the result follows if we check that
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P(XT;1 > b2(T)y;XT;j+1 > b1(T)x)
dy
y) ! 0
and
1
r(T)
r(T)¡1 X
j=1
(r(T) ¡ j)
n(T)
k(T)
P(XT;1 > b1(T)x)
Z 1
1
P(XT;1 > b2(T)x)
dx
x
! 0:
First we have, for large T, that
1
r(T)
r(T)¡1 X
j=1
j
n(T)
k(T)(
Z 1
1
P(XT;1 > b1(T)x;XT;j+1 > b2(T)y)
dy
y
+
Z 1
1
P(XT;1 > b2(T)y;XT;j+1 > b1(T)x)
dy
y) ·
1
r(T)
K
r(T)¡1 X
j=1
j(
Z 1
1 (y
¡®P(XT;1 > b1(T)x)+
µ
x _
µ
b2(T)
b1(T)
y
2
exp
½
¸
jT
n(T)
¾¶¶¡®)
dy
y
+
Z 1
1
Ã
x
¡®P(XT;1 > b2(T)y) +
µ
y _
µ
b1(T)
b2(T)
x
2
exp
½
¸
jT
n(T)
¾¶¶¡®!
dy
y) ·
r(T) ¡ 1
2
¢ K(
1
®
P(XT;1 > b1(T)x)+87
Z 1
1
x
¡®P(XT;1 > b2(T)y)
dy
y)+
1
r(T)
K
r(T)¡1 X
j=1
j(
1
®
2
®¡"
µ
b2(T)
b1(T)
¶¡®
exp
½
¡®¸
jT
n(T)
¾
+
Z 1
1
µ
y _
µ
b1(T)
b2(T)
x
2
exp
½
¸
jT
n(T)
¾¶¶¡® dy
y) ·
r(T) ¡ 1
2
¢ K(
1
®
P(XT;1 > b1(T)x)+
Z 1
1
x
¡®P(XT;1 > b2(T)y)
dy
y)+
1
r(T)
K
r(T)¡1 X
j=1
j(
1
®
2
®
µ
b2(T)
b1(T)
¶¡®
exp
½
¡®¸
jT
n(T)
¾
+
³x
2
´¡® µ
b1(T)
b2(T)
¶¡®
exp
½
¡®¸
jT
n(T)
¾¯
¯
¯
¯¸
jT
n(T)
+ log
µ
b1(T)
b2(T)
¶
+ log
³x
2
´¯
¯
¯
¯+
1
®
³x
2
´¡® µ
b1(T)
b2(T)
¶¡®
exp
½
¡®¸
jT
n(T)
¾
) ! 0;
since
r(T) = o
µ
n(T)
k(T)
¶
;
b1(T)
b2(T)
! 1;
n(T)
k(T)
P(XT;1 > b1(T)x) ! x
¡®;
n(T)
k(T)
Z 1
1
y
¡®P(XT;1 > b2(T)y)
dy
y
!
1
2®
;
lim
T!1
1 X
j=1
j exp
½
¡®¸
jT
n(T)
¾
< 1
and
lim
T!1
T
n(T)
1 X
j=1
j
2 exp
½
¡®¸
jT
n(T)
¾
< 1
as T ! 1.
Secondly
1
r(T)
r(T)¡1 X
j=1
(r(T) ¡ j)
n(T)
k(T)
P(XT;1 > b1(T)x)
Z 1
1
P(XT;1 > b2(T)x)
dx
x
=88
r(T) ¡ 1
2
n(T)
k(T)
P(XT;1 > b1(T)x)
Z 1
1
P(XT;1 > b2(T)x)
dx
x
! 0;
since
r(T) = o
µ
n(T)
k(T)
¶
;
n(T)
k(T)
P(XT;1 > b1(T)x) ! x
¡®
and
n(T)
k(T)
Z 1
1
P(XT;1 > b2(T)x)
dx
x
!
1
®
:
(d) For T large enough such that b1(T) ^ b2(T) > 1, we have
Var
0
@
r(T) X
i=1
µ
² X¤
T;i
b1(T)
(x;1] ¡ ² X¤
T;i
b2(T)
(x;1]
¶
1
A =
Var
0
@
r(T) X
i=1
² X¤
T;i
b1(T)
(x;1]
1
A + Var
0
@
r(T) X
i=1
² X¤
T;i
b2(T)
(x;1]
1
A¡
2Cov
0
@
r(T) X
i=1
² X¤
T;i
b1(T)
(x;1];
r(T) X
i=1
² X¤
T;i
b2(T)
(x;1]
1
A:
Using part (a) of this Corollary, the result will follow if we show that
n(T)
k(T)r(T)
Cov
0
@
r(T) X
i=1
² X¤
T;i
b1(T)
(x;1];
r(T) X
i=1
² X¤
T;i
b2(T)
(x;1]
1
A ! x
¡®1 + expf ¡ ®¸cg
1 ¡ expf ¡ ®¸cg
as T ! 1.
Indeed
n(T)
k(T)r(T)
Cov
0
@
r(T) X
i=1
² X¤
T;i
b1(T)
(x;1];
r(T) X
i=1
² X¤
T;i
b2(T)
(x;1]
1
A =
n(T)
k(T)
Cov
µ
² X¤
T;1
b1(T)
(x;1];² X¤
T;1
b2(T)
(x;1]
¶
+
n(T)
k(T)r(T)
r(T)¡1 X
j=1
(r(T) ¡ j)(Cov
µ
² X¤
T;1
b1(T)
(x;1];² X¤
T;j+1
b2(T)
(x;1]
¶
+
Cov
µ
² X¤
T;1
b2(T)
(x;1];² X¤
T;j+1
b1(T)
(x;1]
¶
) =
n(T)
k(T)(P(XT;1 > (b1(T) _ b2(T))x) ¡ P(XT;1 > b1(T)x)P(XT;1 > b2(T)x))+89
n(T)
k(T)r(T)
r(T)¡1 X
j=1
(r(T) ¡ j)(P(XT;1 > b1(T)x;XT;j+1 > b2(T)x)+
P(XT;1 > b2(T)x;XT;j+1 > b1(T)y)¡
2P(XT;1 > b1(T)x)P(XT;1 > b2(T)x))
! x
¡® + 2
1 X
j=1
x
¡® expf ¡ ®¸jcg ^ x
¡® = x
¡®1 + expf ¡ ®¸cg
1 ¡ expf ¡ ®¸cg
:
This concludes the proof of the Corollary. ¥
Remark 2 Let
b(t) :=
Ã
1
F X(1)
!Ã
(t); t > 1;
be the quantile function of X(1). If one de¯nes
¤T :=
n(T)
k(T)r(T)
V ar
0
@
r(T) X
i=1
0
@
0
@log
X¤
T;i
b
³
n(T)
k(T)
´
1
A
+
¡
1
®
² X¤
T;i
b(
n(T)
k(T))
(1;1]
1
A
1
A;
the previous corollary will imply
¤T !
1
®2
1 + expf ¡ ®¸cg
1 ¡ expf ¡ ®¸cg
as T ! 1.
Proof. Set b1(T) = b2(T) = b
µ
n(T)
k(T)
¶
. ¥
Remark 3 The density g(x) of a random variable X » S®(¾;0;0) is L1-Lipschitz,
that is
Z 1
¡1
jg(x) ¡ g(x + y)jdx < Cjyj; (5.2)
for some C > 0 and for all real y.90
Proof. Since
R 1
¡1 jg(x) ¡ g(x ¡ y)jdx =
R 1
¡1 jg(x) ¡ g(x + y)jdx, it is enough
to show (5.2) for y > 0.
Since the symmetric stable density g is unimodal and in¯nitely di®erentiable
on R (see Zolotarev (1986)), with a maximum value M := g(0), we obtain that
g(s) · g(t); for s ¸ t ¸ 0;
and
g(s) · g(t); for s · t · 0:
We have
Z 1
¡1
jg(x) ¡ g(x + y)jdx =
Z ¡y
¡1
(g(x + y) ¡ g(x))dx +
Z y
¡y
jg(x) ¡ g(x + y)jdx+
Z 1
y
(g(x)¡g(x+y))dx =
Z 0
¡y
g(x)dx+
Z y
¡y
jg(x)¡g(x+y)jdx+
Z 2y
y
g(x)dx · 6My:
Hence we obtain (5.2) with C := 6M. ¥
Remark 4 The distribution tail F := 1¡F of a random variable X » S®(¾;0;0)
is (¡®;¡®) second-order regularly varying at 1. More exactly, we have
lim
t!1
F(tx)
F(t)
¡ x¡®
t¡® = Cx
¡®(x
¡® ¡ 1); (5.3)
for all x > 0, for some nonzero constant C.
Proof. From the series representations of symmetric stable distributions (see
Zolotarev (1986)) we have
F(t) = C1t
¡® + C2t
¡2® + o(t
¡2®)
as t ! 1, for some nonzero constants C1 and C2.
Then we trivially obtain (5.3) with C :=
C2
C1
. ¥91
Remark 5 Let F be a distribution function on the real line with density f that
satis¯es the condition :
lim
t!1
f(t)
1 ¡ F(t)
=
1
¯
; (5.4)
for some ¯ > 0.
If fung and fzng are two sequences such that
zn ¡ un ! 0 and un ! 1
as n ! 1, then
F(un) ¡ F(zn) » F(un)
zn ¡ un
¯
as n ! 1.
Proof.
From (5.4) it follows that
log
F(zn)
F(un)
=
Z zn
un
¡f(s)
1 ¡ F(s)
ds »
un ¡ zn
¯
(5.5)
as n ! 1.
Lemma A2 of Rootzen, Leadbetter and de Haan (1990) shows that (5.4) implies
F(t + x)
F(t)
! e
¡ x
¯ (5.6)
as t ! 1, all x ¸ 0.
Since zn ¡ un ! 0 and un ! 1, it follows trivially from (5.6) that
F(zn)
F(un)
! 1 (5.7)
as n ! 1.
According to Taylor's formula, we have 1¡x = ¡logx+o(logx) as logx ! 0.
Therefore (5.5) and (5.7) will show the desired result. ¥92
The proof of the main result of this chapter, Theorem 18, relies heavily on the
next theorem, which is an extension of Theorem 4.3 of Rootzen, Leadbetter and
de Haan (1990) to our continuous-time and triangular array setting.
First we will introduce some notations. For each n ¸ 1, consider integers
l0(n) ! 1 and k?
0(n) ! 1. Write r0(n) :=
·
n
k?
0(n)
¸
.
For each T > 0, let n(T) and c(T) be integers that grow to 1 with T, and let
u(T) and w(T) be positive numbers that also tend to 1 with T.
De¯ne l(T) := l0(n(T)); k?(T) := k?
0(n(T)); r(T) := r0(n(T)), for each T > 0.
Theorem 17 Consider a stationary process f e Xt;t ¸ 0g that satis¯es the following
conditions:
(i) Its marginal distribution F has density f that satis¯es the von Mises con-
dition :
lim
t!1
f(t)
1 ¡ F(t)
=
1
¯
; (5.8)
for some ¯ > 0.
(ii) For each T > 0, the sequence
½
e XT;j := e X
µ
jT
n(T)
¶
;j ¸ 1
¾
(5.9)
is e ®T(n)-strongly mixing, that is
e ®T(n) := supfjP(A \ B) ¡ P(A)P(B)j : A 2 B
T
1;k;B 2 B
T
k+n;1;k ¸ 1g
approaches 0 as n ! 1, where BT
i;j denotes the ¾-¯eld ¾f e XT;k : i · k · jg
generated by e XT;i; e XT;i+1;:::; e XT;j.
(iii)
k?
0(n)l0(n)
n
! 0 as n ! 1 (5.10)93
and
k
?(T)e ®T(l(T)) ! 0 as T ! 1: (5.11)
(iv)
1 ¡ F(u(T)) =
c(T)
n(T)
as T ! 1: (5.12)
(v)
c(T)r(T)
n(T)
! 0 as T ! 1: (5.13)
(vi)
r(T)
¸
(s)
T
Z 1
w(T)
expf(» ¡ ¯
¡1)xgdÃ
2
s(x) ! 0; for some 0 < » < 1 ^ ¯
¡1; (5.14)
and
³
c(T)¸
(s)
T
´¡ 1
2
r(T)Ãs(w(T)) ! 0 (5.15)
as T ! 1, where
¸
(s)
T =
k?(T)
c(T)
Var
0
@
r(T) X
j=1
Ãs
µ³
e XT;j ¡ u(T)
´+¶
1
A; s = 1;2;
and
Ã1(x) = x1fx¸0g; Ã2(x) = 1fx¸0g:
(vii)
¸
(s)
T » Ks¸T (5.16)
for s = 1;2, where K1 and K2 are positive constants and
¸T =
k?(T)
c(T)
Var
0
@
r(T) X
j=1
Ã
µ³
e XT;j ¡ u(T)
´+¶
1
A;
with Ã(x) = Ã1(x) ¡ ¯Ã2(x).
(viii)
c(T)
¸T
! 1 as T ! 1: (5.17)94
(ix)
1
¸T
k?(T)
c(T)
V ar
0
@
r(T) X
i=1
1f e XT;i2ITg
1
A ! 0; (5.18)
for any non-random z(T) with
q
c(T)
¸T
(z(T) ¡ u(T)) bounded, where
IT = [u(T);z(T)) if z(T) > u(T), and [z(T);u(T)) otherwise.
Then
s
c(T)
¸T
0
@ 1
c(T)
c(T) X
i=1
³
e XT;(i) ¡ e XT;(c(T))
´
¡
n(T)
c(T)
E
³
e XT;1 ¡ u(T)
´+
1
A ) N(0;1)
as T ! 1, where e XT;(i) is the i-th largest of e XT;1;:::; e XT;n(T).
Proof.
Step 1. Let ' be a left-continuous function on the positive real line [0;1), of
bounded variation on ¯nite ranges, and such that '(0) = 0; E'2
³
e X(1)
´
< 1.
For every T > 0, we de¯ne
¸
'
T :=
k?(T)
c(T)
Var
0
@
r(T) X
j=1
'
µ³
e XT;j ¡ u(T)
´+¶
1
A:
We notice that ¸T = ¸
Ã
T; ¸
(s)
T = ¸
Ãs
T ; s = 1;2.
For every n ¸ 1, we write m(n) := n ¡ k?
0(n)r0(n) and de¯ne the sets
Jn;1;Jn;2;:::;Jn;k?
0(n);
as follows:
Jn;i = f(i ¡ 1)r0(n) + i;(i ¡ 1)r0(n) + i + 1;:::;ir0(n) + i ¡ 1g;
if 1 · i · m(n), and
Jn;i = f(i ¡ 1)r0(n) + m(n) + 1;(i ¡ 1)r0(n) + m(n) + 2;:::;ir0(n) + m(n)g;95
if m(n) < i · k?
0(n).
Let J?
n;i denote the ¯rst (r0(n) ¡ l0(n)) integers in Jn;i; 1 · i · k?
0(n), and
write
YT;j :=
³
e XT;j ¡ u(T)
´+
; 1 · j · n;
Z
'
T;n;i :=(c(T)¸
'
T)
¡ 1
2 X
j2Jn;i
'(YT;j); 1 · i · k
?
0(n);
U
'
T;n;i :=(c(T)¸
'
T)
¡ 1
2 X
j2J?
n;i
'(YT;j); 1 · i · k
?
0(n);
V
'
T;n;i := Z
'
T;n;i ¡ U
'
T;n;i; 1 · i · k
?
0(n);
W
'
T;n;i :=(c(T)¸
'
T)
¡1
2'(YT;i(r0(n)+1)); 1 · i · m(n):
We further denote
Z
'
T;i := Z
'
T;n(T);i ; U
'
T;i := U
'
T;n(T);i ;
V
'
T;i := V
'
T;n(T);i ; W
'
T;s := W
'
T;n(T);s ;
for 1 · i · k?(T); 1 · s · m(n(T)).
We de¯ne
¯
?;'
T :=
1
c(T)
n(T) X
i=1
'
µ³
e XT;i ¡ u(T)
´+¶
and
¯
'
T := E¯
?;'
T =
n(T)
c(T)
E'
µ³
e XT;1 ¡ u(T)
´+¶
:
We will show that
s
c(T)
¸
'
T
(¯
?;'
T ¡ ¯
'
T) ) N(0;1); (5.19)
under the assumptions:
k
?(T)(Var(V
'
T;1) + Var(W
'
T;1)) ! 0 (5.20)96
and
k
?(T)E((Z
'
T;1 ¡ EZ
'
T;1)
2
1fjZ
'
T;1¡EZ
'
T;1j>"g) ! 0; for each " > 0; (5.21)
as T ! 1.
Now (5.19) may be rewritten as
k?(T) X
i=1
(Z
'
T;i ¡ EZ
'
T;i) +
m(n(T)) X
i=1
(W
'
T;i ¡ EW
'
T;i) ) N(0;1) (5.22)
as T ! 1.
Since the fV
'
T;n;ig
i are de¯ned by groups of f e XT;jg
j which are separated by
at least r0(n) ¡ l0(n), a standard induction argument on the mixing condition in
(ii) (see Volkonskii and Rozanov (1961)) implies that
¯
¯
¯
¯
¯
¯
E
0
@exp
8
<
:
it
k?
0(n) X
j=1
(V
'
T;n;j ¡ EV
'
T;n;j)
9
=
;
1
A ¡
k?
0(n) Y
j=1
E(expfit(V
'
T;n;j ¡ EV
'
T;n;j)g)
¯
¯
¯
¯
¯
¯
(5.23)
· 16k
?
0(n)e ®T(r0(n) ¡ l0(n));
for every n ¸ 1.
Replacing n by n(T), we obtain
¯
¯
¯
¯
¯
¯
E
0
@exp
8
<
:
it
k?(T) X
j=1
(V
'
T;j ¡ EV
'
T;j)
9
=
;
1
A ¡
k?(T) Y
j=1
E(expfit(V
'
T;j ¡ EV
'
T;j)g)
¯
¯
¯
¯
¯
¯
(5.24)
· 16k
?(T)e ®T(r(T) ¡ l(T));
which tends to zero as T ! 1 by (5.11), since e ®T(r(T) ¡ l(T)) · e ®T(l(T)) for
large T such that r(T) > 2l(T).
Hence, by the Continuity Theorem, in showing
k?(T) X
i=1
(V
'
T;i ¡ EV
'
T;i)
P ! 097
we can assume that fV
'
T;i;1 · i · k?(T)g are independent. In exactly the same
way, in showing
m(n(T)) X
i=1
(W
'
T;i ¡ EW
'
T;i)
P ! 0
we can assume that fW
'
T;i;1 · i · m(n(T))g are independent.
With these assumptions we have
Var
0
@
k?(T) X
i=1
(V
'
T;i ¡ EV
'
T;i)
1
A = k
?(T)Var
¡
V
'
T;1
¢
(5.25)
and
Var
0
@
m(n(T)) X
i=1
(W
'
T;i ¡ EW
'
T;i)
1
A = m(n(T))Var
¡
W
'
T;1
¢
: (5.26)
Using (5.20), (5.25) and (5.26) we obtain that
k?(T) X
i=1
(V
'
T;i ¡ EV
'
T;i)
P ! 0 (5.27)
and
m(n(T)) X
i=1
(W
'
T;i ¡ EW
'
T;i)
P ! 0 (5.28)
as T ! 1.
From (5.22) and (5.28) it follows that (5.19) holds if and only if
k?(T) X
i=1
(Z
'
T;i ¡ EZ
'
T;i) ) N(0;1) (5.29)
as T ! 1.
To prove (5.29), let(b U
'
T;i; b V
'
T;i) be pairs having the same distribution as(U
'
T;i;V
'
T;i),
but being independent for 1 · i · k?(T).
Using the Lindeberg Central Limit Theorem, (5.21) implies
k?(T) X
i=1
³
b Z
'
T;i ¡ E b Z
'
T;i
´
) N(0;1) (5.30)98
as T ! 1, where b Z
'
T;i := b U
'
T;i + b V
'
T;i.
Since (5.27) holds with V
'
T;i replaced by b V
'
T;i, it follows from (5.30) that
k?(T) X
i=1
³
b U
'
T;i ¡ Eb U
'
T;i
´
) N(0;1) (5.31)
as T ! 1.
Since the fU
'
T;n;ig
i are de¯ned by groups of f e XT;jg
j which are separated by
at least l0(n), the same induction argument as in (5.23) gives us
¯
¯
¯
¯
¯
¯
E
0
@exp
8
<
:
it
k?
0(n) X
j=1
(U
'
T;n;j ¡ EU
'
T;n;j)
9
=
;
1
A ¡
k?
0(n) Y
j=1
E(expfit(U
'
T;n;j ¡ EU
'
T;n;j)g)
¯
¯
¯
¯
¯
¯
· 16k
?
0(n)e ®T(l0(n));
for every n ¸ 1.
Replacing n by n(T), we obtain
¯
¯
¯
¯
¯
¯
E
0
@exp
8
<
:
it
k?(T) X
j=1
(U
'
T;j ¡ EU
'
T;j)
9
=
;
1
A ¡
k?(T) Y
j=1
E(expfit(U
'
T;j ¡ EU
'
T;j)g)
¯
¯
¯
¯
¯
¯
(5.32)
· 16k
?(T)e ®T(l(T)) ! 0;
and since in the second term above U
'
T;j may be replaced by b U
'
T;j, we obtain
k?(T) X
i=1
(U
'
T;i ¡ EU
'
T;i) ) N(0;1) (5.33)
as T ! 1.
Therefore (5.29), and hence (5.19), follows from (5.27) and (5.33).
Step 2. We will check now that (5.20) and (5.21) hold when we replace ' by
Ã or by Ãs; s = 1;2.
Since Ãs(YT;i) ¸ 0 for s = 1;2 and each i, we have
³
EZ
Ãs
T;1
´2
=
1
c(T)¸
Ãs
T
0
@E
0
@
r(T) X
i=1
Ãs(YT;j)
1
A
1
A
2
=99
1
c(T)¸
Ãs
T
r(T)
2(EÃs(YT;1))
2
=
1
c(T)¸
Ãs
T
r(T)
2(E(Ãs(YT;1)1fYT;1>0g))
2
·
1
c(T)¸
Ãs
T
r(T)
2E(Ã
2
s(YT;1))P(YT;1 > 0) =
1
c(T)¸
Ãs
T
r(T)
2(1 ¡ F(u(T)))E(Ã
2
s(YT;1)) ·
r(T)(1 ¡ F(u(T)))E
µ³
Z
Ãs
T;1
´2¶
:
Hence, using (5.12) and (5.13), we obtain
Var
³
Z
Ãs
T;1
´
» E
µ³
Z
Ãs
T;1
´2¶
(5.34)
as T ! 1.
Since
Z
Ãs
T;1 ¸
[
r(T)
l(T)] X
i=1
V
Ãs
T;i;
where V
Ãs
T;i
d = V
Ãs
T;1, it follows that
E
µ³
Z
Ãs
T;1
´2¶
¸
·
r(T)
l(T)
¸
E
µ³
V
Ãs
T;1
´2¶
;
and hence
k
?(T)Var
³
V
Ãs
T;1
´
·
k?(T)
r(T)
r(T)E
µ³
V
Ãs
T;1
´2¶
· K
k?(T)
r(T)
l(T)E
µ³
Z
Ãs
T;1
´2¶
»
K
k?(T)
r(T)
l(T)Var
³
Z
Ãs
T;1
´
= K
l(T)
r(T)
! 0;
for some positive number K, and hence
k
?(T)Var
³
V
Ãs
T;1
´
! 0:
Similarly we can show k?(T)Var
³
W
Ãs
T;1
´
! 0 as T ! 1, showing that (5.20)
holds for ' = Ãs; s = 1;2.100
Using (5.16), we can ¯nd a positive number C such that, for large T, we have
Var
³
V
Ã
T;1
´
· C
³
Var
³
V
Ã1
T;1
´
+ ¯
2Var
³
V
Ã2
T;1
´´
and
Var
³
W
Ã
T;1
´
· C
³
Var
³
W
Ã1
T;1
´
+ ¯
2Var
³
W
Ã2
T;1
´´
;
and hence (5.20) holds also for ' = Ã.
We de¯ne
Y T;j := YT;j1fYT;j·w(T)g + w(T)1fYT;j>w(T)g; 1 · j · n(T);
and
Z
Ãs
T;1 :=
³
c(T)¸
(s)
T
´¡ 1
2
r(T) X
j=1
Ãs
¡
Y T;j
¢
:
For " > 0 and any two random variables X;Y , it is easily veri¯ed that
(X + Y )
21fjX+Y j¸"g · 4
³
X
21fjXj¸ "
2g + Y
21fjY j¸ "
2g
´
;
from which we obtain (with Z
Ãs
T;1 ¡ EZ
Ãs
T;1 for X and
³
Z
Ãs
T;1 ¡ EZ
Ãs
T;1
´
¡
³
Z
Ãs
T;1 ¡ EZ
Ãs
T;1
´
for Y ) that
k
?(T)E
µ³
Z
Ãs
T;1 ¡ EZ
Ãs
T;1
´2
1fjZ
Ãs
T;1¡EZ
Ãs
T;1j>"g
¶
·
4k
?(T)E
µ³
Z
Ãs
T;1 ¡ EZ
Ãs
T;1
´2
1n¯ ¯ ¯Z
Ãs
T;1¡EZ
Ãs
T;1
¯ ¯ ¯> "
2
o
¶
+ 4k
?(T)E
³
Z
Ãs
T;1 ¡ Z
Ãs
T;1
´2
:=
I1 + I2:
Now I1 tends to zero since
0 · Z
Ãs
T;1 ·
³
c(T)¸
(s)
T
´¡ 1
2
r(T)Ãs(w(T)) ! 0
by (5.15).101
Using Minkowski's Inequality we have
I2 = 4
k?(T)
c(T)¸
(s)
T
E
0
@
r(T) X
j=1(Ãs(YT;j) ¡ Ãs(w(T)))1fYT;j>w(T)g
1
A
2
·
4
k?(T)
c(T)¸
(s)
T
r(T)
2E((Ãs(YT;1) ¡ Ãs(w(T)))
2
1fYT;1>w(T)g) ·
4
k?(T)
c(T)¸
(s)
T
r(T)
2E((Ãs(YT;1)
2 ¡ Ãs(w(T))
2)1fYT;1>w(T)g) =
4
k?(T)
c(T)¸
(s)
T
r(T)
2
Z 1
u(T)+w(T)
(Ãs(x ¡ u(T))
2 ¡ Ãs(w(T))
2)dF(x) =
4
k?(T)
c(T)¸
(s)
T
r(T)
2
Z 1
w(T)
(1 ¡ F(y + u(T)))dÃ
2
s(y) ·
4
k?(T)
c(T)¸
(s)
T
r(T)
2(1 + »)(1 ¡ F(u(T)))
Z 1
w(T)
exp
©
(» ¡ ¯
¡1)x
ª
dÃ
2
s(x);
by Proposition 1.7 of Geluk and de Haan (1987), from which we obtain that
I2 ! 0
using (5.12), (5.14) and r(T)k?(T) » n(T) as T ! 1.
Therefore (5.21) holds for ' = Ãs; s = 1;2, and using (5.16) it is trivial to
notice that (5.21) also holds for ' = Ã.
Since both (5.20) and (5.21) hold for ' = Ã and also for ' = Ãs; s = 1;2, we
obtain s
c(T)
¸T
³
¯
?;Ã
T ¡ ¯
Ã
T
´
) N(0;1) (5.35)
and s
c(T)
¸
(s)
T
³
¯
?;Ãs
T ¡ ¯
Ãs
T
´
) N(0;1); s = 1;2; (5.36)
as T ! 1.
Step 3. We introduce a few notations:
NT;n(x) :=
n X
i=1
1f e XT;i¸xg; NT(x) := NT;n(T)(x);102
ST;n(x) :=
NT;n(x) ¡ nF(x)
p
c(T)¸T
; ST(x) := ST;n(T)(x);
for x 2 R, T > 0, n ¸ 1.
We will show now that
ST(z(T)) ¡ ST(u(T))
P ! 0 (5.37)
as T ! 1, for any non-random z(T) such that
s
c(T)
¸T
(z(T) ¡ u(T)) bounded: (5.38)
Clearly
jST;n(z(T)) ¡ ST;n(u(T))j =
¯
¯
¯
¯
¯
1
p
c(T)¸T
Ã
n X
i=1
³
1f e XT;i2ITg ¡ E1f e XT;i2ITg
´
!¯
¯
¯
¯
¯
;
where IT was de¯ned after (5.18).
For every n ¸ 1, we de¯ne the sets
An;1;An;2;:::;A
n;
h
n
r0(n)
i
+1;
as follows:
An;i := f(i ¡ 1)r0(n) + 1;(i ¡ 1)r0(n) + 2;:::;ir0(n)g; if 1 · i ·
·
n
r0(n)
¸
;
and
A
n;
h
n
r0(n)
i
+1 :=
½·
n
r0(n)
¸
r0(n) + 1;
·
n
r0(n)
¸
r0(n) + 2;:::;n
¾
:
For every 1 · i ·
h n
r0(n)
i
+ 1, let
Dn;i :=
X
s2An;i
³
1f e XT;s2ITg ¡ E1f e XT;s2ITg
´
:
As in (5.24),
½
Dn(T);i;1 · i ·
·
n(T)
r(T)
¸
;i odd
¾
are asymptotically indepen-
dent, and it follows from (5.18) that
1
p
c(T)¸T
X
1·i·[
n(T)
r(T)]; i odd
Dn(T);i
P ! 0 (5.39)103
as T ! 1.
Similarly
1
p
c(T)¸T
X
1·i·[
n(T)
r(T)]; i even
Dn(T);i
P ! 0 (5.40)
as T ! 1.
Since
1
p
c(T)¸T
E
¯
¯
¯1f e XT;12ITg ¡ E1f e XT;12ITg
¯
¯
¯ ·
2
p
c(T)¸T
E1f e XT;12ITg =
2
p
c(T)¸T
¯
¯F(z(T)) ¡ F(u(T))
¯
¯ »
2
p
c(T)¸T
c(T)
n(T)
jz(T) ¡ u(T)j
¯
;
by Remark 5 ( notice that z(T) ¡ u(T) ! 0 by (5.17) and (5.38)), we obtain
1
p
c(T)¸T
Dn(T);[
n(T)
r(T)]+1
P ! 0 (5.41)
as T ! 1.
Therefore (5.39), (5.40) and (5.41) show (5.37).
Step 4. In this step we will prove that
ST
³
e XT;(c(T))
´
¡ ST(u(T))
P ! 0 (5.42)
and s
c(T)
¸T
³
e XT;(c(T)) ¡ u(T)
´
¡ ¯ST(u(T))
P ! 0 (5.43)
as T ! 1.
We notice ¯rst that (5.16) and (5.36) imply that
s
c(T)
¸T
0
@ 1
c(T)
n(T) X
i=1
³
e XT;i ¡ u(T)
´+
¡
n(T)
c(T)
E
³
e XT;1 ¡ u(T)
´+
1
A ) N(0;K1)
(5.44)
and
ST(u(T)) ) N(0;K2) (5.45)104
as T ! 1.
Let U :=
¡
1
1¡F
¢Ã
be the quantile function of e X(1). For x 2 R, set
z(T) := U
0
B
B
@
n(T)
c(T)
1
1 ¡ x
r
¸T
c(T)
1
C
C
A; (5.46)
so that
n
ST
³
e XT;(c(T))
´
· x
o
= fNT(z(T)) · c(T)g = (5.47)
(
ST(z(T)) ·
c(T) ¡ n(T)F(z(T))
p
c(T)¸T
)
= fST(z(T)) · xg:
Since u(T) = U
µ
n(T)
c(T)
¶
, we obtain
z(T) ¡ u(T) =
Z 1
1¡x
r
¸T
c(T)
1
n(T)
c(T)
sU
0
µ
n(T)
c(T)
s
¶
ds
s
: (5.48)
By the remark after the Lemma A2 in Rootzen, Leadbetter and de Haan (1990),
(5.8) implies that
n(T)
c(T)
sU
0
µ
n(T)
c(T)
s
¶
! ¯
as T ! 1, uniformly for s in the range of the integral in (5.48), and therefore
s
c(T)
¸T
(z(T) ¡ u(T)) »
s
c(T)
¸T
¯
Ã
¡log
Ã
1 ¡ x
s
¸T
c(T)
!!
(5.49)
which is bounded, so (5.37) holds for z(T) de¯ned in (5.46).
Hence, using also (5.47) and the fact that ST(u(T)) ) Z » N(0;K2), we obtain
³
ST
³
e XT;(c(T))
´
;ST(u(T))
´
) (Z;Z); (5.50)
which implies (5.42).
To prove (5.43), we set
z(T) := u(T) + x
s
¸T
c(T)
:105
We notice that (5.37) holds trivially for z(T).
We have
8
<
:
s
c(T)
¸T
³
e XT;(c(T)) ¡ u(T)
´
· x
9
=
;
=
n
e XT;(c(T)) · z(T)
o
= (5.51)
fNT(z(T)) · c(T)g =
(
¯ST(z(T)) ·
¯
p
c(T)¸T
(c(T) ¡ n(T)F(z(T)))
)
:
From Remark 5 we have
n(T)(F(u(T)) ¡ F(z(T))) » c(T)
z(T) ¡ u(T)
¯
as T ! 1.
Hence
¯
p
c(T)¸T
(c(T) ¡ n(T)F(z(T))) »
¯
p
c(T)¸T
c(T)
z(T) ¡ u(T)
¯
= x: (5.52)
Therefore by (5.51) and (5.52), the same reasoning as in the last part of the
proof of (5.42) shows that (5.43) holds.
Step 5. We rewrite (5.35) as
s
c(T)
¸T
0
@ 1
c(T)
n(T) X
i=1
³
e XT;i ¡ u(T)
´+
¡
n(T)
c(T)
E
³
e XT;1 ¡ u(T)
´+
1
A¡
¯ST(u(T)) ) N(0;1) (5.53)
as T ! 1.
We denote
b ¯T(x) :=
1
NT(x)
n(T) X
i=1
³
e XT;i ¡ x
´+
and
ET(x) := b ¯T(x) ¡
n(T)
c(T)
E
³
e XT;1 ¡ u(T)
´+
;
for x 2 R and T > 0.106
We have that s
c(T)
¸T
ET(u(T)) = (5.54)
s
c(T)
¸T
0
@ 1
c(T)
n(T) X
i=1
³
e XT;i ¡ u(T)
´+
¡
n(T)
c(T)
E
³
e XT;1 ¡ u(T)
´+
1
A¡
b ¯T(u(T))ST(u(T)):
Now
n(T)
c(T)
E
³
e XT;1 ¡ u(T)
´+
=
n(T)
c(T)
Z 1
u(T)
Ã1(x ¡ u(T))dF(x) = (5.55)
n(T)
c(T)
Z 1
0
Ã1(x)dF(u(T) + x) =
n(T)
c(T)
Z 1
0
(1 ¡ F(u(T) + x))dÃ1(x) ! ¯
by Theorem 1.8 of Geluk and de Haan (1987).
From (5.17), (5.44), (5.45) and (5.55), we have
NT(u(T))
c(T)
P ! 1 and b ¯T(u(T))
P ! ¯ (5.56)
as T ! 1.
It follows now from (5.45), (5.53), (5.54) and (5.56) that
s
c(T)
¸T
ET(u(T)) ) N(0;1) (5.57)
as T ! 1.
Now we want to show that we can replace u(T) by e XT;(c(T)) in (5.57) which
would then conclude the proof. It is enough to show that
s
c(T)
¸T
³
b ¯T( e XT;(c(T))) ¡ b ¯T(u(T))
´
P ! 0 (5.58)
as T ! 1.
We will ¯rst bound the expression in (5.58) on the set
n
e XT;(c(T)) > u(T)
o
.
We should multiply by 1f e XT;(c(T))>u(T)g throughout, but for simplicity we will just
assume e XT;(c(T)) > u(T) in the computations below.107
Since
n(T) X
i=1
³
e XT;i ¡ u(T)
´+
=
n(T) X
i=1
³
e XT;i ¡ e XT;(c(T))
´+
+ ( e XT;(c(T)) ¡ u(T))c(T) + R(T);
where
R(T) :=
n(T) X
i=1
³
e XT;i ¡ u(T)
´
1fu(T)· e XT;i< e XT;(c(T))g;
and hence
b ¯T( e XT;(c(T))) =
NT(u(T))
c(T)
b ¯T(u(T)) + u(T) ¡ e XT;(c(T)) ¡
R(T)
c(T)
:
We then obtain
s
c(T)
¸T
³
b ¯T( e XT;(c(T))) ¡ b ¯T(u(T))
´
=
s
c(T)
¸T
µ
NT(u(T))
c(T)
b ¯T(u(T)) + u(T) ¡ e XT;(c(T)) ¡
R(T)
c(T)
¡ b ¯T(u(T))
¶
=
NT(u(T)) ¡ c(T)
p
c(T)¸T
b ¯T(u(T)) +
s
c(T)
¸T
³
u(T) ¡ e XT;(c(T))
´
¡
s
c(T)
¸T
R(T)
c(T)
=
³
ST(u(T)) ¡ ST( e XT;(c(T)))
´
b ¯T(u(T))+
s
c(T)
¸T
0
@
n(T)
³
F(u(T)) ¡ F( e XT;(c(T)))
´
c(T)
b ¯T(u(T)) + u(T) ¡ e XT;(c(T))
1
A¡
s
c(T)
¸T
R(T)
c(T)
=: AT + BT + CT:
It follows trivially from (5.42) and (5.56) that AT
P ! 0 as T ! 1.
Using Remark (5) we obtain
BT =
s
c(T)
¸T (
b ¯T(u(T))
c(T)
Ã
c(T)( e XT;(c(T)) ¡ u(T))
¯
+ o
³
c(T)( e XT;(c(T)) ¡ u(T))
´
!
+108
u(T) ¡ e XT;(c(T))) =
s
c(T)
¸T
( e XT;(c(T)) ¡ u(T))
Ã
b ¯T(u(T))
¯
(1 + o(1)) ¡ 1
!
P ! 0;
by (5.43), (5.45) and (5.56).
From (5.43) and (5.45), we obtain that
s
c(T)
¸T
³
e XT;(c(T)) ¡ u(T)
´
) N(0;¯
2K2) (5.59)
as T ! 1.
Then (5.59) implies that we may ¯nd z0(T) non-random such that
P
³
z
0(T) > e XT;(c(T))
´
! 1 and
µ
c(T)
¸T
¶1
4
(z
0(T) ¡ u(T)) ! 0
as T ! 1.
Since R(T) is increasing in e XT;(c(T)), it is enough to prove CT
P ! 0 with e XT;(c(T))
replaced by z0(T).
Using Remark 5 we obtain
E
Ã
R(T)
p
c(T)¸T
!
·
(z0(T) ¡ u(T))n(T)
¡
F(u(T)) ¡ F(z0(T))
¢
p
c(T)¸T
= O
0
@
s
c(T)
¸T
(z
0(T) ¡ u(T))
2
1
A ! 0
as T ! 1.
Hence CT ! 0 and (5.58) holds on the set
n
e XT;(c(T)) > u(T)
o
. Similar argu-
ment works on
n
e XT;(c(T)) < u(T)
o
which concludes the proof. ¥
Now we are ready to prove the main theorem of this chapter. First for each
n ¸ 1, let k0(n) be an integer such that k0(n) ! 1 as n ! 1. We also assume
that
logn = o(k0(n)
a); for some 0 < a <
1
2
; (5.60)109
and
n
k0(n)1+b ! 1; for some b > 0; (5.61)
as n ! 1. For each positive number T we denote k(T) := k0(n(T)), where the
integer n(T) grows at most linearly with T.
Theorem 18 (Asymptotic Normality) Let X(t) be the process (5.1). If
(1) liminf
T!1
n(T)
k(T)
3
2
> 0 or (2) limsup
T!1
n(T)
k(T)
3
2
< 1;
then
p
k(T)
0
@ 1
k(T)
k(T) X
i=1
log
XT;(i)
XT;(k(T)+1)
¡
n(T)
k(T)
Z 1
1
P
µ
XT;1 > b
µ
n(T)
k(T)
¶
x
¶
dx
x
1
A )
(5.62)
N(0;¸
¤)
where b(t) is the quantile function of X(1),
¸
¤ =
1
®2
1 + expf¡®¸cg
1 ¡ expf¡®¸cg
and c = lim
T!1
T
n(T)
2 (0;1]:
Moreover if
n(T)
k(T)
3
2
! 1; (5.63)
then
p
k(T)
0
@ 1
k(T)
k(T) X
i=1
log
XT;(i)
XT;(k(T)+1)
¡ ®
¡1
1
A ) N(0;¸
¤): (5.64)
(It will be shown that, with probability going to 1, all the (k(T) + 1)-upper order
statistics are positive.)
Proof. We apply Theorem 17 to the process
f e X(t) := logX
?(t) = log(Xt _ 1); t ¸ 0g:110
For the case
(1) liminf
T!1
n(T)
k(T)
3
2
> 0;
we de¯ne
k
?
0(n) :=
"
nlog
2(k0(n))
2(® ¡ »)
p
k0(n)
#
; r0(n) :=
·
n
k?
0(n)
¸
;
l0(n) :=
·
2(2 + ®)
¸®
µ
1fc>1g +
2
c
1fc·1g
¶
logk
?
0(n)
¸
; n ¸ 1;
and
c(T) := k(T); u(T) := logb
µ
n(T)
k(T)
¶
; w(T) :=
logk(T)
2(® ¡ »)
; T > 0; 0 < » < ® ^ 1:
For the second case
(2) limsup
T!1
n(T)
k(T)
3
2
< 1
we de¯ne
k
?
0(n) :=
hp
k0(n)
p
n
i
; r0(n) :=
·
n
k?
0(n)
¸
;
l0(n) :=
"
2 + ®
¸®
µ
1fc>1g +
2
c
1fc·1g
¶µ
n
k0(n)
¶1
4
#
; n ¸ 1;
and
c(T) := k(T); u(T) := logb
µ
n(T)
k(T)
¶
; w(T) :=
p
r(T); T > 0:
We will verify now that all the conditions of Theorem 17 are satis¯ed.
Condition (i) If FX denotes the marginal distribution of our Ornstein -
Uhlenbeck process (5.1), then FX » S®
µ³
1
®¸
´ 1
®
;0;0
¶
and has a density fX which
satis¯es the condition
lim
t!1
tfX(t)
1 ¡ FX(t)
= ®:
(see Resnick (1987)). Now, for every positive number t, we have
F e X(t) = FX(e
t);111
and hence we obtain
lim
t!1
f e X(t)
1 ¡ F e X(t)
= ® =:
1
¯
:
Hence the condition (i) in Theorem 17 is satis¯ed.
Condition (ii) By Remark 3 we know that the density g of a standard S®S
random variable is L1-Lipschitz, that is there exists C1 > 0 such that
Z 1
¡1
jg(x) ¡ g(x + y)jdx < C1jyj:
Also we have, for each T > 0,
EjZT;1j
®
2 =: C2 < 1:
For any T > 0 and k;i ¸ 0, de¯ne
ST;i
³®
2
´
:=
1 X
j=i
¡
c1(T)c2(T)
j¢ ®
2 = c1(T)
®
2 c2(T)
®i
2
1 ¡ c2(T)
®
2
and
¯T(k) :=
1 X
i=k
³
ST;i
³®
2
´´ 2
2+®
= c1(T)
®
2+®
µ
1
1 ¡ c2(T)
®
2
¶ 2
2+® c2(T)
®k
2+®
1 ¡ c2(T)
®
2+®
;
where
c1(T)
® :=
1
® ¸
µ
1 ¡ exp
½
¡¸®
T
n(T)
¾¶
and c2(T) := exp
½
¡¸
T
n(T)
¾
:
We notice that
1 X
i=0
c1(T)c2(T)
iz
i =
c1(T)
1 ¡ c2(T)z
6= 0;
for jzj · 1.
By Gorodetskii (1977) these assumptions guarantee that fXT;j;j ¸ 1g is
®T(n)-strongly mixing and moreover ®T(n) · M¯T(n), for every n ¸ 1, where
M is a certain constant depending only on C1 and C2. Hence f e XT;j;j ¸ 1g is112
e ®T(n)-strongly mixing with e ®T(n) · ®T(n) · M¯T(n), for every n ¸ 1. This
veri¯es the condition (ii) of Theorem 17.
Condition (iii) Assume ¯rst the case
(1) liminf
T!1
n(T)
k(T)
3
2
> 0:
We have
k?
0(n)l0(n)
n
»
2(2 + ®)
¸®
µ
1fc>1g +
2
c
1fc·1g
¶
log
2(k0(n))
2(® ¡ »)
p
k0(n)
log
nlog
2(k0(n))
2(® ¡ »)
p
k0(n)
»
2(2 + ®)
¸®
µ
1fc>1g +
2
c
1fc·1g
¶
log
2(k0(n))logn
2(® ¡ »)
p
k0(n)
»
2(2 + ®)
¸®
µ
1fc>1g +
2
c
1fc·1g
¶
1
2(® ¡ »)
log
2(k0(n))
k0(n)
1
2¡a
logn
k0(n)a ! 0 as n ! 1;
and, for large T,
k
?(T)e ®T(l(T)) · Mk
?(T)¯T(l(T)) =
Mk
?(T)c1(T)
®
2+®
µ
1
1 ¡ c2(T)
®
2
¶ 2
2+®
¢
exp
½
¡ ¸®
2+®
T
n(T)l(T)
¾
1 ¡ c2(T)
®
2+®
·
Mk
?(T)c1(T)
®
2+®
µ
1
1 ¡ c2(T)
®
2
¶ 2
2+®
¢
expf¡2logk?(T)g
1 ¡ c2(T)
®
2+®
! 0 as T ! 1:
For the second case
(2) limsup
T!1
n(T)
k(T)
3
2
< 1; (5.65)
we obtain
k?
0(n)l0(n)
n
»
2 + ®
¸®
µ
1fc>1g +
2
c
1fc·1g
¶ p
k0(n)
p
n
n
µ
n
k0(n)
¶ 1
4
=
2 + ®
¸®
µ
1fc>1g +
2
c
1fc·1g
¶µ
k0(n)
n
¶1
4
! 0 as n ! 1;
and, for large T,
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In the last inequality above, we have used (5.61) and the fact that
n(T)
k(T)2 =
n(T)
k(T)
3
2
1
k(T)
1
2
! 0;
as T ! 1, by (5.65).
Condition (iv) We notice that the condition (iv) of Theorem 17 is trivially
satis¯ed for our choices of u(T) and c(T).
Condition (v) The condition (v) of Theorem 17 requires
k(T)r(T)
n(T)
! 0 (5.66)
as T ! 1.
Assume ¯rst the case
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For the second case
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as T ! 1, due to (5.61).
Condition (vi) Using (5.66) and the fact that k?(T) »
n(T)
r(T) , parts (a) and
(b) of Corollary 1 show that
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Also from Remark 2 we have
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Using (5.68) and (5.69), we notice that condition (v) of Theorem 17 requires
r(T)w(T)expf(» ¡ ®)w(T)g ! 0; for some 0 < » < ® ^ 1; (5.70)
and
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as T ! 1.
Assume ¯rst the case
(1) liminf
T!1
n(T)
k(T)
3
2
> 0:
Then
r(T)w(T)expf(» ¡ ®)w(T)g »
p
k(T)
logk(T)
exp
½
¡
1
2
logk(T)
¾
! 0;
and
r(T)w(T)
p
k(T)
»
1
logk(T)
! 0
as T ! 1.
For the second case
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as T ! 1, due to (5.72).
Condition (vii) The condition (vii) of Theorem 17 is satis¯ed with Ks :=
Ls
L ; s = 1;2.
Condition (viii) The condition (viii) of Theorem 17 is satis¯ed, since c(T) =
k(T) ! 1; ¸T ! L and L being a positive number.
Condition (ix) The condition (ix) of Theorem 17 asks that
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for any positive z(T) such that
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is bounded. But this is true by setting b1(T) := b
µ
n(T)
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¶
and b2(T) := z(T) in
part (d) of our Corollary 1.
Since all the conditions of Theorem 17 are satis¯ed, we obtain
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For each T > 0, consider now the event ST =
n
X?
T;(k(T)+1) > 1
o
de¯ned in (3.9)
in the proof of Theorem 12. We showed there that P(ST) ! 1 as T ! 1. For
large T such that b
µ
n(T)
k(T)
¶
> 1, the expression in (5.73) is exactly the expression
in (5.62) on the set ST. Therefore (5.62) follows.
Using our Remark 4 and Proposition 2.5.2 in Goldie and Smith (1987) we
obtain
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The result (5.64) follows now from (5.62), (5.63), (5.74) and the fact that
b
µ
n(T)
k(T)
¶
» K®
µ
n(T)
k(T)
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®117
as T ! 1, for some constant K® > 0 (see Embrechts, KlÄ uppelberg and Mikosch
(1997)). ¥Chapter 6
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