Training deep neural networks requires huge amounts of data. The next generation of intelligent systems will generate and utilise massive amounts of data which will be transferred along machine learning workflows. We study the effect of reducing the precision of this data at early stages of the workflow (i.e input) on both prediction accuracy and learning behaviour of deep neural networks. We show that high precision data can be transformed to low precision before feeding it to a neural network model with insignificant depreciation in accuracy. As such, a high precision representation of input data is not entirely necessary for some applications. The findings of this study pave way for the application of deep learning in areas where acquiring high precision data is difficult due to both memory and computational power constraints. We further use a hurricane prediction case study where we predict the monthly number of hurricanes on the Atlantic Ocean using deep neural networks. We train a deep neural network model that predicts the number of hurricanes, first, by using high precision input data and then by using low precision data. This leads to only a drop in prediction accuracy of less than 2%.
Introduction
The number and spectrum of Machine Learning (ML) applications has increased tremendously in the last decade and this trend is likely to continue. ML now powers major industries such as self-driving cars, recommendation systems, computer vision and natural language processing. In particular, Deep Neural Networks (DNN) have become a model of choice and achieved superior accuracy than traditional models in areas such as computer vision. This is in part attributed to new advanced computing devices such as graphics processing unit (GPU) and most recently tensor processing unit (TPU) that can significantly brought down the training time of advanced learning algorithms. More importantly, this tremendous increase in ML applications, especially DNN, can be attributed to availability of big data. ML algorithms have the ability to identify Kahira, A.; Bautista-Gómez, L.; Badia, R.M. Training deep neural networks with low precision input data: a hurricane prediction case study. A: International Conference on High Performance Computing. "High Performance Computing: ISC High Performance 2018 International Workshops: Frankfurt/Main, Germany, June 28, 2018: revised selected papers". Berlín: Springer, 2019, p. 562-569. The final authenticated version is available online at https://doi.org/10.1007/978-3-030-02465-9_40 complex relationships in data and generate meaningful insights that would otherwise be impossible or not computationally feasible using traditional statistical approaches. However, big data comes with several challenges.
First, big data requires large amount of storage and companies like Google own hundreds of data centres that occupy hectares of land and consume massive amounts of electricity. Furthermore, intelligent systems continuously generate data that needs to be processed in real time. Some of these intelligent devices are limited in both storage and computing power. Moreover, this data flows through a workflow that is subject to different constraints at different points. For instance, even the state of the art GPUs have limited memory and ML models must put the memory size into consideration. On the other hand, data transmission is an expensive process and data collected away from the processing unit must be carefully transformed to facilitate efficient transportation.
The main challenge in training DNNs is dealing with limited main memory and on chip memory. Main memory stores input data, weights of neurons, activations and feature maps. As neural networks become deeper and more complex, novel approaches such as distributed training have been proposed [3] . However, this comes with programming complexity and overheads such as data transfer and synchronization. Another approach that has the potential to significantly improve training DNNs is approximate computing. Existing computer architectures have focused on accuracy and reliability as major design constraints. However, in ML applications, the key idea is to extract meaningful information from vast amounts of data to some acceptable degree of accuracy. There is a need therefore, to rethink the architectures of the next generation intelligent systems taking into account the challenges posed by big data and the nature of the output expected.
Approximate computing proposes making a trade off in accuracy for better performance or energy consumption. Research has shown that ML applications are posed to significantly benefit from approximate computing. However, in applying approximate computing, there is need to look at the entire workflow. As we shall show later, previous work has focused on specific layers of workflow. However, a combination of approximate computing techniques at different layers of the workflow has compounded benefits [1] . Using reduced precision allows us to fit bigger batch sizes and even more layers. In fact, machine learning libraries such as Tensorflow offer the user the option to train the network with half precision in order to reduce memory requirements and gain on speed.
Whereas a lot of work has been done on training neural networks with low precision, not much has been done on using low precision data to train neural networks, yet input data also takes up space in the memory and is an important part of the workflow. In this study, we focus on the initial layers of the workflow i.e input. We show that we can significantly reduce the precision of input data used in training DNNs with little or no effect on the accuracy and overall performance of the algorithm. A combination of our proposal and existing low precision training schemes could therefore provide multiple benefits.
This study has two major contributions. First it introduces Machine Learning to hurricane prediction. We show that, given several weather variables, we can predict the number of hurricanes in a given month using deep neural networks. Second, this study shows that we can reduce the precision of input data with minimum change in accuracy and learning behaviour. This makes it possible to transmit and store data in lower precision for some variables such as sea surface temperatures. Furthermore, limited data precision opens a wide range of applications for deep neural networks such as wireless sensor networks and underwater sensors networks.These networks are faced with the challenge of low computing power due to battery constraints.
The remainder of this paper is divided into 4 sections. Section 2 gives some background information and related work, section 3 presents the case study and describes all the performed experiments. In section 4 we discuss the results and, finally, section 5 concludes the paper.
Background and Related Work
The next generation of intelligent applications and devices will be data-centric, generating and using massive amounts of data. Research has shown that simple models coupled with a lot of data overperform more elaborate models based on less data [6] and often, big data leads to more accurate results [7] . This has led to the emergence of devices and applications that generate huge amounts of data. For instance, weather satellites generate Terabytes of data every day, which helps climate scientists to predict future extreme weather events. Future self-driving cars may generate nearly 1 Terabyte of data every hour [4] . Internet of things (IoT), social networks and search engines will also contribute to this tremendous growth in data. The challenge faced by computing in the wake of big data has attracted the interest of researchers in approximate computing.
Training neural networks with low precision is a well researched topic [5] [2] . This is motivated by limited memory in computing units in comparison to large datasets and the need for new low power and inexpensive computing devices. Vanhoucke et al [10] showed that approximate computing techniques can dramatically enhance the performance of neural network-based systems with no cost in accuracy . Shafique et al [9] discussed the opportunities and challenges for approximate computing in machine learning and its contribution to energy efficient architectures. Recently, Wu et al [11] proposed training and inference with integers . Their proposal, WAGE, limits weights, activations gradients, and errors to low-bit-width integers in both training and inference.
Previous attempts to use DNN in climate study have been very promising. Liu et al [7] used deep neural networks to detect extreme climate in weather datasets. In the study, they implemented Convolutional Neural Networks (CNN) to detect climate patterns and achieved a high classification accuracy. Furthermore, their work showed that deep neural networks could identify complex patterns in data which are critical in climate change study and policy making. Zhang et al [12] also used Long Term Short Term memory(LSTM) networks to predict sea surface temperatures. Other studies such as [8] and [13] have also implemented several ML techniques for climate study.
Hurricane Prediction Case Study
The Atlantic hurricane season runs from June 1st to November causing massive destruction and loss of life. In 2017, 17 named storms hit the Atlantic Ocean, some making a landfall and causing destruction worth an estimated $316 million and at least 464 fatalities. Meteorologists, by studying previous weather data, predict the expected number of hurricanes in the season. These predictions help authorities prepare for disasters and over the years, better predictions have minimized loss of life and property. However, these predictions rely on human expertise and are often complex due to the thousands of parameters involved and the chaotic nature of weather.
We propose and implement a ML model based on a DNN to predict the number of hurricanes in the hurricane season. We train the model with more than 100 years of climate data and test it with 5 years. Our results show that we can achieve an accuracy of 72% in predicting the number of hurricanes in a month given the average sea surface temperatures of the previous month. To the best of our knowledge, this is the first attempt to predict the number of hurricanes in the hurricane season using DNN.
Deep Learning for Hurricane Prediction
Monthly averages of 6 weather variables (sea surface temperature, mean sea level pressure, sea ice cover, 2 metre pressure, U wind speed and V wind speed) from 1901 to 2010 are provided by the earth science department of Barcelona Supercomputing Center. Domain expertise shows that these are the main determinants of the nature and intensity of hurricane season. The total number of named storms for each month in the years 1901 to 2010 is also provided and is used as the label for our regression model. We design a deep learning model with 6 convolutional layers and 4 fully connected layers. CNNs are chosen because of the grid nature of the data. The 2-dimensional grid has the following dimensions: 160x320; and therefore the input the layer has the shape (160,320,6), where 6 is the number of channels. There is a Max Pooling after every 2 convolutional layers and a Dropout layer after every fully connected layer. The Convolutional layers have 6 channels, which are the 6 weather variables. Previous research works in climate [7] showed that important climate events are often large in geographical size and few of them occur simultaneously; therefore we use few filters with large kernel sizes. Furthermore unlike ImageNET where millions of training samples are available, hurricane data is limited to approximately 100 years. For these reasons, very deep neural networks would lead to over-fitting. We train the network with 50 epochs and a batch size of 8. The small batch size is because of the large size of our data and a higher batch size almost always runs out memory. 
Reduced Input Data Precision
In the second set of experiments, we use just one channel (i.e. sea surface temperature). Domain expertise shows that sea surface temperature has the biggest effect on hurricane formation. We reduce the precision of input data. To do this, we transform sea surface temperature from Kelvin values (between 268.57202 and 308.71265) to integer values between 0 and 15. Our transformation function first subtracts the maximum from the minimum, and then normalizes from a larger distribution to a coarser one (4-bits). Figure 1 shows the difference between high precision input and low precision input. A clear distinction between the two images is visible. Whereas the image on the left presents high definition colours with hot sea surface temperatures clearly visible, the image on the right is just a rough representation of the sea surface temperatures. We run 100 epochs for both the low precision input and the high precision.
Results and Discussion
We first present and discuss the results of predicting the number of hurricanes using deep learning followed by the results of reducing precision in input data. Figure 2 shows the results of predicting the number of hurricanes by combining all the channels. In this case, the model attains an accuracy of 72% for testing data. It is also clear that the model follows the expected hurricane season pattern where the months of September, October and November have the highest hurricane activity and months such as January, February and March having almost no hurricane activity. Figure 3 shows the loss of both 4 bit input and full precision input over 100 epochs. Loss is one of the major metrics used to evaluate the performance of a deep learning model. The objective is to minimize the loss function over a number of epochs. In the 4 bit input, the loss decreases up to around 10 epochs before stabilizing and then going further down. This is an indication that after a certain number of epochs, the model begins to over-fit as the validation loss does not change. On the other hand, the full precision does not over fit and there is no significant change in loss after 20 epochs. As mentioned earlier, climate patterns are often few and large and this explains why the model completely learns with just a few epochs (i.e. 20). Figure 4 shows the testing results after training with both 4 bit precision and full precision. It is important to note that both training are conducted with only one channel i.e sea surface temperature(sst). Even though using multiple channels provides more data to the model, these results show that sst is sufficient to get an acceptable prediction of hurricanes. There is a negligible difference in prediction accuracy when using one channel(sst) and using all channels. The results also show that the observations and predictions are very similar in both cases following the hurricane season patterns mentioned before. Accuracy for the 4 bit model ranged between 69% and 72% for several runs. 
Conclusion and Future Work
In this study, we have introduced Deep Learning to hurricane prediction. By feeding monthly weather variables such as sea surface temperature and pressure, we have successfully predicted the number of hurricanes in the next month with an accuracy of 72% using deep neural networks. Furthermore, we have successfully shown that we can reduce the precision of input data from 32 bit floating to 4 bit fixed representation with little effect on the accuracy of prediction. Even though the model could over-fit with reduced precision data, there are well laid out methods and techniques such as early stopping to prevent the model from over-fitting. Reducing the precision of input data shows that such data can be transferred in its reduced form from the point of creation and feed directly to a machine learning workflow. This study shows that Deep Learning can be applied in areas where data precision is limited due to different constraints. Future work shall include multiple instances of precision reduction at different layers to study of possible benefits of such implementations.
