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ABSTRACT 
 
 
Dynamic speech imaging is a powerful technique for real-time visualization of speech dynamics. 
As a promising modality for dynamic speech imaging, magnetic resonance imaging (MRI) can 
provide good soft-tissue contrast in an arbitrary imaging plane with a non-invasive procedure. 
However, conventional MRI suffers from low spatiotemporal resolution, which limits its applica-
tion in dynamic speech imaging. This thesis presents a novel model-based dynamic MR imaging 
method to capture speech dynamics in high spatiotemporal resolution.  
 
Specifically, high spatiotemporal resolution reconstruction from very sparsely sampled data is 
achieved using the partial separability (PS) model, which takes advantage of the spatiotemporal 
correlations of dynamic speech images. The sampling pattern is also optimized to better capture 
speech dynamics. The spatial-spectral sparsity constraint is further incorporated into the basic PS 
model-based reconstruction to improve reconstruction quality. The effectiveness of the above 
approaches is demonstrated through systematic simulations and preliminary in vivo experiments.  
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CHAPTER 1 
 
INTRODUCTION 
 
 
1.1  Motivations 
 
Dynamic speech imaging is a powerful tool for real-time visualization of the vocal articulators 
and their affiliating vocal muscles. Dynamic speech imaging has been applied to analyze a va-
riety of articulator defects and speech disorders, such as cleft palate [1], nasal emission [2], 
hypernasality [3] and velopharyngeal insufficiencies [4]. However, the state-of-the-art dynamic 
imaging methods still suffer from low spatiotemporal resolution. Developing advanced dynamic 
imaging techniques that can significantly improve the spatiotemporal resolution of the dynamic 
speech images is critical towards deeper understanding of basic speech studies and better clinical 
diagnostics. 
Ideally, an effective dynamic speech imaging should provide: 1) non-invasive procedure to 
prevent interruption of natural speech; 2) good soft-tissue contrast to clearly visualize the vocal 
articulators and the affiliating vocal muscles; and 3) high spatiotemporal resolution to capture the 
fine features and fast motion of the vocal articulators. High spatiotemporal resolution is espe-
cially challenging. For instance, visualization of the tongue tip requires a spatial resolution better 
than 2 mm [5]; and sound production of some fricatives takes less than 75 ms to complete [6], 
which requires an effective temporal resolution of at least 26 frames per second.  
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Compared with other imaging methodologies, such as computerized tomography, video flu-
oroscopy and ultrasound, magnetic resonance imaging (MRI) has the unique capability to cap-
ture the speech dynamics with excellent soft-tissue contrast and high spatial resolution and 
without ionizing radiation risks. While conventional MRI suffers from low temporal resolution, 
recent development in MRI hardware and image reconstruction techniques has effectively re-
fined the temporal resolution and enabled significant progress in various dynamic imaging ap-
plications, such as cardiac MRI and functional MRI. This thesis focuses on applying an opti-
mized data acquisition scheme and an advanced MRI image reconstruction method to improve 
the spatiotemporal resolution of dynamic speech imaging.  
 
1.2  Problem statement 
 
This thesis attempts to improve the spatiotemporal resolution of dynamic speech imaging with a 
Partial Separability (PS) model-based imaging method. The Partial Separability (PS) model- 
based imaging method has been successfully applied to cardiac MRI imaging and achieved up to 
2000 times imaging speed acceleration [7]. Therefore, the PS model has great potential to im-
prove the spatiotemporal resolution for other dynamic MRI imaging applications. The hypothesis 
of this work is that the PS model-based imaging method can effectively improve the spatiotem-
poral resolution of dynamic speech imaging. Systematic simulations and preliminary in vivo ex-
periments are carried out to test this hypothesis.  
The PS model assumes that the dynamic object        is partially separable to the Lth-order 
[8], 
                  
 
   ,        (1.1) 
where the spatial basis function       describes spatial variations of the imaging object, and  
the temporal basis function       describes temporal variations of the imaging object. Corres-
pondingly, the data acquisition scheme consists of two parts, an imaging data set that captures 
spatial variation, and a navigator data set that captures temporal variation. Although acquisition 
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schemes of the imaging data set have been previously investigated [9], the navigator data acqui-
sition schemes have not been fully explored. This thesis attempts to find an optimized navigator 
sampling pattern to capture more accurate speech dynamics.  
Recent development of the PS model-based imaging method includes incorporating sparsity 
constraint in the image reconstruction and has shown benefits in cardiac MRI applications [10]. 
This thesis aims to investigate whether this sparsity constraint can lead to better reconstruction 
for dynamic speech imaging.  
 
1.3  Summary of contributions 
 
The contributions of this thesis are threefold. Firstly, the Partial Separability (PS) model has been 
employed to improve the spatiotemporal resolution for dynamic speech imaging. Simulations 
and experimental results have demonstrated that the PS model can capture articulator motion 
with high spatiotemporal resolution.  
Secondly, this thesis has explored multiple navigator sampling patterns in terms of their abil-
ities to capture accurate articulator motion. Specifically, a numerical speech phantom has been 
developed for the simulations of navigator sampling patterns. Reconstructions based on these 
sampling patterns were systematically compared in terms of qualitative and quantitative metrics. 
A spiral navigator has been shown to capture more accurate speech dynamics.  
Thirdly, this thesis has applied an existing PS model-based imaging method to improve re-
constructions in dynamic speech imaging. This imaging method improves fine features and tem-
poral dynamics of the basic PS reconstruction by imposing partial separability and spa-
tial-spectral sparsity. Improvements in reconstruction quality have been demonstrated with both 
numerical simulations and in vivo experiments.  
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1.4  Organization of the thesis 
 
This thesis is organized as follows: Chapter 2 gives a brief introduction to non-imaging-based 
and imaging-based methods for speech studies with an emphasis on reviewing the development 
of MR-based dynamic speech imaging. Chapter 3 describes the proposed (k, t)-space imaging 
method for dynamic speech imaging. It starts with a brief review of (k, t)-space imaging and then 
a detailed discussion of Partial Separability (PS) model-based imaging method. This chapter fo-
cuses on the Partial Separability (PS) model-based methods. Chapter 4 shows both simulation 
and experimental results illustrating the performance of the proposed method. Conclusions of 
this thesis are given in Chapter 5.  
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CHAPTER 2 
 
BACKGROUND 
 
 
2.1  Traditional techniques for speech investigation 
 
Speech is a vital body function that affects the quality of life. It serves as a basic means of verbal 
communication through which a speaker’s message can be perceived and understood by a listen-
er [5]. Despite its fundamental importance, speech can also have complex variations and has 
been a continuing research topic for multiple research areas, including linguistics, acoustics, pa-
thology, speech imaging and speech signal processing [5].  
Research in speech-related research areas can be generally divided into two broad categories: 
speech production and speech perception [5]. Speech production mainly studies the anatomical 
structure of vocal tract articulators, such as the lips, the tongue, the velum, as well as how these 
vocal tract articulators mutually interact to produce meaningful sound [5]. Figure 2.1 depicts a 
midsagittal view of the region of interest in speech production research. Major speech articula-
tors in the upper-airway vocal tract are indicated with white arrows when the speech subject 
holds a closed-mouth position. Unlike speech production, speech perception investigates how the 
human brain perceives and translates auditory signal [5]. Research in speech perception attempts 
to infer the perception process in the human brain by analyzing subtle difference in articulator 
motion. While research works in speech production and speech perception vary in their specific 
research attempts, their conclusions are usually based on observation of articulator motion in the 
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oropharyngeal region. It is important for both research areas, therefore, to be equipped with ef-
fective techniques to quantitatively measure subtle difference in speech dynamics. In general, 
two categories of approaches exist for the study of articulator motion, the imaging-based and 
non-imaging-based methods.  
 
 
Figure 2.1: Mid-sagittal view of the region of interest in speech research.  
(Image courtesy of Dr. Brad Sutton and Dr. Jamie Perry) 
 
2.1.1  Non-imaging-based approaches 
 
The non-imaging-based approach, as its name suggests, applies non-imaging modalities to col-
lect speech related signal. By analyzing the collected signal, one can indirectly infer the physio-
logical state of the speech production system. Examples of the non-imaging approach include 
electropalatography (EPG), electroglottography (EGG), electromyography (EMG), electromag-
netic articulography (EMA) and high-resolution manometry (HRM). EMG, EMA and HRM are 
three representative methods among these approaches. EMG measures the electric potential, am-
plitude and timing of the physiological signal in the muscle cells [11]. These parameters can pro-
vide information about the strength and duration of muscle contraction. Unusual patterns in mus-
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cle contraction may serve as signs of neuropathies, myopathies and neuromuscular junction dis-
eases [11]. EMA evaluates the motion of speech articulators by attaching tiny receiver coils on 
their surfaces [12]. A magnetic field is placed around the attached receiver coils to allow genera-
tion of electric signal when these receiver coils move. The electric signal can then be processed 
and interpreted as trajectories of articulator movement. Previous research in EMA has already 
enabled dynamic assessment of tongue function in patients with dysarthria, i.e., impaired ability 
to produce normal articulation [12]. Assessment of dysarthria is valuable for the understanding of 
defects in speech motor function and EMA serves as an important tool to evaluate motor func-
tions [12]. HRM usually examines speech muscle contraction with an array of flexible catheters 
connected to pressure transducers. These transducers can measure amplitude and timing of the 
contractile wave within a catheter array [13]. Recent developments in HRM have enabled diag-
nosis of lower esophageal sphincter (LES) relaxation errors [13]. Although there exists other ef-
fective non-imaging-based methods for speech studies and it is not possible to provide a com-
plete list of them, the above-mentioned non-imaging-based methods have already effectively 
enriched speech researchers’ ability to characterize speech function.  
 
2.1.2  Imaging-based approaches 
 
The imaging-based approach, however, enjoys twofold advantages when compared with its 
non-imaging-based counterpart. Firstly, the imaging-based approach can effectively distinguish 
local articulatory behaviors from global articulator movement in the vocal tract [14]. The vocal 
tract is usually regarded as a complex physiological system consisting of hard tissue structures 
(the jaw, the hard palate and the pharyngeal wall) and soft-tissue structures ( the tongue tip, the 
soft palate, the tongue dorsum, the velum and the epiglottis) [14]. Each individual structure in 
this complex physiological system displays its own movement pattern and couples with other 
structures to move in a highly correlated manner. For the non-imaging-based approach, it is 
usually difficult to differentiate the overall correlated articulator motion with the motion of each 
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individual articulator. This can be exemplified by the velum-pharynx system. While the velum 
body and the velum tip both contact the pharyngeal wall during speech production, they behave 
differently in how each of them approaches the pharyngeal wall. By simply analyzing a few pa-
rameters provided by non-imaging-based techniques, it is difficult to infer how the bulk of velum 
contacts the pharynx. With imaging-based techniques, however, it is straightforward to under-
stand how these structures move individually and collectively. Secondly, the imaging-based ap-
proach excels at providing direct visualization of the region of interest. Compared with the ab-
stract parameters provided by non-imaging-based methods, an image is a more straightforward 
way to indicate structural deformation and articulatory deficits in speech analysis. With accurate 
visualization of the speech dynamics, the imaging-based approach can better facilitate speech 
analysis [15 - 18]. This can be exemplified by clinical applications of the imaging-based tech-
niques to the diagnosis of sleep apnea [15], motor dysfunction [16], swallowing difficulty [17], 
and velopharyngeal insufficiency [18]. Research applications of the imaging-based approach in-
clude modeling the mechanism for fricative consonants [19]. Four imaging modalities have been 
traditionally employed to perform dynamic imaging-based experiments. These imaging modali-
ties include video endoscopy, ultrasound, video fluoroscopy and computerized tomography (CT). 
Each of these imaging modalities has its unique imaging principles and properties.  
 
2.1.2.1  Video endoscopy 
 
The video endoscopy is by its nature an optical imaging modality that visualizes the interior of 
the human body cavity with a light source [20]. This is usually done by directly inserting a flexi-
ble endoscope into the region of interest in the vocal tract. Specifically, the endoscope is often 
inserted through the oral cavity or nasal cavity. At the front end of the inserted endoscope, a 
camera with lighting device usually observes tissue color, articulator structure and micro vessel 
distribution and before it sends back imaging information through a flexible optical fiber [20]. 
Figure 2.2 depicts a typical image of the pharynx obtained by video endoscopy. 
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Figure 2.2: A typical video endoscopy image of the pharynx  
(Image courtesy of Dr. Brad Sutton and Dr. Jamie Perry) 
 
Although video endoscopy has a simple structure and simple imaging principle, it proves to 
be a useful tool in the detection of the surface lesions in the vocal tract. Malignant tissues and 
abnormal micro vessels in the vocal tract mucosa can be easily captured by comparing their 
shapes and colors with normal patterns [20]. Examples of video endoscopy examination include 
the assessment of vibratory and mucosal displacement [20] and the evaluation of voice prosthesis 
complications [21]. Recent development of video endoscopy also results in some variants that 
serve specific clinical purposes, such as panendoscopy and laryngoscopy [20, 21].  
The limitations of video endoscopy mainly come from the use of non-penetrating light. The 
imaging information obtained with video endoscopy is usually constrained to the surface view 
within a localized region [20]. Three-dimensional structures, especially soft-tissue articulators 
with obscuring moving structures below the surface, are difficult to observe and measure with 
video endoscopy. Also, the application of video endoscopy to speech study is limited by its inva-
sive nature. Patients in an endoscopy examination suffer from a great deal of discomfort since 
the endoscope tubes are usually inserted into the nasal cavity. Therefore, the application of en-
doscopy in dynamic speech imaging is not universal. 
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2.1.2.2  Ultrasound 
 
Unlike video endoscopy, ultrasound provides a less invasive way to explore the oropharyngeal 
structure. Instead of inserting an imaging instrument into vocal tract cavities, an ultrasound 
transducer focuses high-frequency or even ultrahigh-frequency sound waves into a sound beam 
before it injects this sound beam into the human body [22]. The injected sound beam traverses 
through soft-tissue structures and bounces back when it approaches boundaries between air, tis-
sues and bones [22]. Usually the sound beam returns with a small proportion of its original ener-
gy. This energy can be captured by the transducer and then converted into voltage signals [22]. 
By calculating the timing and amplitude between sound production and reception, the location of 
soft-tissue articulators can be analyzed and determined. A multichannel transducer is often used 
when an imaging plane needs to be imaged. The non-invasive nature of ultrasound renders it a 
promising technique for dynamic speech imaging.  
Ultrasound has been widely applied to image vocal tract structure and tongue movement 
[23]. Since ultrasound has a limited imaging depth due to signal loss, the transducer is often 
placed between the lower chin and the upper glottis to fully utilize its imaging range. With this 
method, speech movement in the lower tongue surface and the upper tongue surface can be ef-
fectively captured. Previous researchers have applied ultrasound to analyze 2D tongue movement 
[22], reconstruct 3D tongue surface [23], model 3D tongue movement [24], assist language pa-
thology study [25] and detect gastro-oesophageal carcinoma [26]. For tongue-movement-related 
applications, ultrasound successfully carries out the experiment with satisfactory imaging speed.  
Although ultrasound is a non-invasive imaging modality without significant biohazards, it 
suffers from two drawbacks [22]. First, ultrasound has decreased imaging range when it encoun-
ters a mixture of soft-tissue types. Energy loss of ultrasound due to both reflection and diffrac-
tion prevents ultrasound from probing deeper soft-tissue structures, such as the tongue tip and the 
velum. Secondly, ultrasound has lower soft-tissue contrast when it is compared with other imag-
ing modalities. Therefore, ultrasound is not an ideal imaging method for speech research.  
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2.1.2.3  Video fluoroscopy and computerized tomography 
 
Compared with ultrasound, video fluoroscopy and computerized tomography (CT) can be ap-
plied without worrying about reflections and signal loss at soft-tissue boundaries. Video fluoros-
copy is often referred to as “motion X-ray” that combines conventional X-ray fluoroscopy with 
real-time visualization techniques to provide a series of X-ray images [27]. An X-ray beam tra-
vels through the human body from one side and meets an X-ray receiver on the other side with 
part of its energy absorbed by all types of tissues along the beam path [27]. The received X-ray 
signal carries information about tissue structures and can be reconstructed as two-dimensional 
projections of a three-dimensional human body structure [28].  
Video fluoroscopy has been widely applied to dynamic speech imaging due to the popularity 
of existing X-ray imaging systems [27]. Previous research has exploited video fluoroscopy to 
develop vocal tract models [27], monitor speech disorders [28], explore swallow process [29] 
and investigate dysphagia in stroke patients [30]. These applications have made video fluoros-
copy the “gold standard” imaging modality for many speech experiments. However, the imaging 
principle of the video fluoroscopy determines that it is not an ideal imaging modality for the ar-
ticulator motion analysis since it dependents heavily on the analysis of X-ray attenuation, which 
is significant larger for bones than for soft-tissues [27]. The projected image, therefore, is more 
sensitive to the overlying bone structures but less sensitive to soft-tissue structures beneath the 
bones [27]. This can be demonstrated with Fig. 2.3 that depicts a midsagittal view of the vocal 
tract obtained from video fluoroscopy. As can be seen in the image, jaw bones can severely ob-
scure important movements of soft-tissue articulators beneath them. 
Compared to video fluoroscopy, CT has stronger ability to provide soft-tissue contrast and 
has a dissimilar strategy to encode spatial information of the object [31]. Instead of projecting the 
imaging slice from a fixed angle, CT obtains projections of the imaging slice from multiple pro-
jection angles [31]. Obtaining data from more than one projection angle allows the ensemble of 
the acquired data to be combined and reconstructed as a two-dimensional image according to the 
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projection slice theorem [31]. While soft-tissue structures and hard tissue structures are over-
lapped in X-ray, these structures can be distinctive in CT. With this unique feature, CT is gradu-
ally replacing video fluoroscopy in imaging oropharyngeal structures. Recent developments in 
CT have even replaced the traditional X-ray spiral CT with electron beam CT that yields higher 
spatiotemporal resolution and imaging speed [31]. These developments provide the speech re-
search community with powerful tools to analyze speech dynamics.  
While video fluoroscopy and CT provide high imaging speed and high spatial resolution, 
their usage in studying speech dynamics is limited by the use of ionizing radiation [31]. With 
both modalities, it is not feasible to carry out large-scale study of normal speech and swallowing 
function since the speech subjects are inevitably exposed to excessive ionizing radiation. 
 
 
Figure 2.3: A typical video fluoroscopy image of the upper vocal tract  
(Image courtesy of Dr. Brad Sutton and Dr. Perlman) 
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2.2  MR-based dynamic speech imaging 
 
Dynamic MRI serves as a powerful technique to image speech dynamics in full three dimensions 
[10]. As a non-ionizing imaging modality, MRI measures proton density of soft-tissue structures 
from arbitrary imaging planes across the entire vocal tract. These preferable characteristics of 
MRI give it special advantage to serve as a dynamic speech imaging modality. Despite its poten-
tials, the application of MRI to capture the spatiotemporal speech dynamics is usually limited by 
low imaging speed [10]. Therefore, a lot of research has focused on capturing the spatiotemporal 
features of natural speech production with limited MR imaging speed.  
Early applications of dynamic MRI to speech imaging have been largely constrained to pro-
longed utterance [32]. Although MR imaging speed is slow compared to the natural movement of 
vocal tract articulators, it is possible to hold a specific articulator motion within a period of time 
so that the original dynamic imaging problem can be reduced to an easier structural scan problem. 
Articulator motion observed with this method is usually produced by simple vowels, such as /a/ 
and /i/. Under this simplified version of normal articulations, researchers were able to identify 
correlation between articulator shaping and speech characteristics. Examples include the evalua-
tion of functional positions for the tongue and soft palate [32], and the investigation of a vocal 
tract transfer function between spatial position and speech frequencies [33]. Despite these suc-
cesses, the bottleneck of this “prolonged utterance” strategy lies in the fact that only one static 
image is sampled among the entire speech production process and no transition between natural 
articulations can be captured [33]. With only one single image, subconscious transitions that 
cannot be arbitrarily controlled by the speech subject can hardly be captured [33]. Therefore, the 
early success in prolonged utterance had inspired researchers to capture the entire articulations in 
a more natural manner.  
Speech gating techniques have been later proposed to obtain the “averaged articulator mo-
tion” by acquiring k-space data across multiple repetitions [34]. In order to merge the gap be-
tween fast-changing articulator motion and limited imaging speed, the gating technique was 
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proposed to enable sampling k-space data from multiple repetitions of periodic utterance [34]. 
The feasibility of the gating technique is deeply rooted in two fundamental assumptions. Firstly, 
the MR acquisition speed only allows a small number of k-space lines to be sampled within any 
time instance. Secondly, articulator motion across all repetitions is assumed to be identical. Spe-
cifically, in each individual repetition, non-overlapping k-space lines are chosen. At the end of all 
repetitions, the entire k-space is fully covered by using data from each repetition. In this manner, 
acquiring k-space data from multiple repetitions is equivalent to instantaneous sampling the en-
tire k-space in one repetition. Notable applications of this technique include the detection of cleft 
palate movement at a speed of 30 frames per second [34], as well as the discovery of complex 
tongue-palate interaction with 30 ms temporal resolution [35].  
While the speech gating technique effectively increases the temporal resolution of speech 
experiments, the resultant spatiotemporal resolution is subject to the speaker's ability to repro-
duce consistent articulation motion across multiple repetitions [36]. Motion artifacts will appear 
in the reconstructed image even when slight motion variation exists among some of the repeti-
tions. Previous research has demonstrated that slight motion variability may heavily corrupt spa-
tiotemporal dynamics for even simple utterance, such as "golly" [36]. Moreover, this technique 
requires accurate synchronization for each repetition [35]. Mismatch between the speech articu-
lation and indexing timing would also severely degrade reconstruction [35]. These characteristics 
of the gating technique switched researchers’ attention to real-time speech acquisition.  
 
2.3  Challenges in visualizing articulatory dynamics 
 
Recent research on dynamic speech MRI has mainly focused on real-time acquisition. The term 
“real-time” in this thesis doe not refer to simultaneous data acquisition and image reconstruction. 
Rather, “real-time” merely suggests “non-gated acquisition”. Natural speech variations across 
repetitions of speech samples are allowed in real-time acquisition. Instead of acquiring the “av-
erage articulator motion” in speech gating techniques, the articulator motion in real-time acquisi-
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tion does not need to be periodic at all.  
Real-time acquisition of speech dynamics has high demand on both data acquisition and 
image reconstruction. The low-speed nature of MR acquisition continues to limit real-time data 
acquisition of rapidly changing articulator motion [37]. Conventionally, acceleration in imaging 
speed is realized through two approaches: specialized hardware and advanced pulse sequences. 
These approaches include the design of fast pulse sequences and efficient sampling trajectories to 
traverse k-space [37 - 39], as well as the use of parallel imaging techniques to speed up image 
acquisition [40 - 42]. An example of these approaches is the implementation of a spiral FLASH 
sequence to sample the k-space at high imaging speed [43, 44]. With this advanced FLASH se-
quence, the imaging speed is sufficient to observe some periodic stop consonants [45], which 
usually requires an effective temporal resolution of 10 ~ 20 frames per second. However, recent 
development of dynamic speech applications requires real-time visualization of speech dynamics 
in multiple imaging planes [46]. Visualization of speech dynamics simultaneously in the midsa-
gittal, the coronal and the axial planes would require higher acceleration in imaging speed that 
conventional methods can hardly offer. Therefore, further acceleration needs to be enabled by 
taking advantage of the spatiotemporal correlation of the desired speech dynamics. Chapter 3 
will discuss in detail how further acceleration in imaging speed is achieved.  
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CHAPTER 3 
 
PROPOSED METHOD 
 
 
3.1  Sparse sampling in (k, t)-space 
 
3.1.1 Limits on (k, t)-space Nyquist sampling 
 
In static MR experiments, the relationship between the measured data,     , and the targeted 
image function,     , can be expressed as a Fourier transform relationship,  
                    ,                        (3.1) 
where r = (x, y)
T
, x and y denote the two-dimensional spatial coordinates, k = (kx, ky)
 T
, kx and ky 
denote the two-dimensional k-space coordinates. In dynamic MR experiments, however, due to 
the time-varying nature of the objects being imaged, this k-space description alone is inadequate 
in expressing temporal events. Instead, the (k, t)-space has been proposed as an extended de-
scription to encompass both spatial and temporal variation [47]. Under the (k, t)-space descrip-
tion, the measured data can be extended as        and the imaging equation can be rewritten as,  
                        ,                      (3.2) 
where t denotes the imaging time frames. If        is support limited, it may seem that an ideal 
image can be obtained as long as the (k, t)-space is sampled at the spatiotemporal Nyquist rate. 
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In practice, however, it is usually difficult to attain the Nyquist sampling rate simultaneously in 
space and time. This is because the temporal sampling speed that satisfies temporal Nyquist rate 
often leads to low spatial resolution and vice versa.   
An intrinsic compromise exists between the spatial resolution and the temporal resolution in 
dynamic speech imaging. Without loss of generality, let us assume the (k, t)-space data points fall 
on a Cartesian grid at discrete time points. The sampled data points can be expressed as 
                         
                      ,      (3.3) 
where     and     denote sampling spacing in the frequency encoding and phase encoding di-
rections respectively,   denotes the time instant for discrete sampling. If we further assume that 
the targeted image function,           has bounded spatial support in the (x, f)-space, 
                                  ,               (3.4) 
where FOVx and FOVy denote the field-of-view in each spatial direction. The Nyquist sampling 
theorem asserts that the k-space intervals      and     must satisfy the following requirement 
in order to avoid spatial aliasing in the reconstructed image function           [48], 
      
 
    
       
 
    
                      (3.5) 
where the reconstructed image has a spatial resolution defined by the following inequalities,  
     
 
       
      
 
       
                     (3.6) 
where    denotes number of samples in the horizontal direction and    denotes the number of 
samples in the vertical direction. Let    denote the sampling time it takes to collect all samples 
from a readout line in the k-space and if Cartesian sampling is assumed in this case, the total data 
acquisition time T is given by 
                                   (3.7) 
Given the limited MR imaging speed, if the temporal Nyquist rate were to be satisfied, the tem-
 18 
 
poral resolution is usually increased by reducing the number of phase encoding lines. This is be-
cause the value of    is usually constrained by both physical and physiological considerations. 
However, according to inequalities (3.6), reducing the number of phase encoding lines gives rise 
to worse spatial resolution. Therefore, it is unrealistic to achieve temporal Nyquist rate sampling 
and spatial Nyquist rate sampling at the same time. This is the intrinsic compromise that limits 
Nyquist rate sampling in the (k, t)-space.  
The above compromise can be better understood in the (k, t)-space and its conjugate space, 
the (x, f)-space. Figure 3.1(a) depicts an ideal instantaneous sampling pattern for an exemplary 
signal in the (k, t)-space. If this signal is acquired with the ideal sampling pattern, in the (x, 
f)-space we have a un-aliased bounded support for the signal, as can be seen in Fig. 3.1(b). 
However, in practice the signal is usually sampled in a time-sequential manner, i.e., only one 
phase encoding line can be sampled within any time instant. The corresponding time-sequential 
sampling pattern, as depicted in Fig. 3.2(a), can be regarded as a temporally undersampled pat-
tern of the ideal sampling pattern. This temporal under-sampling reduces sampling data points in 
the (k, t)-space and hence increases temporal resolution.  
 
 
(a)                             (b) 
Figure 3.1: (a) The ideal instantaneous sampling pattern in the (k, t)-space. Each black dot de-
notes a sampled phase encoding line. (b) The bounded spatial-spectral support for a typical dy-
namic signal. 
ky 
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(a)                              (b) 
 
                                     (c) 
 
Figure 3.2: (a) The time-sequential sampling pattern in the (k, t)-space. Black dots denote sam-
pled phase encoding lines, while white dots denote phase encoding lines that are not sampled. (b) 
The point spread function in the (x, f)-space corresponding to the sampling pattern in (a). (c) 
Replicas of the original spectra overlap in the (x, f)-space. Overlapping in the (x, f)-space intro-
duce aliasing.  
 
According to sampling and interpolation theory, since the (k, t)-space and the (x, f)-space are re-
lated by the Fourier transform, temporal under-sampling creates replicates in the (x, f)-space. 
These replicates are arranged by the point spread function in the (x, f)-space, which is the spatial 
Fourier transform of the (k, t)-space sampling pattern. The point spread function in the (x, 
f)-space is depicted in Fig. 3.2 (b). Let us assume the (k, t)-space is highly undersampled in time. 
In this case, although a high reduction factor is achieved in the overall sampling time, the spac-
ing between point spread function corresponding to this (k, t)-sampling pattern will be “squeezed” 
ky ky 
y 
f 
t t 
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on the frequency direction. Since the (x, f)-spectrum can be regarded as the convolution of the 
original spectra with a point spread function, replicates of (x, f)-spectra will be densely allocated 
according to the point spread function. As a result, these replicates will overlap in the (x, f)-space, 
as is depicted in Fig. 3.2 (c). This overlap will in turn cause irresolvable motion-related artifacts 
in the reconstructed image. Under the (k, t)-space and (x, f)-space framework, overlapping (x, 
f)-spectrum is the fundamental reason that prevents high temporal resolution and high spatial 
resolution from being achieved simultaneously.  
The above analysis also suggests the significance of increasing the data acquisition speed. 
The intrinsic compromise between the temporal resolution and spatial resolution is, by its nature, 
caused by the limited MR imaging speed. If the data acquisition speed can be effectively boosted, 
both temporal resolution and spatial resolution can be increased and sharper temporal variations 
can be observed within a same period of time since data acquisition speed, spatiotemporal reso-
lution and speech dynamics are interdependent parameters. Improvement in these parameters is 
of great value to dynamic speech and cardiac imaging research. Furthermore, reduction in data 
acquisition time accelerates the overall MR scanning procedure and is a practical concern in re-
ducing long MR examination for clinical purposes. Given these benefits, it is natural to increase 
the imaging speed by resorting to two general approaches: First, to sample the (k, t)-space with 
higher sampling rate. Second, to sample less (k, t)-space within the same period of time. Com-
pared with the first approach, the second approach is apparently more difficult since it requires 
advanced (k, t)-space models to sparsely sample and reconstruct the acquired data.  
 
3.1.2 Existing sparse sampling strategies in (k, t)-space 
 
Three fundamental approaches exist to accelerate data acquisition in dynamic MR imaging: the 
pulse sequence-based approach [37 - 39], the parallel imaging-based approach [40 - 42] and the 
signal processing-based approach [49 - 59]. The first two approaches have gone through decades 
of development and have been thoroughly discussed in relevant literatures [37 - 42]. However, 
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the signal processing-based approach not only enables accelerated imaging, but can also incor-
porate fast pulse sequences and advanced hardware systems to yield even higher imaging speed. 
Therefore, in this thesis we will briefly introduce the sequence-based and hardware-based ap-
proaches and focus our discussion on the signal processing-based approach.  
The sequence-based methods aim to sweep through the (k, t)-space at higher imaging speed. 
Specifically, imaging speed is accelerated by combining fast pulse sequences, efficient trajecto-
ries and high-performance gradient systems to traverse the (k, t)-space faster. Examples of fast 
pulse sequences include FLASH [37], FISP [38], EPI [39] and their variants. These pulse se-
quences can be implemented with various k-space trajectories such as the Cartesian trajectories, 
the radial trajectories and the spiral trajectories to improve imaging speed. After decades of de-
velopment, the sequence-based methods have already provided a variety of fast imaging options. 
However, the potential of these methods is mainly constrained by the energy deposit due to RF 
exposure and potential stimulation to the human peripheral nerve system.  
The parallel imaging-based methods improve temporal resolution by exploiting the physical 
potential of specialized devices, such as multichannel receiver coils. Parallel imaging is a repre-
sentative technique that falls into this category. Examples of typical parallel imaging techniques 
include SENSE [40], SMASH [41], GRAPPA [42] and their variants. Although these techniques 
may differ in their specific strategies to combine multichannel data, invariably they distribute the 
phase encoding portions of the field of view among an array of receiver coils and carry out these 
tasks in parallel. Sensitivity information of each coil allows the acquired data from multiple re-
ceiver coils to be later combined into a full field of view image [40]. However, the ability of pa-
rallel imaging techniques to accelerate dynamic imaging is mainly compromised by the SNR 
penalty [49]. As has been discovered in some literatures, SNR is proportional to the square root 
of total MR scanning time [49]. With reduced scanning time, the SNR in parallel imaging is 
consequently lower than conventional data acquisition. SNR may be further reduced by the spe-
cific image reconstruction technique used, such as SENSE and SMASH [49]. Despite parallel 
imaging techniques, other hardware-based sampling techniques also have their intrinsic limits. 
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The signal processing-based methods accelerate the imaging speed by taking advantage of 
the spatiotemporal properties of the image function. Specifically, spatiotemporal correlation al-
lows sparse sampling of the (k, t)-space without significantly losing signal dynamic. Sparse sam-
pling can be usually performed either in time, in k-space or in both in time and k-space. Since the 
sparsely sampled data often lead to aliasing, an effective imaging method usually needs to em-
ploy additional constraints to reconstruct signal dynamics. By incorporating different constraints 
to regularize reconstruction, images recovered from sparse sampling can have various properties.  
A variety of signal processing-based methods have been proposed to accelerate dynamic 
imaging. One way to categorize these methods is through the constraints that are imposed in im-
age reconstruction. In this way, most of the signal processing-based methods can be placed into 
one of four categories: (1) Methods that rely on the packing of bounded spatial-spectral support. 
Examples of these methods include UNFOLD [50], TSENSE [51], PARADIGM [52] and PA-
RADISE [53]. (2) Methods that rely on the spatiotemporal correlation in acquired data. Exam-
ples of these methods include k-t SENSE [54] and k-t BLAST [55]. (3) Methods that rely on 
signal sparsity in a transformed domain. Examples of these methods include k-t FOCUSS [56] 
and k-t SPARSE [57]. (4) Methods that rely on partial separability of the dynamic signal. Exam-
ples of these methods include PS [58] and PS SPARSE [59]. While there have been other alter-
native schemes to sample and reconstruct the (k, t)-space data, this thesis does not aim to provide 
an exhaustive review of all the methods.  
 
3.1.2.1  UNFOLD and PARADIGM 
 
UNFOLD (un-aliasing by Fourier-encoding the overlaps using the temporal dimension) and 
PARADIGM (patient-adapted reconstruction and acquisition dynamic imaging method) are two 
representative imaging schemes that are based on the packability of the bounded spatial-spectral 
support. Let us start from UNFOLD to explain the mechanism of these schemes.  
UNFOLD is based on three underlying assumptions [60]. Firstly, a dynamic signal is as-
 23 
 
sumed to be comprised of two portions, a dynamic portion and a static portion [60]. Secondly, 
both the dynamic portion and the static portion are assumed to be support limited in the (x, 
f)-space [60]. Thirdly, the “effective” support in the (x, f)-space should be packable [60]. Figure 
3.3 depicts an example of a typical (x, f)-support consisting of two rectangles. As can be seen, 
the “fat and tall” rectangle represents the dynamic portion that has larger temporal frequency 
span but less spatial coverage [60]. On the contrary, the “thin and flat” rectangle represents the 
static portion that has less temporal frequency bandwidth but more spatial coverage [60]. The 
signal intensity outside this “cross-shape” support is usually assumed to be zero.  
 
Figure 3.3: UNFOLD assumes “cross-shape” support in the (x, f)-space. 
 
With these three assumptions, the data acquisition scheme in UNFOLD is designed in a way that 
both the dynamic portion and the static portion are allowed to reside in the same temporal fre-
quency interval but are modulated with a distinctive phase [50]. The original UNFOLD algo-
rithm introduces spatial shift in (k, t) sampling pattern to realize this goal [50]. Suppose a shift 
    is applied to the sampling pattern in the phase encoding direction, 
                                         
 
    
 
               (3.8) 
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where     denotes the spatial sampling interval in the phase encoding direction,    denotes the 
temporal sampling interval,         denotes the desired image function in the (k, t)-space and 
           denotes the acquired data. If the inverse spatial Fourier transform is applied to both 
sides of equation (3.8), the following relation can be easily obtained,  
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         (3.9) 
The right-hand side of equation (3.9) denotes summation over the replicas of the desired image 
function modulated by a phase term of                  . From this expression, it is obvious 
that the desired image function can be separated by applying a temporal filter if there is no over-
lap in the (x, f)-space [61].  
The data acquisition scheme in UNFOLD can also be considered as a lattice sampling 
scheme in the (k, t)-space [61]. In the lattice sampling scheme presented in [61], the correspond-
ing “cross-shaped” (x, f)-support can be packed more densely in a way that minimal “wasted 
space” is left. From this perspective, manipulation of the phase term in equation (3.9) is by its 
nature seeking a tighter way to embed signal support in the (x, f)-space [61]. This can be illu-
strated with Fig. 3.4. Figure 3.4(a) depicts the conventional sampling pattern in the (x, f)-space. 
In this pattern, replicates of the (x, f)-spectrum are arranged on a Cartesian grid. If this pattern is 
used for sampling, a lot of empty (x, f)-space is created and thus burdens the sampling require-
ment in the (k, t)-space. However, Fig. 3.4 (b) depicts the UNFOLD sampling pattern in the (x, 
f)-space. In this pattern, replicates of the (x, f)-spectrum are arranged on a sheared lattice. Com-
pared to the conventional sampling pattern in Fig. 3.4(a), the UNFOLD pattern has a tighter spa-
tial arrangement in the (x, f)-space, which is helpful for reducing the sampling requirement in the 
(k, t)-space [61]. These results demonstrate how UNFOLD accelerates (k, t)-space sampling with 
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efficient spectral packing.  
 
(a)                           (b)  
Figure 3.4: (a) Conventional (x, f)-sampling pattern. (b) UNFOLD (x, f)-sampling pattern.  
 
UNFOLD provides a straightforward reconstruction technique for the sparsely sampled data in 
the (k, t)-space [50]. Its significance not only lies in increasing the temporal resolution of the re-
constructed image, but also sheds light upon viewing (k, t)-space sampling as a lattice sampling 
scheme [61]. Also, the UNFOLD method can be combined with parallel imaging techniques to 
yield further acceleration. However, the acceleration factor of UNFOLD is mainly restricted by 
its assumption on the “cross-shape” (x, f)-support, which prevents UNFOLD from packing sup-
port in a denser way.  
PARADIGM is different from UNFOLD in its assumption on the (x, f)-support. UNFOLD 
assumes a “cross shape” (x, f)-support for all the objects to be imaged. In reality, however, it is 
unwise to make such an assumption since the support information is patient-dependent and ap-
plication dependent [52]. If wrong assumptions about the (x, f)-support are made, model mis-
match in reconstruction is likely to cause aliasing. Instead of assuming a fixed (x, f)-support for 
every object, PARADIGM adopts a patient-specific (x, f)-support and offers patient-adaptive re-
constructions based on this support [52]. Specifically, PARADIGM makes the following three 
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assumptions: Firstly, the (x, f)-support with non-negligible energy is band-limited and packable 
[52]. Secondly, the (x, f)-support is assumed to possess a harmonically-related multiband struc-
ture [52]. This multiband structure comes naturally as the result of periodic or quasi-periodic 
motion in the region of interest [52]. Periodicity in dynamic motion suggests that the (x, 
f)-support does not cover a broad temporal frequency spectrum; rather, only a few locations on 
the temporal frequency axis are covered. In addition, the width of the (x, f)-bands depends on the 
temporal variation of the specific dynamic motion being imaged. Greater motion variability 
usually accompanies wider width of the multiband structure and vice versa. Thirdly, reconstruc-
tion of a dynamic image sequence can be obtained from simply filtering the acquired data with a 
band-pass filter [52]. These three assumptions allow for a more precise determination of (x, 
f)-support and result in a tighter lattice sampling scheme than that of UNFOLD.  
 
Figure 3.5: The PARADIGM (x, f) –support.  
 
The PARADIGM scheme can be decomposed into three major steps: the preparation step, the 
data acquisition step and the image reconstruction step [52]. In the preparation step, a navigator 
signal is acquired on the object to be imaged in order to determine the k-space region of interest 
  as well as the (x, f)-support  .   is usually determined as the union of all k-space region of 
interest estimated from the navigator signal [52]. Similarly,   is usually determined as the union 
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of all (x, f)-support estimated from the navigator signal [52],  
                               ,                      (3.10) 
where           denotes the (x, f)-support and    denotes the temporal Fourier transform ma-
trix. If the object to be imaged in PARADIGM has periodic or quasi-periodic motion [52], ac-
cording to the Fourier transform properties,   displays a multiband structure in the (x, f)-space, 
as is depicted in Fig. 3.5. 
With prior knowledge about the (x, f)-support, the sampling strategy in the data acquisition 
step aims to design an optimized trajectory that minimize the overall data acquisition time [52]. 
The design of an optimized sampling scheme is based on two basic assumptions. Firstly, the (x, 
f)-support information, especially   and  , can be effectively determined from the navigator 
signal. Secondly, a lattice sampling scheme is used to acquire data due to the physical and physi-
ological limitations during data acquisition [52]. These assumptions guarantee that the sampling 
scheme designed in the data acquisition step is patient-adaptive and realistic for hardware im-
plementation. Specifically, lattice sampling aims to optimize the sampling period [52],  
                      ,                       (3.11) 
where   denotes the sampling period,      denotes the optimized sampling period,      de-
notes the optimized lattice on which data are acquired, which can be determined by , 
          
      
       
    ,                       (3.12) 
where   denotes the sampling lattice,      denotes the ensemble of all lattices that span   
[52]. In practice, the optimized sampling lattice can be determined by imposing some geometric 
constraints [52].  
Given the acquired data, image reconstruction of        in PARADIGM is straightforward. 
Specifically, reconstruction can be performed in two steps. Firstly, the acquired data      is 
processed with a multidimensional band-pass filter, which is equivalent to convolving the ac-
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quired data with an interpolation kernel       [52]. Mathematically, this can be expressed as, 
                    
 
 
    ,                    (3.13) 
where convolution in equation (3.13) is performed in both k and t [52]. Secondly, the desired 
image sequence can be calculated from the Fourier transform of the filtered data. Since the above 
equation involves summation within only finite steps, the reconstruction error can be easily con-
trolled by changing a series of parameters, such as the shape of interpolation kernel   and the 
sampling period   [52]. Previous research has also given a series of theoretical bounds for vari-
ous image quality metrics and image acquisition parameters [52].  
Compared to UNFOLD, PARADIGM offers a more adaptive imaging scheme since its (x, 
f)-support is determined from the patient-specific navigator signal rather than a predetermined 
geometric shape [52]. In addition, a higher level of (x, f)-support packability is achieved in PA-
RADIGM since the harmonically-related multiband structure makes better use of the (x, f)-space 
than the “cross shape” support in UNFOL [52]. Greater packability in PARADIGM further re-
duces the temporal and spatial sampling requirements in the (k, t)-space compared to UNFOLD. 
However, feasibility of PARADIGM lies in the assumption on the multiband (x, f)-support. If the 
signal dynamics in the region of interest severely violate periodicity, the performance of PARA-
DIGM may be compromised since the harmonic band structure no longer holds. 
 
3.1.2.2  k-t BLAST and k-t SENSE 
 
k-t BLAST (k-t broad-use linear acquisition speedup technique) and k-t SENSE (k-t sensitivity 
encoding) are two representative imaging schemes that take advantage of the spatiotemporal 
correlations to allow sparse sampling and reconstruction from sparsely sampled data. k-t BLAST 
and k-t SENSE share the same imaging principle and imaging scheme but can be applied to dif-
ferent dynamic imaging situations. Specifically, k-t BLAST is used with a single receiver coil, 
while k-t SENSE is used with multiple receiver coils.  
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If a dynamic imaging signal is very sparsely sampled in the (k, t)-space, according to basic 
Fourier transform relationship, the corresponding aliased (x, f)-spectrum can be regarded as an 
ensemble of superimposed original signal spectrum arranged according to a point spread function 
[63]. The purpose of k-t BLAST and k-t SENSE, therefore, is to un-alias each voxel by redistri-
buting its value back to each contributing voxel before the temporal Fourier transform is applied 
to obtain the original time sequence [63]. Without loss of generality, let us start from k-t SENSE 
to explore how aliasing in (x, f)-space can be resettled. Mathematically, this is realized by mod-
eling the un-aliasing process as a minimum norm problem, where estimated value of each con-
tributing voxel is determined by the weighted minimum norm solution [63]. If we further assume 
that the imaging system has time invariant coil sensitivity, un-aliasing in k-t BLAST can be 
briefly expressed as the following equation,  
             ,                          (3.14) 
where    denotes the desired un-aliased image in (x, f)-space,   denotes a diagonal matrix with 
its diagonal entries representing an estimate of signal magnitudes of the contributing voxel,   
denotes a row vector with all entries being 1 and     denotes the aliased image in the (x, 
f)-space [63]. Solution in equation (3.14) can be obtained by expanding the Moore-Penrose 
pseudo inverse in equation (3.14) [63],  
                    .                       (3.15) 
With simple mathematical manipulation, equation (3.15) can be further expanded as [63],  
   
      
  
     
 
      
 
   
                             (3.16) 
where    denotes the diagonal entries of   and N denotes the number of voxels. Equation 
(3.16) suggests that   can be recovered from     by reallocating the aliased voxel values 
based on estimates of relative signal power of each contributing voxel [63]. From an imaging 
perspective, the relative signal power in equation (3.16) determines the region in which signal 
variation is more likely to concentrate in the (x, f)-space and serves as a reference for realloca-
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tion of voxel values [63].   
From equation (3.15) and equation (3.16), it is obvious that the feasibility of k-t BLAST and 
k-t SENSE lies in an accurate estimation of the magnitudes of contributing voxels [63]. In k-t 
BLAST and k-t SENSE, a training data set is introduced to obtain an estimate of these voxel 
magnitudes before the original image is un-aliased. Specifically, both k-t BLAST and k-t SENSE 
adopt a composite data acquisition scheme that is made up of two major steps, the acquisition of 
a training data and the acquisition of an imaging data [63]. The training data set is used to pro-
vide estimate of voxel magnitudes and the imaging data set is used to recover the targeted image 
sequence [63]. An example of this composite imaging scheme is depicted in Fig. 3.6. 
 
 
Figure 3.6: The (k, t)-sampling pattern in k-t BLAST and k-t SENSE. Red dots denote the train-
ing data set and blue dots denote the imaging data set.  
 
From Fig. 3.6, it is obvious that the training data set is acquired in high temporal resolution and 
low spatial resolution. On the contrary, the imaging data set is acquired in high spatial resolution 
and low temporal resolution. In the training data set, the resultant low spatial resolution image is 
usually used to determine the diagonal entries of the weighting matrix  , which is later used to 
facilitate the reconstruction of   according to equation (3.16). In practice, k-t BLAST and k-t 
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SENSE have further consideration:   is regarded as being fluctuating around a baseline 
ue     [63], which is also incorporated into equation (3.15) to assist image reconstruction.  
Given   and     , k-t BLAST modifies equation (3.15) and straightforwardly carry out recon-
struction according to the following equation [63], 
       
                        ,               (3.17) 
where   denotes the noise variance. For k-t SENSE, since sensitivity information of each re-
ceiver soil can be obtained, the above equation can be generalized to the following equation [63],  
       
                        .               (3.18) 
Replacing the row vector   in k-t BLAST with   in k-t SENSE brings twofold benefits. On the 
one hand, an underdetermined problem in k-t BLAST can be transformed into an overdetermined 
problem in k-t SENSE under some specific conditions [63]. On the other hand, since the obtained 
training data has limited spatial resolution, the sensitivity information can be used to provide ex-
tra information to assist reconstruction. In this manner, k-t SENSE excels k-t BLAST in a way 
that more information can be combined for reconstruction [63]. From the above description of 
both k-t SENSE and k-t BLAST, it is not difficult to find their shared dependence on one funda-
mental assumption: the motion pattern learned from training data should be representative of the 
motion occurred in the imaging data set [63]. As long as this motion pattern remains the same for 
both data sets, reconstruction according to equation (3.17) and equation (3.18) can be used to 
represent genuine signal dynamics [63]. However, if the motion patterns obtained from the two 
stages do not match, some model-induced misregistration may degrade final reconstruction.  
 
3.1.2. 3  k-t FOCUSS and k-t SPARSE 
 
k-t SPARSE and k-t FOCUSS are two representative compressed sensing based imaging schemes 
that take advantage of signal sparsity in transformed domains [56, 57]. Specifically k-t SPARSE 
makes use of signal sparsity in the wavelet-frequency domain and k-t FOCUSS makes use of 
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signal sparsity in the spatial-temporal frequency domain. Although both imaging schemes may 
vary in their specific algorithm and implementation, they share their common origin in the com-
pressed sensing theory. Before we discuss the details about both schemes, let us first briefly re-
view the compressed sensing theory.  
The compressed sensing theory is deeply rooted in the compressibility or sparsity in natural 
images [56]. Sparsity of an acquired image suggests that a sparsifying transform can be applied 
to convert that image into a certain transform domain where only a few non-zero coefficients ex-
ist [64]. Given the compressibility of an image or sparsity of the targeted signal, the compressed 
sensing scheme aims to sample a compressed amount of data, instead of the amount of data in-
dicated by the Nyquist criterion, and recover the undersampled data through sparsity-promoting 
algorithms [64]. Compared with conventional approaches that acquire a large amount of data, 
compressed sensing theories depend heavily on the inherent correlation in the signal of interest to 
significantly reduce sampling requirements [64].  
Mathematically, the compressed sensing theory aims to obtain a sparse solution for the fol-
lowing equation [64], 
                                   (3.19) 
where d denotes a length-M measured data,   denotes an M × N encoding matrix,   denotes 
the desired image of interest, and   denotes a noise vector with a length of M. Since A is usual-
ly regarded as a matrix with full row rank, equation (3.19) is an underdetermined system with a 
large number of candidate solutions. However, compressed sensing theory guarantees a unique 
solution to the above inverse problem by making two assumptions. Firstly, the desired solution is 
assumed to be sparse or highly compressible [64],  
       ,                               (3.20) 
where   is a sparsifying transform matrix and   is a sparse representation of   in the trans-
formed domain. Secondly, matrix   is assumed to conform to some specific mathematical con-
ditions [64]. Under these two assumptions, the compressed sensing theory eliminates a large 
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number of candidate solutions to the sparsest solution that maximizes the number of non-zero 
coefficients of sparse representation while remaining consistent with the measured data d [64]. 
This process can be expressed as [64] 
             
                    
 ,                      (3.21) 
where       denotes a function that evaluates the sparsity of  ,      denotes the    norm, 
and   denotes the noise level. A natural choice of       is the    norm since the    norm, by 
its definition, directly sums all the non-zero entries of  . However, the use of the    norm is not 
realistic in practice because solving the    norm minimization problem often leads to an NP 
hard problem [64], i.e., the problem cannot be settled within polynomial time. Therefore, it is 
usually preferable to resort to some surrogate options that serve the same purpose as the    
norm but are solvable in practice. Although many options exist as the surrogate functions for the 
   norm [65, 66, 67], in this thesis we focus only on the    norm. The    norm and the    
norm minimization method are chosen because the    norm is found to be the tightest convex 
relaxation to the    norm [64]. Under some mathematical conditions, the solution to the    
norm minimization problem can be regarded as a satisfying approximation to the    norm solu-
tion [68]. In this manner, the original optimization problem can be rewritten as [68],  
             
                    
 ,                      (3.22) 
where      denotes the    norm. With formulation (3.22), the compressed sensing theories as-
sert that the reconstruction error for   can be constrained within a theoretical performance 
bound when the restricted isometric property (RIP) is satisfied [69]. RIP starts by defining    as 
the minimum coefficient for equation (3.23) to be satisfied,  
          
       
            
 .                 (3.23) 
where   is an s-sparse signal. Equation (3.23) suggests that better reconstruction of   can be 
obtained with a smaller    and previous research has proven that, if noise-free sampling is sa-
tisfied in practice, equation (3.23) can guarantee perfect reconstruction of   when        
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  [69]. Even when samples of   are contaminated by noise, equation (3.23) defines a theoretical 
performance bound for the reconstruction error   [70],  
        
 
 
            ,                   (3.24) 
where   denotes the reconstruction error between the true image   and the one recovered from 
the    norm minimization method,    denotes the optimal s-sparse approximation of  ,    
and    are functions that depend on     [70]. This performance bound guarantees perfect re-
covery of the original image   from the sparsely sampled data under some mathematical con-
straints [70]. Its existence sheds light upon many compressed-sensing based imaging schemes 
that are tailored for MR experiments. The k-t SPARSE is one representative imaging scheme.  
k-t SPARSE can be regarded as a special example of the compressed sensing-based imaging 
schemes. In k-t SPARSE, the wavelet-temporal-frequency space is employed to assist recon-
struction of the dynamic image sequence [56]. Specifically, image reconstruction in k-t SPARSE 
can be mathematically expressed as, 
              
                    
 ,                      (3.25) 
where   represents a sparsifying transform in both the wavelet domain and the temporal fre-
quency domain [56]. These two domains are combined in a way that wavelet transform can be 
used to sparsify spatial variations of   and coefficients from Fourier transform are used to spar-
sify periodic or sometimes quasi-periodic temporal behaviors of   [56]. Compared with other 
imaging methods that are based on the compressed sensing theory, k-t SPARSE is a straightfor-
ward extension in the wavelet-temporal-frequency domain and can be refined by adopting tai-
lored regularizations, advanced sampling schemes and specialized reconstruction methods to 
serve specific imaging purposes [71].  
Unlike k-t SPARSE, k-t FOCUSS takes advantage of signal sparsity in the (x, f)-space [57]. 
Despite its sparsity-promoting nature, k-t FOCUSS has its root in many other sources. Perhaps its 
closest origin, as its name suggests, is the original FOCUSS algorithm [72]. The FOCUSS algo-
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rithm aims to achieve sparse solution through successive quadratic optimization [72]. This strat-
egy is adopted in k-t FOCUSS and is further developed to yield sparse (x, f)-support through 
multiple iterations. Despite its similarity with the FOCUSS algorithm, k-t FOCUSS is also 
closely related to k-t BLAST, k-t SENSE and the compressed sensing theory [54 - 56]. However, 
k-t FOCUSS is different from these theories by reformulating the sparse sampling strategies of 
k-t BLAST and k-t SENSE in another framework [72 - 73]. Compared with k-t BLAST or k-t 
SENSE, k-t FOCUSS allows for more iterations to redefine signal support in the (x, f)-space and 
adopts specific updating strategies to yield higher spatiotemporal resolution [73]. k-t FOCUSS 
also incorporates compressed sensing theories to guide sparse sampling in (k, t)-space and proves 
that the FOCUSS solution is in fact equivalent to    norm minimization under certain mathe-
matical conditions [57]. In this manner, k-t FOCUSS bridges the connection between k-t BLAST, 
k-t SENSE and compressed sensing theories.  
k-t FOCUSS mainly aims to reduce the (k, t)-space sampling requirement without sacrificing 
the quality of the (x, f)-support [57]. Suppose   denotes the sampled data in the (k, t)-space and 
  denotes its corresponding support in the (x, f)-space.   is related to   by the spatial spectral 
Fourier transform  ,  
    .                               (3.26) 
As is previously discussed, if a (k, t)-signal has sparse support in the (x, f)-space, un-aliased re-
construction of the original signal from the sparsely acquired (k, t)-samples can be realized by    
minimization, even though the data acquisition speed is significantly below Nyquist sampling 
rate [68]. Given this theoretical guarantee in the compressed sensing theory, k-t FOCUSS aims to 
find a sparse solution defined as follows [57],  
             
                    
                           (3.27) 
where   denotes noise level. k-t FOCUSS further expresses   as the product of   with a 
weighting matrix   that is renovated over multiple iterations [57],  
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    .                               (3.28) 
With equation (3.28), the original optimization problem can be transformed into the following 
problem [57],  
      
  
        
       
 ,                    (3.29) 
an optimal solution of which is given by [57],  
         
                      ,            (3.30) 
Where   is the initial estimate of the (x, f)-image and    is the weighting matrix renovated in 
the n
th
 iteration [57],  
    
         
  
          
 
 
 
 
 
                           
                                  
 
  , 0.5 ≤ p ≤ 1,       (3.31) 
where the diagonal entries of    consists of   in the (n-1)
th
 iteration and this weighting ma-
trix allows for successive renovate of the sparse support in the (x, f)-space. Previous research has 
also indicated that when p = 0.5, the insignificant spectral coefficients will converge to zero 
while the significant ones are preserved, which suggests that the solution obtained by k-t FO-
CUSS can be regarded as an equivalent solution obtained through    minimization [74].  
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3.2 Partial separability model 
 
3.2.1 Partially separable functions 
 
The partially separable functions (PSFs) are a special class of functions that possess useful prop-
erties for dynamic MR imaging [8, 75]. As its name suggests, the definition of the partially se-
parable function is based on the definition of complete separable functions. By its definition, a 
multivariate complete separable function can be decomposed as the product of simple functions 
of each individual variable [8, 75]. In dynamic imaging, for instance, if a speech signal is mod-
eled as a separable function in space, its spatial variation can be decomposed as independent 
variation of each individual spatial variable. Without loss of generality, let us assume that the 
speech signal is modeled as a function of three variables, x1, x2, x3,  
                              .                   (3.32) 
Unlike complete separable functions, the PSF does not completely decompose a multivariate 
function into the product of multiple one-dimensional functions [8, 75]. Instead, it allows some 
variables to be partially combined, 
                         .                   (3.33) 
The significance of the PSF lies in its potential to reduce the sampling requirement for dynamic 
speech imaging [8, 75]. According to the Nyquist theorem, a support limited signal in the (k, 
t)-space needs to be sampled at the Nyquist rate in order to be perfectly reconstructed. In practice, 
unfortunately, it is difficult to reach the Nyquist rate with a limited MR imaging speed since the 
number of Nyquist samples rises exponentially as the physical dimension of the problem in-
creases. This difficulty is usually referred to as the curse of dimensionality, which usually com-
promises the spatiotemporal resolution of the reconstructed image [8, 75]. However, high spati-
otemporal resolution can be realized with a sampling speed under the Nyquist rate when the de-
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sired high-dimensional signal is modeled as a PSF, the required sampling rate of this PSF is 
usually much lower than that of the original high-dimensional signal since the PSF can effec-
tively decrease the number of degrees of freedom [8, 75]. This favorable property of the PSF 
holds great potential in enabling sub-Nyquist sampling of the dynamic speech imaging signal.  
The conventional definition of PSF has been further generalized to the L
th
-order PSF [8, 75]. 
Compared with the conventional definition of PSF, the L
th
-order PSF expresses a multivariate 
function as the sum of L basic PSFs. Mathematically, this can be expressed as, 
                                 
 
               (3.34) 
Compared with its primitive form, i.e. PSF, the L
th
 order PSF encompasses a broader class of 
signals by combining L groups of basic PSFs. A larger model order L usually suggests more 
complex signal dynamics can be captured and vice versa. This strong representation power of the 
L
th
 order PSF has been successfully exploited by the PS model to represent complex signal varia-
tions in the (k, t)-space [8, 75]. 
 
3.2.2 PS model induced low rank approximation 
 
The PS model defines the (k, t)-space speech imaging signal on    , where   denotes the 
spatial subspace,   denotes the temporal subspace and     denotes the Cartesian product of 
  and   [8, 75]. Using this model, the multidimensional oropharyngeal variations can be de-
composed as partially separable temporal variations and spatial variations to the L
th
-order. Ma-
thematically, the PS model describes this relation with the following equation,  
                  
 
   ,                      (3.35) 
where        denotes the measured data in the (k, t)-space,            
  denotes the spatial ba-
sis functions that represent the spatial variation and           
  denotes the temporal basis func-
tions that represent the temporal variations [8, 75]. By modeling the speech signal as L
th
 order 
PSF, a broad range of speech dynamics can be represented by changing the value of model order 
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L, which represents the level of spatiotemporal correlation of the desired image function [8, 75]. 
In other words, if a similar temporal pattern is shared among the majority of spatial locations, a 
small L is enough to describe their dynamics [8, 75]. On the contrary, if temporal characteristics 
vary among the majority of spatial locations, a large L is required. In other words, the representa-
tion power of the PS model can be deliberately controlled by selecting an appropriate model or-
der [8, 75].  
After discretization, the PS model is equivalent to a low-rank model of the speech dynamics 
[8, 75, 76]. This low-rank model is a good approximation of the dynamic speech imaging signals 
because it coincides with several important characteristics of speech imaging. Firstly, a specific 
speech motion is usually characterized by a limited number of sequential imaging frames. This 
suggests the fact that the speech articulators only need to sequentially visit a small number of 
vocal tract locations in order to complete a speech motion. As long as the sampled data can 
represent the articulator motion in these locations, no more information is needed to describe the 
entire speech production motion. Secondly, a speech image sequence only contains a limited 
number of moving pixels to describe articulator motion. For instance, in a typical mid-sagittal 
image of the upper vocal tract, a large number of image pixels describe static regions such as the 
brain and the cervical vertebra. Information on these static regions is actually redundant for the 
description of speech motion. Thirdly, the rank of speech dynamics is constrained by the number 
of driving muscles in the vocal tract. To produce a phonetically-meaningful sound, only a small 
number of muscles are needed to actuate articulator motion. In addition, these speech-driving 
muscles move in a highly correlated manner due to the fact that they are connected with joints 
and attachment points. In this way, a speech motion can be well characterized as long as the do-
minating speech motion is determined. These three characteristics of speech have made the PS 
model a good fit to reduce sampling requirements for dynamic speech imaging while maintain-
ing fine details of articulator motion.  
Although one may further argue that subtle speech dynamics are neglected by assuming a 
low-rank structure, the PS model offers great flexibility to adjust the level of desired speech dy-
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namics. Since the spatiotemporal speech motion is expressed in the form of             
 , a larg-
er model order L may help represent detailed speech dynamics. Previous research has also prov-
en the representation power of the PS model with a variety of dynamic imaging applications, in-
cluding cardiac MRI [77, 78] and MR spectroscopy [79, 80]. With these notable applications, the 
PS model holds great promise for capturing the major spatiotemporal events of normal speech 
production.  
The PS model assumes that the desired speech image sequence exists in a Q×P dimensional 
space, where Q denotes the number of phase encodings, P denotes the number of imaging time 
frames [8, 75]. With this image model, we can rearrange the acquired speech data into a Casorati 
matrix in the following form [8, 75],  
   
 
 
 
 
                 
                
 
 
        
        
            
                          
 
 
 
 
 ,                (3.36) 
where         
 
 denotes sampling locations in the k-space,         
 
 denotes the sampling time 
point. The rank of the Casorati matrix is assumed to be L. Previous research has demonstrated 
that the Casorati matrix   has a maximum of 2(P + Q - L)L degrees of freedom, which is sig-
nificantly smaller than the number of entries in   [81]. With small degrees of freedom, 
sub-Nyquist rate sampling can be utilized to accelerate the imaging speed.  
The PS model attempts to extract the temporal basis functions            
  from a data set 
that satisfies temporal Nyquist rate. Usually, this data set is referred to as the navigator data set. 
Specifically, the acquired navigator data are rearranged into a Casorati matrix   in equation 
(3.36) and the temporal basis functions           
  can be determined directly from the column 
space of   [8, 75]. In this thesis, the singular value decomposition (SVD) is applied to find the 
temporal basis functions           
 . Mathematically, this can be expressed as 
         
        
   ,                        (3.37) 
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where H denotes the Hermitian transpose,        
  denotes the singular values arranged in des-
cending order,        
  denotes the left singular vectors and        
  denotes the right singular 
vectors. Usually the L-most-significant left singular vectors from SVD are taken as the temporal 
basis functions [8, 75],  
                           
 .                    (3.38) 
It is worth noting that there exist other methods to extract the temporal basis function, including 
the usage of complex exponentials [82], as well as the use of a low-order ARMA model [83]. In 
this thesis, however, we focus on extracting the temporal basis function from the navigator data 
set using SVD given its notable applications in previous studies [84, 85]. 
 
3.3 PS Model-based data acquisition 
 
3.3.1 Common characteristics of PS model-based sampling scheme 
 
The PS model adopts a composite data acquisition scheme in the (k, t)-space. Two data sets are 
acquired in order to estimate the temporal basis functions and the spatial basis functions [8, 75]. 
These two data sets are the navigator data set that has high temporal resolution, as well as the 
imaging data set that has high resolution spatial information [8, 75]. Since the PS model assumes 
that the temporal subspace and the spatial subspace are partially separable, data acquisition of the 
navigator data set is not constrained by the spatial Nyquist criterion [8, 75]. The navigator data 
set is effectively acquired as long as the temporal Nyquist rate is satisfied. Similarly, data acqui-
sition of the imaging data set is not limited by the temporal Nyquist criterion [8, 75]. The imag-
ing data set is effectively acquired in a way that the ensemble of sampled k-space locations satis-
fies the spatial Nyquist rate [8, 75]. With the above composite data acquisition scheme, the sam-
pling requirement for high-dimensional (k, t)-space data can be effectively reduced.  
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In practice, there exist some specific requirements on how the navigator data set and the 
imaging data set are acquired. These requirements are mainly based on algorithm and implemen-
tation considerations. Take the algorithm consideration as an example. Each k-space location 
should be sampled at least L times in the imaging data set to avoid solving an underdetermined 
problem [75]. Unlike the algorithm considerations, the implementation considerations attempt to 
reduce RF energy deposition to the speech subject, minimize stimulation to the human peripheral 
nerve system and improve eddy current performance of the gradient system [75]. Other consid-
erations may depend on the specific imaging application [8, 75]. Despite these detailed require-
ments, the PS model sampling scheme in general allows for a high level of freedom in designing 
acquisition patterns for both the navigator data set and the imaging data set. Figure 3.7 illustrates 
a time-sequential acquisition of these two data sets in the (k, t)-space.  
 
Figure 3.7: Illustration of the time-sequential composite acquisition scheme for the PS model. 
Each dot in the above figure represents the acquisition of one phase encoding line in the k-space, 
where the frequency encoding axis is omitted for simplicity. White dots indicate the acquisition 
of the navigator data set, which is acquired with high temporal resolution. Black points indicate 
the acquisition of the imaging data set, which is acquired with high spatial resolution.  
 
3.3.2 Dependency of temporal dynamics on navigator placement 
 
Temporal dynamics of the PS model-based reconstruction is closely related to the navigator data 
 43 
 
set. The navigator data set determines the PS model temporal subspace, which uniquely charac-
terizes the temporal variations of the dynamic signal. Also, as will be discussed later in Section 
3.4.1, the spatial basis functions           
  are determined from least-square inversion in which 
both the imaging data set and the temporal basis functions are involved [8, 75]. In this way, an 
incorrect estimation of the temporal subspace not only hampers temporal resolution, but also de-
grades spatial resolution in the reconstructed image sequences. Therefore, it is important to ob-
tain accurate estimation of temporal subspace by carefully designing the navigator data set.   
The influence of the navigator data on the temporal subspace is governed by two factors: the 
placement and the orientation of the navigator sampling pattern [8, 75]. The navigator placement 
refers to the locations of the sampled data points in the (k, t)-space. Ideally, if the (k, t)-space is 
fully covered by the navigator, all temporal basis functions that span the temporal subspace can 
be extracted from the collected data. In reality, however, some temporal basis functions may be 
“skipped” since the (k, t)-space is sparsely sampled. Insufficient temporal basis functions prevent 
the temporal dynamics to be faithfully reconstructed [8, 75]. Therefore, the navigator placement 
should ideally cover the (k, t)-locations where the non-negligible energy components reside. On 
the other hand, the navigator orientation mainly refers to the angles covered by the navigator tra-
jectories. Conventionally the Cartesian navigators are used to sweep through the k-space center 
at every imaging time frame. However, Cartesian lines could fail to capture motion in the ortho-
gonal direction [75]. In order to capture articulator motion, the navigator trajectory should be de-
signed to distribute data samples among multiple orientations. This is how the navigator place-
ment and navigator trajectory influences the estimation of temporal subspace.  
 
3.3.3 Design of alternative navigator sampling schemes 
 
To optimize the navigator sampling location and sampling orientation, two categories of naviga-
tor sampling patterns are employed to examine their influence on reconstruction. The first cate-
gory of navigator sampling patterns aims to determine whether increasing navigator sampling 
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locations would lead to better spatiotemporal dynamics. To simplify our investigation, the MR 
imaging speed is not taken into account and a series of ideal Cartesian trajectories are used for 
investigation. The second category of navigator sampling patterns aims to determine whether 
broader orientation coverage would lead to better speech dynamics. Since the Cartesian trajecto-
ries would fail to capture speech dynamics in its orthogonal direction [75], the non-Cartesian 
trajectories are introduced in this category. Non-Cartesian trajectories include the radial trajecto-
ries and the spiral trajectories. In addition, the design of the trajectories in the second category is 
subject to the typical time constraint in dynamic imaging experiments. As previously discussed 
in Chapter 2, state-of-the-art speech analysis requires a temporal resolution of 20 fps or more 
across multiple imaging planes. According to our previous investigations on speech imaging [86], 
we assume a typical 10 ms TR for all the navigator trajectories to perform a fair comparison. 
Under this time constraint, three Cartesian lines are used for Cartesian trajectories, three projec-
tion lines are used for radial trajectories, and two spiral turns are used for spiral trajectories. 
Overall this thesis investigates the performance of four categories of navigator sampling 
patterns. Within each category, the navigator trajectories are modified in an attempt to capture 
the slight differences in spatiotemporal dynamics. Specifically, Fig. 3.8(a) depicts an ideal Carte-
sian trajectory that has the maximum spatial coverage. In this category, the navigator sampling 
pattern varies between 2, 4, 8, 16 and 24 Cartesian lines. Without loss of generality, these Carte-
sian lines are all placed around the k-space center. The word “ideal” refers to the fact that the 
acquisition of most trajectories (24 Cartesian lines, for instance) exceeds the 10 ms time con-
straint. The purpose of this category of navigator sampling patterns is to observe the change in 
the reconstructed articulator dynamics with regard to k-space coverage.  
Figure 3.8(b) depicts a conventional Cartesian trajectory used for comparison. The word 
“conventional” refers to the fact that all the Cartesian trajectories in this category can be acquired 
within 10 ms. These Cartesian trajectories are placed in five distinctive patterns. These patterns 
are designed to cover the k-space in a way that the center, the high-frequency region, the mid- 
frequency region, the center and the high-frequency region, the center and the mid-frequency 
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regions are detected. The purpose of placing Cartesian navigators in these regions is to determine 
whether the high-frequency regions in k-space may facilitate preserving the fast varying loca-
lized speech dynamics. Figure 3.8(c) depicts a radial trajectory used for comparison. In this cat-
egory, the radial trajectories cover the projection angles from 0°, 15°, 30°, 60° and 75°. The de-
sign of these trajectories attempts to divide the k-space into regions covered by 15° projection 
angle. The purpose of these navigator placements is to demonstrate the effect of navigator orien-
tation on the reconstruction. Figure 3.8(d) depicts a spiral trajectory used for comparison. Simi-
larly with the radial trajectories, these spiral trajectories aim to demonstrate the effect of naviga-
tor orientation on the reconstruction. Specifically, these spiral trajectories cover rotation angles 
0°, 45°, 90°, 135° and 180°. Unlike radial trajectories, the k-space sampling density of spiral tra-
jectories can be arbitrarily adjusted. Therefore, three additional spiral trajectories are added for 
comparison with varied density in the k-space center and the k-space edge.  
 
(a)                           (b) 
 
(c)                           (d) 
Figure 3.8: An example of the (a) ideal Cartesian sampling pattern (acquisition exceeds 10 ms), 
(b) Cartesian sampling pattern, (c) radial sampling pattern and (d) spiral sampling pattern.   
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3.4 PS model-based image reconstruction 
 
3.4.1 Basic PS reconstruction 
 
Image reconstruction of dynamic image sequences assumes that the temporal basis functions are 
already obtained accurately from the navigator data set [8]. Therefore, the main goal of basic PS 
reconstruction is to extract the spatial basis functions from an imaging data set that has high res-
olution spatial information [8]. Mathematically, extraction of the spatial basis functions is usually 
modeled as a least-square problem [8],  
          
 
       
          
 
                   
 
    
 ,              (3.39) 
where        denotes the imaging data set,       denotes the spatial basis functions and 
      denotes the temporal basis functions. Solving the optimization problem in equation (3.39) 
is equivalent to obtaining the spatial basis functions from the following equation,  
 
 
 
 
 
               
                
 
 
       
        
            
                          
 
 
 
 
 
 
 
 
 
 
      
      
 
       
 
 
 
 
  
 
 
 
 
 
          
          
 
           
 
 
 
 
 ,        (3.40) 
where q = 1, 2, …, Q indexes each k-space location   , p = 1, 2, …, P indexes each imaging 
time frame   . To simplify expression, the above matrix equation can usually be written in the 
following abstract form [8], 
       .                            (3.41) 
In equation (3.41), if the number of imaging time frames P is larger than the model order L, the 
equation is obviously a well-determined system, the solution of which can be obtained from 
least-square inversion [8]. When both the temporal basis functions and the spatial basis functions 
are known, image reconstruction is usually completed by summing L products of       and      
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according to the model formulation [8].  
As discussed in the previous sections, the ability of the reconstructed image to represent 
oropharyngeal dynamics depends largely on the selection of model order L [8]. If the value of L 
is too small, an insufficient number of spatial and temporal basis functions are chosen to describe 
spatiotemporal variations, even though the matrix inversion problem has good conditioning [8, 
75]. A limited number of spatial and temporal basis functions reduces the level of localized sig-
nal dynamics in the reconstructed images and hence introduces blurring in both the spatial and 
temporal domains [75]. This can be exemplified in Fig 3.9(a) where a model order of 5 is used to 
capture speech dynamics. In this figure, the blurred motion of the tongue indicates that the num-
ber of temporal and spatial basis functions is insufficient to represent complex speech motion.  
However, if L is assigned a large value and the imaging data set is highly undersampled, the 
least-square fitting problem is ill-conditioned [84, 87]. In other words, the reconstructed image 
may be compromised by ill-conditioning issues, such as greater noise or fraudulent motion pat-
tern, even though the underlying least-square inversion problem is well-posed [84, 87]. This can 
be exemplified by Fig. 3.9 (b) where a model order of 25 is used to capture speech dynamics. 
Although this figure demonstrates contact of the tongue tip with the hard palate, speech dynam-
ics in the oral cavity is largely contaminated by the amplified noise. The amplified noise com-
promises the shaping of the tongue and the velum in the oral cavity and the velum cavity.  
Although high model order is desired for capturing detailed oropharyngeal dynamics in dy-
namic speech imaging, the resultant ill-conditioning effects and image artifacts prevent the ap-
plication of least-square inversion to extract the spatial basis functions [84, 87]. In order to sup-
press ill-conditioning, previous research in our group have applied spatial spectral support con-
straints to regularize the model fitting problem [84, 87]. Given these notable applications, this 
spatial spectral constraint is applied in combination with the basic PS reconstruction to assist re-
construction. 
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(a)                                    (b) 
Figure 3.9: (a) Basic PS reconstruction using a small model order (L = 5). (b) Basic PS recon-
struction using a large model order (L = 25).  
 
3.4.2 Basic PS reconstruction with sparsity constraint 
 
Previous research in [85] has proposed to regularize ill-conditioned data fitting associated with 
basic PS reconstruction through mutually imposing the partial separability constraint and the 
spatial spectral sparsity constraint. This method has already found notable applications in the 
context of cardiac imaging [85]. Therefore, it is natural to extend this method to other dynamic 
imaging applications that share similarity with cardiac imaging.  
Dynamic speech imaging is similar to cardiac imaging in that the desired imaging signal is 
also sparse in the (x, f)-space. Sparsity in the (x, f)-space is reflected by two important characte-
ristics of dynamic speech imaging signal. Firstly, only a small number of pixels in the dynamic 
image sequences describe articulator movements in space [85]. A larger number of pixels, on the 
contrary, describe the background that remains static in each imaging frame. In this way, the 
static portion of the dynamic image sequences can be compressed and sparsely represented [85]. 
Secondly, some desired speech motion is periodic or quasi-periodic. Periodicity of speech motion 
also leads to a higher level of sparsity in the temporal frequency spectrum [85]. With these two 
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characteristics, the dynamic speech image signal can be transformed into a series of coefficients, 
in which only a few non-zero elements exist [88]. In the transform domain, specifically, the 
number of non-zero elements is usually measured with the l0 norm. Therefore, imposing sparsity 
on the dynamic speech images is equivalent to minimizing the l0 norm in the (x, f)-space.  
Specifically, the spatial spectral sparsity constraint can be imposed on the PS model to sup-
press image artifacts induced by ill-conditioning [89]. Based on previous discussion, the sparsity 
constraint is imposed by minimizing the l0 norm in the transform domain. However, direct opti-
mization of the l0 norm is unrealistic [90]. Fortunately, the l1 norm can be applied to replace the 
original l0 norm and transform the l0 norm minimization problem to an alternative problem that 
can be settled via existing mathematical methods [91]. In this thesis, specifically, the l1 norm is 
used to impose (x, f)-sparsity on the dynamic speech imaging signal. Correspondingly, the spar-
sifying transform is chosen to be the temporal Fourier transform. In this way, the optimization 
problem can be written as,  
         
       
              
                             (3.42) 
where              denotes a sparse sampling operator in the (k, t)-space,        de-
notes the measured data,     
    denotes a basis for the spatial subspace,    
    denotes 
the matrix that holds a basis for the temporal subspace,      
    denotes a spatial Fourier 
transform matrix,      
    denotes a temporal Fourier transform matrix and     denotes the 
regularization parameter. The above formulation has been previously developed in [92] to en-
compass both the partial separability constraint and the spatial-spectral sparsity constraint into 
one composite expression.  
The above composite expression provides a great deal of freedom in choosing the desired 
constraint for reconstruction [92]. For instance, when     , this formulation can be considered 
as a basic PS reconstruction problem [92]. When L = M, however, this formulation can be re-
garded as sparsity-constrained reconstruction [92]. Basic sparse reconstruction utilizes (x, 
f)-sparsity of the speech imaging signal but previous research in our group indicates that this 
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method often experiences motion blurring problems when the (k, t)-space is highly undersam-
pled [92]. With an appropriate value of L and  , the partial separability constraint and spa-
tial-spectral sparsity constraint can be mutually imposed in the hope that reconstruction quality 
can be refined from the complementary interaction between both constraints [92].  
An algorithm based on half-quadratic regularization with continuation processes has been 
previously proposed to efficiently settle the above optimization problem [85]. Since the l1 norm 
is not differentiable at zero, the l1 norm in the above optimization problem is approximated by 
the Huber function [85]. Mathematically, this can be expressed as,  
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where the Huber function      is introduced to approximate    . The Huber function is para-
meterized by the scalar  ,  
      
    
  
                     
    
 
 
              
                      (3.44) 
The accuracy of Huber function approximation is determined by the value of the scalar  . As   
approaches zero, the Huber function closely approximates the non-differentiable l1 norm [85, 92]. 
The Huber function can be understood from another perspective. It can be regarded as a combi-
nation of the l1 norm and the l2 norm [85, 92],  
          
      
  
                             (3.45) 
where g denotes an supplementary variable on . With the introduction of Huber function in eq-
uation (3.45), the original optimization problem can be rewritten as [85, 92],  
              
             
              
  
 
  
           
            (3.46) 
where       denotes the Frobenius norm and G denotes an supplementary matrix. Equation (3.46) 
suggests that, with a fixed value of  , the original optimization problem can be transformed into 
an equivalent optimization problem [85, 92]. Previous research in our group has developed an 
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efficient algorithm to settle this equivalent problem based on half-quadratic regularization with 
continuation processes [85, 92].  
Specifically, the supplementary matrix   and the spatial basis matrix     are alternatively 
optimized in each iteration by minimizing one with the other fixed [85, 92]. Assume that   
     
 
is already fixed in the current w
th
 iteration,      can thus be determined in the following way 
[85, 92],  
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where   
          
   ,      is renovated through an element-wise operation. With an re-
novated     ,   
   
 can be in turn updated by minimizing the following formulation [85, 92],  
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  and    are alternatively renovated in each iteration until they reach convergence, the speed of 
which is mainly characterized by the Huber function scalar  . Overall, the value of   gradually 
decreases as the number of iterations increases [92]. In early iterations,   is usually assigned a 
relatively large value to guarantee fast convergence [92]. In the iterations that follow, the value 
of   is gradually reduced to yield a good approximation of the l1 norm. Previous research in our 
group has guaranteed convergence of this algorithm [92]. In addition, a special structure has also 
been developed to accelerate computation on a row-by-row basis [85].  
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CHAPTER 4 
 
RESULTS AND DISCUSSION 
 
In this chapter, an implementation of basic PS reconstruction is applied to the dynamic speech 
problem to investigate the performance of this method in capturing articulator movements. In 
addition, a numerical phantom is generated to investigate the dependency of the performance of 
reconstructions on the navigator sampling pattern. 
 
4.1  Simulations 
 
4.1.1 Numerical phantom for dynamic speech imaging 
 
A two-dimensional complex-valued numerical phantom was developed for dynamic speech im-
aging simulations. To build this numerical phantom, specifically, the underlying data were ac-
quired from a real speech experiment that captures speech production of repetitive /za/-/na/ 
sounds from a Siemens Trio 3T scanner with a 12-channel receiver coil. The acquired data set 
covered a 280 mm × 280 mm × 40 mm FOV encompassing major articulators and the human 
brain in a mid-sagittal slice. Key frames representing important motion of the /za/-/na/ sounds 
were selected from the reconstruction of the acquired data. Non-rigid transformations were used 
in post-processing to interpolate the selected key frames into a high-temporal-resolution phantom 
data set. This numerical speech phantom has two properties: 1) the phantom data can mimic ap-
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propriate articulator motion and 2) the phantom data have high spatiotemporal resolution.  
Since a limited number of key frames were selected from the reconstruction of experimental 
data, interpolation was needed to create intermediate image frames for a high spatiotemporal 
resolution phantom. For a complex-valued phantom, interpolation is performed in a way that 
smooth variation is created across every intermediate frame. Specifically, temporal variation of 
articulator motion was created from the thin-plate spline (TPS) transform [93]. The TPS trans-
form serves as an effective tool for temporal interpolation and it has been previously used to 
create smooth inter-frame variations for any physiological motion [94 - 97]. The TPS transform 
characterizes a physiological motion between two image frames with changes in the relative spa-
tial location of two sets of control points [94 - 97]. These control points are usually referred to as 
landmark points, which can be placed around the speech articulators to represent speech motion 
[94 - 97]. Let us assume that control points    
    
   and    
    
   are determined on the image 
frame    and    that represent articulator motion, respectively. The purpose of TPS transform, 
therefore, is to determine two distinctive transforms       and       to match with the inter-
mediate image frame    between    and    [94 - 97].  
In general, the TPS transform is carried out in two major steps [97]. The first step is to de-
termine two distinctive spatial-transform functions      and      for    and    [94 - 97],  
 
  
       
    
  
  
       
    
  
   ,                         (4.1) 
where      and      are the targeted spatial-transform functions that combine both affine 
transform and TPS transform in their expression [94 - 97],  
 
                                      
 
   
                                      
 
   
           (4.2) 
where                                     
                      
  is the TPS 
kernel function [94 - 96]. Previous research has found the relationship between the control points 
and the TPS kernel function [97],  
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With equation (4.3), the relation between    and    can be defined when the spatial-transform 
functions      and      are determined. The second step, however, is to determine    from 
the spatial-transform functions      and      [94 - 97]. Assume that a set of control points 
   
    
   is defined on   , the relation between    
    
   and the previous two sets of control 
points,    
    
   and    
    
  , can be expressed with the following equation [97],  
 
  
          
      
 
  
          
      
  
 ,                        (4.4) 
where    is a parameter defined between 0 and 1 that describes linear spatiotemporal variation 
With the above equation, the intermediate frame    can be fully characterized when    is de-
termined [97]. Usually,    is defined by assuming that speech dynamics changes linearly with 
time [97] and it can be determined by the following equation [97],  
   
      
      
                                (4.5) 
This linear relation has also been previously applied to successfully perform non-rigid registra-
tion and is also applied in this thesis to approximate natural articulator motion [97]. Figure 4.1 
depicts the interpolated image frames between two reference frames via the TPS transform.  
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Figure 4.1: The reference image frames (a), (e) and the interpolated image frames (b), (c), (d). 
 
4.1.2 Comparison in terms of navigator sampling patterns 
 
4.1.2.1 Quantitative and qualitative metrics for comparison 
 
The speech phantom generated from the TPS transform is used to simulate PS model-based data 
acquisition and image reconstruction schemes. For simplicity, the sampling pattern for the imag-
ing data set is fixed as time-sequential Cartesian sampling, while the sampling patterns for the 
navigator data sets vary. The sampled data are reconstructed with the basic PS algorithm without 
regularization.   
The analysis on the temporal subspace is carried out in three steps. Firstly, a gold standard 
dynamic image sequence is reconstructed from the fully sampled navigator data and the 
time-sequentially sampled imaging data set through the PS model. Although the fully sampled 
(a) 
(d) 
(b) 
(e) 
(c) 
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navigator data is unrealistic in practice, the reconstructed gold standard image sequence provides 
a reference for further investigation. Secondly, dynamic image sequences are also reconstructed 
from the navigator data set sampled with alternative navigator patterns mentioned in Section 
3.3.3. Thirdly, the difference between these image sequences and the gold standard is measured 
by a variety of quantitative and qualitative metrics. These metrics include the normalized root 
mean square error (NRMSE), the time average mean square error (TAMSE), the condition num-
ber, the error map and the strip plot. These comparisons are helpful for indicating which naviga-
tor pattern yields minimum loss in speech dynamics. 
The NRMSE is used to quantitatively measure global and local differences between the gold 
standard image and the reconstructed image [81]. The NRMSE serves as an indicator of the 
overall reconstruction error and can be calculated in the following way [81],  
NRMSE = 
                       
  
   
 
   
             
  
   
 
   
                  (4.6) 
where             
  denotes the spatial coordinate      denotes the p
th
 imaging frame, 
          denotes the value of    in the p
th
 imaging frame of the gold standard image sequence, 
         denotes the value of    in the p
th
 imaging frame of the image sequence reconstructed 
from different navigator sampling patterns. The above formulation sums up the image differenc-
es of every pixel across all imaging frames and hence indicates quantitatively the overall recon-
struction quality. In addition, the region in which the NRMSE is calculated can be arbitrarily de-
termined. Since the dynamics of the speech articulators are limited to a small region of the image, 
in this thesis we confine the definition of NRMSE to a local region where articulator movements 
are most likely to take place. Figure 4.2 depicts this local region with a dotted rectangular box. 
As can be seen in Fig. 4.2, the dotted rectangular box includes major articulators in the vocal 
tract, such as the lip, the palate, the tongue, the velum, the epiglottis and the pharyngeal wall. 
The NRMSE value in this region mainly reflects the localized image difference and is sensitive 
to the reconstruction error caused by different navigator sampling patterns. 
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Figure 4.2: The local region that includes major vocal articulators.  
 
Unlike the NRMSE, the TAMSE does not measure the overall image difference. Instead, the 
TAMSE presents a map that describes the spatially-dependent distribution of accumulated image 
difference over time. The TAMSE for an arbitrary pixel          in an image can be usually 
defined as, 
       = 
 
 
 
                     
  
   
            
  
   
                         (4.7) 
where           denotes the gold standard image at the imaging frame    and          de-
notes the images reconstructed from different navigator sampling patterns at the imaging frame 
  . Figure 4.3 (a) depicts the TAMSE map of an image reconstructed from a spiral navigator. As 
can be seen in Fig. 4.3 (a), the pixel intensity corresponds to the amount of accumulated error in 
time. Brighter pixels in the TAMSE map usually reside in the upper vocal tract region of the 
speech subject’s brain. This suggests that articulators in this region are the major source of mo-
tion-induced error. In other regions of the speech subject’s brain, however, there is seldom any 
bright pixel. This suggests that the speech subject’s brain is less distorted by motion-related 
noise.  
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(a)                                (b) 
 
Figure 4.3: (a) The TAMSE map of an image reconstructed from a spiral navigator and (b) 
TAMSE map of a noisy image (SNR = 10 dB) reconstructed from the same spiral navigator.  
 
The TAMSE has also been applied to explore the ability of the navigator sampling pattern to 
capture spatiotemporal dynamics in the presence of noise. Specifically, zero-mean Gaussian 
white noise is added to the k-space of the phantom data set across all temporal frames under 
three SNR levels, 5 dB, 10 dB and 15 dB. The TAMSE images can be obtained from recon-
structing these noisy phantom data with different navigator sampling patterns. Figure 4.3 (b) de-
picts the TAMSE map of a noisy image (SNR = 10 dB) reconstructed from the same spiral navi-
gator as in Fig. 4.3 (a). It is obvious from this image that the bright pixels are less obvious in the 
tongue root and the jaw. This suggests that reconstruction error in the tongue root and the jaw is 
around the noise level. On the contrary, bright pixels remain obvious around the lips, the tongue 
tip and the velum. This suggests that reconstruction error in these regions is above the noise level. 
By comparison with the TAMSE map, it is possible to assess the ability of the navigator sam-
pling pattern to suppress reconstruction error in a specific region. 
Conditioning of a problem refers to the sensitivity of a system’s output with regard to errors 
in its input [81]. Mathematically, conditioning is parameterized by the condition number [81]. 
For a general problem Ax = b, the condition number can be defined in the following way [81],  
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            ,                           (4.8) 
where      denotes the p-norm of a matrix. Usually the condition number is measured with the 
2-norm of a matrix, which is defined as the ratio of the largest singular value to the smallest sin-
gular value in the singular value decomposition of that matrix [81]. In the basic PS reconstruc-
tion, specifically, conditioning is closely related to the    matrix [81]. The    matrix en-
compasses the temporal basis functions extracted from the navigator data set and has been pre-
viously defined in section 3.4.1 as,  
   
 
 
 
 
 
                
                
 
 
        
        
            
                          
 
 
 
 
 .                  (4.9) 
The basic PS reconstruction extracts the spatial basis functions by solving the following matrix 
equation,  
       ,                            (4.10) 
where    denotes the matrix that encompasses the spatial basis function and    denotes the 
acquired imaging data. The least square solution to the above matrix equation can be obtained 
through equation (4.11),  
      
    
    
   .                       (4.11) 
If we define     , the condition number of the matrix A indicates how PS model-based re-
construction would be degraded by small errors in the acquisition of navigator signals [81]. An 
ill-conditioned A suggests that a small error resulted from sampling of navigator data as well as 
the subsequent singular value decomposition would cause large deviation from true solution [85]. 
In the result analysis given later in this chapter, the condition number is used to assess the suita-
bility of the estimated temporal basis for the extraction of spatial coefficients.  
The error map is used to qualitatively measure the difference between the gold standard im-
age and the reconstructed image. This qualitative comparison is performed on a pixel-by-pixel 
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basis. The comparison results indicate the loss of spatial features in reconstruction due to the 
difference in the navigator sampling patterns. Usually the image difference is small, and the error 
map is often scaled for better visualization.  
The strip plot is used to qualitatively measure how well the reconstruction captures temporal 
dynamics of speech. In the region of interest, the strip plot provides a panorama of temporal var-
iations, the sharpness of which indicates how well the articulator motion is represented by the 
temporal basis functions in the PS model [81]. Since the strip can be placed in any location in the 
region of interest along any arbitrary direction, the strip plot offers a lot of freedom in investi-
gating the temporal events in different vocal tract regions. This property of the strip plot provides 
a unique perspective to analyze speech dynamics. Figure 4.4 depicts a strip plot of the lip motion 
across 500 imaging frames.  
 
 
Figure 4.4: A strip plot of the lip motion across 500 imaging frames. 
 
In the above strip plot, the sharpness of the rises and falls of the “speech motion wave” 
represents the temporal dynamics of the corresponding speech motion. Blurred rises and falls 
suggest that the articulator motion from one imaging time frame cannot be effectively distin-
guished from that in another imaging time frame. To fully capture the vocal tract dynamics, this 
thesis places the strip of pixels mainly in three vocal tract locations, the upper and lower lips, the 
tongue tip and the velum.  
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4.1.2.2 Comparison in terms of quantitative and qualitative metrics 
 
In this section, a variety of quantitative and qualitative metrics have been applied to analyze the 
effects of navigator sampling patterns on the temporal subspace quality. In order to systematical-
ly compare these navigator sampling patterns, their k-space trajectories are categorized into five 
groups as follows: 
 
1. The first group is the ideal Cartesian sampling patterns that use 2, 4, 8, 16 and 24 phase en-
coding lines for navigating images with a matrix size of 128. These Cartesian patterns are la-
beled from Cartesian trajectory 1 to Cartesian trajectory 5, or CA1 to CA5 for short.  
2. The second group is the conventional Cartesian sampling patterns that use PE lines {63, 64, 
65}, {123, 124, 125}, {93, 94, 95}, {3, 63, 123} and {33, 63, 93} for navigation. These Car-
tesian patterns are labeled from Cartesian trajectory 6 to Cartesian trajectory 10, or CA6 to 
CA10 for short.  
3. The third group is the conventional spiral sampling patterns for navigation. This group in-
cludes eight spiral trajectories, five of which rotate the original trajectories with 0°, 45°, 90°, 
135° and 180° rotation angles, three of which have adjusted density in the k-space center. 
These spiral patterns are labeled from spiral trajectory 1 to spiral trajectory 8, or SP1 to SP8 
for short.  
4. The fourth group is the conventional radial sampling patterns for navigation. This group in-
cludes six radial trajectories that rotate the original trajectory with 0°, 15°, 30°, 45°, 60° and 
75° rotation angles. These radial patterns are labeled from radial trajectory 1 to radial trajec-
tory 6, or RA1 to RA6 for short.  
5. The member sampling patterns for the fifth group depend on the specific metric used for 
comparison. Member sampling patterns are picked from the second to the fourth group that 
have the best performance with regard to a specific metric. In other words, this group is set up 
with an attempt to find an optimized sampling pattern from the above groups.  
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4.1.2.2.1 Comparison in terms of NRMSE 
 
Comparison of reconstruction quality has been performed in terms of NRMSE on five groups of 
navigator sampling patterns. Comparison results in terms of NRMSE are shown in Figs. 4.5 (a) – 
(e). As can be seen with these figures, the NRMSE values between the reconstructed image se-
quence and the gold standard image sequence are upper bounded by 6.5%. This suggests that 
overall the basic PS reconstruction can capture the speech dynamics without significant visual 
loss, regardless of which sampling patterns are used for navigation. Also, difference choices of 
navigators result in less than 2.5% difference in the NRMSE values. This suggests that difference 
in the navigator sampling patterns does not yield significant changes in reconstruction. However, 
slight difference in reconstruction quality exists with respect to each specific navigator chosen.  
Specifically, for the ideal Cartesian trajectories (CA1 – CA5), the value of NRMSE decreas-
es when the k-space coverage of the navigator sampling pattern increases. This suggests some 
temporal basis functions cannot be directly captured at the low-frequency region of the k-space. 
Rather, these temporal basis functions may reside in higher frequency regions of the k-space. It is 
beneficial, therefore, to increase the navigator coverage in order to capture more temporal basis 
functions.  
Among other conventional trajectories (CA6 – CA10, SP1 – SP8, RA1 – RA6), some tra-
jectories yield relatively lower NRMSE values in their groups. These trajectories include CA9, 
CA10, SP1, SP4 and RA5. Given their advantages in suppressing reconstruction error, these tra-
jectories are grouped with the widely used CA6 sampling pattern in Fig. 4.5 (e) for further com-
parison. Further analysis suggests that SP1 yields the lowest NRMSE among all navigator tra-
jectories. Another spiral trajectory SP4, however, also yields lower error compared to its Carte-
sian and radial counterparts. Compared with the ideal Cartesian sampling pattern in Fig. 4.5 (a), 
the performance of this two-turn SP1 spiral trajectory is equivalent to using 16 Cartesian lines 
for navigation, although SP1 requires less time to traverse the k-space.  
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(a)                                   (b) 
    
(c)                                   (d) 
 
(e) 
 
Figure 4.5: Reconstruction NRMSE for (a) the Cartesian trajectories (group 1), (b) the Cartesian 
trajectories (group 2), (c) the spiral trajectories, (d) the radial trajectories and (e) the optimized 
trajectories.  
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4.1.2.2.2 Comparison in terms of conditioning 
 
Comparison on the navigator sampling patterns has been performed in terms of the conditioning 
of the   matrix defined in Section 4.1.2.1. Conditioning of the   matrix reveals the sensitivity 
of least-square fitting to noise in the basic PS reconstruction. Five groups of navigator sampling 
patterns are analyzed in terms of the conditioning of the   matrix. For each sampling pattern, 
conditioning is measured with data sets containing 10 data frames, 40 data frames and 100 data 
frames, where a data frame refers to 128 consecutive imaging frames.  
To compactly demonstrate the results, the maximum condition number among all rows of 
the   matrix is picked out for comparison. The maximum condition number provides a worst 
case in which reconstruction quality deteriorates along with small perturbations in the navigator 
sampling errors. Specifically, Figs. 4.6 (a) - (c) depict the maximum condition number for 
10-frame, 40-frame and 100-frame data.  
Three observations can be made from Fig. 4.6. First, overall the maximum condition number 
decreases as the number of data frames used for navigation increases. This suggests the PS mod-
el-based reconstruction is more robust as the amount of acquired data increases. Secondly, there 
exists no significant difference between the maximum condition numbers for Cartesian, spiral or 
radial navigator trajectories. Thirdly, the values of the maximum condition numbers suggest that 
no particularly ill-conditioned   matrices exist. Specifically, the maximum condition numbers 
range around 8, 5 and 2 when 10-frame, 40-frame and 100-frame data sets are used for naviga-
tion. The values of the condition numbers suggest that data fitting in the PS model for the speech 
data set is not significantly affected by the particularly chosen navigator trajectory.  
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(a) 
 
(b) 
 
(c) 
Figure 4.6: Analysis on the maximum condition number of the   matrix for multiple navigator 
trajectories using a (a) 10-data-frame speech phantom, (b) 40-data-frame speech phantom and (c) 
100-data-frame speech phantom. 
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4.1.2.2.3 Comparison in terms of basic PS reconstructions 
 
Reconstruction images and their corresponding error maps serve as powerful means to evaluate 
the spatiotemporal resolution of the reconstructed images. Similarly, with the previous analyses, 
reconstruction and error maps have been examined for five groups of navigator sampling pat-
terns. For each sampling pattern, representative imaging frames that reflect important vocal tract 
shaping were chosen from the reconstructed image sequence. Although extensive comparisons 
have been performed, only CA 6, CA 9, CA 10, SP 1, SP 4 and RA 5 are shown in this thesis for 
simplicity. Specifically, Fig. 4.7 depicts localized differences among the reconstructed images in 
terms of the velum and the tongue tip. Figure 4.8 depicts localized differences among the error 
maps in terms of the tongue tip and the tongue dorsum. Image errors in the error maps are scaled 
by a factor of 20 for better visualization. 
Overall, reconstructions from multiple navigator data sets can capture major articulator 
shaping and speech dynamics. There exists no significant difference in terms of reconstruction 
quality. However, differences among the reconstructed images and the error maps can be ob-
served in the localized features of small-size articulators, such as the end of the velum, the ton-
gue root and the tongue tip. These localized differences are indicated with white arrows. From 
Fig. 4.7, SP 1 has better performance in capturing the shape of the velum, i.e., the small crescent 
shaped velum end can be effectively differentiated from the tongue root; both SP 1 and RA 6 
better visualize curvature of the tongue tip as well as the air stream between the tongue tip and 
the palate. From Fig. 4.8, SP 1, SP 4 and RA 5 have better performance in suppressing the image 
errors in the velum; SP 1 and SP 4 can better capture the speech dynamics of the tongue root. 
Although SP 4 shows lower image error in the tongue root, SP 1 has better overall performance 
in terms of image errors. To conclude, SP 1 has slightly better performance in capturing the arti-
culator shaping in the human vocal tract.  
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Figure 4.7: Reconstructed images show difference in the velum (a) - (g) and the tongue tip (h) - 
(n). Gold standard: (a), (h). Cartesian trajectory 6: (b), (i); Cartesian trajectory 9: (c), (j). Carte-
sian trajectory 10: (d), (k). Spiral trajectory 1: (e), (l). Spiral trajectory 4: (f), (m). Radial trajec-
tory 5: (g), (n).  
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Figure 4.8: Reconstructed images show difference in the velum (a) - (g) and the tongue root (h) - 
(n). Gold standard: (a), (h). Cartesian trajectory 6: (b), (i); Cartesian trajectory 9: (c), (j). Carte-
sian trajectory 10: (d), (k). Spiral trajectory 1: (e), (l). Spiral trajectory 4: (f), (m). Radial trajec-
tory 5: (g), (n). 
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4.1.2.2.4 Comparison in terms of TAMSE 
 
Comparison on the navigator sampling patterns has been performed in terms of TAMSE. Analy-
sis on TAMSE has been performed on a noise-free speech data set with the above-mentioned five 
groups of navigator sampling patterns. In addition, the TAMSE for these sampling patterns is 
also analyzed on noisy speech data sets with three different noise levels, 5 dB, 10 dB and 15 dB. 
Although extensive comparisons have been performed, only three sets of representative results 
are shown to simplify discussion. Specifically, Figs. 4.9 (a) – (e) depict the TAMSE maps for the 
ideal Cartesian navigators on a noise-free speech data set. Figures 4.10 (a) – (f) depict the 
TAMSE maps for the optimized conventional navigators on a noise free speech data set. Figures 
4.11 (a) – (f) depict The TAMSE maps for the optimized conventional navigators on a noisy 
speech data set with an SNR of 10 dB. 
As can be seen in these figures, the average reconstruction error between the gold standard 
and the reconstructed image sequence mainly resides in the upper vocal tract. Error is more like-
ly to accumulate in regions where the shape of soft-tissue structures quickly varies. These dy-
namic regions include the jaw, the upper lip, the lower lips, the tongue tip, the tongue root as 
well as the velum. The TAMSE maps effectively demonstrate the navigators’ ability to capture 
fast-varying speech dynamics.  
Let us first consider the case of ideal Cartesian navigator trajectories in a noise-free data set. 
From Figs. 4.9 (a) – (e), error intensity gradually decreases as the number of phase encoding 
lines increases in the navigator sampling pattern. Comparing Figs. 4.9 (d) – (e) with Figs. 4.9 (a) 
– (c), it is obvious that the TAMSE value in the vocal cavity (where the arrow points) is sup-
pressed when 16 or more Cartesian phase encoding lines are used for navigation. A larger num-
ber of phase encoding lines leads to decreased TAMSE intensity, which usually suggests that 
more temporal features are preserved in the entire PS model-based reconstruction.  
Consider the case of optimized navigator trajectories in a noise free data set. As can be seen 
with Figs. 4.10 (a) – (f), the optimized navigator trajectories have similar overall performance, 
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i.e., no trajectory has significantly lower TAMSE value than other trajectories in the group. 
However, SP 4 has slightly lower error in the oral cavity and the upper and lower lips (as indi-
cated with the white arrows).  
Consider the case of optimized navigator trajectories in a noisy data set with an SNR of 10 
dB. As can be seen in Figs. 4.11 (a) – (f), the noisy data set causes the average error to spread out 
across the vocal tract region. Especially when compared with Fig. 4.10 (a) – (f), a clear 
“stripe-shaped” error pattern is shown in the horizontal direction of lip motion in all optimized 
navigator trajectories. Among these trajectories, however, CA 6 has better performance in reduc-
ing the structural average error in the vocal tract. As can be seen in the image, Fig. 4.11 (a) has 
reduced error in the tongue dorsum and the velum. This phenomenon can be explained from the 
fact that CA 6 samples only the center of k-space, which has higher SNR than other k-space re-
gions. These observations suggest that CA 6 may bring potential benefit to noisy speech applica-
tions.  
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Figure 4.9: Reconstruction TAMSE for the ideal Cartesian trajectories: (a) Cartesian trajectory 1, 
(b) Cartesian trajectory 2, (c) Cartesian trajectory 3, (d) Cartesian trajectory 4 and (e) Cartesian 
trajectory 5.  
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Figure 4.10: Reconstruction TAMSE for the optimized trajectories: (a) Cartesian trajectory 6, (b) 
Cartesian trajectory 9, (c) Cartesian trajectory 10, (d) spiral trajectory 1, (e) spiral trajectory 4, (f) 
radial trajectory 5.  
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Figure 4.11: Reconstruction TAMSE from a noisy data set: (a) Cartesian trajectory 6, (b) Carte-
sian trajectory 9, (c) Cartesian trajectory 10, (d) spiral trajectory 1, (e) spiral trajectory 4, (f) 
radial trajectory 5.  
(a) 
(b) 
(c) 
(d) 
(e) 
(f) 
 74 
 
4.1.2.2.5 Comparison in terms of strip plot 
 
Comparisons of the navigator sampling patterns have been performed in terms of the strip plot in 
the (x, t)-space. Similarly with the analysis of TAMSE, the strip plot has been used to analyze 
five groups of navigator sampling patterns. Although extensive comparisons have been per-
formed, only CA 6, CA 9, CA 10, SP 1, SP 4 and RA 5 are chosen for discussion. For each sam-
pling pattern, three speech locations in the vocal tract are selected for strip plot: the lips, the ton-
gue tip and the velum. The temporal dynamics of these regions are of special interest in phonetic 
and acoustic research. Specifically, Fig. 4.12 depicts the strip plot of the upper and lower lips; 
Fig. 4.13 depicts the strip plot of the tongue tip; Fig. 4.14 depicts the strip plot of the velum. The 
locations of the strips of pixels are depicted with bold dotted lines. 
From the strip plots, it is obvious that basic PS reconstruction can capture the overall tem-
poral transitions between different speech events regardless of the specific k-space trajectory 
chosen for navigation. Comparing the strip plots of the reconstructed images with the gold stan-
dard strip plots in Figs. 4.12 (b), 4.13 (b) and 4.14 (b), overall movements of the upper and lower 
lips, the tongue and the velum are well captured with all k-space trajectories. However, the per-
formance of navigator trajectories varies in the abilities to resettle localized temporal dynamics. 
Generally speaking, the non-Cartesian trajectories provide better temporal dynamics than their 
Cartesian counterparts. For instance, Fig. 4.12 (c) has less blurring than (f) between two succes-
sive imaging frames. Sharper images of temporal transition of the closed lips and the open lips 
are captured by SP 1 than by the CA 6. Similar results can be seen with the error maps. The error 
map in Fig. 4.13 (d) and (f) demonstrates that CA 9 has “brighter blurring” than in SP 1. This 
blurring corresponds to the contact between the tongue tip and the hard palate and is of signific-
ance to phonetic research. From these observations, non-Cartesian navigator trajectories are rela-
tively more beneficial for preserving the temporal transitions in speech. This feature is desirable 
for applications that require high temporal resolution.  
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Figure 4.12: Strip plot of temporal dynamics for the upper lip. (a) Indication of strip plot location, 
(b) gold standard, (c) Cartesian trajectory 6, (d) Cartesian trajectory 9, (e) Cartesian trajectory 10, 
(f) spiral trajectory 1, (g) spiral trajectory 4, (h) radial trajectory 5. 
(b) 
(c) 
(d) 
(e) 
(f) 
(g) 
(a) 
(h) 
 76 
 
 
 
 
Figure 4.13: Strip plot of temporal dynamics for the tongue tip. (a) Indication of strip plot loca-
tion, (b) gold standard, (c) Cartesian trajectory 6, (d) Cartesian trajectory 9, (e) Cartesian trajec-
tory 10, (f) spiral trajectory 1, (g) spiral trajectory 4, (h) radial trajectory 5. 
(b) 
(c) 
(d) 
(e) 
(f) 
(g) 
(a) 
(h) 
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Figure 4.14: Strip plot of temporal dynamics for the velum. (a) Indication of strip plot location, 
(b) gold standard, (c) Cartesian trajectory 6, (d) Cartesian trajectory 9, (e) Cartesian trajectory 10, 
(f) spiral trajectory 1, (g) spiral trajectory 4, (h) radial trajectory 5. 
(b) 
(c) 
(d) 
(e) 
(f) 
(g) 
(a) 
(h) 
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4.1.3 Comparison in terms of PS model-based reconstruction and alternative 
methods 
 
4.1.3.1  Basic PS reconstruction and sliding window reconstruction 
 
The sliding window method is commonly used to reconstruct dynamic image sequences from the 
sparsely sampled data. As a basic reconstruction approach, it has been combined with various 
sampling patterns to perform dynamic imaging experiments [98]. The principle for sliding win-
dow reconstruction is straightforward: accumulated imaging data can be obtained from sliding a 
k-space acquisition window over multiple imaging time frames [98]. Without loss of generality, 
let us consider the case of time-sequential sampling for Cartesian trajectories although other 
more efficient sampling schemes could be used in practice. Generally in time-sequential Carte-
sian sampling, only one phase encoding line can be acquired within one imaging time frame. 
However, the sliding window method, as its name suggests, designs a window to hold imaging 
data acquired across multiple imaging time frames [98]. Within a window, data across multiple 
previous time frames are considered to be simultaneously acquired with the current data [98]. In 
this way, data are shared within the acquisition window before they are Fourier transformed to 
yield dynamic image sequences [98]. The sliding window method, by its nature, attempts to syn-
thesize a larger amount of data from view sharing [98]. Usually the greater amount of data shar-
ing suggests that a larger window size is needed.  
Based on the above discussion, it is obvious that sliding window reconstruction does not 
provide sufficient temporal resolution for dynamic imaging applications. This drawback prevents 
sliding window reconstruction from recovering true temporal dynamics of the signal. Instead, the 
temporal features in the reconstructed image sequence can be regarded as an “averaged” tempor-
al variation within the window step size [98]. In addition, the loss in temporal resolution can be 
fully characterized by the value of the window step size. Moreover, the temporal Nyquist sam-
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pling criterion may be violated when a large window step size is used [98]. Although sliding 
window reconstruction suffers from low temporal resolution and other drawbacks, it is widely 
used due to its implementation simplicity and computation efficiency [98]. In this thesis, sliding 
window reconstruction is implemented to reconstruct a dynamic speech imaging data set created 
from the speech phantom. As a comparison, the basic PS algorithm is also used to reconstruct the 
same data set. The window step size of the sliding window method is defined as 8TR, where TR 
denotes the time to acquire one phase encoding line in the Cartesian sampling pattern. A snapshot 
of the reconstruction result can be seen with Fig. 4.15. 
 
(a)                                (b) 
Figure 4.15: Comparison of basic PS and sliding window reconstruction: (a) basic PS recon-
struction and (b) sliding window reconstruction.  
 
From Fig. 4.15, it is obvious that sliding window reconstruction yields a high level of motion 
artifacts in the reconstructed image. Motion artifacts are especially obvious around the upper and 
lower lip, the tongue tip, the tongue root and the velum. Articulator shaping in sliding window 
reconstruction is degraded to a level that the lips, the tongue and the palate seem to be attached, 
whereas they can be clearly distinguished in the basic PS reconstruction. Also, it is worth noting 
that choosing window step size as 8TR has already violated the temporal Nyquist sampling crite-
rion. Given the reconstruction result, it is obvious that acceptable image quality is not possible 
when conventional sliding window reconstruction is used for dynamic speech imaging.  
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4.1.3.2  Basic PS, basic sparse and PS-sparse reconstruction 
 
The previous section has shown that the sliding window reconstruction would have difficulty to 
capture speech dynamics due to severe motion artifacts. In this section, instead, we focus on 
comparing the performance of advanced reconstruction schemes on the speech phantom data set. 
Specifically, the basic PS reconstruction, the basic sparse reconstruction and the PS-sparse re-
construction are chosen to reconstruct a complex-valued 25-data-frame speech phantom data set 
of normal speech production. For both the basic PS and the PS-sparse reconstruction, the model 
order and the regularization parameters are chosen based on empirical evaluation of reconstruc-
tion quality. Specifically, a model order of 20 is chosen for both PS model-based reconstruction 
schemes. Reconstructions are compared in terms of the reconstructed images and the strip plot. 
Figures 4.16 (a), (b), (c) and (d) depicts the gold standard, the PS reconstruction, the basic sparse 
reconstruction and the PS-sparse reconstruction respectively.  
From the reconstructions shown in Fig. 4.16, overall, three image reconstruction strategies 
recover localized articulator dynamics of speech production. Among these reconstructions, how-
ever, the PS-sparse reconstruction yields better image quality. Specifically, the basic PS recon-
struction suffers from slight motion artifacts around fast-varying articulators, such as the tongue, 
the velum and the lips (as indicated with arrows). These motion artifacts are resulted from 
ill-conditioning since a high model order of 20 is used for reconstruction. However, these arti-
facts are successfully suppressed by imposing (x, f)-sparsity in PS-sparse. The basic sparse re-
construction is also inferior to PS-sparse reconstruction in capturing motion in the case of limited 
measured data (25 data frames): the tongue tip and the lower and upper lips are blurred (as indi-
cated with arrows). In addition, the strip plots of both basic PS and basic sparse reconstructions 
show blurred temporal dynamics during transitions of some speech motion. To conclude, the 
PS-sparse reconstruction yields refined results by mutually imposing the partial separability and 
the (x, f)-sparsity constraints. 
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Figure 4.16: Reconstructed frames for two speech movements and strip plot of the tongue tip. (a) 
The gold standard (dotted lines indicate location of the strip), (b) the basic PS reconstruction, (c) 
the basic sparse reconstruction, (d) the PS-sparse reconstruction.  
(a) 
(b) 
(c) 
(d) 
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4.2  Experiments 
 
4.2.1 Comparison in terms of basic PS and PS-sparse reconstruction 
 
Previous section has demonstrated through a numerical phantom that the PS-sparse method 
enables high-quality reconstructions with a large model order L and reduced amount of measured 
data. In this section, we focus on comparing the performance of basic PS-sparse reconstruction 
and basic PS reconstruction through an in vivo speech experiment.  
The PS model-based data acquisition scheme was performed on a Siemens Trio 3T scanner 
with a 12-channel head receiver coil. Repetitive articulator motion during natural speech produc-
tion of /za/-/na/-/za/ sounds was acquired from one native English speaker at normal speaking 
speed. The acquired data set covers a 280 mm × 280 mm × 32.5 mm FOV in a single 
mid-sagittal slice of the upper vocal tract. A spiral trajectory is used to acquire a navigator data 
set and a Cartesian trajectory is used to acquire an imaging data set. The fast low-angle shot 
(FLASH) sequence was applied to perform the above imaging experiments in accordance with 
local internal review boards.  
The sampled data from the above in vivo speech experiment have in total 200 data frames 
(25600 imaging frames). In order to systematically explore the performance of PS and PS-sparse, 
the sampled data were truncated into different data lengths and were reconstructed with different 
model orders. Specifically, the sampled data were truncated into six data sets consisting of 20 
data frames, 40 data frames, 60 data frames, 80 data frames, 120 data frames, 160 data frames 
and 200 data frames, respectively. These data sets were reconstructed with four model orders of 
6, 12, 20 and 30, respectively, to evaluate changes in reconstruction quality. Although systematic 
explorations have been made, a representative reconstruction (40-data-frame, model order 20) is 
shown to demonstrate articulator motion in a mid-sagittal slice of the upper vocal tract.  
Figures 4.17 (a) and (c) depict the reconstruction of articulator motion during the production 
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of the /za/ sound based on PS and PS-sparse, respectively. Overall, both PS and PS-sparse can 
capture dynamic articulator motion in high spatial resolution. Major vocal articulators, such as 
the upper and lower lips, the tongue tip, the hard palate, the velum and the epiglottis, can be 
effectively identified from their background. Moreover, white arrows in Figs. 4.17 (a) and (c) 
indicate that the air stream between the tongue tip and the palate was well captured. However, 
Fig. 4.17 (b) is less degraded by amplified noise and motion artifacts compared with Fig. 4.17 (a). 
In basic PS reconstruction, motion artifacts occur mainly in the vicinity of major articulators, 
such as the velum and the lips, while the amplified noise spreads out across the entire image. 
Figures 4.17 (c) and (d) depicts the strip plot for basic PS reconstruction and PS-sparse 
reconstruction, respectively. The strip of pixels is taken through the upper and lower lips (as 
indicated with dotted lines in Fig. 4.17 (a) and (c) ) across 400 consecutive imaging frames. The 
strip plots indicate that major transitions in the lip motion is captured by both basic PS 
reconstruction and PS-sparse recontruction. However, overall PS-sparse reconstruction in Fig. 
4.17 (d) provides a smoother strip plot than what basic PS reconstruction can offer in Fig. 4.17 
(c). This indicates the fact that ill-conditioning issues also degrade the temporal dynamics of 
basic PS reconstruction. Temporal dynamics of the lip movements can be refined with PS-sparse 
reconstruction.  
The above results are based on the reconstruction of a short-length data set using high model 
order. As can be seen from the reconstructed images, overall, the articulator motion and speech 
dynamics can be well reconstructed with both PS and PS-sparse. When an appropriate model 
order is chosen to reconstruct a data set with sufficient data, PS is a favorable choice since it is 
straightforward to implement. When a high model order is needed to capture the fine details of 
articulator motion and temporal events from limited measured data, PS-sparse serves as a better 
choice due to its ability to suppress ill-conditioning. However, PS-sparse is computationally 
intensive and requires long reconstruction time.  
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Figure 4.17: (a) Basic PS reconstruction, (b) a strip plot for basic PS reconstruction.  
           (c) PS-sparse reconstruction and (d) a strip plot for PS-sparse reconstruction. 
 
4.2.2 Multislice dynamic speech imaging of vocal tract shaping 
 
The previous section explores the ability of basic PS reconstruction and PS-sparse reconstruction 
to capture speech dynamics in one imaging plane. However, effective speech analyses usually 
require reconstruction of articulator dynamics in multiple imaging planes or even from an entire 
three-dimensional volume. This section focuses on applying PS-sparse to reconstruct experi-
mental data over 5 imaging planes.  
The basic experimental setup was similar to that in the previous section. However, the ac-
quired experimental data covered a stack of five mid-saggital imaging slices. Composite spiral 
navigator trajectory / Cartesian imaging data trajectory were used to acquire data over multiple 
slices. This sampling pattern is shown in Fig. 4.18, where blue Cartesian lines indicate acquisi-
tion of the imaging data and red spiral trajectories indicate acquisition of navigator data. 
(a) 
(c) 
(b) 
(d) 
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Fig. 4.18: The (k, t)-space sampling pattern for the dynamic speech imaging experiment. 
 
Reconstruction of the sampled data was performed with PS-sparse at a frame rate of 20 fps for 
each imaging slice. The model order and regularization parameters for the PS-sparse model were 
chosen based on the empirical evaluations of reconstruction quality in the previous section. 
Specifically, a model order of 20 is chosen to recover speech dynamics over multiple slices. 
Figure 4.19 depicts five mid-sagittal slices of the soft-tissue structures in the oropharyngeal 
region during normal speech production of the /na/ sound. The reconstructed images of all slices 
display clear vocal tract shaping and are free of severe motion artifacts or visual losses. The 
relative positions of major articulators, such as the tongue tip, the palate and the velum, are well 
captured by Figs. 4.19 (b), (c) and (d) while the contact between the tongue and the palate is not 
observed in Figs. 4.19 (a) and (e). Based on these results, it is reasonable to infer the natural 
articulator shaping during the production of the /na/ sound. Specifically, the tongue stays closer 
to the palate in its middle lines while it stays farther from the palate on both of its edges. If 
considered from the coronal angle, the ensemble of these imaging slices should display obvious 
convexity. This phenomenon is known in speech research as “tongue grooving”. 
 86 
 
 
Figure 4.19: Reconstruction of normal speech production with five mid-sagittal slices. 
 
 
Figures 4.20 (a) – (c) further analyzes the contact between the tongue tip and the hard palate in 
both the mid-sagittal plane and the coronal plane. Figure 4.20 (a) depicts the location of the air 
stream in the vocal tract with a dotted line in the mid-sagittal plane. Figure 4.20 (b) depicts the 
formation of the air stream in the center of the tongue in /z/ of the /za/ sound. A different 
observation can be made from the /n/ of the /na/ sound when the tongue tip comes into complete 
contact with the hard palate. This can be further revealed by analyzing the coronal section 
posterior to the tongue tip, as can be seen in Fig. 4.20 (c). The curvature of the coronal tongue 
shape is describe with a red line on the top of the images. Obvious convexity in the tongue tip 
curvature is observed in /n/ of the /na/ sound while concavity is observed in /z/ of the /za/ sound.  
 
(a) 
(d) 
(b) 
(e) 
(c) 
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Figure 4.20: (a) Location of the “tongue grooving” air stream in the vocal tract, (b) an air stream 
exists in the /za/ sound while disappears in the /na/ sound and (c) convexity and concavity of the 
coronal tongue shape.  
 
  
(a) 
(b) 
(c) 
 88 
 
 
 
CHAPTER 5 
 
CONCLUSION 
 
 
Dynamic speech imaging can suffer from low spatial and temporal resolution due to limited MR 
imaging speed. This thesis has proposed to use PS model-based approaches in the context of dy-
namic speech imaging.  
This thesis has investigated the feasibility of applying the PS model to improve the spati-
otemporal resolution of dynamic speech imaging. The PS model allows (k, t)-space data to be 
sparsely sampled. The sparsely sampled data can be reconstructed with the PS model-based re-
construction methods to visualize small-size vocal articulators and fast-varying speech dynamics. 
Numerical simulations and in vivo experiments have demonstrated the effectiveness of the PS 
model to enable high spatiotemporal resolution dynamic speech imaging at high signal to noise 
ratio. Simulations and experiments also provide visualization of speech dynamics in multiple 
imaging planes to examine motion outside the midline of major articulators.  
This thesis also investigates multiple choices of navigator sampling patterns. Specifically, 
the influence of the placement of the navigator sampling patterns on temporal dynamics of PS 
model-based reconstruction has been systematically studied. Although different navigator sam-
pling patterns do not vary significantly in the several quantitative metrics considered, these pat-
terns have been demonstrated to influence the detailed structure of articulator shaping and tem-
poral features of speech dynamics. Specifically, non-Cartesian navigators yield better speech 
dynamics in terms of localized vocal tract shaping.  
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This thesis is the first attempt to apply a reconstruction method based joint PS and Sparse 
constraints to better capture speech dynamics. Specifically, PS-sparse has been employed to sup-
press the ill-conditioning issues associated with basic PS reconstruction and remove the spati-
otemporal blurring associated with basic sparse reconstruction. The ability of PS-sparse in cap-
turing better speech dynamics has been demonstrated in systematic simulations and preliminary 
in vivo experiments.   
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