[1] Computational budget is frequently a limiting factor in both uncertainty-based (e.g., through generalized likelihood uncertainty estimation (GLUE)) and optimization-based (e.g., through least squares minimization) calibration of computationally intensive environmental simulation models. This study introduces and formalizes the concept of simulation model preemption during automatic calibration. The proposed "model preemption" method terminates a simulation model early to save computational budget if it is recognized through intermediate simulation model results that a given solution (model parameter set) is so poor that it will not benefit the search strategy. The methodology proposed here is referred to as deterministic model preemption because it leads to exactly the same calibration result as when deterministic preemption is not applied. As such, deterministic preemption-enabled calibration algorithms which make no approximations to the mathematical simulation model are a simple alternative to the increasingly common and more complex approach of metamodeling for computationally constrained model calibration. Despite its simplicity, the deterministic model preemption concept is a promising concept that has yet to be formalized in the environmental simulation model automatic calibration literature. The model preemption concept can be applied to a subset of uncertainty-based and optimization-based automatic calibration strategies using a variety of different objective functions. Results across multiple calibration case studies demonstrate actual preemption computational savings ranging from 14% to 49%, 34% to 59%, and 52% to 96% for the dynamically dimensioned search, particle swarm optimization, and GLUE automatic calibration methods, respectively.
Introduction
[2] Modern environmental simulation models can demand large computational budgets and require prohibitively high simulation times; for a single simulation, run times ranging from minutes to days are not unusual [Mugunthan and Shoemaker, 2006; Mugunthan et al., 2005; Zhang et al., 2009 ]. Activities like model calibration can require thousands of model evaluations or more, adding to the computational burden. Thus, the effective use of computationally expensive simulations remains a challenge for many applications involving environmental modeling [Khu et al., 2004] . For example, rigorous uncertainty-based assessments of complex environmental models using techniques such as generalized likelihood uncertainty estimation (GLUE) [Beven and Binley, 1992] or Bayesian uncertainty assessment [Ye et al., 2004] are limited in applicability because of their heavy computational demands [Mugunthan and Shoemaker, 2006] .
[3] This study introduces an approach, namely "model preemption," to alleviate the computational burden of calibrating computationally expensive environmental models. Two types of model calibration are investigated: optimization-based calibration and uncertainty-based calibration. Optimizationbased calibration refers to the coupling of an environmental model with an optimization engine such that the optimization engine adjusts model parameters in an attempt to minimize differences between observed data and corresponding model outputs (i.e., simulated equivalents). Examples of optimization-based calibration tools include PEST [Doherty, 2005] , UCODE [Poeter and Hill, 1998 ] and OSTRICH [Matott, 2005] . Uncertainty-based calibration refers to the coupling of an environmental model with an uncertainty engine such that the uncertainty engine repeatedly samples model parameter configurations to develop a calibrated probability distribution for the parameters. Unlike optimization-based calibration, which is focused on indentifying a single "optimal" parameter set, uncertainty-based calibration identifies numerous "plausible" parameter sets. Examples of tools suitable for uncertainty-based calibration include GLUE [Beven and Binley, 1992] , sequential uncertainty fitting (SUFI-2) [Abbaspour et al., 2004] and various Markov chain Monte Carlo (MCMC) implementations [Kuczera and Parent, 1998 ].
[4] The numerical results presented here demonstrate that the preemption approach is capable of significantly reducing the computation required for optimization-based calibration. Even greater savings are demonstrated when preemption is applied to the GLUE uncertainty-based calibration methodology. Importantly, the preemption approach must be combined with an existing calibration algorithm and the amount of computational savings that can be achieved through preemption depends on the search strategy of a given optimizer (or sampler) as well as the behavior of the simulation model response surface function.
[5] The structure of the paper is organized as follows: the remainder of section 1 introduces the research objectives and outlines related research in the literature; section 2 describes the preemption methodology and summarizes case studies that facilitated demonstration and benchmarking of the new method; preemption results, as applied to the various case studies, are presented in section 3; and sections 4 and 5 contain a discussion of the results and concluding remarks, respectively.
Research Objectives
[6] The major objective of this study was to explore, through numerical experiments, the potential advantages of performing model calibration within a new framework (i.e., model preemption) that allows for expensive simulation models to be terminated early, thereby reducing computational costs. This framework is general in that it can be adapted to a wide variety of existing calibration algorithms (i.e., optimizers or samplers). To demonstrate and evaluate the model preemption approach, it was linked with four separate model calibration strategies: dynamically dimensioned search (DDS) [Tolson and Shoemaker, 2007a] , particle swarm optimization (PSO) [Kennedy and Eberhart, 1995] , GLUE [Beven and Binley, 1992] , and DDS approximation of uncertainty (DDS-AU) [Tolson and Shoemaker, 2008] . While DDS and PSO are suitable for optimizationbased calibration, GLUE and DDS-UA are geared toward uncertainty-based calibration. The various preemption enabled algorithms were benchmarked using a suite of calibration case studies involving so-called "black box" environmental models. Case studies include (1) a hydrologic model of the Cannonsville Watershed, New York State; (2) a hydrologic model of the Reynolds Creek Watershed, Idaho; and (3) a model of subsurface contaminant transport to support a dipole flow and reactive tracer test in the well-known Borden aquifer in Ontario, Canada.
Related Research
[7] Four broad research areas can be identified that focus on different methods for alleviating the computational burden associated with calibrating computationally expensive models: (1) utilizing metamodeling approaches, (2) developing computationally efficient algorithms, (3) utilizing parallel computing networks, and (4) opportunistically evading model evaluations. These research areas are briefly reviewed in sections 1.2.1-1.2.4 and establish the context for the research presented in this paper. The research areas are largely complementary and in practice a given calibration exercise may employ a combination of strategies (e.g., using metamodeling in concert with a parallelized and computationally efficient optimization algorithm).
Metamodeling Approaches
[8] A common approach to dealing with computationally expensive simulation models is the use of approximation or metamodeling techniques. Arising from various disciplines, metamodeling approaches are concerned with developing and utilizing cheaper "surrogates" of the expensive simulation model to improve the overall computation efficiency [Wang and Shan, 2007] . Metamodels are typically constructed by examining the response of the simulator to a limited number of intelligently chosen parameter sets. Examples of metamodeling techniques include: kriging [Sacks et al., 1989; Sakata et al., 2003; Simpson and Mistree, 2001] , neural networks [Behzadian et al., 2009; Papadrakakis et al., 1998 ], radial basis functions [Hussain et al., 2002; Mugunthan et al., 2005; Mullur and Messac, 2006; Nakayama et al., 2002] , multivariate adaptive regression splines [Friedman, 1991; Jin et al., 2001] , high-dimensional model representation [Rabitz et al., 1999; Sobol, 2003] , treed Gaussian processes [Gramacy and Lee, 2008] , Gaussian emulator machines [Shahsavani and Grimall, 2009] , proper orthogonal decomposition [Audouze et al., 2009] , and others [Myers and Montgomery, 2002; Wang, 2003] .
[9] Metamodeling has been utilized for parameter estimation (i.e., optimization-based as well as uncertainty-based calibration) across a wide range of environmental simulation modeling applications in order to ease the total computational burden of the calibration. Optimization-based calibration studies that apply metamodeling techniques to improve computational efficiency include rainfall-runoff applications [Khu et al., 2008; Liong et al., 2001] , nonlinear evaporation and evapotranspiration modeling [Kim and Kim, 2008] , surface water quality applications [Ostfeld and Salomons, 2005; Zou et al., 2007] and groundwater contaminant transport applications [Matott and Rabideau, 2008; Mugunthan et al., 2005] . Uncertainty-based calibration studies using metamodels include a SWAT (Soil and Water Assessment Tool) hydrologic model application [Zhang et al., 2009] , GLUEbased uncertainty assessment for hydrologic models [Khu and Werner, 2003] , surface water quality model parameter estimation [Zou et al., 2009] and groundwater contaminant transport parameter estimation [Mugunthan and Shoemaker, 2006] . Metamodels are also commonly applied to a variety of environmental management optimization studies and examples include pump-and-treat optimization [Baú and Mayer, 2006] ; coastal aquifer management [Kourakos and Mantoglou, 2009] ; and soil vapor extraction [Fen et al., 2009] .
[10] Although metamodels have been applied to a wide variety of problems, there is one common drawback to all metamodeling approaches: the true response function or simulation model is approximated during the optimization or sampling procedure. Furthermore, the quality of the approximation is case study specific and the impact of approximation accuracy on the analysis (e.g., estimated parameter values and associated confidence intervals, and measures of parameter sensitivity and correlation) is not clear.
Computationally Efficient Algorithms
[11] Along with metamodeling approaches, a significant amount of research has been directed at developing highly efficient algorithms that are suitable for calibrating computationally expensive models. These algorithms are designed to generate optimal or near-optimal solutions through a limited number of model evaluations. Examples of highly efficient algorithms for optimization-based calibration include a hybrid tabu search-adjoint state method [Tan et al., 2008] , dynamically dimensioned search (DDS) [Tolson and Shoemaker, 2007a] , a tuned particle swarm optimizer (PSO) [Beielstein et al., 2002] , stepwise linear search (SLS) [Kuzmin et al., 2008] , and gradient-based methods [Doherty, 2005; Ha et al., 2007; Kavetski and Clark, 2010] , if they are applied in conjunction with smoothing strategies that ensure a "well-behaved" objective function [Kavetski and Kuczera, 2007] . Examples of efficient algorithms for uncertainty-based calibration include: DDS approximation of uncertainty (DDS-AU) [Tolson and Shoemaker, 2008] , automatic calibration and uncertainty assessment using response surfaces (ACUARS) [Mugunthan and Shoemaker, 2006] , and limited-memory MCMC [Kuczera et al., 2010] .
Parallel Computing
[12] Optimization-based calibration using parallel search algorithms such as parallel SCE-UA [Feyen et al., 2007; Vrugt et al., 2006] , parallel GA [Cheng et al., 2005; He and Hui, 2007] , and parallel PSO [Matott and Rabideau, 2008; Schutte et al., 2004] can result in considerable time savings when compared with the corresponding serial algorithm implementations. Supercomputer networks can also vastly improve the efficiency of uncertainty-based calibration techniques, such as GLUE. For example, Brazier et al. [2000] and Freer et al. [2004] each conduct more than 3 million model evaluations for GLUE on parallel computing networks.
Opportunistically Evading Model Evaluation
[13] Relatively few methods have been proposed to intelligently avoid unnecessary model evaluations (i.e., model evaluations that yield implausible, nonbehavioral or noninformative results). As suggested by Haupt and Haupt [1998] and Griffin et al. [2008] , a simple way to avoid repeating expensive model evaluations is to store and consult a running history of every parameter set (and corresponding objective function value) that is evaluated. Known as "caching," this strategy has been implemented in freely available optimization codes [Gray and Kolda, 2006] .
[14] Like caching, model preemption is a general purpose mechanism for opportunistically avoiding model evaluation. The basic concept behind model preemption is that full evaluation of a given candidate solution is unwarranted if the corresponding objective function is predictably poor (i.e., are implausible, nonbehavioral or noninformative) relative to previous solutions or some fixed threshold. The key to model preemption is being able to predict poor performance prior to fully evaluating each candidate solution (i.e., prior to completely simulating the entire model simulation time period or spatial domain).
[15] Different variations of model preemption in an optimization framework have been proposed. For example, Joslin et al. [2006] describe an optimization framework in which constraint violations are determined through a computationally expensive model while the cost function is inexpensive and evaluated independently. Under this type of framework, the authors demonstrated significant computational savings by first evaluating the cost function and then selectively evaluating the constraints only if some threshold cost criteria was satisfied. In an automatic calibration framework, Ostfeld and Salomons [2005] proposed constructing a "hurdle" for accepting/rejecting a candidate set of parameters during a model simulation, where a hurdle corresponds to a predefined threshold objective function value assigned to a specific simulation breakpoint. At a given hurdle, the simulation is aborted if the objective function value of the candidate solution does not exceed the value of the hurdle.
[16] SwarmOps [Pedersen, 2008] , a recently developed software tool for automating the process of "tuning" the parameters of a given optimization algorithm, also introduces a type of preemption concept namely "preemptive fitness evaluation" to increase optimization efficiency. The algorithm tuning process in SwarmOps involves solving many different optimization problems multiple times each in order to assess average algorithm behavior under all candidate algorithm parameter sets. In this regard, the SwarmOps tool utilizes what we refer to as "trial-based" preemption to avoid unnecessary evaluation of entire optimization trials. Unlike "trial-based" preemption, the present work employs preemption at a much finer level through a "model-based" approach.
[17] A general preemption strategy has undoubtedly been applied by many modelers performing manual (trial and error) calibration on computationally intensive simulation models. For example, modelers often frequently check intermediate simulation results and will terminate poor simulations before the end of the simulation period. In an optimizationbased or uncertainty-based calibration context, the preemption concept has not been formalized and although there are similarities to previous research, the concept as applied to model calibration is a unique contribution of this paper.
Methodology

Model Preemption
[18] In traditional optimization-based and uncertaintybased simulation model calibration frameworks the quality of a candidate solution (i.e., some model parameter set configuration) is quantified using an objective (or likelihood) function that measures model prediction errors calculated over the entire model simulation time period. In transient or continuous hydrologic models, however, prediction errors accumulate throughout the simulation time period. Making use of this fact, we propose an approach that monitors the simulation model performance during the simulation time period. If it is recognized through intermediate simulation model results that a given solution (model parameter set) is so poor that it will not contribute to guiding the search strategy, the simulation model is terminated early (i.e., preempted) to save computational budget. In this paper, we introduce a simple form of preemption that we call deterministic model preemption and apply this preemption technique in the context of calibrating environmental simulation models. Deterministic model preemption refers to the termination of model simulations that have demonstrated such poor performance that the solution will definitely not contribute to guiding the search strategy. In other words, the application of the deterministic preemption strategy leads to exactly the same calibration result as when deterministic preemption is not applied. This attractive property of deterministic preemption does not hold for metamodeling strategies, or the hurdle approach of Ostfeld and Salomons [2005] as discussed in section 1.2.4.
[19] In the hurdle approach to automatic calibration of Ostfeld and Salomons [2005] , hurdle magnitudes and breakpoints over the simulation period, referred to as parameters of the methodology, are assigned arbitrarily prior to the optimization. No objective procedure is suggested for specifying these parameters. In contrast, our preemption threshold is determined objectively and adaptively as explained in section 2.1.2. Moreover, as the hurdle has a predefined value regardless of the objective function value of the current best solution in the course of an optimization trial, there is no guarantee that an aborted solution is noninformative. In other words, in the hurdle approach, if users select a strict hurdle, they might increase computational saving at the expense of frequently aborting informative solutions and thus change algorithm behavior and potentially the final calibration solution.
Applicable Objective Functions
[20] Model calibration may be viewed as the process of adjusting or sampling model parameters within prescribed limits (i.e., parameter ranges) to obtain one or more model parameter sets that satisfy some criteria. The main criterion in this context is the deviation of model outputs from measured data. This deviation is usually formulated as either an objective function to be minimized (i.e., in optimizationbased calibration) or as a likelihood function to be sampled (i.e., in uncertainty-based calibration). Many calibration objective functions have been proposed in the literature, but not all of them are applicable to preemption enabled model calibration.
[21] The essential characteristic of any applicable objective function within the model preemption framework is that it must monotonically degrade in quality with simulation period length. In other words, the objective function must not improve as more simulation time steps are considered. Objective functions that can be derived from (or are transformations of) any monotonic function are indirectly applicable as well.
[22] For this study, we selected the sum of squared errors (SSE) and its weighted version as a representative objective function suitable for investigating preemption enabled calibration. SSE accumulates the squared errors between simulation results and measurements from the beginning of calibration period up to the current simulation time step, t, as
where T is the length of the calibration period, sim i and obs i are the simulated and observed values at time step i, respectively.
[23] Other commonly used performance metrics in water resources modeling include: the mean squared error (MSE), root mean squared error (RMSE), RMSE of peak flow events, RMSE of low-flow events, and their weighted versions, as well as the Nash-Sutcliffe coefficient of efficiency [Nash and Sutcliffe, 1970] . These metrics are all transformations of the SSE function and are therefore also applicable within the preemption framework. Alternative metrics to SSE that monotonically degrade in quality such as the sum of absolute deviations are also applicable.
[24] An example of using transformations of SSE is demonstrated when the Nash-Sutcliffe (E NS ) coefficient is selected as the calibration objective function. An intermediate Nash-Sutcliffe value, E′ NS , can be calculated as a transformed and normalized SSE measure:
where obs t and sim t are the measured and simulated data, obs is the average of measured data with the length of T, t is the current time step in the course of a model simulation (t = 1, 2,…, T) and t is a timing index. Since the denominator of the fraction is only a function of observed data, it is a constant value and can be calculated over the entire calibration period prior to the calibration process. As such, E′ NS can be viewed as a linear function of SSE resulting in a monotonically decreasing function. At the end of a given simulation, the current time, t, will equal the overall simulation time T (t = T) and the intermediate Nash-Sutcliffe coefficient, E′ NS , will be equal to the overall Nash-Sutcliffe coefficient, E NS , as desired.
Preemption Threshold
[25] As a general concept, and for a given calibration algorithm, the deterministic model preemption threshold defines a specific objective function value that separates model parameter sets that are known to have no influence on calibration algorithm behavior (and thus have no impact on the calibration result) from those that are known to influence algorithm behavior. As such, there are some calibration algorithms which are not suitable for model preemption (as discussed in section 2.2). In this study, since SSE-based objective functions are utilized, our model preemption threshold is the maximum SSE value a solution can have before it is known to have no impact on the model calibration result. If, during the course of a model simulation, the accumulated (but intermediate) SSE exceeds the preemption threshold, then there is no doubt that continuing evaluation of the current model parameter set is unnecessary because the objective function in question will not change the behavior of the overlying calibration algorithm.
[26] In optimization-based calibration, a given preemption enabled optimizer may involve one or more preemption thresholds depending on whether the algorithm operates on a single candidate solution or a population of candidate solutions. Importantly, a given preemption threshold may be dynamically adjusted as a given optimization algorithm progresses. Dynamic adjustments to the preemption threshold(s) generally coincide with the updates to the best solution(s) found so far in a given search. Accordingly, initial preemption threshold value(s) can be assigned using the initial solution of a given optimization trial.
Illustrative Example of Model Preemption
[27] Figure 1 illustrates the model preemption concept and the use of a preemption threshold. Figure 1 plots a representative monotonic increase of the sum of squared errors objective function as a function of elapsed simulation time steps. Once the simulation reaches time t p of the T total time steps, the SSE value already exceeds a particular preemption threshold and at that point the simulation could be aborted to save computational budget.
[28] When calibrating continuous hydrologic models, modelers often consider a spin-up or initialization period at the beginning of the simulation to avoid the effect of initial conditions in the watershed. In such cases, it would be inappropriate to compute any portion of the SSE objective function during spin-up. Thus, the preemption concept would not apply until just after the spin-up period.
Model Preemption in Optimization-Based Calibration Algorithms
[29] Both derivative-based and derivative-free optimizers have been utilized in the calibration of environmental simulation models. Many of these algorithms may be modified to take advantage of the simulation-preemption concept. Sections 2.2.1-2.2.3 highlight a representative subset of optimization algorithms and discuss their suitability (or unsuitability) for utilizing the preemption concept. In assessing the suitability of a given algorithm, the key consideration is whether or not a deterministic preemption threshold (i.e., one that definitely does not alter the algorithm behavior) can be easily defined based on the algorithm search procedure.
Ideal Optimization Algorithms for Model Preemption
[30] Some optimization algorithms are ideal for model preemption in that they stand to benefit considerably in terms of increased computational efficiency. These ideal algorithms have an easily defined preemption threshold that can be utilized to preempt the evaluation of any of the candidate solutions generated by the algorithm. Examples of this type of algorithm discussed below include the dynamically dimensioned search [Tolson and Shoemaker, 2007a] , particle swarm optimization [Kennedy and Eberhart, 1995] , pattern search [Torczon, 1997] and grid search [Yu et al., 2006] algorithms.
[31] Designed for optimization problems with many decision variables, the DDS [Tolson and Shoemaker, 2007a] algorithm is a computationally efficient stochastic global search algorithm that requires no algorithm parameter adjustment. In the DDS algorithm, the search dimension is dynamically refined as a function of current iteration number and the user-specified maximum number of function evaluations. DDS is a single-solution based algorithm that always searches from the current "best" solution. It is a greedy type of algorithm since moves that would degrade the current best solution are never accepted and are not utilized in subsequent algorithm decisions. In other words, DDS ignores any candidate solutions which are worse than the current best solution and these inferior solutions do not influence the search strategy. Making use of this fact, an obvious preemption threshold for the DDS algorithm is to utilize the objective function value of the current best solution.
[32] PSO [Kennedy and Eberhart, 1995] is a stochastic, population-based, global optimization method inspired by the social behavior of birds and fish. A swarm consists of a population of "particles" distributed throughout the D-dimensional parameter space. Each particle has a position vector (X) and a velocity vector (position change) (v) and these are updated at each generation, causing the particles to "fly" through hyperspace. During flight, each particle tracks its own "personal" best solution (X p and associated objective function F p ), as well as the overall best solution (X g and associated objective function F g ) discovered by the entire swarm of particles. Velocity updates for each particle are computed each generation using a simple vector calculation that is a random-but-weighted function of (1) the particles current position (X cur ), (2) the particles previous velocity (i.e., inertia), (3) the particles "personal" best position (X p ), and (4) the overall best position (X g ). Weights are applied to bias particle movement, such that the inertia weight (w) biases movement toward the previous velocity, the cognitive weight (c 1 ) biases movement toward the "personal" best position, and the social weight (c 2 ) biases movement toward the overall best position. Detailed descriptions of PSO can be found elsewhere [Beielstein et al., 2002; Kennedy and Eberhart, 2001] .
[33] The PSO algorithm only needs to keep track of the personal best and overall best particle positions and corresponding objective function values (i.e. F p for each particle and F g ) as these are the only solutions that influence the path of each particle. Clearly, for each particle, a given personal best objective function value will always be inferior or equal to the overall best objective function value for minimization problems F p ≥ F g . The trajectory of individual particles will not be influenced by solutions whose objective function values are inferior to their current personal best (F p ). Making use of this fact, a separate preemption threshold can be conveniently defined for each particle; these thresholds correspond to the current personal best solution of each particle. The SSE is monotonically increasing over time and may pass a specified preemption threshold (t p is the earliest possible time of preemption).
[34] The pattern search [Torczon, 1997] and grid search [Yu et al., 2006] algorithms are deterministic global optimization algorithms that are able to utilize a straightforward model preemption strategy. For example, in the polling process of the pattern search algorithm the preemption threshold can be conveniently defined to correspond to the objective function value of the current best solution; such an assignment will not affect the overall behavior of the algorithm. Similarly, during evaluation of grid points in the grid search algorithm, the preemption threshold can be defined to correspond to the objective function value of the current best solution.
Moderately Suitable Optimization Algorithms for Model Preemption
[35] Some optimization algorithms would stand to benefit in terms of increased computational efficiency from model preemption but the potential benefits are likely reduced relative to the benefits of the ideal algorithms discussed in section 2.2.1. The ability or likelihood of preempting solutions in these algorithms is relatively small. Examples of moderately suitable algorithms for preemption discussed below include the Nelder-Mead simplex [Nelder and Mead, 1965] , shuffled complex evolution [Duan et al., 1993] and all derivative-based optimization algorithms.
[36] In the Nelder-Mead simplex algorithm, a candidate preemption threshold is the objective function value of the worst vertex of d + 1 solutions in the current simplex (where d is the problem dimension); model preemption using such a threshold will not have any effect on the algorithm. Accordingly, since the Nelder-Mead algorithm is utilized in the competitive complex evolution (CCE) submodule of the popular SCE algorithm, this same model preemption strategy can be used in SCE; the evolved complexes that are returned to the main SCE module prior to reshuffling and repartitioning will not be altered. Preliminary testing of model preemption efficiency gains in the SCE algorithm confirmed that SCE was moderately suitable with achievable computational savings typically less than 10%.
[37] Since the derivative-free Nelder-Mead algorithm is generally considered a local search, the expected preemption savings are less relative to a global search method because a local search would concentrate the search too closely around the best solution or set of solutions found so far and the associated preemption threshold is based on the worse vertex in a simplex. Preemption savings are generally a maximum for global optimization algorithms that are more likely to evaluate relatively poor solutions with significant frequency. Similar to Nelder-Mead, the stepwise linear search algorithm [Kuzmin et al., 2008] proposed for efficient distributed hydrologic model calibration can be considered as a moderately suitable optimization algorithm for model preemption.
[38] The proposed deterministic model preemption strategy has limited applicability and efficiency gains when combined with derivative-based optimization algorithms. In such methods, determining the search direction requires evaluating numerical derivatives and obtaining accurate derivatives requires fully evaluated objective function values. Any model preemption implemented during the search direction step of derivative-based algorithms would yield approximate derivative information and as such is incompatible with the proposed deterministic model preemption concept. However, a preemption strategy might improve the efficiency of line search algorithms that are used by derivative-based algorithms to adjust the step size (given a derivative-based search direction).
Optimization Algorithms Unsuitable for Model Preemption
[39] Some optimization algorithms such as genetic algorithms (GA) [Goldberg, 1989] and ant colony optimization (ACO) [Maier et al., 2003 ] might have substantial difficulty adopting the proposed model preemption strategy. For example, a GA with roulette wheel selection requires fully evaluated objective function values for the entire population; utilizing preemption would alter the behavior of the algorithm. Although some preemption might be possible in GAs with tournament selection, defining preemption thresholds becomes more complex and the relative potential benefits would put these types of GAs in the moderately suitable algorithm class in section 2.2.2. Similar to a GA with roulette wheel selection, the ACO algorithm probabilistically evaluates possible paths (solutions) and utilizes the entire colony of fully evaluated objective function values, even if some members of the colony are massively inferior. Thus, utilizing preemption would alter the behavior of the ACO algorithm.
Preemption in Uncertainty-Based Calibration Algorithms
[40] Apart from treating model calibration as an optimization problem, the introduction of the generalized likelihood uncertainty estimation (GLUE) method proposed by Beven and Binley [1992] has refocused many calibration efforts toward quantifying model prediction uncertainty. In contrast to the optimization-based approach of identifying a single parameter set that minimizes some objective function, procedures developed for uncertainty-based calibration are designed to search some prior probability distribution of the parameter space with the goal of elaborating a calibrated (i.e., posterior or behavioral) probability distribution of model parameters. Kuczera et al. [2010] introduced a limitedmemory MCMC sampler for Bayesian uncertainty analysis that is conceptually similar to preemption. Here, two other uncertainty-based calibration algorithms were investigated as candidates for the model preemption strategy and are described below.
[41] Generalized likelihood uncertainty estimation (GLUE) is a method introduced by Beven and Binley [1992] to quantify the uncertainty of model predictions. GLUE is based on the "equifinality" concept [Beven and Freer, 2001] , which hypothesizes the existence of several different parameter sets (and multiple model structures) that simulate observed system behavior equally well. When considering parameter uncertainty, GLUE is focused on identifying multiple acceptable or "behavioral" parameter sets via a Monte Carlo sampling experiment. Therefore, the modeler must subjectively define behavioral in terms of the selected likelihood function by a threshold value for each case study. A large number of GLUE studies have utilized transformations of the sum of squared errors (SSE), especially the Nash-Suttcliffe coefficient, to define the likelihood function.
[42] Typical GLUE studies utilize uniform random sampling and report exceedingly high numbers of model evaluations. For example, the vast majority of GLUE studies report using more than 10,000 model evaluations while multiple studies report using millions of model simulations [Brazier et al., 2000; Freer et al., 2004] . There are definite practical sampling efficiency issues in GLUE that require improved sampling procedures [Beven, 2006] and very low behavioral sampling frequencies (<1/1000 for example) are reported in various GLUE studies [Blazkova and Beven, 2009; Freer et al., 2004] . Therefore, the GLUE procedure typically samples a very high proportion of solutions that could be terminated early in the simulation with the preemption concept.
[43] In the preemption enabled GLUE, the preemption threshold is simply set equal to the subjective behavioral threshold as determined by the modeler. In the GLUE-based preemption experiments in this study, variable behavioral thresholds are defined using the Nash-Suttcliffe coefficient (ranging from 0.0 to 0.5) and the common uniform random sampling approach is applied.
[44] The DDS-AU methodology [Tolson and Shoemaker, 2008] is an uncertainty-based calibration algorithm that enumerates multiple high-likelihood solutions (i.e., parameter sets) using independent DDS optimization trials. Using a relatively small number of model evaluations (e.g., ∼100), each DDS trial starts from a different initial solution and follows a different randomized search trajectory, resulting in the identification of a variety of behavioral solutions. In the simplest implementation of DDS-AU, only the best solution from each DDS optimization trial is considered as a possible behavioral sample. Therefore, in DDS-AU, each independent DDS trial can conveniently utilize the DDS with preemption strategy (and associated preemption threshold based on the current best) described in section 2.2.
Case Studies
[45] To demonstrate the model preemption strategy, it was linked with a representative set of optimization-based and uncertainty-based calibration algorithms for the purpose of calibrating several environmental simulation models. Selected case studies include two SWAT2000 hydrologic (Soil and Water Assessment Tool, version 2000) [Neitsch et al., 2001 ] model applications, a MESH hydrological model (Modélisation Environnementale de la Surface et de l'Hydrologie) [Pietroniro et al., 2007] 2 ) by maximizing the Nash-Sutcliffe coefficient for daily flow. The SWAT-1 problem seeks to calibrate 14 SWAT2000 model parameters that are subject to various range constraints [see Tolson and Shoemaker, 2007a, Table 2 ]. The relevant calibration time period is 2191 days (January 1990 to December 1995 and this is preceded by a model initialization period of 1095 days, resulting in a total simulation time period of 2191 + 1095 = 3286 days (9 years). A single SWAT2000 model evaluation of the SWAT-1 case study requires about 1.8 min on average to execute on a 2.8GHz Intel Pentium processor with 2 GB of RAM and running the Windows XP operating system. 2.4.1.2. SWAT-2 Case Study: Streamflow, Sediment, and Phosphorous Calibration
[48] A second calibration problem (i.e., SWAT-2) involving the Cannonsville Reservoir watershed was also included in the benchmarking studies. The SWAT-2 case study differs from the SWAT-1 case study in that the model is calibrated to flow at the Walton gauging station as well as total suspended sediment (TSS) and total phosphorous (P) at the Beerston monitoring station, located few kilometers downstream of Walton. For the SWAT-2 case study a weighted combination of Nash-Sutcliffe coefficients was utilized as the objective function; weights of 0.5, 0.2 and 0.3 were assigned to the Nash-Sutcliffe coefficients for streamflow, total suspended sediments, and total phosphorous, respectively.
[49] The SWAT-2 case study seeks to calibrate 30 SWAT2000 model parameters subject to various side constraints [see Tolson and Shoemaker, 2007a, Table 3 ]. The calibration time period for SWAT-2 is 1553 days (October 1991 to December 1995) and this is preceded by an initialization period of 365 days, resulting in a total simulation time period of 1918 days (5.25 years). A single evaluation of the SWAT-2 case study takes about 1 min on average to execute on a 2.8GHz Intel Pentium processor with 2 GB of RAM and running the Windows XP operating system.
[50] Both the SWAT-1 and SWAT-2 case studies were utilized to benchmark model preemption in an optimizationbased calibration context. The SWAT-2 case study was also utilized to demonstrate the model preemption concept in an uncertainty-based calibration context. In this regard, two SWAT-2 uncertainty-based calibration problems were evaluated: one sampled from default parameter bounds while the other utilized reduced parameter bounds as previously defined by Tolson and Shoemaker [2008, [Verseghy, 1991; Verseghy et al., 1993] with the horizontal routing scheme of the WATFLOOD hydrological model [Kouwen et al., 1993] . MacLean [2009] applied the MESH model to the Reynolds Creek Experimental Watershed, a research basin maintained by the United States Department of Agriculture, located in southwestern Idaho. The Reynolds Creek model was calibrated to the measured flow at the Tollgate weir. This subwatershed (area = 54.5 km 2 ) encompasses the headwaters of the watershed and receives the highest annual precipitation in the watershed [Pierson et al., 2000] . The MESH model was initialized using soil moisture and soil temperature for 2 September 1986 to minimize the initialization period for the model. For the MESH case study 62 model parameters were calibrated and these are listed along with corresponding ranges in Appendix E of MacLean [2009] . Similar to the SWAT-1 case study, the calibration error function for the MESH case study was the Nash-Sutcliffe coefficient for daily flow. Model runs were started on 2 September 1986 and ended on 31 December 1988. The first 120 days were considered as the initialization period and, therefore, a 731 day calibration period started on 1 January 1987. A single evaluation of this model takes about 5.3 min on average to execute on a 2.8 GHz Intel Pentium processor with 2 GB of RAM and running the Windows XP operating system.
Dipole Flow and Reactive Tracer Test for Aquifer Parameter Estimation
[52] The final benchmark problem was based on a recently introduced groundwater flow and reactive transport model that is designed to aid in the interpretation of aquifer tests. Because the model is less well known, we have included below a detailed description of the aquifer test, the corresponding interpretation model, and the calibration case study.
[53] The DFRTT is a single-well test proposed for in situ aquifer parameter estimation to aid in the design of remedial systems for contaminated sites. The DFRTT circulates groundwater between isolated injection (source) and extraction (sink) chambers within a single well. Once steady state flow has been reached, a suite of conservative and reactive tracers are added to the injected solution. The concentration of the tracers and their reaction products are monitored in the extracted solution and tracer breakthrough curves (BTCs) are generated. Movement of the tracer through the aquifer is usually preceded by some tracer short-circuiting through the disturbed zone or well skin causing more than one peak in field-measured tracer BTCs. Therefore, the overall shape of a BTC is defined by the magnitude and time of the skin and bulk aquifer peak as well as the shape of the rising and falling limbs. The observed BTCs are analyzed by a DFRTT interpretation model (DFRTT-IM) to estimate aquifer parameters.
[54] The DFRTT interpretation model was developed as a high-resolution two-dimensional radially symmetric finite volume model consisting of two major components: a steady state groundwater flow component and a reactive transport component. The model was designed so that it could provide an accurate representation of key first-order processes (e.g., biodegradation rate), have the ability to conform to a variety of field configurations and site conditions, and be able to handle a range of input parameters. The major assumptions used to develop this model are (1) homogeneous aquifer parameters in the vicinity of the test well and (2) the ambient groundwater flow field does not affect the dipole flow field. For more details regarding the DFRTT interpretation model, the interested reader is referred to Thomson et al. (submitted manuscript, 2009 ). To estimate the required aquifer parameters, the simulated BTCs produced by the DFRTT interpretation model must be fit to the observed BTCs using an automated calibration process.
[55] The field test used in this paper was conducted in the unconfined sand aquifer at the Canadian Forces Base (CFB) Borden near Alliston, Ontario, Canada. There are 7 parameters to be adjusted by the automatic calibration in this study as listed in Table 1 . The DFRTT model is calibrated according to a Nash-Sutcliffe criterion:
where E NS is the weighted Nash-Sutcliffe coefficient and w t is the weighting function for the BTC with the duration of T (i.e., 240 min in this experiment); x is a vector of 7 model parameters that are subject to bound constraints in Table 1 ; and obs t and sim t are the measured and simulated tracer concentrations at time t and obs is the average of measured concentrations. Due to the importance of capturing the skin effect, w t associated with the skin was set at 0.8 while a value of 0.2 was used for the remaining portion of the BTC. A single evaluation of this model takes about 37 min on average to execute 2.8 GHz Intel Pentium processor with 2 GB of RAM and running the Windows XP operating system.
Numerical Experiments
[56] A series of numerical experiments were performed in order to explore the model preemption concept and benchmark potential computational savings in the context of several calibration problems involving real-world environmental modeling case studies. Consistent with the goal of addressing the challenges of calibrating computationally expensive models, all of the selected benchmark problems utilized models with average run times of at least one minute (i.e., SWAT-1 and SWAT-2) and as high as 37 min (i.e., DFRTT-IM). Due to computational considerations, the selected numerical experiments involved only a representative subset of calibration algorithms that were modified to adopt a model preemption strategy. In this regard, PSO and DDS were selected as representative optimization-based calibration algorithms and GLUE and DDS-UA were selected as representative uncertainty-based calibration algorithms. Importantly, the focus of these experiments was not to compare results across different algorithms (e.g., PSO versus DDS), but to explore the potential savings afforded by model preemption for each particular algorithm (e.g., PSO with preemption versus "standard" nonpreemptive PSO).
[57] The experimental setup also addressed the potential for variability of results within a given algorithm (e.g., due to stochastic or random nature of the algorithm or alternative treatments of algorithm parameters). For example, unlike the DDS algorithm, several PSO algorithm parameters (i.e., swarm size, number of generations, inertia weight, cognitive weight and social weight) must be defined before applying the PSO to a given problem. Following the recommendations of [Beielstein et al., 2002] our PSO implementation was configured to linearly reduce the inertia weight (w) from a value of 1.2 in the first generation to a value of 0 in the last generation. Conversely, two separate strategies for assigning the cognitive and social weights (c 1 and c 2 ) were investigated: one strategy utilized constant weights (c 1 = c 2 = 2) and another strategy linearly varied the values from c 1 = 3 and c 2 = 1 in the first generations to c 1 = 1 and c 2 = 3 in the last generation. This strategy encourages a gradual transition within the swarm from personal (i.e., global) exploration to local exploration around the overall best solution. As recommended by [Beielstein et al., 2002] , both strategies constrain the weights such that c 1 + c 2 = 4.
[58] The stochastic nature of the DDS and PSO algorithms may affect the preemption computational savings. For DDS, 5 optimization trials with different random seeds, and in all but the MESH case study, different random initial solutions, were conducted. Although the stochastic nature of PSO might also affect the preemption efficiency, due to computational limitations, only results based on one trial for each of the two PSO parameter configurations were evaluated.
[59] In both optimization-based (i.e., DDS and PSO) and DDS-AU uncertainty-based benchmarks, preemption thresholds are set objectively based on the algorithm search histories and they vary dynamically as the algorithms proceed. In the GLUE uncertainty-based algorithm, the preemption threshold is set equal to the subjectively determined behavioral threshold (as determined by the modeler). Therefore, in the GLUE experiments, different preemption thresholds over the range of 0.0 to 0.5 (in Nash-Sutcliffe scale) were applied to capture the variability and sensitivity of results with respect to the behavioral threshold.
[60] Two parameter ranges (hereafter termed "default" and "reduced") were used for the SWAT-2 case study. The use of default parameter ranges replicates a calibration example where the modeler has little prior knowledge (i.e., expert judgment) and the reduced ranges simulates a scenario in which some prior knowledge was available (e.g., through previous case study or simulation model experience).
[61] Importantly, the experimental setup and associated measure of computational savings leveraged the definition of "deterministic model preemption" (which requires the use of a preemption threshold that has absolutely no effect on algorithm behavior) in order to save the total computation time required to conduct all experiments. As a result, a given experiment could be efficiently performed using only preemption enabled algorithms; the computational costs of corresponding nonpreemptive algorithms were then inferred using the assumption that for each case study, the average computation time required per preempted model time step is equal to the overall average computation time of each model time step. In addition, the model simulation time was assumed to be constant across all model parameter sets. These assumptions are consistent with other studies comparing relative computational burdens of alternative model calibration methods [Khu and Werner, 2003; Tolson and Shoemaker, 2007a] . However, to verify this assumption, the times needed for evaluating 500 samples for SWAT-2 and 500 samples for MESH generated by Latin hypercube sampling were measured. The model simulation time coefficients of variation obtained for the SWAT-2 and MESH case studies were quite small at 0.06 and 0.02, respectively.
[62] The computational time each model spends on calculations in the initialization period (involves SWAT-1, SWAT-2 and MESH case studies) are ignored in the presented saving results due to the fact that the length of any model initialization period is problem specific and in some calibration problems such as DFRTT-IM, an initialization period is unnecessary. Therefore, the term "calibration period" in this paper is referred to as the period used in the calculation of objective function. Assuming computational cost is the same for all model time steps, the preemption computational saving for each solution or objective function evaluation is calculated as follows:
where n is the total number of time steps in (or length of) the calibration period, and n p is the number of time steps simulated in that calibration period before the simulation is terminated (either due to preemption or because the entire calibration period was simulated). In nonpreemptive algorithms, the calibration period would be fully simulated with each model parameter set using a computational cost of n time steps.
[63] For the SWAT-1, SWAT-2 and DFRTT case studies model preemption was achieved by a separately created monitoring program. Each of the selected calibration algorithms was then configured to call upon this monitoring program whenever a new parameter set needed to be evaluated. The monitoring program would first launch a given simulation and then track simulation progress by periodically reading intermediate model output files and computing a corresponding SSE value. If the computed SSE exceeded a given threshold supplied by the preemption enabled calibration algorithm, then the monitoring program would terminate the simulation using a readily available operating system command (e.g., "TaskKill" in Microsoft Windows or "kill" in the Linux and Mac OS X operating systems). For the MESH case study, an alternative strategy was utilized in which monitoring and terminating a simulation was embedded within the MESH model source code. Each calibration algorithm was then modified to directly provide MESH with the preemption threshold for a given model evaluation and the MESH model would monitor its own progress and as appropriate halt a given simulation at the earliest possible time step of the simulation.
[64] In all but the MESH calibration experiments, two different measures of n p were calculated, the "actual" n p value and the "theoretical minimum" n p value. The actual n p for each objective function evaluation was recorded as the total number of time steps in the calibration period that were actually simulated before termination of the model and thus measures the actual savings due to preemption. The theoretical minimum n p was established by postprocessing the results of each saved model output file. Measuring savings as a function of the theoretical minimum n p reflects the maximum savings achievable if the model could be preempted at the first possible moment (i.e., the simulation model was developed with an internal preemption capability, as in the MESH case study). Thus, the difference between actual and maximum savings reflect limitations of using a separate preemption monitoring program which might not preempt a given simulation until several time steps after the preemption threshold is exceeded. The computational savings reported in this paper for each calibration experiment or optimization trial is the average savings for all model parameter sets evaluated in that experiment or trial.
Results
[65] The results are presented in four sections. Sections 3.1 and 3.2 deal with the performance of the model preemption strategy employed within the DDS and PSO optimization algorithms, respectively. These preemption-enabled optimization algorithms were applied to the SWAT-1, SWAT-2 and DFRTT-IM case studies. The preemption enabled DDS was also applied to the MESH case study. Sections 3.3 and 3.4 present the results of model preemption strategy applied in the GLUE and DDS-AU uncertainty analysis frameworks. The efficiency of these preemption enabled algorithms is demonstrated through the MESH and SWAT-2 case studies.
DDS With Preemption
[66] DDS was applied with the preemption strategy (hereafter termed "DDS with preemption") and tested on all four case studies. As discussed in section 2.4 and due to the effects of randomness on DDS performance, the presented results for all case studies are based on 5 optimization trials. The number of objective function evaluations per optimization trial was set to 600, 1000, 1000 and 250 for SWAT-1, SWAT-2, MESH and DFRTT, respectively. When linked with DDS, the model preemption strategy yielded average maximum theoretical computational savings of 19%, 24%, 49% and 50% of the computational budget for SWAT-1, SWAT-2, MESH and DFRTT, respectively. The actual preemption savings for SWAT-1, SWAT-2 and DFRTT were 14%, 21% and 37%. Since the MESH model utilized an embedded preemption capability, the actual savings were the same as the corresponding maximum theoretical savings (i.e., 49%). Table 2 summarizes all preemption savings.
[67] Figures 2, 3 , and 4 show selected measured versus calibrated (using DDS) results for the SWAT-1, MESH and DFRTT-IM case studies, with corresponding Nash-Sutcliffe coefficients of 0.86, 0.77 and 0.98, respectively. Figures 2,  3 , and 4 qualitatively demonstrate that even with 1000 or fewer objective function evaluations, good quality calibration results were achieved across the various case studies. The average calibrated Nash-Sutcliffe coefficients over all the DDS trials for the SWAT-1, SWAT-2, MESH and DFRTT case studies are 0.85, 0.66, 0.73 and 0.98, respectively.
[68] With respect to DDS with preemption, Figure 5 shows the empirical cumulative distribution function of the time of model preemption during the calibration period. Model preemption times in Figure 5 are the earliest theoretical times at which the model could be preempted. According to Figure 5a , in the case of SWAT-1, the frequency of model preemption before 55% of the calibration period is simulated is negligible. However, about 40% of model evaluations were preempted before 75% of the calibration period is simulated. Figure 5b demonstrates that, when linked with the DDS algorithm, model preemption is active in the early steps of the SWAT-2 simulation so that, for example, about 5% of simulations were preempted in the first 15% of the calibration period. Furthermore, the frequency of model preemption before 60% of the simulation is greater than 30%.
[69] For the MESH study, and with respect to DDS with preemption, Figure 5c shows that on average about 40% of simulations were terminated in the first 18% of the calibration period and 73% were terminated before simulating 72% of the period. For the DFRTT (Figure 5d ) case study, model preemption in the DDS algorithm is active from the beginning of the calibration period and the frequency of model preemption within the first 5% and the first 20% of the calibration period were about 25% and 48%, respectively. Note that the high weight of the skin part of breakthrough curve in the DFRTT error function significantly contributed to these early time step model preemptions.
[70] The narrowness of bounds in Figure 5 demonstrates that randomness in the DDS search strategy does not have a considerable effect on the efficiency of the model preemption approach. It is worth noting that the savings afforded by model preemption depends on the model under consideration, the associated parameters being calibrated and the objective (error) function. Furthermore, as can be observed in Figure 5 , there are a couple of jumps in the empirical CDFs and these jumps represent the active parts of the calibration period with respect to model preemption. For instance, by comparing Figures 2 and 5a , it is evident that the flood event of April 1993 had a significant influence on model preemption in the SWAT-1 case study. Hence, modelers may increase the potential of model preemption substantially by carefully choosing the calibration period. A more general discussion of this topic is given in section 4.1.
[71] Since the potential savings afforded by model preemption depends on the search strategy of the optimization algorithm, Figure 6 quantitatively clarifies this behavior over the course of the 5 DDS trials (with 1000 function evaluations) for the SWAT-2 case study. According to Figure 6 , the cumulative computational savings are relatively high in the early iterations of DDS and these savings decrease gradually as the algorithm progresses toward its final iteration. For instance, an average trial of DDS with preemption saved 16.3% of the total computational budget in the first half of the DDS iterations, but the algorithm achieved only 7.7% savings in the second half of its iterations. This decrease is due to the fact that DDS searches globally (perturbs in all dimensions) in the early iterations and as a function of iteration number it gradually tends to be a more local search (perturbs in only one dimension in the final iterations). Relative to the global search performed in early iterations, during the local search portion of the DDS algorithm it is more likely that model simulations must proceed to near completion before the preemption threshold is exceeded.
PSO With Preemption
[72] PSO was applied with the model preemption strategy (hereafter termed "PSO with preemption") and benchmarked using the SWAT-1, SWAT-2 and DFRTT case studies. As explained previously, two PSO strategies (i.e., with and without dynamic cognitive and social weights) were investigated in order to assess potential variability due to different treatments of PSO algorithm parameters. The first strategy using constant weights was applied to all three of the aforementioned case studies, while the second strategy (i.e., dynamic weights) was applied to only the SWAT-1 and SWAT-2 case studies. PSO swarm sizes were set equal to 18, 21 and 16 for the SWAT-1, SWAT-2 and DFRTT case studies, respectively, based on the formula (Swarm_Size = 10 + 2*(number of decision variables) 0.5 ) suggested by Clerc [2006] . Based on preliminary "tuning" experiments, PSO trials were run for 100, 150 and 30 generations for the SWAT-1, SWAT-2 and DFRTT case studies, respectively.
[73] As shown in Table 2 , PSO with preemption and using constant cognitive and social weights achieved maximum theoretical savings of 39%, 57% and 68% of the computational budget for the SWAT-1, SWAT-2 and DFRTT case studies, respectively. The actual savings for SWAT-1, SWAT-2 and DFRTT were 34%, 53% and 59%, respectively. Maximum theoretical savings when using dynamic cognitive and social weights were 44% and 56% for the SWAT-1 and SWAT-2 case studies, respectively. Selected "best fit" PSO calibrations (considering both the constant and dynamic weight variants) yielded Nash-Sutcliffe coefficients of 0.82, 0.61 and 0.98 for the SWAT-1, SWAT-2 and DFRTT case studies, respectively.
[74] With respect to PSO with preemption, Figure 5 shows the empirical cumulative distribution function of the time of model preemption during the calibration period. Model preemption times in Figure 5 are the earliest theoretical times at which the model could be preempted. Because the choice of dynamic versus constant cognitive and social weights did not demonstrate a significant effect on empirical CDFs, the following analysis applies to both PSO parameter settings. Figure 5a illustrates the cumulative behavior of PSO with preemption, as applied to the SWAT-1 case study and illustrates that after the first 14% of the comparison period, the frequency of model preemption increased rapidly so that more than 25% of simulations were preempted in the first 40% of the calibration period. Moreover, the probabilities of model preemption before 55% and 75% of comparison period are about 66% and 80%, respectively. According to Figure 5b , PSO with preemption was also highly efficient when applied to the SWAT-2 case study. For example, about 12% of simulations were preempted in the first 1% of the calibration period. Moreover, in this case, the frequency of model preemption before simulation of 15% and 60% of the comparison period was about 30% and 72%, respectively.
[75] When PSO with preemption was applied to the DFRTT case study (Figure 5d ), model preemption was active from the start of the calibration period and the frequency of model preemption within the first 5% and 20% of the calibration period was about 58% and 68%, respectively.
[76] Figure 6 demonstrates the cumulative maximum theoretical computational savings as a function of generation number over the course of the "PSO with preemption" optimization trials as applied to the SWAT-2 case study. As illustrated in Figure 6 , the alternative PSO treatments had little influence on the amount of computational savings that may be gained through model preemption. In addition, cumulative computational savings increase gradually during the first 85% of PSO generations and then reach a turning point at which the savings being to flatten out. This behavior reflects the fact that the PSO algorithm searches aggressively for the global optimal and transitions only in later generations to a more localized search. The extensive duration of the PSO global search results in relatively frequent evaluation of model parameter sets that are significantly inferior to the "personal best" preemption threshold of individual particles. This characteristic makes the algorithm particularly suitable for the model preemption concept, and the results confirm that significant computational savings can be realized.
GLUE With Preemption
[77] The SWAT-2 and MESH case studies were utilized to demonstrate the efficiency of the uncertainty-based GLUE calibration procedure when it was applied with the model preemption strategy (hereafter termed GLUE with preemption). 10,000 SWAT-2 model evaluations and 10,000 MESH model evaluations were conducted using GLUE with preemption. Uniform random sampling (the most common sampling approach utilized in GLUE applications) was applied to both case studies. In the MESH case study parameter ranges specified by MacLean [2009] were utilized. In the SWAT-2 case study, the GLUE experiment was repeated twice using both default and reduced model parameter ranges. The use of default parameter ranges replicates a calibration process in which the modeler has little prior knowledge (i.e., expert judgment) of the model as applied to the particular case study. The range reductions simulated a scenario in which some prior knowledge was available (e.g., through previous case study modeling experience).
[78] As reported in Table 2 , using a behavioral threshold of 0.5 (Nash-Sutcliffe coefficient), GLUE with preemption yielded maximum theoretical computational savings of 96% and 75% for SWAT-2 with default parameter ranges and SWAT-2 with reduced parameter ranges, respectively. The actual preemption savings for SWAT-2 with reduced parameter ranges was 70%. With the same behavioral threshold of 0.5 for the MESH case study, GLUE with preemption yielded a maximum theoretical computational saving (which is also the actual computational saving) of 96%. However, in all three of these experiments, the GLUE approach was unable to identify a single behavioral sample, indicating that a behavioral threshold of 0.5 is not compatible with the selected number of model evaluations (i.e., 10,000).
[79] Since the choice of behavioral threshold in GLUE studies is a subjective modeling decision, Figure 7 shows the total computational savings yielded by GLUE with preemption over a range of behavioral thresholds (i.e., 0.0 to 0.5), as applied to the different case study configurations. The results indicate that the computational savings achieved for two of the case studies (i.e., MESH and SWAT-2 with default parameter ranges) was fairly insensitive to changes in the behavioral threshold. Even with a very relaxed behavioral threshold of 0.0, the GLUE procedure infrequently samples behavioral solutions as the behavioral sampling frequency in the experiments was 894/10000 at best and 0/10000 at worst. This resulted in extremely frequent model preemption and considerable computational savings. When expert judgment was applied to the parameter ranges (i.e., the SWAT-2 case study with reduced parameter ranges), the amount of savings achieved through model preemption was reduced compared to default parameter ranges and became sensitive to the selected behavioral threshold (see Figure 7) .
DDS-AU With Preemption
[80] The SWAT-2 case study was used to demonstrate the efficiency of the uncertainty-based DDS-AU method with the model preemption strategy (hereafter termed DDS-AU with preemption). Consistent with the "GLUE with preemption" trials, the maximum total number of model evaluations was set equal to 10,000 and DDS trials were run using the reduced parameter ranges configuration of the case study. The number of function evaluations for each independent DDS trial was set equal to 100 based on the recommendation of Tolson and Shoemaker [2008] . Therefore, 100 DDS trials with random starting solutions and random seeds were conducted. The total maximum theoretical computational savings yielded by model preemption in the DDS-AU trial was 22% (see Table 2 ). The actual preemption savings for DDS-AU was 18%. Using a behavioral threshold of 0.5, DDS-AU identified 40 behavioral samples out of the 100 DDS trials.
Discussion
Selecting the Calibration Period
[81] Modelers often have some flexibility in defining their model calibration time period, particularly when the available system response data for calibration is plentiful (i.e., model validation is also to be conducted) and/or when the model is computationally intensive enough to warrant not utilizing the entire set of system response data for calibration. With such flexibility, carefully choosing the calibration Figure 7 . Maximum theoretical computational saving due to model preemption strategy in GLUE framework versus behavioral threshold.
period in a given optimization-based or uncertainty-based model calibration problem can significantly improve the computational savings associated with preemption enabled calibration algorithms. As demonstrated by the SWAT-2 case study, some parts of the calibration period are likely to be more fertile than others with respect to triggering model preemption. For example, in rainfall-runoff model calibration, extreme flood events are likely to have a significant influence on overall model performance (i.e., the error function).
[82] For clarification, in Figure 5 (which contains empirical CDFs of model preemption as linked with the DDS and PSO algorithms), several jumps in the CDF curves can be observed and these indicate fertile portions of the corresponding calibration period. For instance, comparing Figure 2 (measured time series of the SWAT-1 case study) and Figure 5a (the corresponding empirical CDF of DDS with preemption), reveals that the flood event of April 1993 corresponds to a jump in the CDF, indicating that this event significantly contributed to model preemption. Therefore, if the calibration period were instead aligned to begin closer to the flood event of April 1993, many model preemptions would generally occur sooner in the calibration period and thus lead to an increase in computational savings (as well as a different calibration result). Although it is impossible to know a priori the fertile periods or events for preemption, it should be clear that it is very likely advantageous with respect to computational efficiency to select (if possible) the calibration period such that the largest magnitude events/responses are not positioned near the end of the calibration period.
Comments on the Model Preemption Strategy
[83] With respect to calibrating environmental models, our results suggest that the computational savings afforded by model preemption can be substantial and the amount of achievable savings depends on the behavior of the selected search (or sampling) strategy. In general, the more global a search (or sampling) strategy is, the greater the expected computational savings that can be achieved through model preemption. This is because a global search, as well as a uniform random sampler, will tend to visit low-quality regions of parameter space more frequently than a more localized search that concentrates on portions of the parameter space that are in close proximity to previously identified highquality solutions. Accordingly, it is not surprising that the PSO with preemption algorithm resulted in computational savings that were nearly twice as high as those obtained by the DDS with preemption algorithm.
[84] Overall, and as shown in Table 2 , the model preemption strategy is capable of yielding modest (19%) to incredible (97%) computational savings across the various case studies and calibration methodologies considered. When linked with model preemption, the computational efficiency of the PSO, DDS and DDS-UA algorithms were improved by up to 68%, 50%, and 22%, respectively. Of all the considered calibration algorithms, the GLUE approach benefited the most from model preemption, with computational efficiency gains of between 58% and 97% depending on case study and behavioral threshold. In contrast, Khu and Werner [2003] demonstrate a metamodeling approach that incorporates both an artificial neural network and a genetic algorithm to enhance GLUE efficiency and report computational savings of 61% and 80% for two case studies. Unlike Khu and Werner [2003] , who show that their more complex metamodeling approach introduces some approximation error and thus modifies the GLUE sampling results, our computational efficiency gains are achieved without introducing any model approximation error and does not change the GLUE calibration result. It is important to note that one factor driving our efficiency gains so high is the fact that the behavioral solution sampling frequency is so low (1/1000 or less) in some of our case studies. Such low behavioral sampling frequencies are not an uncommon phenomenon in GLUE analyses [Blazkova and Beven, 2009; Freer et al., 2004] .
Model Preemption Limitations
[85] As explained in section 2.1.1, the deterministic model preemption approach is applicable only when the objective function used is monotonic (e.g., sum of squared errors) or when the objective function can be derived from a monotonic objective function (e.g., Nash-Sutcliffe coefficient). Nonmonotonic error metrics used in water resources modeling include overall volume error or bias, R-squared values and the correlation coefficient. For these types of metrics, the quality of a candidate solution can improve (as well as degrade) during the model simulation period. As a result, intermediate calculations of these types of objective functions are not reliable predictors of solution quality and decisions about solution quality cannot be made with certainty until the given simulation is fully evaluated (i.e., model run is completed). The deterministic preemption framework is not suitable for these types of nonmonotonic performance metrics.
[86] A variety of optimization algorithms have been utilized for automatic calibration of environmental models. However, as explained in section 2.2, only certain algorithms, e.g., DDS and PSO, are ideal for deterministic model preemption. Some optimization algorithms, e.g., SCE, are moderately suitable and some, e.g., ACO and some variations of GAs, are unsuitable for deterministic model preemption.
Guidelines for Implementing Model Preemption
[87] Implementing model preemption with the optimizationbased algorithms selected in this study required minor changes to the algorithm source codes since the model preemption thresholds are adaptive by nature to the algorithm progress. However, model preemption can be implemented independent of any GLUE sampling software since the preemption threshold in GLUE is predetermined by the modeler so that it matches a desired (albeit subjective) behavioral threshold. However, GLUE practitioners may wish to consider a less strict preemption threshold (i.e., greater than the behavioral threshold in minimization problems) to have more fully evaluated solutions, especially when an appropriate behavioral threshold is not clear before sampling.
[88] When a separately created monitoring program is utilized (as in the SWAT-1, SWAT-2 and DFRTT case studies), the frequency at which intermediate simulation results are written to disk is another factor dictating potential computational savings as well as proper monitoring time intervals. Given infrequent updates to intermediate simulation results, a preemption threshold may be exceeded within a model simulation some time before being detected by the preemption monitor, resulting in limited preemption efficiency gains. Our particular model preemption implementation for SWAT-1 and SWAT-2 utilized a monitoring interval of 2 s, and as shown in Table 2 , the actual computational savings were only 4-5% less than the maximum achievable computational savings. Conversely, DFRTT-IM writes its outputs very infrequently to the disk (only two intermediate writes per simulation), and accordingly, a monitoring interval of 1 min was utilized. As a result, the actual computational savings for the DFRTT case study were significantly lower than the maximum achievable savings (up to 13% less in DDS with preemption). It should be clear that when implementing model preemption in this way, there is little benefit (less than 1% additional efficiency gain) to monitoring simulation results at more than 100 evenly spaced intervals during a model simulation. Our experience with preemption via a separate monitoring program suggests that this preemption approach is really only beneficial for simulation models requiring one or more minutes for each simulation; otherwise, efficient software implementation becomes an important consideration.
[89] For environmental simulation model developers interested in maximizing the computational savings achievable from model preemption, we recommend embedding an internal preemption capability to their model source code, as we implemented in the MESH model. Embedding preemption within the source code means the model would receive the preemption threshold prior to initiating the simulation (e.g., via a text file produced by the automatic calibration algorithm) and could continuously monitor its own progress, terminating as appropriate at the earliest possible moment. In fact, an embedded preemption approach is even more straightforward in environmental modeling software that combines the simulation model source code with an automatic calibration tool and associated model performance metrics. Widely distributed environmental modeling software that combines these capabilities and thus allows users to perform "push button" automatic calibration include MODFLOWP [Hill, 1992] , SWAT2005 [Neitsch et al., 2004] , and MIKE-SHE [Refsgaard and Storm, 1995] .
Conclusions
[90] The approach of deterministic model preemption has been formalized to reduce the computational burden associated with both optimization-based and uncertainty-based calibration of computationally expensive environmental simulation models. The approach monitors the intermediate results of a given model simulation and terminates the simulation early if a given problem-and algorithm-specific preemption threshold is exceeded. To formally evaluate the benefits of the approach, it was linked with several readily available calibration algorithms and applied to a suite of calibration case studies. While we expect that a variety of calibration algorithms can make use of the preemption concept, for this study the dynamically dimensioned search (DDS) and particle swarm optimization (PSO) algorithms were selected as representative optimization-based calibration algorithms and the GLUE and DDS-UA algorithms were selected as representative uncertainty-based calibration algorithms.
[91] For the range of calibration case studies considered, numerical results demonstrate that the model preemption strategy can significantly reduce computational costs, with actual savings ranging from 14 to 49%, 34-59%, 52-96%, and 18% for the DDS, PSO, GLUE and DDS-UA calibration algorithms, respectively, across the multiple calibration case studies considered here. The new model preemption strategy is deterministic, and these computational savings can be realized with absolutely no change to the search algorithm behavior or calibration results.
[92] Model preemption computational efficiency gains are likely to be maximized if it is possible to select the calibration period such that the largest magnitude events/responses are positioned near the beginning of the calibration period. Additionally, maximum theoretical savings were estimated to be higher (4-13% more) than the actual savings that were achievable using a separate preemption monitoring program. Thus, to realize the full potential efficiency savings of the preemption strategy it may be necessary to make modifications to the environmental model being calibrated to include an embedded monitoring and preemption strategy, as was done in this study for the MESH model.
[93] When combined with efficient search algorithms and parallel computing facilities, the model preemption concept has the potential to vastly improve overall model calibration efficiency, relative to corresponding serial computing efforts that do not use preemption. Importantly, these vast improvements would be achieved without the need to approximate and replace the simulation model of interest.
