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korǐsčenje rezultatov diplomske naloge je potrebno pisno privoljenje avtorja,
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poročila navadno temeljijo na določeni meri podobnosti med produkti. Pri
tem pa se pojavlja vprašanje kako definirati mero podobnosti in kakšne po-
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Naslov: Analiza podobnosti pesmi na podlagi besedil, ocen in meta podat-
kov
Avtor: Žiga Babnik
Robustnost in natančnost glasbenega priporočilnega sistema je povezana
s kvaliteto in tipom podatkov, ki jih ta upošteva. Različne vrste podatkov se
razlikujejo po zahtevnosti analize in pridobivanja. Podatke, ki jih je težje pri-
dobiti in analizirati, želimo nadomestiti s podatki, ki nosijo enako informacijo
in jih je lažje pridobiti in analizirati. Analiziramo podatkovne nabore bese-
dil pesmi, ocen pesmi in glasbenih meta podatkov. Iz podatkovnih naborov
zgradimo matrike podobnosti pesmi s pomočjo tekstovnega rudarjenja, ana-
lize omrežij in analize vektorjev. Matrike primerjamo z različnimi merami in
rezultate primerjanj zapǐsemo v matrike podobnosti naborov. Pregled matrik
podobnosti naborov omogoča odkrivanje skritih podobnosti med različnimi
glasbenimi podatki. Izkaže se, da je podobnost med nabori omejena na tip
podatkov in način analize podatkov.
Ključne besede: glasba, podobnost glasbe, priporočilni sistem, tekstovno
rudarjenje, analiza omrežij, analiza vektorjev, podobnost matrik, gručenje.

Abstract
Title: Song similarity analysis based on lyrics, ratings and meta data
Author: Žiga Babnik
The accuracy and robustness of song recommendation systems depends
on the quality and type of data given to the system. Different types of data
vary in difficulty of extraction and analysis. We wish to replace data which is
harder to extract and analyse, with data that carries the same information,
yet is easier to extract and analyse. The extracted data sets include song
lyrics, song popularity scores and song meta data. From the data sets we
build song similarity matrices for each data set, using text mining, network
analysis and vector analysis. Song similarity matrices are then compared
using five different measures, and the results are stored in data set similarity
matrices. A thorough examination of data set similarity matrices can reveal
hidden similarities between different data sets. Results show that similarity
between different data sets is limited to the type of data and type of analysis.
Keywords: music, song similarity, recommendation system, text mining,




Glasba je velik del našega vsakdanjega življenja, največkrat se z glasbo ukvar-
jamo v vlogi poslušalca. Poslušalci želijo imeti popoln nadzor nad izbiro
glasbe, brez težav iskanja pesmi po neskončnih seznamih, ki jih ponujajo
moderne glasbene platforme. Rešitev so lahko priporočilni sistemi, ki na
podlagi zgodovine poslušanj, uporabnikom platform priporočajo glasbo. Pri-
poročilni sistemi se v realnih primerih dobro obnesejo, vendar imajo omejitve,
saj se po navadi osredotočajo zgolj na en podatek ali manǰso skupino podat-
kov, na podlagi katerih priporočajo glasbo. Splošno velja, da se težavnost
pridobivanja in analize različnih vrst podatkov razlikuje. Zanima nas ali med
različnimi glasbenimi podatki, ki jih lahko uporabljamo za priporočilne sis-
teme, obstaja dovolj velika podobnost, da lahko enega izmed podatkov nado-
mestimo z drugimi. Tako bi lahko zagotovili večjo robustnost priporočilnega
sistema, ker ta ni več odvisen le od določene vrste podatkov. Poleg tega
lahko zagotovimo hitreǰse delovanje sistema, če velja, da lahko nadomestni
podatek lažje pridobimo.
V 2. poglavju predstavimo področje raziskave in dosedanje delo opra-
vljeno na področju. V 3. poglavju predstavimo ustrezne tehnologije potrebne
za izvedbo analize podobnosti pesmi. V 4. poglavju predstavimo glasbene
podatkovne nabore pridobljene s spleta, ki jih uporabljamo za analizo. V
5. poglavju predstavimo prvo fazo analize, kjer s pomočjo tekstovnega ru-
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darjenja, analize omrežij ter analize karakterističnih vektorjev za vsak po-
datkovni nabor ustvarimo matriko podobnosti pesmi. V 6. poglavju predsta-
vimo drugo fazo analize, kjer s pomočjo numeričnih mer in nenadzorovanega
učenja iz matrik podobnosti pesmi ustvarimo matriko podobnosti naborov.
V 7. poglavju predstavimo rezultate pridobljene z različnimi metodami, jih
med seboj primerjamo in predstavimo pridobljeno znanje. Sledi zaključno
poglavje ter seznam literature.
Avtor diplomske naloge se z glasbo ukvarja že dalj časa, kot basist ter
poslušalec. Rad jo posluša v najrazličneǰsih situacijah, na poti do fakul-
tete, med delom, kot tudi v prostem času. Kot veliko drugih ljudi ima zelo
specifičen glasbeni okus, najraje posluša progresivni rock iz šestdesetih in se-
demdesetih let preǰsnjega stoletja, ne brani pa se poslušanja moderne glasbe.
Osebne izkušnje z glasbenih platform kažejo, da je s pomočjo priporočilnih
sistemov veliko težje odkriti glasbene nǐse kot z lastnoročnim iskanjem. Zato
se v tej nalogi osredotočamo na analizo glasbenih podatkov s pomočjo katere
bi lahko izbolǰsali delovanje priporočilnih sistemov.
Poglavje 2
Pregled področja
Analiza podobnosti pesmi je aktivno raziskovalno področje. Večina raziskav
odkriva mere podobnosti pesmi s pomočjo analize zvočnih zapisov pesmi.
Članek A Music Similarity Function Based on Signal Analysis [37] predstavi
mero podobnosti pesmi, ki temelji na spektralni analizi zvočnih zapisov pe-
smi. Članek Learning a metric for music similarity [41] predstavi različne
modele umetne inteligence zgrajene za prepoznavanje podobnosti pesmi, pri
čimer poleg oznak zvočnih zapisov upoštevajo tudi druge meta podatke o
pesmih. Podobnih raziskav in člankov, ki izhajajo iz zvočnih zapisov, je ve-
liko. Raziskave na tem področju potekajo tudi na podlagi drugih glasbenih
podatkov, kot so besedila in glasbene ocene. Članek Similarity Based on
Rating Data [42] predstavi način generiranja seznamov poslušanj na podlagi
ocen pesmi.
Z analizo glasbene podobnosti je tesno povezano tudi področje prido-
bivanja glasbenih podatkov (angl. Music Information Retrival) kraǰse
MIR. Področje MIR se ukvarja s problemom zbiranja glasbenih podatkov in
ima večjo vlogo tudi na področju glasbenih priporočilnih sistemov. V okviru
diplomske naloge podatkov ne zbiramo sami, zato področje tu le omenimo.
S širšim glasbenim področjem so se v preteklosti ukvarjali tudi študenti
na Fakulteti za Računalnǐstvo in Informatiko. Izpostavimo lahko diplomsko
delo Primerjava latentnih modelov za priporočilne sisteme v strojnem učenju
3
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[33], ki predstavi priporočilni sistem grajen na osnovi matričnega razcepa.
Področje, ki je prav tako povezano z glasbenimi podatki, je vizualizacija le-
teh. Diplomsko delo 3D vizualizacija velikih glasbenih zbirk [39] predstavi
edinstven način prikaza večjih glasbenih zbirk v obliki pokrajine.
Diplomska naloga se osredotoča, kot nekaj omenjenih virov, na ana-
lizo glasbene podobnosti, vendar rezultat diplome ni model za glasbeni pri-
poročilni sistem, temveč analiza medsebojne podobnosti različnih tipov glas-
benih podatkov. S pomočjo analize želimo odkriti morebitno skrito informa-
cijo med glasbenimi podatki.
Poglavje 3
Uporabljene tehnologije
Diplomsko delo temelji na rezultatih pridobljeni s programsko kodo pisano
v jeziku Python 3 [31]. Python je objektni programski jezik, razširjen
predvsem na področju razvoja numeričnih in znanstvenih aplikacij. Zanj
je značilna pregledna in razmeroma lahka sintaksa ter velika razširjenost
knjižnic namenjenim analizi in predstavitvi podatkov. TIOBE indeks [29],
ki spremlja popularnost programskih jezikov, ga uvršča na tretje mesto po-
pularnosti, za programskim jezikom Java ter C.
Programski jezik Python podpirajo tudi razna razvijalna okolja, program-
ska koda v okviru diplomskega dela je razvita v razvojnem okolju PyCharm
[22]. PyCharm je razvijalno okolje podjetja Jet Brains, ki razvijalcem ponuja
razna orodja za lažji razvoj programske opreme.
Python, kot že omenjeno, ponuja razne knjižnice za analizo in predstavi-
tev podatkov. Programska koda v okviru diplomskega dela uporablja sledeče
knjižnice.
• NumPy [19] je knjižnica, ki implementira matematične operacije, pred-
vsem pa se osredotoča na delo z matrikami. Poleg operacij, definira tudi
svoj tip seznama, ki omogoča hitreǰso in lažjo manipulacijo vektorjev in
poljubno dimenzionalnih matrik. V programski kodi diplomskega dela
se uporablja predvsem v kombinaciji s knjižnicama SciPy in Matplotlib
za delo z matrikami in za predstavitev večjih matrik.
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• SciPy [24] je knjižnica, ki razširja prej omenjeno knjižnico NumPy.
Uporablja se za znanstveno računanje, na področju linearne algebre,
procesiranja slik ter signalov, reševanja optimizacijskih problemov ter
mnogih drugih področjih. V programski kodi diplomskega dela se upo-
rablja predvsem za računanje korelacij matrik.
• Matplotlib [13] je knjižnica za vizualizacijo podatkov, ponuja zelo
bogat nabor orodij za izris vseh vrst podatkov. V programski kodi di-
plomskega dela se uporablja za izris matrik podobnosti in vizualizacijo
rezultatov gručenja.
• NetworkX [17] je knjižnica za grajenje in manipulacijo diskretnih gra-
fov oziroma omrežji. Omogoča grajenje usmerjenih in neusmerjenih
omrežji, poizvedovanje po lastnostih omrežja ter izrisovanje omrežji.
V programski kodi diplomskega dela se uporablja za analizo podatkov
predstavljenih v obliki diskretnih grafov.
• NLTK [16] oziroma Natural Language Toolkit je knjižnica namenjena
procesiranju naravnega jezika. V programski kodi diplomskega dela se
uporablja za analizo besedilnih naborov.
• Scikit-learn [23] je knjižnica namenjena podatkovnemu rudarjenju in
analizi podatkov. Grajena je na prej omenjenih knjižnicah NumPy in
SciPy. Ponuja implementacije algoritmov za klasifikacijo, regresijo in
gručenje. V programski kodi diplomskega dela se uporablja za gručenje
podatkov.
• Poleg že naštetih knjižnic se v sklopu programske kode diplomske na-
loge uporablja tudi nekaj vgrajenih knjižnic. Knjižnico csv in os za
delo z datotekami, knjižnico math za računanje logaritmov, knjižnico
re za delo z regularnimi izrazi in knjižnico time za spremljanje časovne
zahtevnosti algoritmov.
Poleg naštetih tehnologij se za pomoč pri delu uporabljajo nekatere pod-
porne tehnologije. Za ročno pregledovanje podatkovnih naborov, ter vmesnih
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rezultatov diplomske naloge, se uporablja tekstovni urejevalnik Notepad++
[18]. Za začasno shranjevanje in deljenje podatkov, sta uporabljeni spletni





V okviru iskanja podatkovnih naborov je cilj najti nabore, ki vsebujejo ra-
znolike glasbene podatke. Lastnoročno iskanje podatkov in grajenje naborov
zaradi časovne zahtevnosti ni izvedljivo. Iskanje, je zaradi prostorske zah-
tevnosti shranjevanja naborov in zahtevnosti same analize zvočnih zapisov,
omejeno na nabore, ki ne vsebujejo zvočnih zapisov. Za nadaljnjo analizo
podatkov je pomembno tudi, da so preseki naborov dovolj veliki.
Rezultate iskanja podatkovnih naborov, lahko razdelimo v tri večje sku-
pine naborov: nabore z besedili, nabore z ocenami ter nabore z meta podatki.
Za posamezen nabor velja, da lahko vsebuje podatke iz ene ali dveh omenje-
nih skupin. V meta podatke spadajo podatki z raznih spletnih omrežji, kot
sta Twitter in LastFM, glasbene oznake, žanri in nekaj drugih podobnih po-
datkov. Vseh naborov, ki se uporabljajo v okviru diplomske naloge, je enajst.
Označeni so s črkami od A do K. Največ naborov je pridobljenih s spletne
strani Kaggle [8], ki je namenjena deljenju podatkovnih naborov, nekaj pa
tudi iz objav člankov, ki se ukvarjajo z analizo glasbenih podatkov.
• Podatkovni nabor A, ki je na voljo na spletni strani Kaggle [3],
vsebuje podatke o avtorju in naslovu pesmi, besedilo pesmi ter povezavo
do strani s katere so bili podatki pridobljeni. Vsi podatki so pridobljeni
9
10 Žiga Babnik
s spletne strani LyricsFreak [10] s pomočjo spletnega pajka. Nabor je
namenjen tekstovni analizi in vsebuje okoli 57000 pesmi.
• Podatkovni nabor B [15] je del članka Leveraging Microblogs for Spa-
tiotemporal Music Information Retrieval [40], ki se ukvarja z analizo
mikroblogov pridobljenih z družabnega omrežja Twitter. Natančneje
so bili podatki pridobljeni s spremljanjem mikroblogov na družabnem
omrežju Twitter, ki so vsebovali vnaprej določene ključne besede. Na-
bor vsebuje geografske in časovne podatke o mikroblogu objavljenem
na družabnem omrežju Twitter, kot tudi naslov in avtorja omenjene
pesmi. Vključenih je okoli 594000 mikroblogov, objavljenih s strani
več kot 100000 uporabnikov socialnega omrežja Twitter.
• Podatkovni nabor C [30] se osredotoča na lestvice popularnosti,
natančneje, lestvico LastFM, Billboard in Spotify. Vsebuje podatke
o položaju in času doseženega položaja na lestvici, v primeru lestvic
LastFM in Billboard so to tedenski zapisi 100 najbolj popularnih pe-
smi, v primeru lestvice Spotify pa tedenski zapisi 200 najbolj popu-
larnih pesmi. Lestvici Spotify in LastFM poleg doseženega položaja
v določenem tednu vključujeta tudi število poslušanj pesmi. Nabor
vsebuje tudi podatke o avtorju, naslovu in albumu vsake pesmi.
• Podatkovni nabor D [14] je del članka The Million Musical Twe-
ets Dataset - What We Can Learn From Microblogs [36], ki se kot
prej omenjeni članek [40], ukvarja z analizo mikroblogov pridobljenih
z družabnega omrežja Twitter. Nabor je ponovno pridobljen s spre-
mljanjem mikroblogov na družabnem omrežju Twitter, ki vsebujejo
vnaprej določene ključne besede. Poleg geografskih in časovnih podat-
kov, ta nabor vsebuje še identifikator pesmi s spletne trgovine Amazon
ter identifikator pesmi na spletni storitvi 7digital.
• Podatkovni nabor E [28] vsebuje podatke s propadlega družabnega
omrežja ThisIsMyJam. Arhiv družabnega omrežja ThisIsMyJam [7] je
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na voljo še danes. Družabno omrežje ThisIsMyJam je uporabnikom
omogočalo deljenje najljubših pesmi, drugi uporabniki so lahko obja-
vljene pesmi všečkali, kot tudi sledili drugim uporabnikom omrežja.
Nabor vsebuje seznam uporabnikov, všečkov in sledilcev ter podatke o
avtorju in naslovu pesmi za okoli 50000 pesmi.
• Podatkovni nabor F [1] vsebuje podatke o uporabnikih storitve LastFM
[9]. Natančneje vsebuje podatke o spolu, starosti, državi in času regi-
stracije uporabnikov in vnose o zgodovini poslušanj, ki vsebujejo av-
torja in naslov pesmi ter časovni žig poslušanja. Nabor vsebuje vnose
za okoli 1000 uporabnikov, ki so poslušali okoli 50000 različnih pesmi.
• Podatkovni nabor G [20] vsebuje podatke o seznamih predvajanj
radijskih postaj in oznakah pesmi ter podatke o naslovu in avtorju pe-
smi, uporablja se v člankih Playlist Prediction via Metric Embedding
[34], Learning to Embed Songs and Tags for Playlists Prediction [38] in
Multi-space Probabilistic Sequence Modeling [35]. Podatki v naboru so
pridobljeni s spletne strani LastFM [9] in Yes.com s pomočjo spletnega
pajka. V okviru diplomske naloge uporabljamo samo podatke o ozna-
kah pesmi. Oznake pesmi so nizi besed, ki označujejo lastnosti pesmi,
nanašajo se lahko na besedilo, žanr, čas izida in mnoge druge lastnosti
pesmi.
• Podatkovni nabor H, ki je na voljo na spletni strani Kaggle [27],
vsebuje podatke z dnevne lestvice popularnosti spletne strani Spotify
[4]. Natančneje vsebuje položaj pesmi na lestvici in datum doseženega
položaja, kot tudi podatke o naslovu in avtorju pesmi. V podatkih so
zastopane lestvice iz 53 držav po svetu v letu 2017 in 2018. Vsebuje
več kot 2000000 vnosov, med katerimi je skoraj 20000 različnih pesmi.
• Podatkovni nabor I, ki je na voljo na spletni strani GitHub [6],
vsebuje podatke z letne lestvice najpopularneǰsih pesmi Billboard od
leta 1965 do leta 2015. Natančneje vsebuje položaj pesmi na lestvici
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in leto doseženega položaja, kot tudi besedilo ter podatke o naslovu
in avtorju pesmi. Besedila so pridobljena s spletne strani MetroLyrics
[25], SongLyrics [26] ter LyricsMode [12] s pomočjo spletnega pajka.
Nabor vsebuje zapise za okoli 4000 različnih pesmi.
• Podatkovni nabor J, ki je na voljo na spletni strani Kaggle [2], vse-
buje podatke o naslovu in avtorju pesmi, besedilo ter žanr pesmi.
Podatki so pridobljeni s spletne strani MetroLyrics [25] s pomočjo
spletnega pajka. Nabor vsebuje podatke za več kot 380000 pesmi iz
različnih žanrov.
• Podatkovni nabor K, ki je na voljo na spletni strani Kaggle [5],
vsebuje podatke o avtorju in naslovu pesmi ter besedilo pesmi. Podatki
vključeni v naboru so pridobljeni s spletne strani Lyrics [11] s pomočjo
spletnega pajka. Nabor vsebuje podatke za okoli 500000 pesmi.
Podatkovni nabori vsebujejo različno število pesmi. Za potrebe nadaljnje
analize je potrebno preveriti velikosti presekov vseh naborov. Za vsak po-
datkovni nabor se ustvari ločena datoteka, ki vsebuje seznam vseh različnih
pesmi zastopanih v naboru. Pri večini podatkovnih naborov je ustvarjanje
datotek trivialno, potrebno je le prepisati ime avtorja in naslov pesmi v ločeno
datoteko. Problem se pojavi pri naborih, kjer je pogosto ponavljanje iste pe-
smi zaradi tipa podatkov, recimo pojavitve na lestvici popularnosti. Problem
je preprosto rešljiv z uporabo podatkovnega tipa množice, ki ne dovoljuje
shranjevanje duplikatov. Problem računanja velikosti preseka poljubnih na-
borov je začetni del, ki se ponavlja ob vsakem zagonu analize. Programska
koda, ki ustvari omenjene datoteke je ločena od programske kode namenjeni
analizi podatkov, saj se ta požene le enkrat. S pomočjo ustvarjenih dato-
tek lahko presek izračunamo s preprostim štetjem pesmi, ki se pojavijo v
datotekah izbranih naborov.
Matrika presekov 4.1 prikazuje število pesmi v preseku vseh naborov.
Razvidno je, da je največ pesmi v naboru F. Najmanǰse preseke pa imata
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57646 6140 2860 10215 17221 27955 5095 525 735 14832 25147
6140 80237 5061 70527 30826 31730 9630 820 1248 13591 19778
2860 5061 23172 7703 11386 7132 3655 615 827 5596 9892
10215 70527 7703 126380 51097 53448 14758 1127 1852 23611 33700
17221 30826 11386 51097 708295 163608 24974 1880 2888 51952 68318
27955 31730 7132 53448 163608 1462313 24885 1457 2592 91393 121722
5095 9630 3655 14758 24974 24885 72609 807 2343 10795 16070
525 820 615 1127 1880 1457 807 18706 342 1073 2295
735 1248 827 1852 2888 2592 2343 342 3711 1042 1402
14832 13591 5596 23611 51952 91393 10795 1073 1042 361543 71729
















Slika 4.1: Matrika presekov podatkovnih naborov
nabora H in I. Kljub temu, so preseki vseh predstavljenih naborov dovolj
veliki za potrebe nadaljnje analize.
Tabela 4.1 prikazuje vrsto podatkov, ki jih vsebuje posamezen podatkovni
nabor. Vrste podatkov delimo na tri večje skupine: besedila pesmi, ocene
uporabnikov in meta podatke. Ti vsebujejo podatke z družabnih omrežij,
žanre in podobne podatke. Posamezen podatkovni nabor lahko vsebuje eno
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Podatkovni nabor Besedila Ocene Meta podatki
A Da Ne Ne
B Ne Ne Da
C Ne Da Ne
D Ne Ne Da
E Ne Ne Da
F Ne Ne Da
G Ne Ne Da
H Ne Da Ne
I Da Da Ne
J Da Ne Da
K Da Ne Ne
Tabela 4.1: Vrsta podatkov v podatkovnih naborih
ali več vrst podatkov. Delitev naborov glede na vrsto podatkov je pomembna,
ker v nadaljevanju različne vrste podatkov analiziramo na različne načine.
Poglavje 5
Analiza posameznih naborov
V prvem koraku analize, primerjamo pesmi znotraj posameznih naborov. Za
vsak predstavljeni nabor želimo ustvariti matriko podobnosti oziroma ma-
triko razdalj pesmi. Primer matrike prikazuje slika 5.1. Matrika podobno-
sti in matrika razdalj se razlikujeta po interpretaciji vsebovanih podatkov.
Matrika podobnosti vsebuje podatke, kjer podobnost narašča z vrednostjo
zapisano v matriki, za matriko razdalj velja obratno. V matriki so zastopane
pesmi iz preseka vseh izbranih naborov za analizo. Izberemo lahko en sam
nabor, pri čemer se ustvari matrika podobnosti pesmi, ki vsebuje podobnosti
za vse pesmi v izbranem naboru, ali pa več naborov, pri čemer se za vsak
izbrani nabor ustvari matrika podobnosti pesmi, ki vsebuje pesmi iz pre-
seka izbranih naborov. Največje število izbranih pesmi v preseku je zaradi
časovne zahtevnosti analize in prostorske zahtevnosti ustvarjenih podatkov
omejeno na 1000 pesmi. Izmed vseh pesmi v preseku se jih 1000 različnih
izbere naključno.
Podatkovne nabore delimo na tri večje skupine: nabore z besedili, nabore
z ocenami in nabore z meta podatki. Znotraj skupin ločimo tri glavne vrste
analiz: tekstovno analizo besedil, analizo grafov in analizo vektorjev. Poteki
različnih vrst analiz se med seboj razlikujejo, zato predstavimo vsako vrsto
posebej. Rezultat vsake analiza je matrika, ki vsebuje podobnosti ali razdalje
med izbranimi pesmimi glede na analiziran nabor.
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Analizo posameznih naborov lahko izvedemo na dva načina, z analizira-
njem parov oziroma dvojic naborov ali analiziranjem več naborov hkrati.
Analiza dvojic izbranih podatkovnih naborov analizira pare naborov ločeno,
kar pomeni da ima vsak par dvojic različen presek pesmi. Preseki pesmi so
ločeni, kar vpelje naključje v analizo. Upamo, da večje število pesmi v vseh
posamenznih presekih zagotavlja dovolj enakomerno porazdelitev pesmi med
različnimi preseki naborov, da analiza ostane nepristranska.
Pri analizi več izbranih podatkovnih naborov za vse izbrane nabore ustva-
rimo en presek pesmi. Take se znebimo naključja, ki ga vpelje analiza dvojic
izbranih podatkovnih naborov. Skupni presek vseh naborov je zelo majhen,
zato tovrstno analizo izvedemo nad manǰso skupino naborov, kjer spustimo
en ali dva nabora.
Obe vrsti analize imata svoje pomanjkljivosti, s primerjanjem rezultatov
obeh vrst lahko z večjo verjetnostjo zagotavljamo nepristranske rezultate.
5.1 Analiza besedil pesmi
Procesiranje naravnega jezika (angl. natural language processing) je po-
dročje računalnǐstva, ki se ukvarja z analizo naravnih jezikov. V okviru ana-
lize besedil uporabljamo nekaj razširjenih konceptov iz področja, ki omogočajo
lažjo oceno podobnosti besedil. Natančneje uporabljamo razčlenitev teksta
(angl. word segmentation), krnjenje (angl. stemming), seznam neupo-
rabnih besed (angl. stop words) in vrečo besed (angl. bag-of-words).
Omenjene koncepte podrobneje predstavimo v okviru razdelka 5.1.1.
5.1.1 Predstavitev metod in konceptov
• Kosinusna podobnost (angl. cosine similarity) je mera podobno-
sti, ki meri kosinus kota med vektorjema. Zaradi lastnosti kosinusa je
priročna za računanje podobnosti med vektorji, predvsem nas zanima
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1 če α= 00 če α= 90 (5.1)
Kosinusno podobnost prikazuje enačba (5.2), v števcu imamo seštevek
produktov posameznih elementov vektorjev, v imenovalcu pa produkt
dolžin vektorjev. V primeru, ko računamo z normaliziranimi vektorji,








i , ki pred-
stavljata dolžini vektorjev, enaka ena. Tako lahko enačbo (5.2) poeno-
















• Krnenje (angl. stemming) je proces kraǰsanja besed v skupno kraǰso
obliko. V primeru krnenja rezultat ni vedno pravilna osnovna oblika
besede, saj v postopku odstranimo le končnico, ki ni del skupne kraǰse
oblike. Postopek, ki vedno vrne pravilno obliko se imenuje Lematizacija
oziroma Lemmatisation in je podoben krnenju. Uporabljamo Porterjev
krnilnik [21], ki je najpogosteje uporabljen krnilnik za angleška besedila.
• Vreča besed (angl. bag-of-words) je način predstavitve besedila v
vektorski obliki. Zapis vsebuje seznam vseh besed teksta in za vsako
besedo število ponovitev oziroma frekvenco pojavitve besede v tekstu.




Stavek, ”Look at her face, it’s a wonderful face.”, v obliki
vreče besed predstavimo, kot prikazuje spodnji slovar.
{”Look”: 1, ”at”: 1, ”her”: 1, ”face”: 2, ”it’s”: 1, ”a”: 1, ”wonderful”: 1}
• Razčlenitev besedila (angl. text segmentation) je proces razbitja
oziroma razčlenitve povedi na kraǰse enote. Enoto v našem primeru
predstavljajo besede. Povedi razbijemo s pomočjo ločilnega znaka (de-
limiter), na podlagi katerega razbijemo tekst. V primeru, ko želimo
poved razbiti na besede vzamemo za ločilni znak kar presledek.
• Neuporabne besede (angl. stop words) je seznam besed, ki jih ne
želimo vključiti v nadaljnjo analizo. Največkrat so to besede, ki tekstu
ne dodajo dodatnega pomena, kot so recimo vezniki, predlogi, prislovi
in podobne besedne vrste.
5.1.2 Postopek analize
Besedila vsebujejo nabori A, I, J in K. Besedila znotraj naborov so prido-
bljena iz različnih virov. Pričakovano je, da so besedila istih pesmi med
različnimi nabori sicer zelo podobna, ne pa tudi enaka. Vsak vir vnaša v
podatke svoje napake, kot tudi drugačen zapis besedil. Na podlagi izbra-
nih pesmi za analizo iz podatkovnega nabora preberemo potrebna besedila.
Tako imamo za vse izbrane pesmi podatke o naslovu in avtorju ter bese-
dilo zapisano v nizu. Predstavitev besedila v nizu je priročna za človeka, ne
pa tudi za analizo. Pred členitvijo teksta spremenimo vse velike črke niza
v male s pomočjo ukaza lower(). Nato, s pomočjo regularnih izrazov, iz
niza odstranimo razne neželene znake kot so vejice, pike, apostrofi in drugi
podobni znaki. Uporabimo regularni izraz re.compile("[^a-z ]"), ki iz
niza odstrani vse znake, ki niso male črke. Nad nizom sedaj kličemo ukaz
split(" "), ki poskrbi za razčlenitev besedila na besede.
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Primer.
Postopek pokažimo na testnem besedilu. Recimo, da je
naše vhodno besedilo kar prvi stavek pesmi She’s My
Kind Of Girl skupine ABBA.
’Look at her face, it’s a wonderful face.’
Stavek je v človeško berljivi obliki. Naprej se želimo zne-
biti velikih črk ter znakov, ki za analizo niso potrebni.
To storimo s pomočjo ukaza lower() in regularnega iz-
raza re.compile(’[^a-z ]’). Po izvedbi ukazov do-
bimo sledeč niz.
’look at her face its a wonderful face’
Niz vsebuje zaporedje besed iz malih črk brez posebnih
znakov. Sedaj lahko niz spremenimo v seznam besed s
pomočjo ukaza split(" ") . Po izvedbi ukaza dobimo
sledeč seznam.
[’look’, ’at’, ’her’, ’face’, ’its’, ’a’, ’wonderful’, ’face’]
Besedila imamo predstavljena s seznamom besed. Iz seznama želimo naj-
prej izločiti neuporabne besede. Za angleški jezik imamo seznam vseh neu-
porabnih besed definiran v knjižici NLTK predstavljeni v poglavju 3. Vse
preostale besede želimo okrniti v njihovo osnovno obliko, zato uporabimo
Porterjev krnilnik [21], ki je prav tako del knjižnice NLTK. Postopek prika-
zuje odsek kode 5.1.
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Primer.
Postopek prikažemo na seznamu besed iz preǰsnjega pri-
mera.
[’look’, ’at’, ’her’, ’face’, ’its’, ’a’, ’wonderful’, ’face’]
V prvem koraku želimo odstraniti vse besede, ki stavku ne
dodajo pomena in za analizo niso pomembne, to storimo
s pomočjo seznama neuporabnih besed. Vse pojavitve
neuporabnih besed iz seznama preprosto odstranimo. Po
odstranitvi neuporabnih besed dobimo sledeč seznam.
[’look’, ’face’, ’wonderful’, ’face’]
Seznam sedaj vsebuje le še pomensko pomembne besede,
za katere želimo, da so v osnovni obliki. S pomočjo kr-
nenja vsako besedo spremenimo v osnovno obliko. Po
izvedbi krnenja dobimo sledeče.
[’look’, ’face’, ’wonder’, ’face’]
Seznam sedaj vsebuje le še osnovne oblike pomensko po-
membnih besed.
Koda 5.1: Krnenje in odstranjevanje neuporabnih besed
# seznamBesed j e seznam besed danega b e s e d i l a
# neuporabneBesede j e seznam neuporabnih besed
# p o r t e r j e o b j e k t k r n i l n i k a
seznamBesed = [ por t e r . stem ( beseda )
for beseda in seznamBesed
i f beseda not in neuporabneBesede ]
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V seznamu imamo sedaj le korene besed, ki pomensko zaznamujejo be-
sedilo. Sedaj lahko seznam spremenimo v vrečo besed. Najprej seznam
uredimo po abecedi z ukazom sorted(), tako se pojavitve iste besede v be-
sedilu nahajajo ena za drugo, nato pa število ponovitev preštejemo s pomočjo
objekta collections.Counter() in rezultate shranimo kot dvojice besed in
število ponovitev besed. V tej obliki bi že lahko nadaljevali analizo, vendar
zaradi pohitritve na tem koraku, s pomočjo števila ponovitev in števila be-
sed v tekstu izračunamo frekvenco ponovitev besed v besedilu. Tako sedaj
hranimo dvojice besed in frekvenco ponovitev besed.
Primer.
Postopek prikažemo na seznamu besed iz preǰsnjega pri-
mera.
[’look’, ’face’, ’wonder’, ’face’]
Seznam želimo spremeniti v vrečo besed, ki vsebuje dvo-
jice besed in število ponovitev besede, s pomočjo ukazov
sorted() in collections.Counter(). Po izvedbi uka-
zov dobimo sledeč slovar.
{’face’: 2, ’look’: 1, ’wonder’: 1}
Imamo slovar, ki predstavlja vrečo besed. Vsebuje besede
in število njihovih ponovitev. Zaradi hitreǰsega izvaja-
nja in priročnosti pri nadaljnjem računanju kosinusne
podobnosti namesto število ponovitev hranimo raje fre-
kvenco ponovitev besed, tako dobimo normalizirano vrečo
besed.
{’face’: 0.81649, ’look’: 0.40825, ’wonder’: 0.40825}
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S pomočjo slovarja, ki vsebuje pesmi in njihove frekvence ponovitev v
besedilu, lahko podobnost računamo s pomočjo kosinusne podobnosti opisane
v razdelku 5.1.1. Z zanko se sprehodimo čez vse pare pesmi in za vsak par
izračunamo kosinusno podobnost. Kosinusno podobnost se računa le nad
podmnožico besed, ki jo vsebujeta obe pesmi. Za vsak par pesmi tako dobimo
podobnost, ki jo hranimo v matriki podobnosti pesmi.
5.2 Analiza spletnih omrežij in omrežij ocen
uporabnikov
Podatkovni nabori lahko vsebujejo podatke, ki jih je težko predstaviti v vek-
torski obliki za nadaljnjo analizo. Natančneje so to nabori B in D, ki vse-
bujeta podatke s socialnega omrežja Twitter, nabor E, ki vsebuje podatke
z omrežja ThisIsMyJam, nabor F, ki vsebuje podatke z strani LastFM ter
nabor H, ki vsebuje podatke z lestvice popularnosti Spotify. Za omenjene
nabore namesto vektorjev primerjamo pesmi na podlagi diskretnih grafov,
ki predstavljajo podatke naborov. Za oceno podobnosti pesmi v grafu upo-
rabimo algoritem Personalized PageRank, ki je natančneje predstavljen v
podpoglavju 5.2.1, kjer predstavimo tudi nekaj potrebnih konceptov iz teo-
rije diskretnih grafov.
5.2.1 Predstavitev metod in konceptov
• Diskretni neusmerjen graf (angl. undirected graph) je dvojica
množic G = (V, P ), kjer je V množica vozlǐsč grafa G, P pa množica
povezav grafa G. Množica vozlǐsč V je neprazna končna množica oblike
V = {x, x je vozlǐsče}. Množica povezav P pa poljubna množica oblike
P = {{x, y};x, y ∈ V }.
– Pot (angl. path) med vozlǐsčema x in y grafa G je zaporedje
vozlǐsč, kjer za vsak sosednji par vozlǐsč z, w iz zaporedja velja
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∃{z, w} ∈ P , kjer je P množica povezav grafa G. Zaporedje se
prične z vozlǐsčem x in konča z vozlǐsčem y. Pot lahko obǐsče
posamezno povezavo in vozlǐsče grafa G le enkrat.
– Razdalja (angl. distance) med vozlǐsčema x in y grafaG, označimo
jo z dG(x, y), je število vozlǐsč na najkraǰsi poti med vozlǐsčema.
– Stopnja (angl. degree) vozlǐsča x grafa G, označimo jo z deg(x),
je število povezav oblike {x, y} pri čemer velja, y ∈ V in {x, y} ∈
P , kjer je V množica vozlǐsč in P množica povezav grafa G. Po-
udarimo, da je povezava {x, y} v primeru neusmerjenega grafa
enaka povezavi {y, x}.
– Naključni sprehod (angl. random walk) po grafu G je itera-
tiven proces, kjer v vsaki iteraciji skočimo na naključno izbrano
sosednje vozlǐsče trenutnega vozlǐsča. Matematično lahko proces
opǐsemo z množico S = {{x, y};x, y je vozlǐsče}, {x, y} ∈ P pri
čemer je P množica povezav grafa G , ki vsebuje končno ali ne-
skončno zaporedje vseh izbranih povezav sprehoda.
• Page Rank je algoritem, ki za določen graf G = V, P poda verjetno-
stno porazdelitev vozlǐsč. Porazdelitev predstavlja pomembnost posa-
meznih vozlǐsč v grafu. Kot primer, če graf predstavlja spletne strani v
obliki vozlǐsč in povezave med spletnimi stranmi s povezavami v grafu,
bi verjetnostna porazdelitev spletnih strani nakazovala na verjetnost,
da uporabnik z naključnimi kliki obǐsče določeno spletno stran. Zanima
nas delovanje razširjene verzije algoritma imenovanega Personalized
PageRank, ki ga uporabljamo v diplomski nalogi.
• Personalized Page Rank je razširjena različica algoritma Page Rank,
namenjena odkrivanju podobnosti vozlǐsč v danem grafu.
Algoritem uporablja naključni sprehod z možnostjo, da ostanemo na
mestu. Delovanje algoritma predstavimo s pomočjo vozlǐsča i grafa
G = (V, P ). Predpostavimo sledeče: deg(i) = m, torej ima vozlǐsče i,
m sosednjih vozlǐsč ter |V | = n, torej ima graf G, n vozlǐsč.
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Verjetnost, da pri sprehodu ostanemo v vozlǐsču i je enaka Pi−>i =
(1− α), verjetnost, da skočimo na katerokoli sosednje vozlǐsče vozlǐsča
i pa Pi−>0,...,m = α. Parameter α nadzira lokaliziranost sprehoda, če
velja α = 0 je sprehod omejen na začetno vozlǐsče, če velja α = 1
pa sprehod lokalno ni omejen. V okviru analize grafov določimo α =
0.85, na podlagi članka The anatomy of a large-scale hypertextual web
search engine [32]. Verjetnost za skok iz vozlǐsča i v naključno sosednje





Verjetnostno porazdelitev vozlǐsč računamo iterativno. Vsako vozlǐsče
ima na začetku enako verjetnost PPR = 1
n
, kjer je n, po predpostavki
število vseh vozlǐsč grafa G. V vsaki iteraciji se sprehodimo čez vsa
sosednja vozlǐsča vseh vozlǐsč in posodabljamo verjetnostno porazde-





k−1 × Pi−>j), kjer je PPR
j
k−1 verje-
tnost sosednjega vozlǐsča j v k − 1 iteraciji in Pi−>j verjetnost skoka
iz vozlǐsča i v vozlǐsče j. Vrednost PPRik moramo pred koncem itera-
cije še normalizirati s seštevkom vseh vrednosti vektorja verjetnostne






Algoritem Personalized PageRank ni omejen le na neusmerjene grafe
in je uporaben za delo na kakršnem koli diskretnem grafu.
5.2.2 Postopek analize
V primeru analize grafov je prvi korak izbira podatkov, ki zastopajo podat-
kovni nabor. Korak je potrebno izvesti zaradi prekrivanja podatkov v neka-
terih naborih, ki lahko privede do ne željene rasti velikosti grafa in posledično
visoke časovne zahtevnosti analize grafov. Kot primer omenimo podatke o
mikroblogih z družabnega omrežja Twitter podatkovnih naborov B in D, kjer
lahko opazimo podatka ime države in kratica države. S poznavanjem enega







Slika 5.2: Relacijska shema grafa podatkovnega nabora B
le enega izmed podatkov. Relacijske sheme grafov podatkovnih naborov so
sledeče.
• Podatkovni nabor B vsebuje podatke o mikroblogih z omrežja Twit-
ter. Natančneje vsebuje mesec (označimo z mesec) in dan v tednu
(označimo z dan), ko je bil mikroblog objavljen, ter mesto (označimo
z mesto) in državo (označimo z država) iz katerega je bil mikroblog
objavljen. Vsebuje tudi naslov omenjene pesmi (označimo z pesem)
in ime avtorja pesmi (označimo z avtor). Slika 5.2 prikazuje relacijsko
shemo grafa.
• Podatkovni nabor D vsebuje podatke o mikroblogih z omrežja Twit-
ter. Natančneje vsebuje identifikator uporabnika (označimo z upID),
ki je objavil mikroblog, časovni žig objave (označimo z časŽig) ter
mesto (označimo z mesto), državo (označimo z država) in celino
(označimo s celina) iz katere je uporabnik objavil mikroblog. Vse-
buje tudi naslov omenjene pesmi (označimo s pesem) in ime avtorja
pesmi (označimo z avtor). Slika 5.3 prikazuje relacijsko shemo grafa.








Slika 5.3: Relacijska shema grafa podatkovnega nabora D
tančneje, vsebuje identifikatorje uporabnikov (označimo z upID), ki
so lahko v graf vključeni zaradi objave pesmi, sledenja drugi osebi ali
všečkanja objave, identifikator objave (označimo z obID) ter časovni
žig objave (označimo s časŽig). Vsebuje tudi naslov objavljene pesmi
(označimo s pesem) in ime avtorja pesmi (označimo z avtor). Slika
5.4 prikazuje relacijsko shemo grafa.
• Podatkovni nabor F vsebuje podatke s strani LastFM. Natančneje
vsebuje identifikatorje uporabnikov (označimo z upID), ter za vsa-
kega uporabnika podatke o spolu (označimo s spol), starosti (označimo
z star), državi bivanja (označimo z država) in datumu registracije
(označimo s časReg). Vsebuje tudi podatke o njihovi zgodovini po-
slušanj, ki ga sestavlja naslov pesmi (označimo s pesem), ime avtorja
(označimo z avtor) ter časovni žig poslušanja (označimo s časŽig).
Slika 5.5 prikazuje relacijsko shemo grafa.
• Podatkovni nabor H vsebuje podatke z lestvice popularnosti Spotify.
Natančneje vsebuje podatke o naslovu pesmi (označimo s pesem), ime
























Slika 5.6: Relacijska shema grafa podatkovnega nabora H
stvici, kjer vsak dosežek vsebuje dosežen položaj (označimo s položaj ),
datum doseženega položaja (označimo z datum), število poslušanj v
obdobju doseženega položaja (označimo s posluš) ter državo kjer je
bil položaj dosežen (označimo z država). Slika 5.6 prikazuje relacijsko
shemo grafa.
Tako sledi, da imamo potrebne podatke, da za vsak podatkovni nabor
zgradimo graf s pomočjo knjižnice NetworkX. Knjižnica NetworkX omogoča
preprosto grajenje grafov. Z ukazom Graph(), ustvarimo prazen graf, nato
lahko s pomočjo ukaza add_node() dodajamo vozlǐsča in s pomočjo ukaza
add_edge() dodajamo povezave.
Prvi problem se pojavi zaradi imen pesmi. Kljub raznolikosti imen se
lahko pojavita dve različni pesmi pod istim imenom. Problem lahko spremeni
zgradbo grafa in vpliva na rezultate analize. Nizu, ki vsebuje naslov pesmi
dodamo še niz z imenom avtorja, ločenim z vezajem. Sedaj lahko ločimo dve
različni pesmi z istim imenom, preko dela niza, ki vsebuje ime avtorja pesmi.
Časovna zahtevnost analize grafov z algoritmom Personalized PageRank
je odvisna od razvejanosti grafa. V primeru splošnega grafa G, ki ima n
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vozlǐsč, ki imajo v povprečju m sosedov in želimo izračunati verjetnostne
porazdelitve za k pesmi, velja časovna zahtevnost O(mnk). Najslabši primer,
ko je graf poln oziroma so vsa vozlǐsča povezana med seboj, pa ima časovno
zahtevnost O(n3), kjer je n število vseh vozlǐsč v grafu. Izvajanje zato želimo
pohitriti.
Vse podatke, predstavljene v grafu zrcalimo v množico N0. Postopek je
preprost, prvemu vozlǐsču grafa dodelimo število nič, drugemu število ena
in tako dalje. Hranimo le števec, ki označuje prvo neuporabljeno naravno
število. Za vsako vrsto podatkov, to so avtorji, naslovi pesmi in drugi vsebo-
vani podatki nabora, ustvarimo ločen slovar. Vsak slovar označuje preslikavo
enega tipa podatkov v naravna števila, kjer je ključ slovarja originalni po-
datek in vrednost slovarja dodeljeno naravno število. Slovar poskrbi, da ne
izgubimo znanja o pomenu posameznih vozlǐsč. Ustvarimo tudi seznam pe-
smi, ki vsebuje vse nize naslovov pesmi. Korak poskrbi za lažje in hitreǰse
sprehajanje po grafu, brez izgube znanja o pomenu vozlǐsč.
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Primer.
Recimo, da imamo podatke o zgodovini poslušanj dveh
uporabnikov, kjer prvi podatek predstavlja identifikator
uporabnika, drugi podatek datum poslušanja, tretji in
četrti podatek pa ime avtorja in naslov pesmi.
uporabnik0,2019-03-01,ABBA,Dancing Queen
uporabnik1,2019-04-05,ABBA,Mamma Mia
V ločeni datoteki pa še osebne podatke obeh uporabni-




Podatke želimo predstaviti v obliki grafa. Sprehodimo
se po vrsticah obeh datotek, pri čemer začnemo z dato-
teko, ki vsebuje zgodovino poslušanj. Vsakemu podatku
določimo število iz množice N0, kot primer prvi podatek
prve vrstice uporabnik0 dobi število 0, drugi podatke
prve vrstice 2019-03-01 dobi število 1, in tako dalje.
V primeru ponovljenih podatkov, kot je ABBA, v slovar
dodamo število prve ponovitve vse sledeče preskočimo.
Dobimo sledeče slovarje.
uporabniki: {’uporabnik0’: 0, ’uporabnik1’: 4}
datumi: {’2019-03-01’: 1, ’2019-04-05’: 5}
avtorji: {’ABBA’: 2}
pesmi: {’Dancing Queen’: 3, ’Mamma Mia’: 6}
spol: {’M’: 7}
starost: {’17’: 8, ’30’: 10}
država: {’Slovenija’: 9}
Sedaj lahko zgradimo graf na podlagi slovarjev in podat-












Slika 5.7: Graf zgrajen iz testnih podatkov
V primeru podatkovnega nabora E dobimo graf z ogromno vozlǐsči tudi,
ko je pesmi v preseku manj kot sto. Analiza grafa, za večje primere podat-
kovnega nabora E lahko traja tudi nekaj dni, kar ni sprejemljivo. Problemi s
časovno zahtevnostjo analize grafov se pojavijo tudi pri drugih podatkovnih
naborih, če število pesmi v preseku povečamo. Potrebujemo dodatne meha-
nizme za zmanǰsevanje časa izvajanja analize.
• Uvedemo mehanizem omejenega izvajanja algoritma Personalized Pa-
geRank glede na razdaljo od izbranega vozlǐsča. Vsem vozlǐsčem grafa
dodamo oznako d. Knjižnica NetworkX omogoča dodajanje oznak s
pomočjo ukaza set_node_attributes(). Oznaka d ima dve stanji,
d = −1 označuje, da je dano vozlǐsče predaleč od izbranega vozlǐsča,
d = 1 označuje, da je dano vozlǐsče dovolj blizu izbranemu vozlǐsču.
Na začetku vsem vozlǐsčem dodelimo oznako d = −1. Nato izberemo
vozlǐsče iz katerega izvedemo rekurzivni postopek označevanja vozlǐsč.
Postopek označi vsa vozlǐsča do določene razdalje z oznako d = 1, kot
to prikazuje izsek kode 5.2. Izbrano vozlǐsče je vozlǐsče za katerega
trenutno računamo verjetnostno porazdelitev z algoritmom Persona-
lize PageRank. Poleg oznake d ustvarimo tudi seznam vseh označenih
Diplomska naloga 33
Razdalja Čas izvajanja (s) ρP ρS
/ 1544 1 1
4 1369 0,9999 1
3 805 0,9942 0,8583
2 85 0,9932 0,2199
Tabela 5.1: Rezultati analize razdalje PPR
ρP - predstavlja Pearsonovo korelacijo
ρS - predstavlja Spearmanovo korealcijo
vozlǐsč O, ki hrani vsa označena vozlǐsča in omogoča nadaljnjo pohi-
tritev algoritma Personalized PageRank in lažje ponastavljanje oznak
vozlǐsč po izvedbi algoritma. Seznam O pohitri algoritem Personali-
zed PageRank, ker ta vsebuje zanko, ki se sprehodi čez vsa vozlǐsča
grafa, za katera nato preveri ali so označena. V primeru, ko imamo
podan seznam O pa se lahko preprosto sprehodimo po vozlǐsčih v se-
znamu. Sedaj lahko izvedemo algoritem Personalized PageRank nad
izbranim vozlǐsčem. Po izvedbi algoritma Personalized PageRank iz
izbranega vozlǐsča ponastavimo oznake vseh vozlǐsč grafa na vrednost
oznake d = −1 in odstranimo vsa vozlǐsča s seznama vseh označenih
vozlǐsč O.
Primerjanje rezultatov algoritma Personalized PageRank brez omeji-
tve razdalje in z različnimi omejitvami pokaže, da so dobljeni rezultati
med seboj zelo podobni, vendar ne identični. Tabela 5.1 prikazuje rezul-
tate analize opisanega mehanizma, kjer merimo čas izvajanja algoritma
PPR za različne vrednosti razdalje in pridobljene matrike podobnosti
pesmi primerjamo z matriko podobnosti pesmi pridobljeno brez opisa-
nega mehanizma.
• Uvedemo ustavitveni pogoj ε. V vsaki iteraciji glavne zanke algoritma
Personalized PageRank preverimo največjo spremembo vrednosti. V
primeru, da je največja sprememba vrednosti manǰsa od vrednosti ε
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Pogoj ε Čas izvajanja (s) Število iteracij ρP ρS
/ 1544 100 1 1
10−7 1546 100 1 1
5 ∗ 10−6 97 5 0,9975 0,9084
10−6 16 1 0,9932 0,8361
Tabela 5.2: Rezultati analize ε PPR
ρP - predstavlja Pearsonovo korelacijo
ρS - predstavlja Spearmanovo korealcijo
Število iteracij - predstavlja povprečno število iteracij
končamo izvajanje algoritma, drugače izvajanje nadaljujemo. Tako
lahko pridobimo približek rezultata, ki ima napako omejeno z vredno-
stjo ε.
Ustavitev pogoj ε pripelje do robnih primerov pri izvajanju algoritma
Personalized PageRank, kar pomeni, da glavna zanka algoritma teče le
enkrat ali pa čez vse iteracije. Zato je pogoj uporabljen le na največjih
grafih, kjer je nadaljnje zmanǰsevanje časovne zahtevnosti nujno po-
trebno. Tabela 5.2 prikazuje rezultate analize opisanega mehanizma,
kjer merimo čas izvajanja algoritma PPR za različne vrednosti ε in pri-
dobljene matrike podobnosti pesmi primerjamo z matriko podobnosti
pesmi pridobljeno brez opisanega mehanizma.
Omejeno izvajanje algoritma Personalized PageRank glede na razdaljo
in ustavitveni pogoj ε uporabljamo v primerih, ko je število vozlǐsč grafa
preveliko. Vrednosti razdalje za omejeno izvajanje glede na razdaljo in vre-
dnost pogoja ε sta določeni hevristično na podlagi testnih izvajanj analize
nad podatkovnim naborom B. S pomočjo testov so pogoji določeni kot sledi.
• Brez omejitev razdalje in pogoja ε se algoritem Personalized PageRank
izvede, če je vozlǐsč v grafu manj kot pet tisoč.
• Z razdaljo omejeno na štiri in brez pogoja ε se algoritem Personalized
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PageRank izvede, če je vozlǐsč v grafu manj kot deset tisoč.
• Z razdaljo omejeno na tri in brez pogoja ε se algoritem Personalized
PageRank izvede, če je vozlǐsč v grafu manj kot petdeset tisoč.
• Drugače se algoritem Personalized PageRank izvede z razdaljo omejeno
na tri in s pogojem ε = 10−6.
Koda 5.2: Funkcija za rekurzivno označevanje vozlǐsč grafa
# O j e seznam vseh ozna č enih v o z l i š č
# G j e g r a f v katerem ozna č ujemo v o z l i š ča
# i j e t renutno v o z l i š č e
# r j e r a z d a l j a
def ozna č i V o z l i š č a (O, G, i , r = 4 ) :
# Če v o z l i š č e š e ni b i l o ob i skano nastavimo oznako d
i f not G. nodes [ i ] [ d ] == 1 :
g r a f . nodes [ i ] [ d ] = 1
O. append ( i )
# Prever i z a k l j u č ni pogoj r e k u r z i j e
i f ( r − 1) == 0 :
return
# Rekurzivno k l i čemo f u n k c i j o za sosednja v o z l i š č a
for j in graph . ne ighbors ( i ) :
ozna č i V o z l i š č a (O, G, j , r = ( r − 1) )
Predstavljene imamo vse uporabljene mehanizme za zmanǰsevanje časovne
zahtevnosti algoritma Personalized PageRank. S pomočjo predstavljenega
algoritma Personalized PageRank sedaj izvedemo analizo grafov pesmi.
Ustvarimo prazno matriko podobnosti pesmi, ki ima dimenziji enake
številu pesmi v preseku. Sprehodimo se čez prej ustvarjeni seznam pesmi
in za vsako pesem na seznamu poženemo algoritem Personalized PageRank,
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kjer je začetno vozlǐsče vozlǐsče, ki predstavlja izbrano pesem. Algoritem Per-
sonalized PageRank nam vrne verjetnostno porazdelitev vseh vozlǐsč grafa
za izbrano začetno vozlǐsče. V matriko podobnosti moramo prepisati le vre-
dnosti vozlǐsč, ki predstavljajo pesmi. Uporabimo prej ustvarjeni slovar, ki
vsebuje nize naslovov pesmi in število v katero je bil niz preslikan. Poudariti
je potrebno nesimetričnost mere Personalized PageRank. Vzemimo dve vo-
zlǐsči grafa, ki predstavljata niza naslovov pesmi in ju označimo z a in b. V
splošnem velja Rab 6= Rba, kjer je Rab izračunana vrednost algoritma Perso-
nalized PageRank iz začetnega vozlǐsča a za vozlǐsče b. V matriki podobnosti
pesmi si želimo simetrične mere, zato za končni rezultat vzamemo seštevek
obeh vrednosti P [i][j] = Rab+Rba, kjer sta i in j indeksa vrstic in stolpec, ki
jih predstavljata vozlǐsči a in b v matriki podobnosti pesmi P . Tako dobimo
matriko podobnosti pesmi, ki vsebuje simetrično mero.
5.3 Analiza karakterističnih vektorjev
Preostali podatkovni nabori vsebujejo podatke, ki jih lahko predstavimo v
vektorski obliki. To so nabor C, ki vsebuje podatke z lestvic popularnosti,
nabor G, ki vsebuje podatke o oznakah pesmi, nabor I, ki vsebuje podatke
z Billboard lestvice popularnosti ter nabor J, ki vsebuje podatke o žanrih in
letu izida pesmi. Potek analize se zaradi razlik v podatkih med podatkovnimi
nabori razlikuje, zato poglejmo kako analiza poteka nad posameznimi nabori.
5.3.1 Analiza nabora C
Podatkovni nabor C vsebuje podatke z lestvic popularnosti LastFM, Bill-
board in Spotify. Vsak vnos v lestvici vsebuje naslov pesmi in ime avtorja
pesmi, dosežen položaj na lestvici ter datum doseženega položaja. LastFM in
Spotify lestvici vsebujeta tudi podatke o številu poslušanj pesmi v časovnem
obdobju na lestvici.
Podatke za vsako pesem lahko razdelimo na tri glavne dele, kjer posa-
mezen del predstavlja podatke ene lestvice. Vsi trije deli vsebujejo vektor
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doseženih položajev pesmi, označimo ga z d. Dela, ki ustrezata lestvicam
LastFM in Spotify pa vsebujeta še vektor poslušanj pesmi, ki ga označimo s
p.
Vektor doseženih položajev d pesmi za vse tri dele je zaporedje števil,
ki predstavlja časovno urejene dosežene položaje pesmi na določeni lestvici.
Pojavi se problem kako definirati vrednost, če se pesem ne pojavi na lestvici.
Predpostavimo, da nas zanima samo stanje pesmi na lestvici, in je vsak
dosežek, ki ni na lestvici enak. Dosežku pesmi, ko ta ni na lestvici dodelimo
vrednost, ki je za ena večja od števila pesmi na lestvici. V primeru lestvice,
ki vsebuje najpopularneǰsih 100 pesmi, bi to pomenilo vrednost 101. Pred-
stavitev ni realna, saj se lahko dva dosežka izven obsega lestvice popolnoma
razlikujeta.
Podobno je predstavljen vektor poslušanj pesmi p, ki vsebuje časovno
urejeno zaporedje števila poslušanj pesmi. V primeru, da pesem v določenem
obdobju ne doseže položaja na lestvici, nimamo podatka o številu poslušanj
pesmi v izbranem obdobju. Uporabimo lahko enako predpostavko kot pri
vektorju d in manjkajoče podatke nadomestimo s številom nič, ki pomeni, da
je pesem iz obsega lestvice.
Zaradi količine vsebovanih podatkov izvedemo več analiz.
• Analiza najbolǰsega položaja pesmi, kjer primerjamo najbolǰse
dosežke pesmi na posameznih lestvicah. Najbolǰsi rezultat pesmi za iz-
brano lestvico poǐsčemo predčasno, ko gradimo časovne vektorje doseženih
položajev d. Iščemo najmanǰso vrednost, ki se pojavi v vektorju doseženih
položajev d. Rezultat za izbrani pesmi je absolutna vrednost razlike
najbolǰsih položajev izbranih pesmi na posamezni lestvici, | mA−mB |,
kjer sta mA in mB najbolǰsa rezultata pesmi na posamezni lestvici, A
in B pa časovna vektorja položajev d izbranih pesmi. Rezultate za
pesmi iz preseka zapǐsemo v matriko razdalj pesmi, ki jo izračunamo
za vsako lestvico posebej. Izračunamo tudi vrednosti za skupno ma-
triko razdalj, ki vključuje vse tri lestvice, tako da preprosto seštejemo
rezultate analize treh posameznih lestvic.
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• Analiza časa pesmi na lestvici, kjer štejemo pojavitve pesmi na
posamezni lestvici. Število pojavitev pesmi na posamezni lestvici je
število neničelnih vrednosti v časovnem vektorju položajev d. Rezultat
za izbrani pesmi je absolutna vrednost razlike števila pojavitev pesmi
na posamezni lestvici, | cA− cB |, kjer je cA število pojavitev neničelne
vrednosti vektorja A in A ter B časovna vektorja položajev d izbranih
pesmi. Rezultate za pesmi iz preseka zapǐsemo v matriko razdalj pesmi,
ki jo izračunamo za vsako lestvico posebej. Izračunamo tudi vrednost
za skupno matriko razdalj, kot seštevek rezultatov treh posameznih
lestvic.
• Analiza gibanja položaja pesmi, kjer računamo razliko med dis-
kretnimi porazdelitvami časovnih vektorjev položajev pesmi d na po-
samezni lestvici. Vnos v matriki razdalj za pesmi iz preseka je seštevek
posameznih rezultatov iz vseh treh lestvic. Za posamezno lestvico je
rezultat seštevek absolutne vrednosti razlike istoležnih elementov vek-
torjev, |
∑n
i=0(Ai−Bi) |, kjer sta A in B časovna vektorja položajev d
izbranih pesmi.
• Analiza največjega števila poslušanj pesmi, kjer primerjamo najvǐsje
doseženo število poslušanj pesmi. Najvǐsje število poslušanj pesmi
poǐsčemo predčasno, ko gradimo časovni vektor poslušanj pesmi p. Re-
zultat za izbrani pesmi je absolutna vrednost razlike najvǐsjega števila
poslušanj pesmi, | mxA−mxB |, kjer je mxA najvǐsje število poslušanj
pesmi časovnega vektorja A, ter A in B časovna vektorja poslušanj
p izbranih pesmi. Rezultate za pesmi iz preseka zapǐsemo v matriko
razdalj pesmi, ki jo izračunamo za vsako lestvico posebej. Izračunamo
tudi vrednosti za skupno matriko podobnosti, ki vključuje vse tri le-
stvice, tako da preprosto seštejemo rezultate analize treh posameznih
lestvic.
• Analiza gibanja poslušanj pesmi, kjer računamo razliko med dis-
kretnimi porazdelitvami časovnih vektorjev poslušanj pesmi p na posa-
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mezni lestvici. Vnos v matriki razdalj za pesmi iz preseka je seštevek
posameznih rezultatov iz vseh treh lestvic. Za posamezno lestvico je
rezultat seštevek absolutne vrednosti razlike istoležnih elementov vek-
torjev, |
∑n
i=0(Ai −Bi) |, kjer sta A in B časovna vektorja poslušanj p
izbranih pesmi.
5.3.2 Analiza nabora G
Podatkovni nabor G vsebuje podatke o oznakah pesmi. Posamezna pesem
ima lahko eno ali več oznak. Oznaka lahko zaznamuje različne lastnosti pesmi
recimo: obdobje v katerem je nastala, žanr pesmi, pomen besedila in druge
lastnosti pesmi.
Za vsako pesem zgradimo seznam oznak na podlagi podatkov iz nabora.
Predpostavimo, da so oznake med seboj enakovredne, imajo enakovreden
pomen in so si med seboj enako podobne. Sprehodimo se čez vse pare iz-
branih pesmi in s pomočjo kosinusne podobnosti opisane v razdelku 5.1.1
izračunamo podobnost med vsemi pari vektorjev, ki predstavljajo oznake pe-
smi. Rezultate zapǐsemo v matriko podobnosti pesmi, ki vsebuje podobnosti
pesmi vektorske analize podatkovnega nabora G.
5.3.3 Analiza nabora I
Podatkovni nabor I vsebuje podatke z Billboard lestvice popularnosti, ki
meri popularnost pesmi po letih, od leta 1965 do leta 2015. Natančneje
imamo podatke o položaju pesmi in letu doseženega položaja.
Pesmi predstavimo v dvodimenzionalnem vektorskem prostoru, kjer sta
dimenziji dosežen položaj na lestvici p in leto doseženega položaja l. Vektor
x, ki leži v predstavljenem prostoru, vsebuje dve vrednosti: xp, ki pred-
stavlja dosežen položaj in xl, ki predstavlja leto doseženega položaja. Do-
bimo predstavitev podatkov, ki enakovredno vrednoti oba podatka. Pesmi,
ki sta v zaporednih letih dosegli isti položaj sta si enako podobni, kot pesmi,
ki sta v istem letu dosegli zaporedna položaja. Ne vemo ali obstaja bolj
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primerno vrednotenje podatkov, dočim dano predstavitev podatkov upora-
bljamo zaradi enostavnosti. Rezultat za izbrani pesmi je evklidska razdalja√
(xp − yp)2 + (xl − yl)2, kjer sta x in y vektorja izbranih pesmi. Izračunane
razdalje za pesmi iz preseka zapǐsemo v matriko razdalj pesmi, ki predstavlja
rezultate vektorske analize nabora I.
5.3.4 Analiza nabora J
Podatkovni nabor J vsebuje podatke o žanrih pesmi in podatke o letu
izida pesmi. Za oba podatka izvedemo ločeni analizi.
Posamezna pesem je umeščena le v enega izmed žanrov. Predpostavimo,
da so vsi žanri enakovredni in med seboj enako podobni. Zaradi predpostavk
in oblike podatkov velja, da je izračunana podobnost enaka nič ali ena. Re-
zultat za izbrani pesmi je enak ena, če velja, Xžanr = Yžanr, in enak nič, če
velja Xžanr 6= Yžanr, kjer sta Xžanr in Yžanr niza, k vsebujeta žanr izbranih pe-
smi. Izračunane rezultate za pesmi iz preseka zapǐsemo v matriko podobnosti
pesmi, ki predstavlja rezultate vektorske analize nabora J.
Leto izida pesmi je preprost številski podatek. Predpostavimo, da je
pomembna le razlika med leti izida pesmi, torej lahko rečemo, da sta pesmi,
ki sta izšli leta 1998 in 1999 enako podobni kot pesmi, ki sta izšli leta 2009
in 2010. Z upoštevanjem predpostavke je rezultat za izbrani pesmi enak
absolutni vrednosti razlike let izida, oziroma | i(A) − i(B) |, kjer sta i(A)
in i(B) leti izida izbranih pesmi. Izračunane razlike let za pesmi iz preseka
zapǐsemo v matriko razdalj pesmi, ki predstavlja rezultate vektorske analize
nabora J.
5.4 Statistika podatkovnih naborov
Podatkovni nabori uporabljeni v diplomski nalogi vsebujejo raznolike po-
datke. Za lažjo predstavo posameznih naborov in skupin podatkovnih nabo-
rov, si oglejmo nekaj statističnih podatkov.
Slika 5.8 prikazuje število pesmi posameznih podatkovnih naborov, ki so
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Slika 5.8: Število različnih pesmi v podatkovnih naborih
uporabne za analizo. Zaradi lažjega prikaza podatkov je uporabljena loga-
ritemska skala. Daleč največ pesmi vsebuje podatkovni nabor F. Sledi mu
skupina podatkovnih naborov B, D, E, H, J ter K, ki vsebujejo med 100000
in 3500000 pesmi, ter skupina podatkovnih naborov A, C ter G, ki vsebujejo
med 10000 in 100000 pesmi. Daleč najmanj pesmi vsebuje podatkovni nabor
I.
Slika 5.9 prikazuje povprečno število besed besedil podatkovnih naborov
A, I, J ter K. Najdalǰsa besedila vsebuje podatkovni nabor I, sledita mu
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Slika 5.9: Povprečna število besed besedil podatkovnih naborov
podatkovna nabora K ter A, najkraǰsa besedila pa ima podatkovni nabor J.
Besedila podatkovnega nabora J so v povprečju kar za pol kraǰsa od besedil
podatkovnega nabora I, verjetno je to dejstvo povezano z majhnim številom
pesmi v podatkovnem naboru I.
Slika 5.10 prikazuje število pojavitev najpogosteǰsih besed v podatkovnih
naborih z besedili. Poudarimo lahko, da smo iz besedil odstranili neuporabne
besede in krnili besede besedil. Najpogosteǰsa je beseda love, ki je skoraj za
četrtino bolj pogosta od druge najpogosteǰse besede know. Sledijo še besede
like, oh ter get, ki je že za polovico manj pogosta od najpogosteǰse besede
love.
Slike 5.11, 5.12 in 5.13 prikazujejo najpopularneǰse pesmi z LastFM,
Billboard in Spotify lestvic popularnosti. Dosežek za posamezno pesem se
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Slika 5.11: Najpopularneǰse pesmi z LastFM lestvice popularnosti
izračuna kot seštevek vseh doseženih položajev pesmi na posamezni lestvici.
Za dosežek pesmi, ko se ta ne pojavi na lestvici popularnosti, določimo vre-
dnost, ki je za ena večja od števila vseh pesmi na lestvici. Niz znakov s
katerim so zapisane pesmi vsebuje najprej ime avtorja, nato vezaj ter ime
pesmi.
Slika 5.14 prikazuje povprečno število vozlǐsč omrežij podatkovnih nabo-
rov. Končni rezultat je povprečje tridesetih iteracij analize, kjer je število
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Slika 5.13: Najpopularneǰse pesmi s Spotify lestvice popularnosti
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Slika 5.14: Povprečno število vozlǐsč omrežij podatkovnih naborov
največ vozlǐsč ima omrežje podatkovnega nabora E, ki vsebuje podatke s
propadlega omrežja ThisIsMyJam, sledi mu podatkovni nabor D, ki vsebuje
podatke o mikroblogih z družabnega omrežja Twitter. Najmanj vozlǐsč imata
omrežji podatkovnih naborov B, ki prav tako vsebuje podatke o mikroblogih





Preden izvedemo analizo podobnosti naborov, poenotimo matrike podobno-
sti in razdalj pesmi, ki smo jih dobili na preǰsnjem koraku. Vse matrike
podobnosti in razdalj pesmi normaliziramo. Za vsako matriko A poǐsčemo
največjo vrednost matrike max(A), nato pa vsak element matrike aij delimo
z največjo vrednostjo matrike, kot prikazuje enačba (6.1). Dobimo normali-
zirane matrike, kjer za vse elemente matrike aij, velja 0 ≤ aij ≤ 1.
Do sedaj smo govorili o matrikah podobnosti pesmi in matrikah razdalj
pesmi, sedaj želimo operirati le še z matrikami podobnosti pesmi. Matrike
razdalj pesmi Ar pretvorimo v matrike podobnosti pesmi Ap, tako da vsak





apij = 1− arij (6.2)
Matrike podobnosti pesmi so normalizirane in urejene po abecednem vr-
stnem redu imena avtorja in naslova pesmi, tako določena vrstica v vseh
matrikah predstavlja podobnosti iste pesmi.
Ustvarjene matrike želimo primerjati, pri čimer uporabljene metode za
primerjanje lahko delimo v dve skupini: matematične metode ter metode ne-
nadzorovanega učenja. Obe vrsti metod vrneta numerični rezultat, ki pred-
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stavlja podobnost matrik. Rezultate metod zapǐsemo v manǰse matrike, ki
predstavljajo podobnost med nabori. Za vsako metodo ustvarimo eno ma-
triko podobnosti naborov. Nato lahko matrike podobnosti naborov analizi-
ramo in primerjamo glede na uporabljeno metodo.
6.1 Analiza z matematičnimi metodami
Matriko podobnosti pesmi An×n lahko predstavimo kot n točk v n dimenzi-
onalnem prostoru. Vsaka točka ima torej n dimenzij, kjer je vrednost točke
v posamezni dimenziji enaka podobnosti dveh pesmi: tiste, ki predstavlja
izbrano točko, in tiste, ki predstavlja izbrano dimenzijo. Vrednosti matrike
na diagonali so enake ena, saj te predstavljajo podobnost pesmi same s se-
boj. Med različnimi množicami točk, ki predstavljajo matrike podobnosti
različnih podatkovnih naborov, želimo izračunati podobnosti. Uporabimo
matematična pojma korelacije in norme.
6.1.1 Korelacija
Korelacija je mera, ki številsko predstavi povezanost med spremenljivkami.
Korelacijo računamo s pomočjo različnih koeficientov korelacije, za potrebe
diplomske naloge uporabimo Pearsonov koeficient in Spearmanov koeficient
korelacije.
• Pearsonov koeficient korelacije ρp, meri linearno povezanost spre-
menljivk. Definiran je kot razmerje kovariance spremenljivk s produk-
tom standardnih odklonov spremenljivk. Označimo spremenljivki z X
in Y , Pearsonov koeficient za spremenljivki X in Y prikazuje enačba
(6.3), kjer je CXY kovarianca spremenljivk, σX in σY pa standardna
odklona spremenljivk. Pearsonov koeficient korelacije ima vrednost v
intervalu [−1, 1], kjer robna primera −1 in 1 predstavljata največjo li-







Za lažje razumevanje Pearsonovega koeficienta na kratko opǐsimo še
kovarianco in standardni odklon spremenljivke.
– Kovarianca C meri skupno spremenljivost dveh naključnih spre-
menljivk. Označimo spremenljivki z X in Y , kovarianco spremen-
ljivk prikazuje enačba (6.4), kjer E označuje pričakovano vrednost.
CXY = E[(X − E[X])(Y − E[Y ])] (6.4)
– Standardni odklon σ meri razpršenost naključne spremenljivke.
Za spremenljivko jo izračunamo kot to prikazuje enačba (6.5), kjer







• Spearmanov koeficient korelacije ρs je izpeljanka Pearsonovega
koeficienta korelacije, kjer operiramo z rangi vrednosti spremenljivk.
Preden lahko izračunamo koeficient rs moramo vrednosti obeh spre-
menljivk X in Y rangirati. Uredimo jih po naraščajočem vrstnem
redu in vsaki vrednosti dodelimo dosežen rang, vsaka vrednost spre-
menljivk Xi in Yi ima dodeljen rang rangXi in rangYi . Sedaj lahko
Spearmanov koeficient korelacije izračunamo s pomočjo enačbe (6.6),
ki je enaka enačbi za izračun Pearsonovega koeficienta za range spre-
menljivk. Spearmanov koeficient korelacije ima vrednost v intervalu






Izraziti želimo podobnost med matrikami podobnosti pesmi s pomočjo
Pearsonove in Spearmanove korelacije. Obe vrsti korelacije sta definirani
nad vektorji. Poskrbeti moramo za preslikavo podatkov iz matrike v vektor.
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Matrike podobnosti pesmi so trikotne, neničelne vrednosti vsebujejo le v
delu nad diagonalo, pri čemer diagonala vsebuje podobnosti pesmi same s
sabo. Podatke iz matrike prepǐsemo v vektor po vrsticah in iz vsake vrstice
zaporedno prepǐsemo podatke od diagonale dalje. Dobimo vektor, ki vsebuje
n× n−1
2
podatkov, vsaka izmed n vrstic v povprečju prispeva n−1
2
podatkov.




1 a1,2 a1,3 a1,4
0 1 a2,3 a2,4
0 0 1 a3,4













1 0.53 0.76 0.11 0.41
0 1 0.67 0.21 0.71
0 0 1 0.314 0.12
0 0 0 1 0.03




1 0.34 0.33 0.18 0.21
0 1 0.42 0.11 0.81
0 0 1 0.19 0.11
0 0 0 1 0.94
0 0 0 0 1

Matriki želimo spremeniti v vektorja kot to nakazuje
enačba (6.7), dobimo vektorja a in b.
a = [0.53, 0.76, 0.11, 0.41, 0.67, 0.21, 0.71, 0.314, 0.12, 0.03]
b = [0.34, 0.33, 0.18, 0.21, 0.42, 0.11, 0.81, 0.19, 0.11, 0.94]
Tako dobimo vektorje podobnosti pesmi zgrajene iz matrik podobnosti
pesmi. Uporabimo predstavljena koeficienta korelacije in izračunamo podob-
nosti med vektorji. Natančneje za izračun koeficientov uporabimo implemen-
tacijo knjižnice SciPy, za izračun Pearsonovega koeficienta uporabimo ukaz
stats.pearsonr(), za izračun Spearmanovega koeficienta pa ukaz
stats.spearmanr(). Rezultate Pearsonovega in Spearmanovega koeficienta




Izračunati želimo Pearsonov koeficient korelacije za vek-
torja a in b iz preǰsnjega primera.
a = [0.53, 0.76, 0.11, 0.41, 0.67, 0.21, 0.71, 0.314, 0.12, 0.03]
b = [0.34, 0.33, 0.18, 0.21, 0.42, 0.11, 0.81, 0.19, 0.11, 0.94]
Najprej želimo za vektorja izračunati kovarianco Cab, kot
prikazuje enačba (6.4), dobimo Cab = 0.011106
Sedaj želimo izračunati še standardni odklon za obe spre-
menljivki, kot prikazuje enačba (6.5), dobimo σa =
0.256251 in σb = 0.274306.
Izračunane vrednosti rabimo le še vstaviti v enačbo za








Izračunati želimo Spearmanov koeficient korelacije za
vektorja a in b iz primera pretvorbe matrik v vektorja.
a = [0.53, 0.76, 0.11, 0.41, 0.67, 0.21, 0.71, 0.314, 0.12, 0.03]
b = [0.34, 0.33, 0.18, 0.21, 0.42, 0.11, 0.81, 0.19, 0.11, 0.94]
Vrednosti vektorjev želimo rangirati, določiti jim želimo
mesto od največje vrednosti do najmanǰse vrednosti.
Rangirane vrednosti vsebujeta vektorja ranga in rangb.
a = [0.53, 0.76, 0.11, 0.41, 0.67, 0.21, 0.71, 0.314, 0.12, 0.03]
ranga = [4, 1, 9, 5, 3, 7, 2, 6, 8, 10]
b = [0.34, 0.33, 0.18, 0.21, 0.42, 0.11, 0.81, 0.19, 0.11, 0.94]
rangb = [4, 5, 8, 6, 3, 9, 2, 7, 10, 1]
Postopek izračuna Spearmanovega koeficienta korelacije
je sedaj enak izračunu Pearsonovega koeficienta korela-
cije, le da sedaj operiramo z vektorji rangov ranga in
rangb.
Kovarianca vektorjev ranga in rangb je enaka
Crangarangb = 2.85.
Standardni odklon vektorja ranga in rangb je enak
σranga = σrangb = 2.872281.
Izračunane vrednosti rabimo le še vstaviti v enačbo za








Norma je matematična funkcija, ki izbranemu vektorju pripǐse neničelno vre-
dnost, ki jo lahko interpretiramo, kot velikost danega vektorja. Norma je
definirana tudi nad matrikami, za potrebe diplomske naloge uporabimo Fro-
beniusovo normo.
• p-norma je posebna oblika norme, ki matriko dimenzij m × n obrav-
nava kot vektor dolžine m · n. Enačba (6.8) prikazuje splošno formulo

















Za vsak par matrik podobnost pesmi X in Y želimo izračunati Frobeniu-
sovo normo ‖A‖F . Najprej izbrani matriki združimo v eno matrik. Združena
matrika A vsebuje absolutno razliko vrednosti matrik X in Y in predsta-
vlja razliko med posameznimi matrikami podobnosti pesmi. Z merjenjem
velikosti združene matrike A s pomočjo norme, dobimo velikosti razlik po-
sameznih matrik podobnosti pesmi, kar lahko interpretiramo kot podobnost
med matrikami. Enačba (6.10) prikazuje način izračuna Frobeniusove norme






|xij − yij|2 (6.10)
Pri analizi dvojic naborov lahko dobimo združene matrike Z različnih ve-
likosti, saj so matrike podobnosti pesmi med različnimi pari lahko različno
velike. Frobeniusova norma je občutljiva na število elementov matrike. Pred
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izračunom Frobeniusove norme želimo matrike podobnosti pesmi normali-
zirati tako, da je norma vseh matrik enaka ena. Enačba (6.11) prikazuje
izračuna Frobeniusove norme, pri čemer so vrednosti matrik X in Y norma-






∣∣∣∣ xij‖X‖F − yij‖Y ‖F
∣∣∣∣2 (6.11)
Primer.
Izračunati želimo Frobeniusovo normo dane matrike A.
A =

1 0.53 0.76 0.11
0 1 0.67 0.21
0 0 1 0.314
0 0 0 1

Vrednosti matrike A vstavimo v enačbo (6.9), pri čemer
ničelne vrednosti izpustimo, dobimo sledeče.
‖A‖F =
√
4× |1|2 + |0.53|2 + |0.76|2 + |0.11|2 + |0.67|2 + |0.21|2 + |0.314|2
‖A‖F = 2.337134
Rezultate ‖A‖F za vse pare matrik podobnosti pesmi, izračunane po
enačbi (6.11), zapǐsemo v matriko podobnosti naborov.
6.2 Analiza z nenadzorovanim učenjem
Matriko podobnosti pesmi An×n si lahko predstavljamo kot zaporedje n učnih
primerov. Vsak učni primer je predstavljen z n vrednostmi. Za vsako ma-
triko podobnosti pesmi želimo izvesti gručenje nad učnimi primeri. Dobljene
gruče nato želimo primerjati z različnimi merami. Dobimo podobnosti gruč
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različnih matrik podobnosti pesmi, ki nakazuje na samo podobnost med ma-
trikami podobnosti pesmi.
• Gručenje (angl. clustering) je metoda, ki uporablja nenadzorovano
strojno učenje. Vhodne podatke skuša združiti v skupine oziroma gruče
tako, da so si podatki znotraj gruč tem bolj podobni glede na izbran
kriterij.
• Metoda voditeljev (angl. kMeans) je algoritem za gručenje podat-
kov, kjer število gruč določimo sami. Predpostavimo, da so naši učni
podatki shranjeni v matriki podobnosti pesmi An×n in želimo imeti m
gruč, ki jih označimo z Gj, kjer velja 0 ≤ j ≤ m.
Izberemo m naključnih točk oziroma voditeljev v n-dimenzionalnem
prostoru, ki predstavljajo sredǐsča posameznih gruč. Sedaj iterativno
ponavljamo sledeča koraka. Najprej vsak učni primer matrike An×n
uvrstimo v gručo, ki je učnemu primeru najbližje. Natančneje je to
gruča, za katero je evklidska razdalja med vektorjem sredǐsča gruče
in vektorjem učnega primera najmanǰsa,
√∑n
i=0(si − ui)2, kjer je s
vektor sredǐsča gruče in u vektor učnega primera. Sedaj za vseh m
gruč izračunamo vektor nove sredǐsčne točke kot povprečje vseh točk
gruče. Koraka ponavljamo dokler ne opazimo več spremembe v premi-
kih sredǐsč gruč.
Metoda voditeljev je občutljiva na izbor začetnih m točk oziroma vo-
diteljev, ki jih izberemo naključno. Za večjo robustnost rezultatov se
algoritem izvede stokrat, končni rezultat pa je gručenje z najmanǰso
mero vztrajnosti.
– Vztrajnost (angl. inertia) je enostavna mera skladnosti učnih
primerov znotraj gruč, pove nam kako blizu so si učni primeri
znotraj gruče. Izračunamo jo po enačbi (6.12), kjer je xi učni





‖xi − cj‖2 (6.12)
• Silhouette ocena (angl. silhouette score) je mera za ocenjevanje
uspešnosti gručenja. Silhouette score za gručenje izračunamo kot pov-
prečje mere za vse učne primere. Za posamezni učni primer i mero





Funkcija b(i) predstavlja povprečno razdaljo do vseh točk gruče, ki je
točki i najbližje, izračunamo jo kot prikazuje enačba (6.15). Funk-
cija a(i) predstavlja povprečno razdaljo do vseh točk gruče točke i,











Funkcija r(i, j) je evklidska razdalja med točkama i in j, Gi pa gruča
v kateri je točka i.
Najprej želimo matrike podobnosti pesmi razdeliti v gruče. Gručanje ma-
trik izvedemo z metodo voditeljev, natančneje z implementacijo algoritma
knjižnice Scikit-learn. Metoda voditeljev za delovanje potrebuje število
končnih gruč, za potrebe naloge vzemimo za število gruč števila 3, 5, 7, 9 in
11, izvedemo gručenje za vse matrike podobnosti pesmi. Za vsako matriko
podobnosti pesmi dobimo pet različnih rezultatov gručenja, to je vektor z
oznakami gruče posameznih učnih primerov matrike podobnosti pesmi. S
pomočjo silhouette ocene določimo primernost vseh petih gruč. Nato na
podlagi silhouette ocene za vsako matriko podobnosti pesmi izberemo naj-
bolǰse gručenje. Na podlagi dobljenih vektorjev najbolǰsega gručenja lahko s
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pomočjo različnih mer ugotovimo podobnost med gručenji različnih matrik
podobnosti pesmi. Uporabimo pojma povprečne medsebojne informacije in
povprečne variabilnosti informacije.
• Entropija (angl. entropy) je mera negotovosti izida naključne spre-
menljivke. Enačba (6.16) prikazuje izračun entropije za naključno spre-





pc log pc (6.16)
• Pogojna entropija (angl. conditional entropy) meri količino in-
formacije potrebno, da smo gotovi o izidu naključne spremenljivke C,
če poznamo izid naključne spremenljivke D. Enačba (6.17) prikazuje
izračun pogojne entropije za naključno spremenljivko C, če poznamo
izid naključne spremenljivke D, pri čemer pd predstavlja verjetnost iz-
ida d naključne spremenljivke D, pcd pa predstavlja verjetnost hkratnih








• Povprečna medsebojna informacija (angl. normalized mutual
information) je mera skupne informacije dveh naključnih spremen-
ljivk. Pove nam koliko izvemo o eni izmed spremenljivk s pomočjo
druge spremenljivke. Mera je simetrična, nenegativna, ne upošteva pa
trikotnǐske neenakosti. Vǐsja vrednost mere nakazuje na večjo odvisnost
dveh spremenljivk. Enačba (6.18) prikazuje izračun mere za naključni
spremenljivki C in D, kjer funkciji H(C) in H(D) označujeta entro-
piji naključnih spremenljivk, funkcija H(C|D) pa pogojno entropijo






• Povprečna variabilnost informacije (angl. normalized varia-
tion of information) je mera razdalje med pari gruč. Mera je sime-
trična, nenegativna in upošteva trikotnǐsko neenakost. Nižja vrednost
mere nakazuje na večjo podobnost gručenj. Enačba (6.19) prikazuje
izračun mere za naključni spremenljivki C in D, kjer funkciji H(D|C)





Z mero povprečne medsebojne informacije in povprečne variabilnosti in-
formacije izračunamo podobnost med vektorji, ki vsebujejo gručanja matrik
podobnosti pesmi. Povprečno medsebojno informacijo računamo z imple-
mentacijo knjižnice Scikit-learn, natačneje s funkcijo normalized_mutual
_info_score(). Izračun povprečne variabilnosti informacije implementi-
ramo sami.
Povprečno variabilnost informacije izračunamo s pomočjo funkcije za izračun
verjetnostne porazdelitve spremenljivk, ki jo prikazuje odsek kode 6.1 in funk-
cije za izračun pogojne entropije na podlagi izračunane verjetnostne porazde-
litve, ki jo prikazuje odsek kode 6.2. Verjetnostna porazdelitev spremenljivk
X in Y je matrika A, ki ima dimenzije enake številu različnih vrednosti vek-
torjev X in Y . Vrstica i matrike A ustreza verjetnostni porazdelitvi i-te
vrednosti vektorja X, stolpec j pa verjetnostni porazdelitvi j-te vrednosti
vektorja Y . Vrednost aij predstavlja verjetnost hkratne pojavitve i-te vre-
dnosti p(Xi) v vektorju X in j-te vrednosti p(Yj) v vektorju Y . Enačba (6.20)
prikazuje izračun verjetnostne porazdelitve.
aij = p(Xi)p(Yj) (6.20)
Koda 6.1: Funkcija za izračun verjetnostne porazdelitve spremenljivk
# x in y v s e b u j e t a oznake uč nih primerov gru č enja
def v e r j e t n o s t n a P o r a z d e l i t e v (x , y ) :
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# Ustvarimo prazno matriko , k i bo v s e b o v a l a
# v e r j e t n o s t n o p o r a z d e l i t e v
A = [ ]
for x in range (maxX) :
A. append ( [ 0 ] ∗ maxY)
# Pre š tejemo p o j a v i t v e oznak v e k t o r j e v
for i in range ( len ( x ) ) :
A[ x [ i ] ] [ y [ i ] ] += 1
# Pre š t e t e v r e d n o s t i del imo s š t e v i l o m v r e d n o s t i
# tako dobimo v e r j e t n o s t n o p o r a z d e l i t e v
A = [ a / len ( x ) for a in A]
return A
Koda 6.2: Funkcija za izračun pogojne entropije spremenljivk
# A v s e b u j e v e r j e t n o s t n o p o r a z d e l i t e v i z r a čunano
# s pomoč j o f u n k c i j e v e r j e t n o s t n a P o r a z d e l i t e v ( )
# p y v s e b u j e v e r j e t n o s t n o p o r a z d e l i t e v n a k l j u č ne
# s p r e m e n l j i v k e y
def pogojnaEntrop i ja (A, y ) :
# Zač etno pogojno e n t r o p i j o nastavimo na ni č
p e = 0
# Sprehodimo se po m a t r i k i A in postopoma
# ra čunamo pogojno e n t r o p i j o
for i in range ( len (A) ) :
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for j in range ( len (A[ x ] ) ) :
i f A[ i ] [ j ] != 0 :





V analizi obravnavamo pet matrik podobnosti naborov pridobljenih s pomočjo
različnih metod in mer. Tri so pridobljene s pomočjo Pearsonovega in Spear-
manovega koeficienta korelacije ter norme matrike, preostali dve pa s pomočjo
gručenja in mer povprečne medsebojne informacije in povprečne variabilno-
sti informacije. Poudarimo lahko še, da sta norma matrike in medsebojna
variabilnost informacije mere razdalje, oba koeficienta ter povprečna medse-
bojna informacija pa mere podobnosti. Za lažjo interpretacijo in primerjavo
rezultatov skale mer razdalj obrnemo.
7.1 Primerjanje matrik podobnosti naborov
V podpoglavju primerjamo matrike podobnosti naborov analize dvojic na-
borov in analize več naborov hkrati. Zanima nas ali sta matriki podobnosti
naborov analiz, pridobljeni z isto mero podobni, saj lahko tako rezultatom
obeh analiz bolj zaupamo. Izvedemo analizo dvojic naborov in analizo več
naborov hkrati.
V primeru analize dvojic naborov uporabimo vse predstavljene nabore,
analiza traja nekaj dni in ustvari več kot 10 GB vmesnih in končnih podatkov.
V primeru analize več naborov hkrati izpustimo nabor A, zaradi problema z
majhnim presekom naborov. Dobljeni presek tako vsebuje dvanajst pesmi,
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kar je še vseeno zelo malo. Nabor A izključimo, ker ta vsebuje le besedila
pesmi in ker pričakujemo, da so si nabori z besedili med seboj zelo podobni.
Zanima nas le podobnost rezultatov analiz, zato primerjamo izgled matrik
podobnosti naborov in zaenkrat zanemarimo ostale podrobnosti. Ker smo v
primeru analize več naborov hkrati izpustili nabor A, imajo matrike podob-
nosti naborov eno vrstico ter stolpec manj, kot matrike podobnosti naborov
analize dvojic naborov.
Slika 7.1 prikazuje matriki podobnosti naborov izračunani z normo ma-
trike. Obe matriki vsebujeta podobne vzorce. Lokalne vrednosti matrik se
sicer razlikujejo, vendar za potrebe primerjave različnih analiz ǐsčemo podob-
nosti le v vzorcih matrik. Podobno lahko opazimo na sliki 7.2, ki prikazuje
matriki podobnosti naborov izračunani s Pearsonovim koeficientom korela-
cije ter na sliki 7.3, ki prikazuje matriki podobnosti naborov izračunani s
Spearmanovim koeficientom korelacije.
Slika 7.4 prikazuje matriki podobnosti naborov izračunani z mero pov-
prečne variabilnosti informacije. Slika 7.5 prikazuje matriki podobnosti na-
borov izračunani z mero povprečne medsebojne informacije. Podobnosti v
vzorcih matrik tu ne opazimo. Razlogov za nekonsistentne rezultate je lahko
več, verjetno razlog tiči v razliki velikosti presekov različnih analiz in ne
optimalnosti rezultatov metode voditeljev.
S pomočjo vizualne primerjave rezultatov analiz lahko predpostavimo,
da vrsta analize ne vpliva na dobljene rezultate, ko govorimo o matrikah
podobnosti naborov, izračunanih s pomočjo Pearsonovega in Spearmanovega
koeficienta korelacije ter norme matrike. V primeru matrik podobnosti nabo-
rov izračunanih z merama povprečne variabilnosti informacije in povprečne
medsebojne informacije podobnosti med rezultati različnih analiz ne opa-
zimo, zato ne moremo potrditi neodvisnosti rezultatov od vrste analize.
V primeru vseh predstavljenih matrik podobnosti naborov lahko opazimo
dve večji skupini naborov, prva vsebuje analize podatkov z lestvic popular-
nosti druga pa vse preostale analize. Delitev nakazuje ne večjo medsebojno
























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Slika 7.5: Primerjava matrik podobnosti naborov izračunani z mero pov-
prečne medsebojne informacije
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gruče predstavimo v podpoglavju 7.2.
7.2 Gručenje matrik podobnosti naborov
V nadaljevanju prikazujemo le še matrike podobnosti naborov pridobljene
z analizo dvojic naborov. Interpretacija teh je lažja, ker lahko v analizo
vključimo vse nabore. Matriki podobnosti naborov izračunani z merama pov-
prečne variabilnosti informacije in povprečne medsebojne informacije vključimo
v predstavitev rezultatov kljub ne konsistenci med različnima analizama.
Nad matrikami podobnosti naborov izvedemo gručenje s pomočjo metode
voditeljev, ki je opisana v razdelku 6.2, pri čemer moramo število končnih
gruč še določiti. Podatkovne nabore delimo v tri večje skupine, želimo pa
poiskati podobnost naborov med različnimi skupinami. Zato določimo pet
in sedem končnih gruč, v upanju da dobimo poleg treh monotonih gruč, ki
vsebujejo podatkovne nabore iz posamezne skupine, še vsaj kakšno gručo, ki
vsebuje nabore iz različnih skupin.
Analize podatkovnih naborov na slikah označimo z različnimi kraticami.
V splošnem velja, da se analize besedil označene z bes_, analize grafov z
graf_, analize vektorjev z lest_, če analiziramo podatke z lestvice popu-
larnosti podatkovnega nabora C, drugače pa z oznako vek_. Nadaljnji del
oznake enolično določa analizo. Na slikah označimo tudi gruče z odebeljeno
rdečo črto.
Slika 7.6 prikazuje gručenje matrike podobnosti naborov, ki jo izračunamo
z normo matrike. Največja gruča v obeh primerih vsebuje večino analiz
podatkov z lestvic popularnosti, v primeru petih gruč pa še analizo vektorja
leta. Oba primera vsebujeta tudi gručo, ki vsebuje analize omrežij. Analize
besedil v primeru petih gruč pripadajo isti gruči, v primeru sedmih gruč pa
razpadejo na dve manǰsi gruči. Ostaneta še gruča, ki vsebuje analizi podatkov
z lestvic popularnosti ter analizi vektorjev, in gruča, ki vsebuje analizo oznak
pesmi. Gruča, ki vsebuje analize podatkov z lestvic popularnosti ter analizo
















































































































































































































Slika 7.6: Gručenje matrike podobnosti naborov izračunane z normo matrike
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Slika 7.7 prikazuje gručenje matrike podobnosti naborov, ki jo izračunamo
s Pearsonovim koeficientom korelacije. Podobno kot pri matriki podobnosti
naborov izračunani z normo, največja gruča vsebuje večino analiz podatkov
z lestvic popularnosti in se pojavi v obeh primerih, kot tudi dve manǰsi gruči,
kjer prva vsebuje vse preostale analize podatkov z lestvic popularnosti, druga
pa vse analize vektorjev. Največje presenečenje je razbitje analiz besedil, ki
se v obeh primerih nahajajo v dveh različnih gručah, ki vsebujeta še analize
grafov. Ti dve gruči v primeru, ko je vseh gruč sedem, razpadeta na štiri
manǰse gruče.
Slika 7.8 prikazuje gručenje matrike podobnosti naborov, ki jo izračunamo
s Spearmanovim koeficientom korelacije. Največja gruča, ki se pojavi v obeh
primerih vsebuje analize grafov in vektorjev. V obeh primerih se pojavi tudi
gruča, ki vsebuje analize besedil. Analize podatkov z lestvic popularnosti se v
primeru petih gruč delijo v tri gruče, ki nadaljnjo razpadejo v primeru sedmih
gruč. Dobimo pet manǰsih gruč analiz podatkov z lestvic popularnosti.
Slika 7.9 prikazuje gručenje matrike podobnosti naborov, ki jo izračunamo
z mero povprečne variabilnosti informacije. V obeh primerih lahko opazimo
gručo, ki vsebuje analize besedil. Največja gruča v primeru petih gruč vsebuje
analize grafov ter nekaj analiz podatkov z lestvic popularnosti, dočim ta v
primeru sedmih gruč razpade na gručo z analizami grafov in gručo z analizami
podatkov z lestvic popularnosti. Analize vektorjev zavzemajo več manǰsih
gruč.
Slika 7.10 prikazuje gručenje matrike podobnosti naborov, ki jo izračunamo
z mero povprečne medsebojne informacije. V obeh primerih lahko opazimo
večjo gručo, ki vsebuje analize omrežij in analize podatkov z lestvic popular-
nosti. V primeru petih gruč lahko opazimo dve gruči z analizami podatkov
z lestvic popularnosti, ki v primeru sedmih gruč razpadeta na štiri gruče.
Podobno lahko opazimo v primeru petih gruč dve gruči, ki vsebujeta analize
besedil, ki v primeru sedmih gruč razpadeta na tri gruče.
Rezultate, pridobljene z različnimi merami, primerjajmo med seboj, pri


























































































































































































































































































































































































































































































































































































































































































































































































































































Slika 7.10: Gručenje matrike podobnosti naborov izračunane z mero pov-
prečne medsebojne informacije
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matrik. Matrike podobnosti naborov, izračunane s koeficientoma korelacije,
normo matrike ter mero povprečne variabilnosti informacije navkljub razli-
kam gručenja prikazujejo podobne odnose med različnimi skupinami naborov.
Opazimo lahko večjo podobnost podatkovnih naborov, ki vsebujejo podatke
iste vrste, kar smo pričakovali. Dobimo ločene gruče analiz besedil, analiz
grafov in analiz podatkov z lestvic popularnosti, pri čemer so analize vektor-
jev običajno razpršene.
Iščemo gruče, ki bi jasno nakazovale podobnost različnih vrst podatkov.
Matrike podobnosti naborov vsebujejo gruče z različnimi vrstami podatkov,
vendar gruče z mešanimi podatki niso konsistentne med različnimi matri-
kami. Mere s katerimi računamo matrike, podobnost obravnavajo na različne
načine, kar pripelje do opaženih razlik. Uvedemo novo sestavljeno mero, ki
jo izračunamo s pomočjo ostalih predstavljenih mer.
Ustvarimo novo matriko podobnosti naborov, ki vsebuje združene po-
datke ostalih matrik podobnosti naborov. Enačba (7.1) prikazuje izračun
vrednosti nove matrike podobnosti naborov Aij. Matriko podobnosti nabo-
rov izračunano z normo matrike Anorm predčasno še normaliziramo. Zaradi





ij + (1− Anormij ) + (1− ANV Iij ) + ANMIij
5
(7.1)
Slika 7.11 prikazuje gručenje matrike podobnosti naborov A. Jasno so raz-
vidne gruče analiz posameznih tipov podatkovnih naborov, pri čemer lahko
opazimo večjo gručo, ki vsebuje analize grafov in analize vektorjev hkrati.
Podobnost različnih vrst analiz oziroma podatkovnih naborov, ki so v isti
gruči, je zelo majhna.
Na podlagi matrike A lahko predpostavimo, da večje podobnosti med
različnimi vrstami podatkovnih naborov ni. Podobnost med podatkovnimi
nabori je odvisna od vrste podatkov in načina analize podatkov. Tako so







































































































Slika 7.11: Gručenje mešane matrike podobnosti naborov
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podatkovni nabori, ki predstavljajo iste podatke, kot so recimo nabori z
besedili, med seboj bolj podobni.
7.3 Rezultati po žanrih
Glede na predhodne rezultate nas zanima še, ali obstajajo razlike v podobno-
sti naborov v primeru, ko analizo razdelimo po žanrih. Podatke o žanrih pe-
smi vsebuje podatkovni nabor J. Preden izvedemo analizo nas zanima kakšna
je porazdelitev pesmi po žanrih.
Slika 7.12 prikazuje porazdelitev pesmi po žanrih. Opazimo lahko, da
je daleč največ pesmi iz rock žanra, sledita pa mu pop, hiphop, metal in
country žanr. Pesmi, ki spadajo v skupino notavailable in other nas ne
zanimajo, saj za njih žanra ne moremo določiti. Preden analiziramo posame-
zne žanre moramo preveriti velikosti presekov dvojic naborov za posamezne
žanre. V primeru rock in pop žanra so vsi dobljeni preseki dovolj veliki za
nadaljnjo analizo. Metal žanr ima preseke v primeru naborov C, H in I pre-
majhne, hiphop in country žanr pa le v primeru naborov H in I. Odločimo
se za nadaljnjo analizo rock, pop, hiphop in country žanra.
Izvedemo analizo dvojic naborov za izbrane žanre. Postopek se od nava-
dne analize dvojic naborov razlikuje le v izbiri preseka. Za pomoč pri gradnji
preseka naborov predčasno za vsak izbrani žanr ustvarimo seznam pesmi.
Sedaj pri ustvarjanju preseka za poljuben par naborov preverimo ne le ali se
pesem nahaja v obeh podatkovnih naborih, temveč tudi ali pripada žanru,
ki ga trenutno analiziramo. Zaradi časovne in prostorske zahtevnosti analize
dvojic in ker bomo analizo izvedli večkrat, velikost preseka omejimo na 100
pesmi.
Slike 7.13, 7.14, 7.15 in 7.16 prikazujejo gručenja mešanih matrik po-
dobnosti naborov izbranih žanrov. Rezultati so za vse izbrane žanre zelo
podobni. Vsaka matrika je v grobem razdeljena na štiri dele, kjer vsak po-
samezen del predstavlja eno vrsto analize, analizo besedil, analizo grafov,

















































































































































Slika 7.13: Gručanje mešane matrike podobnosti naborov za rock žanr
prikazujejo razlik v podobnosti podatkovnih naborov ne glede na izbrani
žanr.
Vsi rezultati v grobem predstavljajo sledeče. Podobnost naborov je od-
visna od vsebovanih podatkov in načina analize podatkov. Pričakovano so si






















































































































































































































































































Slika 7.16: Gručanje mešane matrike podobnosti naborov za country žanr
Poglavje 8
Zaključek
Cilj analize je bil najti odgovor na vprašanje ali obstaja večja podobnost
med različnimi vrstami glasbenih podatkov. Podatke različnih vrst, ki bi
bili med seboj zelo podobni, bi lahko uporabili za hitreǰse in bolj robustno
delovanje priporočilnih sistemov. Priporočilni sistem ne bi bil več odvisen od
pridobivanja in analize enega podatka, saj bi ga lahko nadomestili z drugim
podatkom ali skupino drugih podatkov, ki nosijo enako informacijo.
V diplomski nalogi smo podrobneje analizirali glasbene podatkovne na-
bore, razdeljene v tri skupine: nabore z besedili, nabore z ocenami in nabore
z meta podatki. Glede na vrsto podatkov smo uporabili različne vrste analiz:
v primeru naborov z besedili procesiranje naravnega jezika, v primeru nabo-
rov z ocenami in naborov z meta podatki analizo omrežij in analizo vektorjev.
Vsaka vrsta analize za izbrani podatkovni nabor ustvari matriko podobnosti
pesmi. Pridobljene matrike podobnosti pesmi smo primerjali med seboj s
pomočjo računskih metod in metod nenadzorovanega učenja. V obeh prime-
rih je rezultat matrika podobnosti naborov. V okviru računskih metod smo
uporabili Pearsonov in Spearmanov koeficient korelacije ter normo matrike,
v okviru metod nenadzorovanega učenja pa meri normalizirane medsebojne
informacije in normalizirane variabilnosti informacije.
Matrike podobnosti naborov smo med seboj primerjali in ugotovili sledeče.
Najbolj podobni so si nabori, ki vsebujejo podatke iste vrste, kar je pričakovano.
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Prav tako lahko poudarimo vǐsjo podobnost naborov, ki so bili analizirani z
istimi metodami. Podobnost med nabori, ki vsebujejo različne vrste podat-
kov in so bili analizirani z različnimi metodami, je zanemarljiva. Analizo smo
izvedli tudi nad množicami pesmi omejenimi na določen žanr, pri čemer je
končna ugotovitev enaka. Podobnosti med različnimi glasbenimi podatkov-
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strojnem učenju. PhD thesis, Univerza v Ljubljani, 2019.
[34] Shuo Chen, Josh L Moore, Douglas Turnbull, and Thorsten Joachims.
Playlist prediction via metric embedding. In Proceedings of the 18th
ACM SIGKDD international conference on Knowledge discovery and
data mining, pages 714–722. Association for Computing Machinery,
2012.
[35] Shuo Chen, Jiexun Xu, and Thorsten Joachims. Multi-space proba-
bilistic sequence modeling. In Proceedings of the 19th ACM SIGKDD
international conference on Knowledge discovery and data mining, pages
865–873. Association for Computing Machinery, 2013.
[36] David Hauger, Markus Schedl, Andrej Košir, and Marko Tkalcic. The
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