The convex hull of n-symbol Huffman trees is known to have exponentially many facets/constraints [17] . This makes the standard on-line learning techniques for learning Huffman trees impractical, since they use multiplicative updates followed by projections to satisfy all of the constraints. However, there are general extended formulation techniques that encode the convex hull of Huffman trees as a polytope in a higher dimensional space with only polynomially many facets. This extended formulation methodology can also be used to encode the n-element permutahedron in O(n log n) dimensions with only a polynomial number of facets. We develop a general technique for converting these extended formulations into efficient on-line algorithms with good relative loss bounds. The resulting algorithms have nearly the same regret bounds as state of the art algorithms for permutations, and are the first efficient algorithms for the on-line learning of Huffman trees.
Introductions
This paper introduces a general methodology for developing efficient and effective on-line learning algorithms over combinatorial structures. Examples include learning the best permutation of a set of elements for scheduling or assignment problems, or learning the best Huffman tree for compressing sequences of symbols. On-line learning algorithms are being successfully applied to an increasing variety of problems, so it is important to have good tools and techniques for creating good algorithms that match the particular problem at hand.
The on-line learning setting proceeds in a series of trials where the algorithm makes a prediction or takes an action associated with a combinatorial object in the space and then receives the loss of its choice in such a way that the loss of any of the possible combinatorial objects can be easily computed. The algorithm can then update its internal representation based on this feedback and the process moves on to the next trial. Unlike batch learning settings, there is no assumed distribution from which losses are randomly drawn, instead the losses are drawn adversarially. In general, an adversary can force arbitrarily large loss on the algorithm, so instead of measuring the algorithm's performance by the total loss incurred, the algorithm is measured by its regret, the amount of loss the algorithm incurs above that of the single best predictor in some comparator class. Usually the comparator class is the class of predictors defined by the combinatorial space being learned. To make the setting concrete, consider the case of learning Huffman trees. In each trial, the algorithm would predict a Huffman tree, and then obtain a sequence of symbols to be encoded. The loss of the algorithm on that trial can be the inner product of any [0, 1] n loss vector and the sequence of code lengths of the symbols. Using frequencies as the loss vector, the loss will be the average code length of the sequence. Over a series of trials, the regret of the algorithm is the difference in combined average code lengths between the on-line algorithm and the single best Huffman tree chosen in hindsight. Therefore the regret of the algorithm can be viewed as the cost of not knowing the best combinatorial object ahead of time. With proper tuning, the regret is typically logarithmic in the number of combinatorial objects.
One way to create algorithms for these combinatorial problems is to use one of the well-known socalled "experts algorithms" like weighted majority [15] or hedge [5] with each combinatorial object treated as an "expert". However, this requires explicitly keeping track of one weight for each of the exponentially many combinatorial objects, and thus results in an inefficient algorithm. Furthermore, it also causes an additional loss range factor in regret bounds as well. There has been much work on creating efficient algorithms that implicitly encode the weights over the set of combinatorial objects using a concise representations. For example, many distributions over the 2 n subsets of n elements can be encoded by the probability of including each of the n elements. In addition to subsets, such work includes permutations [9, 21] , paths [14, 19] , and k-sets [20] . The component hedge algorithm of Koolen, Warmuth, and Kivinen [13] is a powerful generic technique when the implicit encodings are suitably simple.
The component hedge algorithm works by performing multiplicative updates on the parameters of its implicit representation. However, the implicit representation is typically constrained to lie in a convex polytope. Therefore Bregman projections are used after the update to return the implicit representation to the desired polytope. The technique for proving good relative loss bounds is to, on each trial, relate the excess loss of the algorithm to its movement (from both update and projection) towards the implicit representation of an arbitrary comparator in the class. Note that this process is only efficient when there are simply a small (polynomial) number of constraints on the implicit representations.
Mathematicians have studied the problem of concisely specifying the convex hulls of complicated combinatorial structures like permutations and trees using few constraints. They have developed a powerful technique of representing these polytopes as a linear projection of a higher-dimensional polyhedron using extended formulations so that the polytope description has way less (polynomial instead of exponential) constraints. Unfortunately component hedge techniques do not apply to these extended formulations.
Our main contribution is a general methodology for creating efficient and effective on-line learning algorithms over combinatorial structures that exploit these extended formulations. This methodology creates new on-line leaning algorithms over structures like permutations that already have efficient algorithms, as well as efficient algorithms over structures like Huffman Trees that are not suitable for component hedge techniques and did not have efficient on-line learning algorithms.
Our methodology with extended formulations includes a novel way of producing predictions directly from the algorithm's implicit representation. Previous techniques require that the algorithm perform a potentially expensive decomposition of its implicit representation into a convex combination of corners of its convex polytope, and then samples one of these corners to use as its prediction. In contrast, we can sample directly from the algorithm's implicit representation without require a decomposition step.
The remainder of the paper is organized as follows. In Section 2, we discuss existing work in area of online learning generally, and over structured concepts specifically, as well as extended formulation techniques. Section 3 explains the extended formulation used in our setting by reviewing the work by Kaibel and Pashkovich [12] . We then propose our algorithm along its technical steps in Section 4. Finally, Section 5 concludes with contrasting our approach to existing ones and describing directions of future work.
Related Work
On-line learning is a rich and vibrant area, see [3] for a textbook treatment. The implicit representations for structured concepts (sometimes called 'indirect representations') have been used for a variety of problems [7, 8, 16, 18, 19] . In the case of permutations [9, 21] and component hedge [13] the implicit representations seem to be better matched with the combinatorial structure than the explicit representation, allowing not only decreased running time but also the proof of better bounds. Our more general methodology with extended formulations also has this advantage, although perhaps to a lesser extent than the permutation-specific algorithms.
As in [21] , the loss family provided in our approach is linear over the first order representation of the objects [4] . Concretely, for permutations of n items, we work with vectors v ∈ R n in which each of the elements of {1, 2, . . . , n} appears exactly once. Also for Huffman trees of n symbols, we work with vectors v ∈ R n in which v i indicates the depth of the node corresponding to symbol i in the coding tree. In contrast, [9] works with the second order representation, and consequently losses, which is a more general loss family (See [21] for comparison).
There have been several works aimed at efficiently describing the polytope of different combinatorial objects like permutations [6] and Huffman trees [17] . Discovered by the combinatorial optimization community, extended formulation, on which our results rely, is a general methodology to nicely describe combinatorial polyhedra [11, 12] .
Extended Formulation
There are many combinatorial objects whose polytope cannot be described other than using exponentially many facets in its original space (e.g. see [17] ). In order to have more efficient algorithms, there have been several efforts in the field of combinatorial optimization towards describing these polytopes in some other spaces. In recent years, the concept of representing these polytopes as a linear projection of a higher-dimensional polyhedron -which is known as extended formulationhas received significant attention. There are many combinatorial objects whose associated polyhedra can be described using small numbers of facets by projections of higher dimensional polyhedra comparing to the original space. See [11] for some of the tools for constructing such extended formulations. In the following subsections, we first overview the work by Kaibel and Pashkovich [12] , and then extract the formulation fitting to our methodology.
Constructing Extended Formulation from Reflection Relations
One of the tools to construct polynomial size extended formulations is the framework developed by [12] using reflection relations. The basic idea is to start with a corner of the polytope (e.g. a permutation) and then create a sequence of reflections through hyperplanes (e.g. swapping a pair of elements) so that any corner of the polytope can be generated by applying a subsequence of the reflections to the canonical corner. The convex hull is then generated by allowing "partial reflections" (i.e. containing the entire line segment connecting the original point and its reflection). Any point in the convex hull is then created by a sequence of partial reflections, and can be encoded by a sequence of variables indicating how much of each reflection was used. In fact, there is no need to start with a single corner, one could consider passing an entire polytope as an input through the sequence of (partial) reflections to generate a new polytope.
This framework provides an inductive construction of higher dimensional polytopes via sequence of reflection relations (see Theorem 1 in [12] ). Concretely, let P n obj be the polytope of a given combinatorial object of size n (i.e. the convex hull of H -the set of all vectors of the combinatorial object in R n ). The typical approach is to properly embed P n obj ⊂ R n intoP n obj ⊂ R n+1 , and then feed it through an appropriate sequence of reflection relations as an input polytope in order to obtain an extended formulation for P n+1 obj ⊂ R n+1 . Theorem 1 in [12] provides the sufficient conditions for the correctness of this procedure.
By doing this inductive step, there will be additional variables and inequalities in the formulations. In fact, for each reflection relation, there will be one additional variable indicating the extent to which the reflection occurs, and two additional inequalities indicating the two extreme cases of complete reflection and remaining unchanged. Therefore, if polynomially many reflection relations are used to go from n to n + 1, then we can construct an extended formulation of polynomial size for P n obj for all n.
Extended Formulation of Objects Closed under Re-Ordering
Assume we want to construct an extended formulation for the class of combinatorial objects which is closed under any re-ordering. Note that Huffman trees and -trivially -permutations belong to such class of objects. In these cases, for reflection relations, one can use hyperplanes going through the origin with normal vector of form e k − e ℓ which makes reflections as swapping kth and ℓth elements. Now let us figure out the form of extended formulation in this particular case. First, we find the additional variable along with two additional inequalities associated with this reflection relation. Concretely, assume v ∈ R n is going through this reflection relation and v ′ ∈ R n is the output. Since v ′ must fall into the line segment connecting v and its reflection via the hyperplane,
. Using these two properties, one can obtain the relation between v ′ and v via a linear transformation given the additional variable x as well as the constraints enforced on x:
Notice that x indicates the value that is being swapped between kth and ℓth elements which can go from zero (remaining unchanged) to the maximum swap capacity (complete swap). Also note that the sequence of reflection relations can be viewed as a sequence of comparators in a network [1] . In the case of permutations, the comparators associated with combined sequences of reflection relations form bubble-sort networks as in each inductive step a sequence of length n of corresponding comparators must bubble-out the largest element. For Huffman trees, however, the sequence of comparators used in the inductive step consists of two sweeps of the elements to bubble-out the two largest elements which are associated with the two deepest leaves in the tree [12] . Furthermore, since the construction of the polytope is inductive, the order of reflection relations is the opposite of the direction of the network of comparators. In fact, one can observe that the extended formulation of a Huffman tree/permutation is the swap values of the comparators in the sorting network. Moreover, a mixture of Huffman trees/permutations can be represented by partial swap values in the comparators (See Figure 1) . Now we can express the extended formulation using the results above. Suppose we are using m reflection relations in total. Then starting from an anchor point c and applying Equation (1) successively, we obtain the affine transformation connecting the extended formulation space X and original space V:
The anchor point c is [1, 2, . . . , n] T and [1, 2, . . . , n − 2, n − 1, n − 1] T in case of permutation and Huffman tree, respectively. Also using all the inequalities from the reflection relations as in (2), the Table 1 : Concatenating original space and extended formulation (left), and augmented formulation space (right).
extended formulation space X can be described as X = {x ∈ R m : Ax ≤ b and x ≥ 0} in which A ∈ R m×m and b ∈ R m . See the Appendix for some theoretical results of the structure of A and b.
Note: In description above, for simplicity, we explained the basic inductive approach of building extended formulation for permutations and Huffman trees. However, one can build an extended formulation both for permutations and Huffman tree non-inductively and more efficiently. Concretely, for permutations one can construct an extended formulation based on an arbitrary sorting network. Similarly, by using an arbitrary sorting network along with some additional comparators and simple linear maps, an extended formulation for Huffman trees can also be built (See Theorem 7 in [12] ).
Combinatorial Polytope Description in Augmented Formulation
Even though the polytope can now be described using polynomial number of facets in extended formulation x ∈ X , it is not natural to define linear loss over the elements of x. However, one can concatenate the original formulation v ∈ V to the extended formulation x ∈ X , so that it is possible to not only efficiently describe the polytope, but also provide meaningful losses such as average code length and sum of completion times in Huffman trees and permutations, respectively. So given a loss vector ℓ ∈ [0, 1] n defined over V, we can work with (V, X ) as shown in the left column of Table 1 .
In addition, in order to have the comfort of working with affine subspaces 2 , we add a positive slack vector λ to turn all inequalities into equalities. As a result, we define the augmented formulation space W (See the right column of the Table 1 ). Observe that there exists a duality between x and λ. Concretely, x i + λ i indicates the swap value capacity at ith reflection relation and comparator. Also x i λ i = 0 for all i ∈ [m] for any arbitrary pure Huffman trees/permutations since either comparator either passes or swaps its input elements.
Algorithm
In this section, we propose our algorithm Extended-Learn, discuss its technical steps, and prove its regret bounds. The main idea of our algorithm is to maintain a distribution over all instances of the objects by keeping track of an evolving point w t = (v t , x t , λ t ) in the augmented formulation space W through trials t = 1, . . . , T . The main structure of Extended-Learn is show in Algorithm 1. Similar to [13] , our algorithm consists of three main technical parts:
Prediction: Predict with an instance
2. Update: Update the mixture w t−1 toŵ t−1 according to the incurred loss multiplicatively.
Projection:
Project the updated mixtureŵ t−1 back to the polytope W and obtain w t .
In the prediction step, which is discussed in 4.1, we draw an instance probabilistically from the distribution latent in w t−1 ∈ W such that it has the same expected value as v t−1 ∈ V. For the update step, having defined L t = (ℓ t , 0, 0), the updatedŵ t−1 is obtained from a trade-off between the linear loss and the unnormalized relative entropy [13] . :
It is fairly straight-forward to see:
In the projection step, for which we propose an iterative approach in 4.2, we obtain w t , the Bregman projection ofŵ t−1 back to the augmented formulation space W, 
Execute Prediction(w t−1 ) and get a random instance
Incur a loss γ t−1 · ℓ t 6:
Execute Projection(ŵ t−1 ) and obtain w t which is w t = arg min w∈W ∆(w||ŵ t−1 )
Prediction
In this subsection, we describe how to probabilisticly predict with an instance such that it has the same expected value as the mixture vector of which we are keeping track. First we propose an algorithm for decomposing any mixture point into convex combination of instances. Despite its inefficiency, it leads us to another algorithm which does efficiently produce proper predictions.
Inefficient Decomposition
The decomposition algorithm is shown in Algortihm 2. The main idea of the algorithm is to exploit the notion of partial swaps in the comparators corresponding to reflection relations in our extended formulation. In other words, at each comparator, we want to decompose based on the extent to which we used swap capacity. One can show that Algorithm 2, despite its inefficiency, results in valid convex combination of instances (See the Appendix for the proof): else if λ i = 0 then 8: Swap the associated coordinates for all s ∈ S 9:
else 10: for (γ, p γ ) ∈ S do 11:
Remove (γ, p γ ) from S 13:
end for 15: end if 16 : end for 17: return S Efficient Prediction In order to achieve efficiency, despite the vastly common idea in the literature [9, 13, 20, 21] , one can avoid decomposition and do prediction directly. To this purpose, in Algorithm 2, we replace the idea of partial swaps with probabilistic swaps. Algorithm 3 describes this idea in concrete terms. It can be shown (see the proof in the Appendix) that Algorithm 3 does proper prediction efficiently: 
Lemma 2. (i) Given (v, x, λ), the Algorithm 3 generates a γ ∈ H such that E[γ] = v. (ii) The time complexity of Algorithm 3 is O(m).

Algorithm 3 Extended-Prediction
end if 10: end for 11: return S
Projection
Formally, the problem is to find the ∆-projection of the multiplicatively-updated p back onto set W:
In which ∆(·||·) is the unnormalized relative entropy. Observe that W is an intersection of affine subspaces presented by m + n equality constraints in Ax + λ = b and M x + c = v denoted by C 1 , . . . , C m+n . Since the non-negativity constraints are already in the definition of ∆, it is possible to solve (3) by simply using iterative ∆-projections 4 [2] . Starting from p 0 = p, we iteratively 3 Mi denotes the swap action associated with the ith reflection relation. 4 In [9] Sinkhorn balancing is used for projection which is also a special case of iterative Bregman projection compute:
in which the index k is (m + n)-periodic (i.e. ∀k ∈ N, C k+m+n = C k ). It is proved [2] that p k converges to the unique solution of (3). In the Appendix, we discuss how one can project onto each hyperplane C k for all k ∈ [n + m]. Although the iterative projection is only guaranteed to enter the simplex in the limit, the approaches in [9, 13] provide ways to overcome this issue.
Regret Bounds
Using the vectors w t ∈ W produced by the algorithm, we can prove the following cumulative regret bound:
1 − e −η in which θ ∈ W is the augmented formulation corresponding to the instance γ ∈ V.
The proof is standard in the online learning literature (see, e.g., [13] ) and is shown in the Appendix. Now, we prove that there exists a good initial point w 0 in W such that the ∆(θ||w 0 ) divergences are all appropriately bounded (shown in the Appendix). 
Furthermore, in both cases of permutations and Huffman trees, by choosing a sorting network of size m = O(n log n) and tuning η appropriately, the expected regret of Extended-Learn is at most O(n 2 log n √ T ). Table 2 contains a comparison of the regret bounds for the new Extended-Learn algorithm, previous algorithms for permutations, and the hedge algorithm [5] which inefficiently maintains an explicit weight for each of the exponential in n log n permutations or trees. Using loss vectors from the general unit cube, for permutations we assume the scheduling loss from [21] that has range [0, n 2 ] per trial. When compared with the state of the art implicit algorithms PermELearn [9] and PermutahedLearn [21] , the general Extended-Learn methodology has a small additional regret bound penalty of log(n). When compared with the generic explicit hedge algorithm (which is not computationally efficient), Extended-Learn has a better loss bound by a factor of n/ log n.
Comparisons and Conclusion
When comparing Extended-Learn with explicit hedge on Huffman trees, we consider two loss regimes: (i) one where the loss vectors are from the general unit cube, and consequently, the pertrial losses are in [0, n 2 ] (like permutations), (ii) and one where the loss vectors represent frequencies and lie on the unit simplex so the per-trial losses are in [0, n]. In the first case, Extended-Learn and Hedge have the same asymptotic bounds as with permutations. In the second case, the lower loss range favors Hedge, and the inefficient algorithm's bound is slightly better by a factor of √ log n. Table 2 : Comparing the regret bounds of Extended-Learn with other existing algorithms in different problems and different loss regimes.
In conclusion, we have presented a general methodology for creating on-line learning algorithms from generic extended formulation constructions. Because these extended formulations are designed to describe complex polytopes using a manageable number of constraints, they allow efficient learning on structures, like the polytope of Huffman trees, that previously could not be learned efficiently. Several areas for future work remain. We mentioned how to generate a good initial w 0 for particular extended formulations. It would be nice to have a generic w 0 generation method for an arbitrary extended formulation. Also recall that the iterative Bregman projections (see Section 4.2) may only enter the polytope W in the limit. Although this causes a negligible increase in regret with Sinkhorn balancing [9] , it would be helpful to have a formal analysis of when Extended-Learn makes predictions using w t just outside the polytope. Finally, and most importantly, one can investigate extended formulations for other combinatorial objects and analyze the learning algorithms that result from the Extended-Learn methodology.
Proof of Lemma 1
Proof.
T . We prove that by the end of the ith iteration of ExtendedDecomposition, S is the correct decomposition for
The lemma is proved as a result of this statement for i = m. We prove the statement by induction. The base case i = 0 is indeed true, since S is initialized to {(c, 1)} and we have v 0 = M x 0 + c = c. Now consider that by the end of the (k − 1)th iteration we have the right decompositon namely v k−1 = γ p γ γ. Assume that the kth comparator is applied on rth and sth element. Thus the kth column of M will be M k = e r − e s . Now, according to (2) the swap capacity at kth comparator is:
Now observe:
in which T rs is row-switching matrix that is obtained form switching rth and sth row from identity matrix. This concludes the inductive proof. It is easy to see that the time complexity of the algorithm is O(2 m ) since S may grow exponentially and we have to go through all elements of it in each iteration.
Proof of Lemma 2
Proof. For each comparator i ∈ [m] in the network, the Extended-Prediction algorithm defines the distribution below for the action of the comparator i:
It is easy to see from Lemma 1 that the distribution of a given instance is drawn as below:
That is, the distribution over instances γ ∈ H is decomposed into individual actions of swap/pass through the network of comparators independently. Thus one can draw an instance according to the distribution by simply doing independent Bernoulli trials associated with the comparators. It is also easy to see that the time complexity of the algorithm is O(m) since one just needs to do m Bernoulli trials.
Projection onto Each Constraint
Each constraint of the polytope in the augmented formulation is of the form a T w = a 0 . Formally, the projection w * of a give point w to this constraint is solution to the following: L(w * , µ) =
Proof of Lemma 4
Proof. According to the definition:
We will bound each term of the expression above. First observe that, given S p = i p i , we have:
−→ i p i log p i ≤ S p log(n + 2m) + S p log S p
Note that for an arbitrary point (v, x, λ) ∈ W, for all i ∈ [m], x i + λ i ≤ n because it indicates the maximum swap value at reflection relation i. Also since v i ≤ n for all i ∈ [n], thus S q , S p ≤ n 2 + mn ≤ 2mn. Therefore: i p i log p i ≤ S p log(n + 2m) + S p log S p ≤ 4mn log n + 6mn log n = 10 m n log n Now we only need to bound i −p i log q i . To do so, we choose q to be the average of some instances {θ (j) } j∈J ⊂ W such that for all i ∈ [n + 2m], q i is sufficiently large. Trivially v θ ≥ 1. Also note that, since we do not have any redundant comparator in our network, we can assume for all i ∈ [m], there exists a witness instance in W such that x i ≥ 1. Same argument can be made for λ i 's. Now let q be the average of all these 2m instances. Therefore for all i ∈ [n + 2m], q i ≥ 1 2m and consequently − log q i ≤ log 2m.
Putting everything together, we obtain: ∆(p||q) = i p i log p i − p i log q i + q i − p i ≤ 10 m n log n + 2 m n log 2m + 2 m n ≤ 16 m n log n
Proof of Theorem 5
Proof. The first part is the immediate consequence of Lemmas 3 and 4:
Let L best = min γ∈H T t=1 γ · ℓ t . We can tune η as instructed in Lemma 4 in [5] :
γ · ℓ t ≤ 2L best 16 m n log n + 16 m n log n Applying L best ≤ T n 2 and m = O(n log n) (by choosing an appropriate sorting network [1] ) into inequality above, we will obtain the desired result.
