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A general relative entropy functional has been used recently in Perthame (2007) [3] to
provide a uniform treatment of various estimates of the decay of the exponential function
(etA)t≥0, where A is a matrix with positive off-diagonal entries. In this note we show that
the method can be extended to general irreducible matrices. For reducible matrices, on the
other hand, we show that stayingwithin the framework of Perthame (2007) [3] only allows
for control of the evolution in certain invariant subspaces of A.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Let us consider a dynamical system
u′ = Au, u(0) =◦u, (1)
where A is an operator acting in some Banach space X and
◦
u ∈ X . The idea of analyzing the long time behavior of its
solutions by renormalizing X using positive eigenvectors of A and of its adjoint has recently received some attention [1–4].
In particular, in [3, Section 6.3] the author considers the case where A is a positive matrix in Rd. Then the Perron–Frobenius
theory ensures the existence of a real, positive dominant eigenvalue r and associated positive right and left eigenvectors N
and φ, called the Perron eigenvectors. We find it convenient to normalize these eigenvectors such that
d
i=1 Ni = 1 andd
i=1 φiNi = 1.Without loss of generality, we can assume that r = 0. Then the following result is true.
Proposition 1.1 ([3, Proposition 6.5]). For t ≥ 0 we have:
1.
ρ :=
d
i=1
φiui(t) =
d
i=1
φi
◦
ui,
d
i=1
φi|ui(t)| ≤
d
i=1
φi|◦ui|; (2)
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2. if there exist constants C1, C2 such that C1Ni ≤ ◦ui ≤ C2Ni, then C1Ni ≤ ui(t) ≤ C2Ni for i = 1, . . . , d;
3. there is a constant α > 0 such that
d
i=1
φi
Ni
(ui(t)− ρNi)2 ≤ e−αt
d
i=1
φi
Ni
(
◦
ui − ρNi)2. (3)
Eq. (3) can be rephrased by saying that if Rd is renormed using the weighted l2 norm
∥x∥N =
 d
i=1
φi
Ni
x2i , (4)
then A, restricted to the complement of the eigenspace spanned by N, is strictly dissipative, that is, the exponential function
(etA)t≥0 is of negative type. The result is proved by first showing that the properties of N and φ ensure that the general
relative entropy functional defined by
d
i=1 φiNiH(
ui(t)
Ni
), where H is any convex function, is nonincreasing. Then, to prove
(3), the author specifies H(u) = u2 and for such H , he proves a Poincaré type inequality. The name comes from the fact that
it gives a reverse estimate for the entropy function on vectors subject to some constraint, similarly to the classical Poincaré
estimate, where one shows that the L2 norm of the derivative of a function controls the L2 norm of this function provided
the function vanishes on the boundary; see e.g. [5]. The positivity of A plays an important role in the proof of the estimates.
The author states in Remark 6.2 that all results are valid for positive off-diagonal matrices and mentions that ‘‘there are
interesting issueswith the case aij ≥ 0’’. Indeed, nontrivial aspects of the long time behavior of dynamical systems generated
by nonnegative reduciblematriceswere noticed in e.g. [6,7]while, at the same time, the authors emphasized the importance
of studying such systems. For instance, in the economic context the assumption of irreducibility in an input–output model
means that for the production of any good, all goods are used, directly or indirectly which, especially for large numbers of
goods, is questionable, [6]. In age structured population dynamics, reducible matrices naturally arise in populations with
post-reproductive classes [7].
The aim of this note is to elaborate on this statement. In particular, we prove that the results of Proposition 1.1 are valid
for irreducible matrices with nonnegative off-diagonal entries and we shall formulate a version of this proposition valid for
a class of reducible matrices.
2. Irreducible and reducible matrices
The Perron–Frobenius theory (see e.g. [8,9]) is usually formulated for matrices with nonnegative entries, which generate
discrete time nonnegative dynamical systems. Their counterpart in continuous time are matrices having nonnegative off-
diagonal entries, often called M-matrices [3] or ML-matrices [9]. It is known that they are the only matrices A having
nonnegative exponentials (etA)t≥0. If A is an M-matrix, then A + ηI ≥ 0 for sufficiently large η and thus any definition
and result related to the Perron–Frobenius theory for nonnegative matrices can be rephrased for M matrices; see e.g.
[9, Section 2.2]. The main difference is that the dominant eigenvalue r , which for nonnegative matrices satisfies r = r(A) ≥
|λ| for any other eigenvalue λ of A, for M-matrices is characterized by r = s(A) ≥ ℜλ (where ℜ denotes the real part of a
complex number). Here, r(A) = max{|λ|; λ ∈ σ(A)} and s(A) = max{ℜλ; λ ∈ σ(A)} and σ(A) denotes the spectrum of A.
This is related to the fact that the long time behavior of the iterates Ak is determined by the absolute value of the eigenvalues
of Awhereas for etA it is determined by their real parts.
From now on A = {aij}1≤i,j≤d is anM-matrix with r = 0, that is, ℜλ ≤ 0 for any other eigenvalue of A. For any matrix A
or vector v, we write A ≥ 0 (resp. v ≥ 0) if all of its entries are nonnegative and A > 0 (resp. v > 0) if all of its entries are
positive. We recall [8] that any reduciblematrix A can be written, by permutation of indices, in the so-called normal form
A =

A1 . . . 0 0 . . . 0
...
. . .
...
...
...
...
0 · · · Ag 0 . . . 0
Ag+1,1 · · · Ag+1,g Ag+1 . . . 0
...
...
...
. . . 0
As,1 · · · As,g As,g+1 · · · As

, (5)
where the matrices Ai for 1 ≤ i ≤ s, called isolated or transient blocks, are either irreducible matrices of dimension ni × ni,
or zero matrices of dimension 1× 1, while for g + 1 ≤ j ≤ s, Aj is called a ergodic block; at least one element is not equal to
0 in the sequence Aj,1, . . . Aj,j−1 for each such j. In what follows we assume that the matrix A has already been transformed
to the normal form and that Ai ≠ 0 for any 1 ≤ i ≤ s. If A is not reducible, then it is called irreducible. Equivalently, A is
irreducible if for any 1 ≤ i, j ≤ d there is a set of indices j = j0, j1, . . . , jk−1, jk = i such that ajljl−1 > 0 for all 1 ≤ l ≤ k. If A
is irreducible with dominant eigenvalue 0, then 0 is its strictly dominant eigenvalue; see [9, Theorem 2.6]. This eigenvalue
is simple and has positive left and right eigenvectors. The situation changes completely for reducible matrices, as in general
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the eigenvectors fail to be strictly positive, and for (4) to define a norm in a subspace of Rd we must ensure that φi = 0
whenever we may not have control over Ni.
Accordingly, we introduce a partition of I = {1, . . . , d} into sets Ir = {n1 + · · · nr−1 + 1, n1 + · · · nr} for 1 ≤ r ≤ s,
corresponding to the matrices Ar . We define
IΘ = Ir1 ∪ . . . ∪ Irk , (6)
whereΘ = {r1, . . . , rk} ⊂ {1, . . . , s} is an arbitrary subsequence of indices. Further, let us define XΘ = Span{ei}i∈IΘ , where
Θ is any set defined above, ei = (δik)1≤k≤d and δik is the Kronecker delta. Moreover, let Xr = X {r} so that for general Θ ,
defined above, XΘ = Xr1 ⊕ · · · ⊕ Xrk . Let N = (N1, . . . ,Ns) = (N1, . . . ,Nd) be any right eigenvector of A. Similarly, for a
nonnegative left eigenvector of A we write φ = (φ1, . . . ,φs) = (φ1, . . . , φd). Then, from (5), we see that for φi to be 0, we
must have s(Ai) < 0. Then, by [8, Chapter III, Theorem 6], to r there belongs a positive right eigenvector if and only if each
Ai for i = 1, . . . , g in the normal form of A has eigenvalue r and r ∉ σ(Aj) for any j = g + 1, . . . , s. Further, by [8, Chapter
III, Theorem 7], both A and its transpose AT have positive eigenvectors corresponding to r if and only if A is block diagonal
and r ∈ σ(Ai) for all i = 1, . . . , s.
Even if this result has some similarities to the irreducible case, it is important to remember that in both cases r is a
multiple, though a semi-simple, eigenvaluewith the right eigenspace spanned by fi = (0,Ni, 0, yg+1i , . . . , ysi ), i = 1, . . . , g,
where Ni > 0 are (normalized) Perron eigenvectors of Ai belonging to r and y
j
i = −A−1j (Aj,iNi +
j−1
h=g Aj,hy
h
i ) ≥ 0,
i = 1, . . . , g, j = g + 1, . . . , s (in the case of [8, Chapter III, Theorem 7] we have g = s and so there are no entries yji)
and the positive eigenvector N of A in the statement of [8, Theorem 6] is any linear combination of fi, i = 1, . . . , s, with
positive coefficients.
In the same way, the left eigenspace is generated by vi = (0,φi, 0, 0), i = 1, . . . , g, where φi is the (normalized)
positive left eigenvector of Ai belonging to the eigenvalue 0. In contrast to the right eigenvectors, the left eigenvectors of A
will always have 0 entries in the last s− g places unless A is block diagonal with s(Ai) = 0 for all i− 1, . . . , s.
3. Relative entropy inequality for reducible matrices
We consider the system (1), where A is of the form (5) with s(A) = 0.
Lemma 3.1. Let Θ be an arbitrary set of indices from {1, . . . , s} such that XΘ is invariant under A. Define AΘ = A|XΘ : XΘ →
XΘ ,NΘ = (Nr)r∈Θ and φΘ = (φr)r∈Θ . Then φΘAΘ = 0.Moreover, if AΘNΘ = 0, NΘ > 0 and ArNr = 0 for some r ∈ Θ , then
Ar,l = 0 for r > l ∈ Θ . Hence, if ArNr = 0 for all r ∈ Θ , then φlAl = 0 for all l ∈ Θ .
Proof. For invariance of XΘ , we must have Aij = 0whenever i ∉ Θ and j ∈ Θ . Then, for r ∈ Θ,
0 = φrAr +
s
l=r+1
φlAl,r = φrAr +
s
l=r+1,l∈Θ
φlAl,r ,
so φΘAΘ = 0. Similarly, for r ∈ Θ , 0 = (AΘNΘ)r = r−1l=1,l∈Θ Ar,lNl. Then, since Nl > 0 for l ∈ Θ and Ar,l ≥ 0, we obtain
Ar,l = 0 for all r > l ∈ Θ . Hence 0 = φlAl +sr=l+1,r∈Θ φrAr,l = φlAl. 
Then we can formulate an extension of Proposition 1.1.
Theorem 3.2. Let Θ be an arbitrary set of indices from {1, . . . , s} such that XΘ is invariant under A, AΘNΘ = 0 and Nr > 0
for r ∈ Θ and let H be a convex function on R. Then any solution u to the initial value problem (1) with ◦u∈ XΘ satisfies
d
dt

i∈IΘ
φiNiH

ui(t)
Ni

≤ 0. (7)
Hence, for t ≥ 0 we have:
1.
ρΘ :=

i∈IΘ
φiui(t) =

i∈IΘ
φi
◦
ui,

i∈IΘ
φi|ui(t)| ≤

i∈IΘ
φi|◦ui|; (8)
2. if there exist constants C1, C2 such that C1Ni ≤ ◦ui ≤ C2Ni, then C1Ni ≤ ui(t) ≤ C2Ni for any i = IΘ , such that φi > 0;
3. if, in addition, ArNr = 0 for any r ∈ Θ , then there is a constant α > 0 such that
i∈IΘ
φi
Ni
(ui(t)− ρ iNi)2 ≤ e−αt

i∈IΘ
φi
Ni
(
◦
ui − ρ iNi)2, (9)
where ρ i =k∈Ir φk ◦uk if i ∈ Ir .
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Proof. Using (1) and the invariance, we get
d
dt

i∈IΘ
φiNiH

ui(t)
Ni

=

i∈IΘ

j∈IΘ
φiaijNjH ′

ui(t)
Ni

uj(t)
Nj
− ui(t)
Ni

,
where the last equation follows from the assumption AΘNΘ = 0, that is, byj∈IΘ aijNj = 0 for each i ∈ IΘ . Since H is
convex, we have
i∈IΘ

j∈IΘ
φiaijNjH ′

ui(t)
Ni

uj(t)
Nj
− ui(t)
Ni

≤

i∈IΘ

j∈IΘ
φiaijNj

H

uj(t)
Nj

− H

ui(t)
Ni

= 0,
by summing the first term with respect to i and the second with respect to j and using the fact that (Ni)i∈IΘ = NΘ and
(φi)i∈IΘ = φΘ are right and left eigenvectors of AΘ , respectively.
Thanks to the first part, item 1. follows as the analogous statement in [3, Proposition 6.5].
For item 2., as in the work cited, for the upper bound we use the entropy function H(u) = [(u − C2)+]2. We see that if
the assumption is satisfied, then

i∈IΘ φiNiH(
◦
ui/Ni) = 0 and hence, by (7),i∈IΘ φiNiH(ui(t)/Ni) = 0, so ui(t) ≤ C2Ni
whenever φi > 0.
The proof of (9) requires a generalization of the Poincaré inequality, given below as Lemma 3.3. Let H(x) = x2 and
hi(t) = ui(t)− ρ iNi, i ∈ IΘ . Then, fine-tuning the calculation of the first part
d
dt

i∈IΘ
φiNiH

hi(t)
Ni

= −2

i∈IΘ

j∈IΘ
φiaijNj

uj(t)− ρ iNj
Nj
− ui(t)− ρ
iNi
Ni
2
,
where we used that

j∈Ir aijNj = 0 for any r ∈ Θ , i ∈ IΘ and hence, by Lemma 3.1,

i∈Ir φiaij = 0 for any r ∈ Θ and j ∈ IΘ .
Since, by (8) specified for Ir , r ∈ Θ ,i∈Ir φi(ui(t)− ρ iNi) = 0, the Poincaré inequality for general irreducible matrices (see
Lemma 3.3 below) yields the existence of α > 0 such that
i∈IΘ
φi
Ni
(ui(t)− Ni)2 ≤ e−αt

i∈IΘ
φi
Ni
(ui(0)− Ni)2. 
Lemma 3.3. Let IΘ be an arbitrary set of indices defined by (6) and let N = (N1, . . .Nd) be any right eigenvector of Awith Ni > 0
for i ∈ IΘ and such that ArNr = 0 for any r ∈ Θ . There is a positive constant α such that for any vector m = (mi, . . . ,md) ∈ Rd
satisfying

i∈Ir φimi = 0 for each r ∈ Θ , the following inequality holds:
ΦΘ(m) :=

i∈IΘ

j∈IΘ
φiaijNj

mj
Nj
− mi
Ni
2
≥ α

i∈IΘ
φi
Ni
m2i . (10)
Proof. We note that, by Lemma 3.1, we have φk > 0 for k ∈ Θ as they are left Perron eigenvectors of irreducible matrices.
Thus ∥m∥N =

k∈IΘ
φk
Nk
m2k defines a normon Y = Span{ek}k∈IΘ . Since the result is trivially satisfied form = 0, we assume
thatm ≠ 0. We normalizem by dividing both sides of (10) by ∥m∥2N to get ΦΘ(m) ≥ α, wherem = m/∥m∥N. Clearly,m
satisfies the assumptions of the lemma. Suppose (10) (in the normalized version) is false. Thenwe find a sequence (ml)l≥0 on
the unit sphere in Y , satisfying ΦΘ(ml) < 1/l and having an accumulation pointm ∈ Y on the unit sphere, which satisfies
the assumption of the lemma. Since for k = j the terms of the sum are equal to zero and akj, φk,Nj ≥ 0 for k ≠ j, we obtain

k∈Iri

j∈Iri
φkakjNj

mj
Nj
− mk
Nk
2
= 0, ri ∈ IΘ . (11)
Since Ari is irreducible, by the equivalent condition of irreducibility, for every k, j ∈ Iri there exists a sequence of indices
j, kr , kr−1, . . . , k1, k such that ak,k1ak1,k2 · · · akr−1,kr akr ,j > 0. Thus Eq. (11) holds if and only if for some sequence of indices
we have mk/Nk = mk1/Nk1 = · · · = mj/Nj. Thus, for an arbitrary pair k, j ∈ Iri we have mk/Nk = mj/Nj. Therefore,
mk = ν iNk for some constant ν i and hence 0 =k∈Iri φkmk = ν ik∈Iri Nkφk. SinceNri > 0 and φri > 0, we have ν i = 0 but
thenmk = 0 for all k ∈ Iri . Repeating this procedure for all r ∈ Θ we obtain thatm = 0 in Y , which is a contradiction. 
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4. Conclusion
It is worthwhile to emphasize that from the above results, if A is an irreducible matrix, but not necessarily with positive
off-diagonal entries, as assumed in [3, Proposition 6.5], then all statements of Proposition 1.1 hold.
Next, we discuss other typical cases when the above results apply. First we observe that for an arbitrary matrix of the
form (5), any XΘ with Θ = {k}s′≤k≤s, s′ ≥ 1, is invariant. If we are looking at the invariance of any space XΘ , then the
corresponding matrix Aθ will have the same structure (5) in Xθ (though of course it could be reduced to an irreducible
part of A). Thus we can confine ourselves to discussing A in X and use [8, Theorems 6 & 7] to identify the cases where the
assumptions of Theorem 3.2 are satisfied. Namely, Ni > 0 if and only if only the isolated blocks Ai, 1 ≤ i ≤ g , satisfy
s(Ai) = 0, while s(Ai) < 0 for g + 1 ≤ i ≤ s. Then, however, φj = 0 for g + 1 ≤ j ≤ s and the Poincaré lemma, like the
statements 2. and 3. of Theorem 3.2, holds for Θ = {1, . . . , g}. Note further that if some isolated block satisfies s(Ar) < 0,
then Nr = φr = 0 and thus can be included in transient blocks. Hence, by [8, Theorem 7], the assumptions of the Poincaré
lemma (for XΘ = Rd) are only satisfied if A is in the block diagonal form.
Finally, we comment on the transposed case, when φr > 0 (but we do not necessarily have Nr > 0) for all 1 ≤ r ≤ s.
Then, if we transpose A and permute AT to put it into the normal form (5), then we have (AT )i = (As+1−i)T . Hence, by
[8, Theorem6], for some 1 ≤ 1+s−g ′ ≤ s, all blocks (AT )i with s((AT )i) = s(As+1−i) = 0, 1 ≤ i ≤ 1+s−g ′, must be isolated
and the others must satisfy s(As+1−i) < 0, 1+ s− g ′ < i ≤ s, which means that in (5) we must have Ai,k = 0 for g ′ ≤ i ≤ s
and g ′ ≤ k ≤ i−1. Note that in this case we have Ni > 0 for g ′ ≤ i ≤ s; furthermore XΘ = Span{(0,Ng ′ , 0), . . . , (0,Ns, 0)}
is invariant, and AiNi = 0 as Ai,k = 0 for g ′ ≤ k ≤ i− 1, g ′ ≤ i ≤ s and Ni = 0 for i < g ′. Hence, Theorem 3.2 is applicable
withΘ = {g ′, . . . , s}.
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