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ABSTRACT 
 
When we look at a scene, how do we consciously see surfaces infused with lightness and color at 
the correct depths? Random Dot Stereograms (RDS) probe how binocular disparity between the 
two eyes can generate such conscious surface percepts. Dense RDS do so despite the fact that 
they include multiple false binocular matches. Sparse stereograms do so even across large 
contrast-free regions with no binocular matches. Stereograms that define occluding and occluded 
surfaces lead to surface percepts wherein partially occluded textured surfaces are completed 
behind occluding textured surfaces at a spatial scale much larger than that of the texture elements 
themselves. Earlier models suggest how the brain detects binocular disparity, but not how RDS 
generate conscious percepts of 3D surfaces. A neural model predicts how the layered circuits of 
visual cortex generate these 3D surface percepts using interactions between visual boundary and 
surface representations that obey complementary computational rules.  
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When we view a 3D scene, we effortlessly perceive the world in depth. The positional 
differences of an object’s projections on an observer’s left and right retinas, or their binocular 
disparity, is a strong cue for perceiving sufficiently near depths1,2. For distant objects, monocular 
cues, such as T-junctions, may be used to determine relative depth when a nearer object occludes 
part of a farther object, and the visible parts of an occluded object are often perceptually linked 
together behind the occluder (Figures 1b,c,e,f)2. How does the visual cortex generate such 
percepts, and what are the perceptual units that are used to do so? 
 
Figure 1. Examples of boundary completion and surface filling-in. (a) Offset grating: The offset black horizontal 
lines induce an amodal percept of a vertical boundary in the middle of the image that can be recognized even though 
it does not generate a visible brightness difference. (b) Kanizsa square: Four pacmen induce a percept of an illusory 
square that superimposes parts of four partially occluded disks. Visible brightness difference is also induced so that 
the square surface looks a bit brighter than its background. (c) Reverse-contrast Kanizsa square: When two pacmen 
reverse their contrast with regard to the background, an illusory square is still perceived, but no visible brightness 
difference is perceived between the square and its background. (d) Neon color spreading: Several circular lines with 
inner segments of weaker contrast than the outer segments induce a percept of a bright and transparent disk that 
superimposes the less contrastive segments. (e) Partial occlusion: Two white flanks on the sides of a black 
horizontal bar induce a percept of a white vertical bar that is partially occluded behind a horizontal black occluder. 
Its occluded part is perceptually completed. (f) Checkerboard completion: When two grey disks are put on a 
checkerboard, as Kanizsa noted19, amodal completion behind the disks does not lead to the more "likely" perception 
of squares that the checkerboard would suggest according to a Bayesian theory. Instead, one amodally recognizes a 
white cross and a black cross that are partially occluded by the gray disks. 
 
Random-Dot-Stereograms (RDS) have been used to study stereopsis and 3D vision since Julesz 
introduced them to show how binocular disparity can cause 3D percepts without monocular 
cues3. Most previous stereopsis models3-10 analysed how left and right eye contours are matched 
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(the correspondence problem)2,3, but not how matching leads to 3D perceptual groupings that 
support conscious percepts of surface lightness and color. Here, three types of 3D surface 
percepts that can be generated by RDS are explained and simulated in order to illuminate crucial 
brain processes of 3D visual perception. A detailed neural model, called 3D LAMINART, 
predicts how the Lateral Geniculate Nucleus (LGN) and the laminar circuits of visual cortical 
areas V1, V2, and V4 interact to generate such percepts by forming 3D boundaries and surfaces 
in the interblob and blob cortical streams, respectively. These boundaries and surfaces obey 
complementary computational rules, and are not the independent modules that many previous 
models espouse. 
Dense RDS. Dense RDS contain crowded features that make the correspondence problem 
hard to solve by including many false binocular matches2,3. The 3D LAMINART model 
separates objects and their surface lightnesses in depth in response to a dense stereogram (Figure 
2). 
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Figure 2. Dense random-dot-stereogram: (a) Retinal inputs: When two images are successfully fused, two textured 
“L” shaped bars are perceived to be floating above a textured background. Furthermore, the upright “L” shaped bar 
on the left side is perceived to be father than the reversed one on the right side. (b) Boundaries represented by the 
activation patterns of model V1 binocular complex cells. There are many false matches on every depth plane. (c) 
Boundaries represented by the activation patterns of model cells in layer 2/3 of model V2 pale stripes, before V2 
surface-to-boundary feedback occur. Horizontal boundaries are not assigned correct depth, hence they prevail all 
depth. (d) Boundaries represented by the activation patterns of model cells in layer 2/3 of model V2 pale stripes, 
after V2 surface-to-boundary feedback occur. Redundant horizontal boundaries at incorrect depths are suppressed. 
Most false matches of vertical boundaries are suppressed, while correct ones are preserved. The correspondence 
problem is thus solved. (e) Visible surfaces represented by the activation patterns of model V4 cells. Filling-in of 
visible surface features is controlled by the boundaries in (d). See text for details. 
 
 
Sparse RDS. Sparse RDS contain widely separated features that generate percepts of continuous 
surfaces in depth across large feature-free image regions, whose depth is locally ambiguous. 
Local filtering of contrast features can compute binocular disparities only at the matched edges 
of the sparse image features. The model proposes how a 3D perceptual grouping process 
responds to the filtered sparse features to form connected boundaries at multiple depths. These 
boundaries induce and contain filling-in of surface lightness at different depths by a process of 
3D surface capture (Figure 3). 
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Figure 3. Sparse Random-dot-stereogram: (a) Retinal inputs: When two images are successfully fused, a white 
square dotted with black is perceived to be floating over a white background that is also dotted with black. The 
square is perceived to be slightly whiter than the background. The question is why the feature-absent spaces between 
the dots are perceived in the correct depths. (b) Boundaries represented by the activation patterns of model cells in 
layer 2/3 of model V2 pale stripes. Illusory boundaries formed by a bipole grouping network in the V2 pale stripes 
connect the spatially sparse dots and enable the outline of a big square be recognizable in the boundary stream. (c) 
Surfaces represented by the activation patterns of model cells in the V2 thin stripes: A square-shaped surface with 
black dots is captured at the near depth, and separated from the background surface at the far depth. Illusory 
boundaries contain the filling-in of whiteness within the square, create illusory contrasts at the corresponding depth, 
and make the square recognizable in the surface stream. (d) Visible surfaces represented by the activation patterns of 
Boundary, Far, V2 Boundary, Near, V2 
Surface, Far, V2 Surface, Near, V2 
b 
c 
Surface, Fixation, V2 
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V4 cells: At the fixation depth plane, the illusory boundaries contain the filling-in of white outside the black dots 
and within the square, while the dots are filled-in with blackness. Thus both the dots and the whole square surface 
are visible at the fixation depth. At the far depth, the region occluded by the central square formed at the fixation 
depth is prohibited from being filled-in (the gray level there corresponds to zero neural activity), and explains why 
the square looks opaque instead of transparent. The rest of the background surface is also filled-in with white that 
makes it visible at the far depth. See text for details. 
 
Dense RDS that induce emergent occlusion. Dense RDS that implicitly define a partially 
occluded object illustrate how multiple-scale boundary processing occurs: small-scale boundary 
groupings capture consciously seen small-scale texture lightnesses, while large-scale groupings 
form behind the occluder and perceptually link the visible parts of the occluded object. These 
completed boundaries are amodally recognized, but they are not seen with visible surface 
lightness (Figure 4). 
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Figure 4. Random-dot-stereogram with partial occlusion. This percepts illustrates the figure-ground percept when a 
dense stereogram induces a textured surface that partially occludes another textured surface: (a) Retinal inputs: 
When two images are successfully fused, a textured vertical bar is perceived to be nearer than a textured horizontal 
a 
Boundary, Near, Small Boundary, Fixation, Small Boundary, Far, Small b 
Boundary, Far, Large Boundary, Fixation, Large Boundary, Near, Large c 
Left retinal input Right retinal input 
Boundary, Far, Large d 
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bar and to occlude the central part of the horizontal bar, with both bars nearer than the textured background. The 
visible parts of the textured horizontal bar on the flanks of the vertical bar are perceived to be perceptually grouped 
together to give the percept of a partially occluded bar, instead of two separated squares. (b) Small-scale boundaries 
represented by the activation patterns of model cells with small receptive field sizes in layer 2/3 of model V2 pale 
stripes. The receptive field sizes are smaller than the size of the texture compartments. The boundaries that belong to 
the texture compartments are separated in depth. (c) Large-scale boundaries represented by the activation patterns of 
model cells with large receptive field sizes in layer 2/3 of model V2 pale stripes. Simulation before surface-to-
boundary feedback occurs. Receptive field sizes are significantly larger than the size of the texture compartments. 
Inputs from black and white texture dots often cancel each other out in their receptive fields. Thus instead of 
forming texture compartmental boundaries, the large-scale boundaries form at the borders of textured figures. (d) 
Large-scale boundaries after surface-to-boundary feedback between V2 thin stripes and pale stripes, which includes 
near-to-far inhibition. As a result, the vertical boundary at the near depth inhibits the following vertical boundaries at 
the fixation depth: the right side of the left square, and the left side of the right square, since these boundaries are in 
the same positions and orientations as the vertical boundary at the near depth. With these boundaries eliminated, 
boundary completion can occur between the incomplete horizontal boundaries of the occluded object. The resulting 
complete horizontal bar at the fixation depth explains the amodal percept of two spatially separated textured squares 
that are partially occluded, but can nonetheless be recognized as parts of a single bar.  (e) Visible surfaces in depth 
represented by the activation patterns of model cells in V4. See text for details. 
 
RESULTS 
 
The nature of brain specialization: complementary computing. What are the perceptual units that 
are used by the brain to build such visible surface percepts? The 3D LAMINART model builds 
on the prediction11-14, which many subsequent experiments have supported, that boundaries and 
surfaces are the brain’s perceptual units. This prediction represented a radical break in vision 
theory because it contradicted the popular hypothesis that the brain sees by using independent 
modules. The concept of independent modules tried to explain how visual properties (e.g., form, 
color, motion, depth) use specialized processes to be computed. The brain’s organization into 
distinct anatomical areas and processing streams supports the idea that brain processing is 
specialized15. However, specialization does not imply independence. Independent modules 
should be able to fully compute a property like form, color, motion, or depth on its own. 
Unfortunately, this is false: Strong interactions link perceptual qualities, such as form and motion, 
and brightness and depth16-21. Even at the cellular level, the hypothesis of independent modules is 
not supported, because cells in different streams interact and often share many properties in 
common. 
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Figure 5. Boundaries and surfaces obey complementary computational rules. Boundary completion (left) is sensitive 
to orientation, occurs inwardly between two or more approximately collinear and like-oriented inducers, and pools 
over opposite contrast polarities, and is thus insensitive to contrast polarity.  Surface filling-in (right) spreads in an 
unoriented way, outwardly from individual inducers, and is sensitive to contrast polarity, hence can support a 
conscious percept of visible surface features.  
 
Complementary boundary and surface streams. The prediction that the brain computes 
boundaries and surfaces embodies a different view of brain specialization, which helps to explain 
why cortical processing streams interact; namely, specialization is achieved through 
complementary computing22 . The complementary properties of boundaries and surfaces (Figure 
5) that support visual perception are predicted to be the LGN-(V1 interblob)-(V2 interstripe)-V4 
boundary stream, and the LGN-(V1 blob)-(V2 thin stripe)-V4 surface stream. The ability of cells 
in one stream to compute one sort of property (e.g., a perceptual boundary) prevents it, in 
principle, from computing a complementary property (e.g., a perceptual surface). The streams 
need to interact at multiple stages of processing to overcome their complementary weaknesses. A 
neurophysiologist who records a cell in one stream would therefore have considerable difficulty 
separating properties that are computed directly in that stream from properties that are projected 
to the stream from cells in the complementary stream. Our model (Figures 6 and 7) predicts how 
such inter-stream interactions in both V1 (between blobs and interblobs) and V2 (between thin 
stripes and pale stripes) enable conscious percepts of 3D surfaces to be seen in response to RDS 
and other visual stimuli.  
Boundary: Completion 
 
Oriented 
Formed inwardly 
Insensitive to contrast-polarity 
Surface: Filling-in 
 
Un-oriented 
Formed outwardly 
Sensitive to contrast-polarity 
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Figure 6. 3D LAMINART model macrocircuit. Feedback connections between boundaries and surfaces overcome 
the complementary deficiencies of each stream and lead to consistent conscious percepts. See text for details.  
 
In order for the correct percepts to be seen, the brain needs to interactively solve a boundary 
correspondence problem (BCP) and a surface correspondence problem (SCP). A novel model 
prediction about the BCP is that elimination of false binocular boundary matches depends on 3D 
perceptual grouping circuits in layer 2/3 of V2 pale stripes. A novel model prediction about the 
SCP is that elimination of depth-ambiguous horizontal boundaries depends upon V1 surface-to-
boundary feedback from blobs to interblobs, as well as V2 surface-to-boundary feedback from 
thin stripes to pale stripes (Figure 7).  
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Figure 7. 3D LAMINART model circuit diagram. The model consists of a boundary stream that includes V1 
interblobs, V2 pale stripes, and part of V4, and computes 3D perceptual groupings in different scales; and a surface 
stream that includes V1 blobs, V2 thin stripes, and part of V4, and computes 3D surfaces that are infused with 
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lightness in depth. Both the boundary and surface streams receive illuminant-discounted signals from LGN cells 
with center-surround receptive fields, and both converge in V4, where visible 3D surfaces are consciously seen that 
are separated from their backgrounds. Model V2 and V4 also output to inferotemporal cortex (not shown) where 
object recognition takes place. Model V1 interblobs contain both monocular and binocular cells. Binocular simple 
cells become disparity-sensitive by binocularly matching left and right scenic contours with the same contrast 
polarity in layer 3B before pooling opposite polarity responses at complex cells in layer 2/3A. Monocular and 
binocular boundary cells control filling-in of monocular 3D surfaces within V1 blobs. Closed boundaries can 
contain the filling-in process, and can send feedback to V1 interblobs that selectively strengthens the closed 
boundary components. Monocular and binocular V1 boundaries are pooled in V2. V2 pale stripes form long-range 
3D perceptual groupings in which boundaries are completed and false matches inhibited to solve the correspondence 
problem. These completed boundaries form compartments in V2 thin stripes within which filling-in of monocular 
3D surfaces occurs. Again, closed boundaries can contain the filling-in process and send surface-to-boundary 
feedback to enhance their boundaries, while also suppressing redundant boundaries at the same positions and farther 
depths. These boundaries and surfaces complete the representations of partially occluded objects. They do not 
generate visible percepts, but can be recognized by activating inferotemporal cortex. Visible surfaces in which 
figures are separated in depth from their backgrounds are formed in V4, where left and right eye surface signals are 
binocularly matched  and pruned before filling-in a visible surface percept within enriched binocular boundaries 
from V2. V4 emits output signals that lead to recognition and grasping of unoccluded parts of opaque surfaces. See 
text for details. 
 
Both the boundary and surface streams receive illuminant-discounted signals from LGN cells 
with center-surround receptive fields, and both converge in V4, where visible 3D surfaces are 
consciously seen that are separated from their backgrounds (Figure 6). Model V2 and V4 also 
output to inferotemporal cortex (IT, not shown) where object recognition takes place. The 3D 
LAMINART model embodies several design constraints which are individually simple. However, 
when they work together to generate emergent perceptual properties, they can explain 
challenging and subtle percepts. Although the exposition below separates the BCP and SCP 
problems for clarity, interactions between the boundary and surface streams are needed to solve 
both problems. The first constraints concern how depth-selective boundaries are formed to solve 
the BCP.  
V1 binocular filtering: contrast-specific fusion and contrast-invariant boundary. 
Several stages of processing cooperate to ensure that each binocular match in the brain 
corresponds to the same object feature in the world. The first stage ensures that only edges in the 
left and right retinal images that have the same contrast polarity can be binocularly matched2; 
that is, binocular fusion is contrast-specific, or obeys the same-sign hypothesis. Positionally 
disparate like-polarity monocular simple cells in layer 4 of V1 realize this property by conjointly 
activating like-polarity binocular simple cells in layer 3B of V1 (Figure 7). 
Fused boundaries, such as the boundary around the gray disk in Figure 1f, can form 
around objects whose contrast polarity with respect to the background can reverse along their 
perimeters23. Thus, binocular boundaries are contrast-invariant. Complex cells in layer 2/3 of V1 
begin to realize this property by pooling outputs from binocular simple cells with opposite 
contrast-polarity selectivity at the same position and disparity (Figure 7). Because of contrast-
invariance, complex cells cannot tell if they are processing a light-dark or a dark-light polarity 
contrast; that is, “all boundaries are invisible”23. The brain hereby reconciles the properties of 
contrast-specific fusion with contrast-invariant object boundary formation by using at least three 
layers of cortical V1 cells. The brain also preserves monocular information in V1 for reasons that 
are noted below. 
V1 binocular filtering: Contrast magnitude constraint on binocular fusion. Preventing 
false binocular matches is also facilitated by restricting binocular fusion to only left and right eye 
signals that represent approximately the same magnitude of contrast24. Such cells are said to 
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obey an obligate property25. This constraint is realized when excitatory layer 4 inputs to layer 3B 
binocular simple cells also excite inhibitory interneurons, which inhibit each other as well as 
binocular simple cells in layer 3B. Excitation and inhibition are hereby balanced to respond 
selectively to balanced contrast magnitudes (Figure 6) 26.  
V2 encourages unique-matching using a disparity filter. Matching only the same 
contrast polarity at a similar contrast still allows many false binocular matches to occur. Some 
models try to remove them by imposing a unique-matching rule, which allows a feature from one 
retinal image to match at most one feature from the other6,7. This rule fails in Panum’s limiting 
case27,28, where a bar presented to one eye can match two separate bars presented to the other eye. 
These data illustrate the theme that the brain needs more flexibility to resolve surface depth in 
situations, like DaVinci stereopsis (see below), where monocular information is needed to see 
the correct percept.  
In the 3D LAMINART model, unique matches are encouraged, but not required, by a 
disparity filter in V2 layer 2/3 whereby active cells that share the same line-of-sight across 
different depths inhibit each other26,29,30. The disparity filter solves the correspondence problem, 
while also explaining Panum’s limiting case26,30. For example, in response to a dense RDS 
(Figure 2a), most false matches that survive processing in the model’s V1 (Figure 2b) are 
suppressed in V2 by such line-of-sight inhibition (Figure 2d). This simulation result is consistent 
with data showing that the false matches occur in V1 but less readily in V2 31,32. 
The disparity filter does not act alone. Two additional processes work with it: (1) 
Perceptual grouping occurs in layer 2/3 of V2 pale stripes. It selects and completes the 
boundaries that control surface formation in V2 thin stripes and V4. (2) Surface-to-boundary 
feedback occurs from V2 thin stripes to pale stripes, and helps to ensure the consistency of 
boundary and surface representations.  
How do complex cells in V1 layer 2/3 activate these V2 processes? 
V2 combines monocular and binocular information to form depth percepts. An object’s 
edge that is seen by one eye may be occluded and thus not seen in the other eye, as occurs during 
da Vinci stereopsis28,33. Despite a lack of binocular information, the monocularly viewed region 
has a definite depth conferred to it by binocularly viewed parts of the scene. The brain can thus 
utilize monocular information to build up seamless 3D percepts of the world23. The model 
assumes that monocular and binocular pathways are separated in the V1 interblobs, but that layer 
4 of V2 pale stripes combines the monocular and binocular outputs from V1 (Figure 7). In 
particular, monocular boundary outputs from V1 are added to V2 binocular cells at their possible 
lines-of-sight at all depths. The disparity filter, with the help of surface-to-boundary feedback, 
automatically eliminates most of monocular boundary copies that are at the incorrect depths, thus 
conferring the correct depths to the initially depth-ambiguous monocular boundaries26,30. This 
prediction has been tested with positive results34. 
V2 perceptual grouping completes boundaries and eliminates false matches. When 
contours of an object are incomplete (e.g., Figures 1a–e), boundary completion can link them. 
This process facilitates recognition of partially occluded objects (Figure 1e). The model predicts 
how boundary completion is carried out by pyramidal cells in layer 2/3 of the V2 pale stripes 
(Figure 6)35, as reported in neurophysiological experiments36. Model cells whose connections are 
approximately collinear along their common preferred orientation excite each other via long-
range horizontal connections. These connections also activate inhibitory interneurons that inhibit 
each other and nearby pyramidal cells via short-range disynaptic inhibition (Figure 7). This 
balance of excitation and inhibition at target cells implements the bipole property11,12, whereby a 
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cell is activated when its receptive field simultaneously receives horizontal inputs on two sides 
from approximately collinear positions and aligned orientation preferences, but not by an input 
from only one side. Perceptual groupings can hereby form inwardly, as in Figures 1a – 1e, but 
not outwardly. 
A subset of these inhibitory interneurons is predicted to realize the disparity filter via 
line-of-sight inhibition across different depths. This hypothesis puts the disparity filter within 
layer 2/3 of V2 pale stripes as part of the perceptual grouping process. The elimination of “false 
matches” and “weak and incorrect groupings” are both predicted to be achieved by the same 3D 
perceptual grouping process. This unification explains how an emergent perceptual grouping can 
sometimes override local disparities in determining perceived depth37.  
V1 and V2 amodal surface representations. The above constraints all concern how the 
brain constructs a 3D boundary representation of an object. However, “all boundaries are 
invisible”. Visibility is a property of surfaces23. Visible contrast and color information is 
preserved and enhanced by the opponent and double-opponent cells in the surface stream. Indeed, 
most cells in V1 blobs and V2 thin stripes are insensitive to orientation, but sensitive to color38,39. 
Discounting the illuminant at an early surface-processing stage (e.g., retina) suppresses lightness 
and color signals that vary slowly across space14,40,41. A surface filling-in process spreads 
lightness and color signals that survive the illuminant discounting process across space until they 
encounter a boundary or attenuate due to their spread12-14,23,41. Surface filling-in is predicted to 
occur in V1, V2, and V4 with different functional consequences that the model explains below. 
In particular, he model predicts that visible visual percepts are associated with surfaces that fill-
in within cortical area V4, whereas surfaces that fill-in within V1 blobs and V2 thin stripes are 
invisible (amodal, or without visible features) under normal circumstances.  
Only closed, or almost closed, 3D boundaries can contain the filling-in of lightness and 
color signals within the enclosed region, instead of allowing them dissipate through boundary 
gaps23. This fact enables the surface system to help the boundary system resolve a problem that it 
cannot solve on its own. Indeed, depth-ambiguous horizontal boundaries are replicated along 
their line-of-sight at multiple depths in layer 4 of V2. Only at depths when horizontal boundaries 
complete a closed boundary with depth-selective (say, vertical) binocular boundaries can filling-
in be contained. These closed boundaries can carry out selective 3D surface capture through a 
boundary-surface feedback interaction, as explained below. The prediction that vertical and 
horizontal boundaries are processed differently to determine depth has been successfully tested34 .  
Filling-in of a closed boundary within a V1 blob implicitly tags the horizontal boundaries 
that form the closed boundary. Surface-to-boundary, blob-to-interblob, feedback signals detect 
the contrast around the filled-in surface and send excitatory signals to the corresponding V1 
boundaries, thereby strengthening them. These strengthened horizontal boundaries are favored 
during disparity filter competition in V2 pale stripes, thereby selecting the favored horizontal 
boundaries and suppressing the redundant ones. 
Filling-in of a closed boundary within a V2 thin stripe is also restricted to closed 
boundary regions. Surface-to-boundary feedback from thin stripes to pale stripes strengthens the 
corresponding boundaries, and inhibits redundant boundaries at the same positions but farther 
depths. This allows partially occluded boundaries to be completed behind occluders, and to 
thereby fill-in their closed boundary in the thin stripes.   V2 thin stripes are hereby predicted to 
form complete surface representations for both occluding and occluded objects (Figure 8b-c). 
These complete boundary and surface representations input to object recognition processes in 
inferotemporal cortex.  
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Although partially occluded, opaque objects, as in Figures 1e-f and 8a, can be recognized, 
their occluded parts cannot be seen. Otherwise every opaque occluder would be perceived as 
transparent. The model predicts that surface representations in V2 thin stripes are amodal 
surfaces, which are suitable for recognition, but are not seen as visible percepts. 
 
Figure 8. 3D figure-ground separation and amodal completion: (a) Retinal images, left and right, respectively; (b) 
Boundary representation in V2: At the far depth, verticall boundaries belonging to the occluded surface are 
completed, and all spurious horizontal boundaries are suppressed. The complete boundaries at the far depth enable 
inferotemporal cortex to recognize the occluded object as a whole. (c) Amodal surface representation in V2: A 
complete surface of the occluded object is captured and filled-in at the far depth. It enables inferotemporal cortex to 
recognize the occluded surface color, even though that color is amodal, or perceptually invisible. (d) Visible, or 
modal, surface representation in V4: Pruned surface features are filled-in within enriched boundaries to create 
visible a surface percept of the two figures separated in depth. See text for details. 
 
V4 visible surface representations: Boundary enrichment and surface pruning. The surface 
representations in V4 are visible, or modal, surfaces. Why are only the unoccluded surfaces of 
opaque objects seen in such percepts? The model proposes that V2 boundaries at a certain depth 
project to V4 boundaries at their own depth and at all farther depths (boundary enrichment). 
Surface signals project to V4 along two pathways: Monocular illuminant-discounted surface 
signals directly excite V4. Successfully filled-in V2 surfaces at a certain depth inhibit surface 
features within V4 at all farther depths at their own positions (surface pruning)23. In V4, the 
pruned surface features activate filling-in of visible 3D surfaces within the compartments defined 
by the enriched 3D boundaries. As a result, the positions at depths behind an opaque occluder 
Right retinal input Left retinal input 
V2 boundary, Near V2 boundary, Far 
V2 surface, Near V2 surface, Far 
V4 surface, Near V4 surface, Far 
b 
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a 
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cannot fill-in, hence look opaque (Figure 8d). These same mechanisms also explain when 
transparent surface percepts can arise due to filling-in at the same positions and more than one 
depth42.  
Explaining sparse and dense RDS. When the images in Figure 3a are fused, boundaries 
are completed around the central square region at the fixation depth (Figure 3b).  This occurs in 
layer 2/3 of V2 pale stripes. At the fixation depth, the complete 3D boundaries contain filling-in 
within the central square region, except within the inducing dots. At the far depth, the filling-in 
of background lightness spreads to the whole surface, except within the inducing dots. The dots 
fill-in black within their own boundaries (Figure 3c). In V4, the square surface that filled-in at 
the fixation depth inhibits filling-in right behind it at the far depth. At the far depth, the 
background lightness around the dots fills-in only outside the central square region (Figure 3d).  
Dense RDS have a similar explanation which fully exploits the above model mechanisms for 
solving the correspondence problem as part of the perceptual grouping problem. 
 
Explaining amodal completion of partially occluded RDS. In Figure 4a, a vertical textured bar 
at the near depth and two textured squares at the fixation depth are defined by binocular disparity 
(Figure 4b and 4d). In addition, the two textured squares induce amodal completion of a 
horizontal bar behind the vertical textured bar (Figure 4c). Explaining this percept requires 
multiple-scale boundary processing43-45. Two boundary scales are simulated here, for simplicity.   
Small-scale boundaries define the visible textured surfaces that fill-in the texture 
compartments within the V2 thin stripes. Within V2, small-scale near boundaries of the vertical 
bar inhibit the corresponding boundaries at the fixation plane, via near-to-far inhibition in the V2 
surface-to-boundary feedback and line-of-sight inhibition within the disparity filter (middle 
column, Figures 4b and 4d). How, then, does amodal completion of the partially occluded 
textured bar occur in the fixation plane? How does it overcome the small-scale inhibition? How 
does it span a gap that is so much larger than the small-scale boundary size?  
Large-scale boundaries register only the outlines of a small-scale textured figure. Their 
responses within the textured surface are suppressed because the excitatory and inhibitory halves 
of large-scale simple cell receptive fields receive approximately equal inputs, which cancel each 
other out (left column, Figure 4c). Large-scale occluder boundaries at the near depth inhibit 
large-scale boundaries of the occluded object at its own positions in the fixation plane. This is 
achieved by near-to-far inhibition in the V2 surface-to-boundary feedback. As a result, the right 
vertical boundary of the left square, and the left vertical boundary of the right square are 
inhibited at the fixation depth in Figure 4c. Boundary completion of the horizontal contours of 
the occluded object can then occur in layer 2/3 of model V2 pale stripes, without interference 
from the vertical boundaries of the occluded object. The large-scale boundaries can be completed 
over a longer gap, thereby linking the visible parts of the occluded surface (middle column, 
Figure 4c). 
 
DISCUSSION 
 
From complementary boundary and surface rules to consistent percepts. The 3D LAMINART 
model predicts functions of reciprocal connections between V1 blobs and V1 interblobs46,47, and 
between V2 thin stripes and V2 pale stripes48. These connections are predicted to realize 
interactions between the boundary and surface streams: Boundaries control surface filling-in 
during the 3D surface capture process. Successfully filled-in regions within the surface stream 
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send surface-to-boundary feedback to the boundary system. The surface system does this by 
sensing whether or not a surface region is filled-in by using contrast-sensitive output circuits that 
can detect where the bounding contours of the filled-in region occur. Such circuits can 
distinguish whether a surface region contains its internal lightness or color within a closed 
boundary, or allows it to dissipate if it does not possess a closed boundary. These contrast-
sensitive output signals are realized by cells that interact via a shunting on-center off-surround 
network49 that operates within disparity and across position within the surface system.  
The outputs from the surface stream to the boundary stream strengthen, and thereby 
confirm, the boundaries that surround the successfully filled-in surface regions. At the same time 
they inhibit, or prune, redundant boundaries at the same positions and farther depths23. This 
strengthening-and-pruning operation is accomplished by shunting on-center off-surround 
networks49 that operate across disparity and within position in the boundary system.  
A primary function of the feedback is to ensure the consistency between boundaries and 
surfaces22,23. This is needed because boundaries and surfaces obey complementary computational 
rules (Figure 5). The same feedback mechanism also helps to determine the correct depth 
assignments for horizontal and monocular boundaries, which initially are depth-ambiguous. 
Feedback also confirms border ownership of the occluding figures, and thereby contributes to 3D 
figure-ground separation.  3D LAMINART thus provides an answer to the question: How can 
brain evolution be so smart to be able to evolve figure-ground separation? The model predicts 
that the blob and interblob streams exchange feedback signals that select a consistent percept 
despite their complementary computational rules. Figure-ground separation is an emergent 
property of this selection process. 
Every stage in the model, including its laminar interpretation, is supported by 
neurophysiological and anatomical data. Such data are reviewed elsewhere23,26,35. The model 
does not include cortical areas V3, V3A, and MT, that are known to be involved in depth 
perception. These areas are not required to simulate the present data. These areas may be 
required when the model is extended to include motion perception and eye movement control. 
The model is minimally complex in the sense that each of its six interacting networks, V1 
monocular boundaries, V1 binocular boundaries, V2 binocular boundaries, V1 monocular 
surfaces, V2 monocular surfaces, and V4 binocular surfaces (Figure 6) is essential to explain key 
aspects of targeted data: The V1 binocular boundaries network is needed to explain the contrast-
polarity constraint and the contrast magnitude constraint observed in stereoscopic fusion21. The 
V1 monocular boundaries network is needed to explain many data involved with monocular-
binocular combination, including da Vinci stereopsis33, dichoptic masking21, contrast variations 
of the correspondence problem21, and stereopsis with opposite contrast stimuli50. The V2 
boundaries network is needed to solve the correspondence problem, the monocular-binocular 
interface problem, and the figure-ground problem. The correspondence problem arises because 
V1 sometimes incorrectly fuses contours that belong to different objects. The monocular-
binocular interface problem is caused because the V1 monocular boundaries, not having a 
definite depth association, are initially added to all depth planes. The figure-ground problem 
arises because, when partial occlusion occurs, shared borders are exclusively owned by the 
occluding object and visible parts of the occluded object need to be amodally grouped. The V1 
monocular surfaces network is needed to offset the fixation plane bias26,30, which would 
otherwise always favor horizontal boundaries in the fixation plane when line-of-sight 
competition takes place in the disparity filter. Surface-to-boundary feedback overcomes this bias 
by enhancing all closed boundaries that contain the filling-in of surface-feature signals. The V2 
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monocular surfaces network is needed to explain the recognizable but amodal surfaces in figure-
ground perception, and the surface-to-boundary feedback that it generates is essential in the 
determination of border ownership. The binocular surface network in V4 is needed to explain 
visible surface percepts. Finally, the multiple-scale processing for boundaries is necessary to 
explain figure-ground percepts for textured figures that include emergent occlusion. 
 
METHODS 
 
The simulations of the model were done with the Matlab software package. All the simulations 
used a unique set of model parameters. Cells in Retina/LGN and each cortical layer are described 
by first-order differential equations that are specified, along with their parameters, in the 
Supplementary Material. Except for cells in V2 layer 2/3 and filling-in processes within V1 
blobs, V2 thin stripes and V4, the equilibrium states are calculated. For cells in V2 layer 2/3 and 
filling-in processes, Euler’s method is used, and the results are verified by multiple step sizes. 
After surface filling-in under control of boundaries reaches its equilibrium, surface-to-boundary 
feedback is calculated and feedback to the boundary stream to render a new equilibrium of the 
boundaries. Generally after three loops, the boundary stream and the surface stream become 
approximately consistent with each other and both reach relative equilibrium.  Up to 35,328,000 
cells were recruited in one simulation. 
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