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a b s t r a c t
Second order boundary value problems are solved by means of exponentially-fitted
Numerov methods. These methods, which depend on a parameter, can be constructed
following a six-step flow chart of Ixaru and Vanden Berghe [L.Gr. Ixaru, G. Vanden Berghe,
Exponential Fitting, Kluwer Academic Publishers, Dordrecht, 2004]. Special attention is
paid to the expression of the error term of such methods. An algorithm concerning
the choice of the best suited method and its parameter is discussed. Several numerical
examples are given to sustain the theory.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Ordinary differential equations of the type y′′ = f (x, y) and systems of such equations arise in a great variety of fields.
The Numerov method, sometimes also called Cowell’s method, is undoubtedly one of the best known methods for solving
such problems.
In this paper, we will consider the application of the Numerov method in the context of the two-point boundary value
problem
y′′ = f (t, y), y(a) = α, y(b) = β,
forwhich the problemmay be known to have some kind of trigonometric or exponential character. In that case, theNumerov
method, whose construction relies on polynomials, may not be very well-suited. Other methods, built to integrate problems
with trigonometric or exponential solutions, may be better suited. In this paper, we consider several such modifications of
the Numerov method, following the exponential fitting (EF) ideas of Ixaru [1] and Ixaru and Vanden Berghe [2]. They have
extended the idea of using mixed interpolation [3] of the type
a cosω t + b sinω t +
n−2∑
i=0
ci t i
where ω is a free parameter which can be fitted to the problem at hand. The so-called modified Numerov method thus
obtained by interpolation has been used e.g. in the context of an initial value problem [4] and of an eigenvalue problem [5].
Recently also the EF Numerov methods have been applied to this eigenvalue problem [6].
Here we will consider two-point boundary value problems and the main question we want to answer in this paper is:
what is the optimal, most accurate EF Numerovmethod for a given problem, i.e. (i) which EFmethod should one choose and
(ii) what value should be attributed to the free parameter of that method?
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In the next section, we will start with the (re-)derivation of themethods. In Section 3, we will focus on the expression for
the errors. In Section 4, we will discuss strategies for choosing the free parameter of such methods. Finally, we apply these
ideas to several examples in Section 5.
2. Derivation of the methods
The EF methods we will use, have already been established in e.g. [2] (pp. 192–198) and in the appendix of [7]. However,
since we will follow an other, more rigorous approach to obtain the error expressions, we briefly recall in this section the
procedure to derive the methods. The error analysis will be treated in the next section.
For N ≥ 3, we define tj := a+ j h for j = 0, 1, . . . , N+1 whereby h := (b−a)/(N+1) and we denote the approximate
value of the solution y(tj) in each knot point as yj.
The finite difference schemes we will construct take the form
yj−1 + a0 yj + yj+1 = h2
(
b1 fj−1 + b0 fj + b1fj+1
)
. (2.1)
As explained in [1,2], for the construction of an EF method one can follow a six-step procedure.
• Step i: with a := [a0, b0, b1]we define the operatorL[h, a] as
L[h, a]y(t) := y(t − h)+ a0y(t)+ y(t + h)− h2
(
b1 y′′(t − h)+ b0y′′(t)+ b1 y′′(t + h)
)
.
• Step ii: we determine the maximum value of M such that the algebraic system {L∗m(a) = 0|m = 0, 1, 2, . . . ,M − 1}
with L∗m(a) = h−mL[h, a]xm|x=0 can be solved.
Due to the symmetry L∗2k+1 = 0 for any integer value of k. Further, we find
L∗0(a) = 2+ a0
L∗2(a) = 2− 4 b1 − 2 b0
L∗4(a) = 2− 24 b1
L∗6(a) = 2− 60 b1
such thatM = 6 and the solution of the corresponding system is
a0 = −2 b0 = 56 , b1 =
1
12
. (2.2)
• Step iii: to construct EF methods, we start from
E∗0 (±z, a) := exp(∓µt)L[exp(±µt)]
where z := µ h and we build G+(Z, a) := (E∗0 (z, a) + E∗0 (−z, a))/2 and G−(Z, a) := (E∗0 (z, a) − E∗0 (−z, a))/(2 z)
where Z = z2. Further we also compute their derivatives G±(m)(Z, a) with respect to Z . Due to the symmetry, one finds
G−(Z, a) ≡ 0 and
G+(Z, a) = 2 η−1(Z)+ a0 − Z (b0 + 2 b1 η−1(Z)) ,
where η−1(Z) and η0(Z) are defined as
η−1(Z) =
{
cos(|Z |1/2) if Z < 0,
cosh(Z1/2) if Z ≥ 0, η0(Z) =
sin(|Z |
1/2)/|Z |1/2 if Z < 0,
1 if Z = 0,
sinh(Z1/2)/Z1/2 if Z > 0.
These functions η−1 and η0, which allow to treat both the trigonometric case and the exponential case at the same time,
possess interesting properties. For instance, if one also defines
ηn(Z) := 1Z [ηn−2(Z)− (2n− 1)ηn−1(Z)], n = 1, 2, 3, . . . (2.3)
then differentiation gives
η′n(Z) =
1
2
ηn+1(Z), n = 1, 2, 3, . . .
which makes G+(m)(Z, a) easy to compute.
• Step iv: We consider a reference set ofM functions:
{1, t, t2, . . . , tK } ∪ {exp(±µt), t exp(±µt), t2 exp(±µt), . . . , tP exp(±µt)}
where K+2P = M−3. The reference set can be characterized by the couple (K , P). The set in which there is no classical
(i.e. polynomial) component is identified by K = −1 while the set in which there is no exponential fitting component is
identified by P = −1. For the case M = 6 e.g., four choices are possible: (5, −1), (3, 0), (1, 1) and (−1, 2). To obtain
trigonometric fitting, one can put µ = iω with ω ∈ R. In fact, the methods can be defined for any µ ∈ C.
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• Step v: solve the algebraic system{
L∗k(a) = 0, 0 ≤ k ≤ K ,
G±(p)(Z, a) = 0, 0 ≤ p ≤ P. (2.4)
The solutions of these systems are given below. For small values of Z , the Taylor series development is to be preferred.
(i) (K , P) = (5,−1)
a0 = −2
b0 = 56
b1 = 112
(ii) (K , P) = (3, 0)
a0 = −2
b0 = 1− 2Z
(
1− 1
η0(Z/4)2
)
= 5
6
+ 1
120
Z − 1
3024
Z2 + 1
86 400
Z3 − 1
2661 120
Z4 + O (Z5)
b1 = 1Z
(
1− 1
η0(Z/4)2
)
= 1
12
− 1
240
Z + 1
6048
Z2 − 1
172 800
Z3 + 1
5322 240
Z4 + O (Z5)
(iii) (K , P) = (1, 1)
a0 = −2
b0 = 2Z
(
2 η0(Z)− 1− η0(Z/4)
2
η0(Z)
)
= 5
6
+ 1
60
Z + 5
2016
Z2 − 29
181 440
Z3 + 139
7983 360
Z4 + O (Z5)
b1 = 1Z
(
1− η0(Z/4)
2
η0(Z)
)
= 1
12
− 1
120
Z + 17
20 160
Z2 − 31
362 880
Z3 + 691
79 833 600
Z4 + O (Z5)
(iv) (K , P) = (−1, 2)
a0 = η−1(4 Z)− 6 η0(4 Z)− 33 η0(Z)+ η−1(Z)
= −2+ 1
240
Z3 − 1
2016
Z4 + O (Z5)
b0 = 1Z
η−1(4 Z)+ 2 η0(4 Z)− 3
3 η0(Z)+ η−1(Z)
= 5
6
+ 1
40
Z + 17
2016
Z2 − 1811
1814 400
Z3 + 13817
79 833 600
Z4 + O (Z5)
b1 = 1Z
η−1(Z)− η0(Z)
3η0(Z)+ η−1(Z)
= 1
12
− 1
80
Z + 41
20 160
Z2 − 1219
3628 800
Z3 + 8887
159 667 200
Z4 + O (Z5) .
In Fig. 1, the graphs of these functions are plotted for −100 ≤ Z ≤ 20. One notices that these plots contain some
discontinuities, and in some regions the coefficients change very drastically, whichmakes them very difficult to compute
numerically. However for small values of |Z | the coefficients are well behaved, slowly varying functions and their
numerical values in cases where P 6= −1, can be seen as corrections to the values of the classical method, i.e. the method
for which P = −1. From a practical point of view, this region is by far the most important one since it is typically for
such values of Z that EF rules are applied. As Z is computed numerically, it is interesting to know that also approximative
values of Z will give satisfactory results. We will return to this issue when we discuss the form of the error term.
• Step vi: write down the error expressions. The procedure is explained in the next section.
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Fig. 1. Graphs of a0 (left), b0 (middle) and b1 (right) as functions of Z for the cases P = −1 (dashed line), P = 0 (solid), P = 1 (dotted) and P = 2
(dot-dashed).
Fig. 2. Contour plots (indicating height 0) of the function ϕ(t) for P = 0 (left), P = 1 (middle) and P = 2 (right).
3. Error analysis
Here, we follow the approach of Coleman and Ixaru [8], who adapted a theory developed in [9] to the EF framework. The
result is as follows: the error E[y] of the linear functionalL[h, a] applied to y is given by
E[y] =
∫ h
−h
Φ(x) L[y](x) dx,
where L ≡ DK+1(D2 − µ2)P+1 and where the kernel functionΦ(x) is an even function which is in the null space of L.
If y ∈ Cm(−h, h) and if the kernelΦ(x) is of constant sign in ]−h, h[, the secondmean-value theorem for integrals gives
E[y] = L[y](ζ )
∫ h
−h
Φ(x) dx (3.5)
for some ζ ∈] − h, h[. If Φ does not have a constant sign, we can rewrite Φ(x) = Φ+(x) + Φ−(x) where Φ±(x) =
±max(0,±Φ(x)), such that, if y ∈ Cm(−h, h), the second mean-value theorem for integrals gives
E[y] = L[y](ζ+)
∫ h
−h
Φ+(x) dx+ L[y](ζ−)
∫ h
−h
Φ−(x) dx.
Below, we give the expressions for ϕ(t), t ∈ [0, 1], where Φ(r h) = h5 ϕ(1 − |r|), r ∈ [−1, 1], together with E[y] in the
form (3.5) and the real values for Z for which this holds. To illustrate our results, we show in Fig. 2 contour plots (indicating
the sign) of the function ϕ(t) for the cases with P > −1. Remark that in the case P = 0 the function ϕ(t) has a constant sign
for all values of Z for which it is defined.
(i) (K , P) = (5,−1)
ϕ(t) = 1
360
t3
(
3t2 − 5)
E[y] = − 1
240
h6y(6)(ζ )
(ii) (K , P) = (3, 0)
ϕ(t) = −1
Z
(
1
6
t3 + 1
2
t
(
1− η0
(
t2Z
))
η−1 (Z)− 1
)
E[y] = h6
(
1
Z2
− 1
12 Z
− 1
2 Z (η−1 (Z)− 1)
) (
y(6)(ζ )− µ2 y(4)(ζ ))
for Z ∈ R \ {−4 k2 pi2|k ∈ N}.
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(iii) (K , P) = (1, 1)
ϕ(t) = t
Z2
(
1+ η0(Z/4)η−1
(
t2 Z
)
2 η−1(Z/4)
− η0
(
t2 Z
) (
1+ 1
2
η0(Z/4)
η−1(Z/4)
))
E[y] = h6
(
1
Z2
− η
4
0(Z/4)
Z2 η0 (Z)
) (
y(6)(ζ )− 2µ2 y(4)(ζ )+ µ4 y(2)(ζ ))
for Z ∈ (4 Z0, −pi2) ∪ (−pi2, +∞) where Z0 = −θ20 = −20.19 . . ., θ0 = 4.493 . . . being the smallest positive root of
θ sin θ = cos θ .
(iv) (K , P) = (−1, 2)
ϕ(t) = t
2 Z (3 η0 (Z)+ η−1 (Z))
(
(2 η0(Z)+ η−1(Z))
(
η0
(
t2Z
)− η−1 (t2 Z))
Z
+ η0(Z) t2 η0
(
t2 Z
))
E[y] = h6 2
Z3
(
η−1 (Z)− 1− 2 Z η
2
0(Z)
3 η0 (Z)+ η−1 (Z)
) (
y(6)(ζ )− 3µ2 y(4)(ζ )+ 3µ4 y(2)(ζ )− µ6 y(ζ ))
for Z ∈ (Z0, Z1) ∪ (Z1,+∞) where Z1 = −θ21 = −6.030 . . ., θ1 = 2.455 . . . being the smallest positive root of
3 θ sin θ + cos θ = 0. We also note this case was already considered in Example 4 in [8]. However, as the reported
coefficients a1 = a3 differ from the value we obtained for b1, the reported value θmax also differs from the value we
obtained for θ1.
We note that in all cases the error can be written in the closed form (3.5) in the case when Zmin < Z ≤ 0 with
Zmin = −4pi2 for P = 0, Zmin = −pi2 when P = 1 and Zmin = Z1 = −6.030 in case P = 2. As we have already
pointed out in the previous section, the region which is interesting from a practical point of view is the one for which |Z |
is small enough and in this region the form (3.5) can be used. The regions in which the form (3.5) cannot be used are not
interesting from a numerical point of view and therefore we will no longer consider these cases.
4. Parameter selection
We now come to the problem of attributing a value to the parameter µ for the non-polynomial methods, i.e. the cases
with P > −1. The determination of the parameter is an essential part in the EF framework. So far, most papers on the subject
dealt with the case P = 0. Here, we give an algorithm which is valid for any P ≥ 0.
In order to find an appropriate value, we consider the expression E[y] for the error, in particular we will try to reduce
the size of its factor L[y](ζ ), which is a polynomial of degree P + 1 in µ2. Let us denote this polynomial as p(P)(µ2). Since
p(P)(µ2) is given in terms of an unknown point ζ , we will not be able to annihilate this polynomial entirely if we replace
ζ by some given point, say tj. Further, the coefficients of p(P)(µ2) are derivatives of the solution. These derivatives can be
computed by differentiating. In fact, the need for the numerical computation of y′′, y′′′, . . . can be prevented by making use
of the differential equation. Indeed, all coefficients can be expressed in terms of y and y′; using finite differences, y′ can be
approximated in terms of y. This then leads to an approximating polynomial, say pˆ(P)(µ2).
If an approximate value forµ is known, then any EF formula may be used first to numerically determine the coefficients
of pˆ(P)(µ2). If not, the problem can first be solved with a purely polynomial method.
Since pˆ(0)(µ2) is a linear expression in µ2, it can easily be solved for µ2, and this will in general (unless the solution
belongs to the fitting space of that rule) lead to a t-dependent value ofµ2. For higher values of P however, P+1 expressions
for µ2 annihilate pˆ(P)(µ2). The question is then: which of these is the most appropriate one?
In order to answer this question, we can consider what happens when we try to solve a problemwhose solution belongs
to the fitting space. In that case one or more of the P + 1 values for µ2 are constant.
Theorem 1. Suppose y(t) = tkeµ t . Then ν = µ2 is a root of multiplicity n of (D2t − ν)k+ny(t) = 0.
Proof. If follows from rewriting y(t) as y(t) = Dkµeµ t , such that
(D2t − ν)k+ny(t) = Dkµ (D2t − ν)k+neµ t = Dkµ
[
(µ2 − ν)k+neµ t] .
Then applying Leibniz rule for higher derivatives of products of functions, it is obvious that the resulting expression will
have a factor (µ2 − ν)n. 
This result can be applied in the following way to determine the parameterµ of any EF rule (not necessarily of Numerov
type). Suppose we apply a (P, K) EF rule to a problem whose solution is given by y(t) = tP0 eµ0 t . Then for P ≥ P0 we will
have p(P)(µ20) ≡ 0 since y(t) belongs to the fitting space of every such EF (P) rule. Moreover,µ20 is a single zero of p(P0)(µ2),
it is a double zero of p(P0+1)(µ2), a triple zero of p(P0+2)(µ2), . . . . So, the choiceµ20 ofµ2 is related to the choice of P: P should
at least be such that µ20 is a constant zero of p
(P)(µ2) and µ20 is the unique value which is a zero of successive polynomials
p(P)(µ2), p(P+1)(µ2), p(P+2)(µ2), . . . .
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Fig. 3. The values of µ in Problem 1 for the cases P = 0 (top), P = 1 (middle) and P = 2 (bottom) in the case where h = 1/8. The values attributed to µ
are indicated by thicker lines and points.
If, on the contrary, none of the roots of the different p(P)(µ2) is constant in the interval [a, b], then this means that
the solution is not in the fitting space of the corresponding EF rules. In that case, there is no direct indication which value
for P to select. However, as the suggested value for µ2 may become very big (e.g. due to denominators that become very
small), it may be wise to use a rule with P ≥ 1, such that, at each point, one can choose between at least two values of µ2.
Indeed, numerical experiments have shown that, in that case, a good criterion is to attribute at each point of the interval the
minimum value (in norm) of the suggested values for µ2.
5. Numerical examples
To illustrate our ideas, we will focus on three test cases. The first problem has a solution for which EF rules with P ≥ 1
can give exact results. The second (linear) and the third (nonlinear) problem both belong to the set of 35 test problems of
Jeff Cash, that are available from URL [10].
Problem 1.
y′′ − α2 y = 2α exp(α t), y(−1) = − exp(−α), y(1) = exp(α). (5.6)
Analytic solution : y(x) = t exp(α t).
We consider this problem with α = 1 + 12 i, illustrating that our ideas hold not only if µ ∈ R or µ ∈ iR, but also in the
general case where µ ∈ C.
First, this problem is integrated numericallywith the classical Numerovmethod, using a fixed step size (although, looking
at the homogeneous part of the differential equation, a logical first guess forµmight beµ = α). The resulting yj are used to
compute amore accurate solution bymeans of an EFmethod. To determine the parameterµ of themethod the polynomials
p(P)(µ2) with P = 0, P = 1 and P = 2 are computed. Replacing ζ by tj and y(ζ ) by yj we obtain, by differentiating, the
following expressions:
p(0)(µ2) = y(6)j − µ2 y(4)j
= α4 (α2 − µ2) yj + 2α3 (3α2 − 2µ2) exp(α tj)
p(1)(µ2) = y(6)j − 2µ2 y(4)j + µ4 y(2)j
= α2(α2 − µ2)2 yj + 2α (3α2 − µ2)(α2 − µ2) exp(α tj)
p(2)(µ2) = y(6)j − 3µ2 y(4)j + 3µ4 y(2)j − µ6 yj
= (α2 − µ2)3 yj + 6α(α2 − µ2)2 exp(α tj).
Remark that in this case there is no need to approximate y′, and therefore pˆ(P)(µ2) = p(P)(µ2).
At each point tj, these polynomials can be solved numerically (we used the roots command in Matlab) for µ2. These
solutions are depicted in Fig. 3. Real, resp. imaginary parts are indicated by solid, resp. dashed lines. The values of µ that
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Fig. 4. The absolute error for Problem 1 as a function of h for the cases P = −1 (triangles down), P = 0 (triangles up), P = 1 (squares) and P = 2
(diamonds).
are finally chosen, are indicated by thicker lines and markers. Remark that, when a chosen µ-value is a double root, it is
indicated in more than one picture.
For both P = 1 and P = 2 there is a constant solution µ2 = α2, leading to the exact solution (apart from rounding
errors). For P = 0 however there is only a t-dependent solution forµ2, which indicates that this EF rule will not completely
annihilate the error.
The numerical results corresponding to these choices are given in the double logarithmic plot in Fig. 4. The different
methods where applied with constant step sizes h = 1/2i, with i = 3, 4, . . . 12. The classical Numerov method clearly
behaves as a fourth order. The EF rule with P = 0 almost behaves as a sixth order method (indicated by the dashed line).
The two remaining rules produce results which are accurate up tomachine accuracy. One also notices that, as h gets smaller,
all methods converge: indeed, as h gets smaller, the coefficients of EF rules converge to the corresponding coefficient of the
classical method.
The above results clearly indicate that, in a program which automatically selects the optimal P value, P should be either
1 or 2 for this problem.
Problem 2.
 y′′ − y = −( pi2 + 1) cos(pi t), y(−1) = −1, y(1) = 0. (5.7)
Analytic solution: y(t) = cos(pi t)+ sinh((t+1)/
√
)
sinh(2/
√
)
.
We solve this problemwith  = 0.0025. For this problem,we follow the same procedure as in Problem 1: first the system
is solved with the classical Numerov method. This solution is used to compute the coefficients of the polynomials p(0)(µ2),
p(1)(µ2) and p(2)(µ2). For each of these polynomials the rootsµ are then computed. These are shown in Fig. 5. None of these
roots is constant, since the solution of the problem is not in the fitting space. This means that no method is able to produce
the numerical solution tomachine accuracy and that a secondary argument is needed to attribute a value forµ in each point
tj. The strategy we follow is, for eachmethod P , to choose the value ofµwith the smallest norm. This choice is motivated by
the fact that, for P = 1 or P = 2, this may prevent that too big values are attributed to µ. In this particular case, we notice
following behavior of values ofµ. The values are purely imaginary and almost constant in [−1, −0.5)⋃(−0.5, 0.5), but in
t = ±0.5 we have a jump toµ = 1/√. In (0.5, 1), the value for P = 0 is real, while the other rules are used with complex
values for µ. The effect of these choices for µ is, as can be seen in Fig. 6, that all EF behave as sixth order methods, but the
rule with P = 0 gives, unexpectedly, the most accurate results. However, when reducing the integration interval to [−1, b]
with−1 < b < 0.5, we have noticed that the three methods produce almost the same results (with a slight improvement
as P increases).
Problem 3.
y′′ =  sinh( y), y(0) = 0, y(1) = 1. (5.8)
We solve this problemwith  = 4.32675, a value also used by Cash. The problem is first solved with Numerov’s classical
method by aNewton-procedurewith yj = tj. This solution is then used as initial guess in the second phase. Since the problem
is nonlinear, the differentiation of the differential equation will introduce y′j in the computation of p(P)(µ2). This derivative
is approximated by a fourth order accurate finite difference begin formula (j = 1), central formula (j = 2, 3, . . . , N − 1)
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Fig. 5. The values of µ in Problem 2 for the cases P = 0 (top), P = 1 (middle) and P = 2 (bottom) in the case where h = 1/8. The values attributed to µ
are indicated by thicker lines and points.
Fig. 6. The absolute error for Problem 2 as a function of h for the cases P = −1 (triangles down), P = 0 (triangles up), P = 1 (squares) and P = 2
(diamonds).
or end formula (j = N), leading to pˆ(P)(µ2). In the same way as before, the value of µ is then determined and a modified
system based on EF formulae is solved. The results are shown in Figs. 7 and 8. One notices that the three EF formulae produce
comparable results and all behave as sixth order methods. In a code which automatically selects the best EF rule, any of the
three methods can equally well be used to compute the solution.
6. Conclusion
In this paper we have considered the problem of choosing the optimal EF Numerov rule and its parameter when solving
a two-point boundary value problem. The algorithm we propose is based on the following ideas. First the parameter is
determined locally, and selected from the roots of a polynomial pˆ that approximates a polynomial p appearing in the error
expressions of the different EF Numerov rules. If there is a rule for which a constant value of the parameter can be proposed,
then this rule is capable of producing very accurate results. On the other hand, if none of the different rules has such a
constant root, a good choice is to take the rule for which the value of the parameter remains small throughout the whole
interval. This EF rule will then behave as a sixth order method.
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Fig. 7. The values of µ in Problem 3 for the cases P = 0 (top), P = 1 (middle) and P = 2 (bottom) in the case where h = 1/8. The values attributed to µ
are indicated by thicker lines and points.
Fig. 8. The absolute error for Problem 3 as a function of h for the cases P = −1 (triangles down), P = 0 (triangles up), P = 1 (squares) and P = 2
(diamonds).
As the polynomial p contains higher order derivatives of the solution, there is an extra cost involved in computing these
derivatives. Finite difference schemes could be used; however in order to obtain sufficiently accurate approximations, many
points would be involved, especially for the highest order derivatives. In this paper another approach, which is based on
the further derivation (by means of a symbolic computer algebra package) of the differential equation at hand, has been
considered. It leads to more accurate formulae, but some functions may grow quite complex as higher order derivatives are
computed. Therefore it may be not the ideal way to treat all problems. To circumvent the disadvantages of both approaches
in that case, a third option exists: automatic differentiation.
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