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1 Introduction
The study carried on in this paper draws its motivation from the problem of
the asymptotic description of nonlinearly elastic thin films with a fast-oscillating
profile. The behaviour of such films is governed by an elastic energy, where two
parameters intervene: a first parameter ε represents the thickness of the thin film
and a second one δ the scale of the oscillations. The analytic description of the
elastic energy is given by a functional of the form
Eε,δ(u) =
∫
Ω(ε,δ)
W (Du) dx, (1.1)
where the set Ω(ε, δ) is of the form
Ω(ε, δ) =
{
x ∈ R3 : |x3| < ε f
(x1
δ
,
x2
δ
)
, (x1, x2) ∈ ω
}
, (1.2)
with f is a bounded 1-periodic function which parameterizes the boundary of the
thin film, which then has periodicity δ. It is convenient to scale these energies by
a change of variables and consider the functionals
Eδε (u) =
∫
Ω(δ)
W
(
D1u,D2u,
1
ε
D3u
)
dx, (1.3)
where now
Ω(δ) =
{
x ∈ R3 : |x3| < f
(x1
δ
,
x2
δ
)
, (x1, x2) ∈ ω
}
. (1.4)
In this way we separate the effects of the two parameters ε and δ.
In a recent paper by Braides, Fonseca and Francfort [8] a general compactness
result for functional of thin-film type has been proven which comprises energies
of the form (1.3), showing that, with fixed δ = δ(ε), upon possibly extracting a
subsequence, the family E
δ(ε)
ε converges in the sense of De Giorgi’s Γ-convergence
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as ε→ 0 to a 2-dimensional energy, which, if δ(ε)→ 0 as ε→ 0, can be identified
with a 2d-functional of the form
E(u) =
∫
ω
W˜ (D1u,D2u) dx. (1.5)
In many cases it is possible to describe W˜ explicitly in terms of W and f , and
as a consequence to prove that no passage to a subsequence is necessary. When
f = C is constant (i.e., the profile of the thin film is flat, and hence there is no
real dependence on δ) the description of the energy density W˜ has been given by
Le Dret and Raoult [19] who proved that W˜ = 2C Q2W ; here Q2 denotes the
operation of 2d-quasiconvexification, and W is obtained from W by minimizing in
the third component. An equivalent formula, of ‘homogenization type’, is given in
[8] (see also [6]). If W 6= Q2W (i.e., W is not quasiconvex) then both formulas
underline the formation of microstructures generated by the passage to the limit.
When f is not constant, then the function W˜ depends on the behaviour of δ with
respect to ε. The case when δ = ε (or more in general when δ/ε converges to a
constant) has been treated in [8], where it is shown that a homogenization type
formula for W˜ can be given. The same method can be used when δ >> ε; in
this case the recipe to obtain W˜ is the following: first, keep δ fixed and apply
the Le Dret and Raoult procedure, considering the thickness of the thin film as a
parameter. The output of this procedure is a 2-dimensional energy of the form
Eδ(u) =
∫
ω
2f
(x1
δ
,
x2
δ
)
Q2W (D1u,D2u) dx. (1.6)
We can then let δ tend to 0, and apply well-known homogenization procedures
(see [6]) obtaining a limit functional, which turns out to be the desired one. In the
case δ << ε it is possible to make an ansatz in the same spirit, arguing that the
limit E can be obtained in the following two steps:
(1) (Homogenization of sets with oscillating boundaries) First consider ε as
fixed, and let δ → 0, to obtain a limit functional of the form
Eε(u) =
∫
ω×(−1,1)
Whom
(
x3, D1u,D2u,
1
ε
D3u
)
dx
(we consider the normalized case sup f = 1).
Note that in this case an additional dependence on x3 is introduced, which
may underline a loss of coerciveness of the function Whom for certain values of x3.
The form of Whom will depend on W and on the sublevel sets of f ;
(2) (Thin film limit) Let ε → 0 and generalize the method of [8] to non-
coercive functionals. In this way we obtain a limit energy density
W hom(F ) = inf
k∈N
inf
{ 1
k2
∫
(0,k)2×(0,1)
Whom(x3, Du+ (F , 0)) dx :
u ∈W1,ploc((0, 1)
3;R3), u k-periodic in (x1, x2)
}
.
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Note that the dependence on x3 implies that the simpler method of [19] cannot
be applied to this situation.
A partial result in this case has been obtained by Kohn and Vogelius [20]
who dealt with linear operators.
The purpose of this work is twofold. First, we give a general theory for the
homogenization of non-convex energies defined on sets with oscillating bound-
aries by generalizing the application of the direct methods of Γ-convergence to
homogenization as described in [6]. We clarify and prove statement (1) above,
by showing that the functionals Eε are defined on a ‘degenerate Sobolev Space’
that can be described by proving an auxiliary convex-homogenization result. The
formula for Whom can be obtained by solving a possibly degenerate localized 3d-
homogenization problem. In the case of convexW the determination ofWhom(t, F )
for fixed t ∈ (−1, 1) essentially amount to solving a 2d-homogenization problem
with an energy which is coercive only on the set Et = {(x1, x2) ∈ R
2 : f(x1, x2) >
|t|}, while in the general non-convex case the problem defining Whom(t, F ) is
genuinely three dimensional. We state and prove these results in a general n-
dimensional setting (for some related problems in the convex setting see e.g. [9]).
The second goal of the paper is to prove that by following steps (1) and (2)
above we indeed obtain the description of W˜ . Even though this is an intrinsically
vectorial problem, and hence the ‘natural’ structural condition on W is quasicon-
vexity, we have been able to prove this result only with the additional hypothesis
that W is convex. The technical point where this assumption is needed is the sep-
aration of scales argument, which assures that, essentially, homogenization comes
first, followed by the thin film 3d–2d limit. In general problems where only qua-
siconvexity is assumed this point is usually proved by a compactness argument
which uses some equi-integrability properties of gradients of optimal sequences for
the homogenization derived from the growth conditions on the energy density (see
e.g. Fonseca Mu¨ller Pedregal [17]; for the use of this argument in the framework
of iterated homogenization see [6] Chapter 22; for an application to heterogeneous
thin films with flat profile see Shu [23]). In the case of thin films with fast-oscillating
profiles, this technique cannot be used since we have a control on the gradients
of optimal sequences only on varying wildly oscillating domains. In the convex
case though, optimal sequences for the homogenization can be obtained simply
by scaling one single periodic function, and hence their gradients automatically
enjoy equi-integrability properties. Note that this difficulty is similar to those en-
countered when dealing with higher-order theories of thin films. In that case the
necessary compactness properties can be obtained by adding a small perturbation
with higher-order derivatives (as in the paper by Bhattacharya and James [3]).
We do not follow this type of argument since even a singular perturbation by
higher-order gradients might interact with the homogenization process, as shown
by Francfort and Mu¨ller [18]. More applications of Γ-convergence arguments to
thin films theory can be found in [2, 7].
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2 Notation and Preliminaries
In the sequel, n,m ∈ N with n ≥ 2, m ≥ 1. If x ∈ Rn then xα = (x1, . . . , xn−1) ∈
R
n−1 is the vector of the first n− 1 components of x, and Dα =
(
∂
∂x1
, . . . , ∂∂xn−1
)
.
If Ω is a open subset of Rn we denote by A(Ω) the family of all open subsets of Ω.
The notation Mm×n stands for the space of m× n matrices. Given a matrix
F ∈ Mm×n, and following the notation introduced in [19], we write F = (F |Fn),
where Fi denotes the i-th column of F , 1 ≤ i ≤ n, and F = (F1, . . . , Fn−1) ∈
M
m×n−1 is the matrix of the first n− 1 columns of F . F denotes also (F , 0) when
no confusion arises.
The characteristic function of a set E ⊂ Rn is denoted by χE , and the
N -dimensional Lebesgue measure in RN is designated as LN . We use standard
notation for Lebesgue and Sobolev spaces. The letter c will stand for an arbitrary
fixed strictly-positive constant.
We recall the definition of De Giorgi’s Γ-convergence in Lp spaces, 1 ≤ p <
+∞. Given a family of functionals Jj : L
p(Ω;Rm) → [0,+∞), j ∈ N, for u ∈
Lp(Ω;Rm) we define
Γ- lim inf
j→+∞
Jj(u) = inf
{
lim inf
j→+∞
Jj(uj) : uj → u in L
p(Ω;Rm)
}
,
and
Γ- lim sup
j→+∞
Jj(u) = inf
{
lim sup
j→+∞
Jj(uj) : uj → u in L
p(Ω;Rm)
}
.
If these two quantities coincide then their common value is called the Γ-limit of
the sequence (Jj) at u, and is denoted by Γ- limj→+∞ Jj(u). It is easy to check
that l = Γ- limj→+∞ Jj(u) if and only if
(a) for every sequence (uj) converging to u in L
p(Ω;Rm) we have
l ≤ lim inf
j→+∞
Jj(uj);
(b) there exists a sequence (uj) converging to u in L
p(Ω;Rm) such that
l ≥ lim sup
j→+∞
Jj(uj).
We say that (Jε) Γ-converges to l at u as ε → 0 if for every sequence of positive
numbers (εj) converging to 0 there exists a subsequence (εjk) for which
l = Γ- lim
k→+∞
Jεjk (u).
We recall that the Γ-upper and lower limits defined above are Lp-lower semicon-
tinuous functions.
For a comprehensive study of Γ-convergence we refer to the book of Dal Maso
[13] (for a simplified introduction see [5]), while a detailed analysis of some of its
applications to homogenization theory can be found in [6].
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3 The direct method of Γ-convergence
In the sequel we will repeatedly apply some variants of the so-called direct method
of Γ-convergence to homogenization problems, which consists in combining local-
ization and integral representation procedures to obtain compactness theorem for
classes of integral functional. This method in the version which follows is explained
in detail in the book by Braides and Defranceschi [6] (see also Dal Maso [13] and
Buttazzo [10]).
Let Ω be a bounded subset of Rn, let p > 1 and let Fε : L
p(Ω;Rm)×A(Ω)→
[0,+∞] be a family of functionals of the form
Fε(u, U) =


∫
U
fε(x,Du) dx if u ∈ Xε(U)
+∞ otherwise,
(3.1)
for suitable function spacesXε(U) and fε : R
n×Mm×n → [0,+∞) Borel functions.
Suppose that there exist Borel functions gε : R
n ×R→ [0,+∞), convex and even
in the second variable, with
gε(x, |F |) ≤ fε(x, F ) ≤ C(1 + gε(x, |F |)) ≤ C(1 + |F |
p), (3.2)
gε(x, 2t) ≤ C(1 + gε(x, t)) (3.3)
for all F ∈Mm×n, x ∈ Ω and t ∈ R. Growth conditions (3.2) and (3.3) are designed
to include functions of the type aε(x)|F |
p with the only assumption aε ≥ 0, thus
allowing for zones where aε = 0. In the next section aε will be the characteristic
function of a set with fast-oscillating boundary. Note that a general theory for
functions satisfying
0 ≤ fε(x, F ) ≤ C(1 + |F |
p)
only has not be developed yet. The aim of the direct method of Γ-convergence is to
prove a compactness result for the family (Fε), giving a representation of the limit,
and, possibly, complete the description in terms of ‘homogenization formulas’.
Step 1 With fixed (εj) extract a subsequence (not relabeled) such that
Fε(·, U) Γ-converges to a functional F0(·, U) for all U in a dense family of open
sets U (see [6] Proposition 7.9);
Step 2 Thanks to (3.2) and (3.3), prove that F0(u, ·) is the restriction of a
finite Borel measure to U for all u ∈ W1,p(Ω;Rm), so that by inner regularity we
indeed have that Fε(·, U) Γ-converges to a functional F0(·, U) on W
1,p(Ω;Rm) for
all U ∈ A(Ω). In this step is crucial the so-called fundamental Lp-estimate: for all
U, Y, Z ∈ A(Ω) with Y ⊂⊂ U , and for all σ > 0, there exists M > 0 such that for
all u, v ∈W1,p(Ω;Rm) one may find a cut-off function ϕ ∈ C∞0 (U ; [0, 1]), ϕ = 1 in
Y , such that
Fε(ϕu + (1− ϕ)v, Y ∪ Z) ≤ (1 + σ)(Fε(u, U) + Fε(v, Z))
+M
∫
(U∩Z)\Y
|u− v|p dx+ σ . (3.4)
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Moreover, by again using the fundamental Lp-estimate it can be proven that if
u ∈W1,p(Ω;Rm)∩Xε(U) for all ε and F0(u, U) < +∞ then there exist a sequence
uε ∈ Xε(U) such that
lim
ε→0
Fε(uε, U) = F0(u, U)
and uε = u on a neighbourhood of ∂U (see [6] Chapter 11);
Step 3 By the locality and semicontinuity properties of Γ-limits and by Step
2 we can find a function ϕ : Ω × Mm×n → [0,+∞) such that 0 ≤ ϕ(x, F ) ≤
C(1 + |F |p) and F0(u, U) = Fϕ(u, U) for all u ∈ W
1,p(Ω;Rm) and U ∈ A(Ω),
where
Fϕ(u) =
∫
Ω
ϕ(x,Du) dx.
In the proof of this step a crucial point is the passage from the identity F0(u) =
Fϕ(u) when u is piecewise affine to a general u by the continuity of Fϕ with
respect to a convergence in which piecewise-affine functions are dense (e.g. the
strong W1,p-convergence) (see [6] Chapter 9);
Step 4 If fε(x, F ) = f(
x
ε , F ) with f 1-periodic in the first variable then by
the periodicity of f we deduce that ϕ = ϕ(F ) (see [6] Proposition 14.3);
Step 5 If gε(x, F ) = g(
x
ε , F ) with g 1-periodic in the first variable then we
consider the auxiliary functionals
Gε(u, U) =


∫
U
gε(x,Du) dx if u ∈ Xε(Ω)
+∞ otherwise.
(3.5)
By Step 1–4 we can assume that a function ψ exists such that Gε(·, U) Γ-converges
to the functional Fψ(·, U) on W
1,p(Ω;Rm) for all U ∈ A(Ω);
Step 6 Note that ψ is convex. By an argument of approximation by con-
volution prove that indeed the functional Gε(·, U) Γ-converges to the functional
Fψ(·, U) on W
1,1(Ω;Rm) for all U ∈ A(Ω). Define the ‘domain’ of Fψ(·,Ω):
W1,ψ(Ω;Rm) = {u ∈W1,1(Ω;Rm) : Fψ(u,Ω) < +∞} (see [6] Theorem 14.8);
Step 7 Repeat Step 2 and 3 substituting the space W1,p(Ω;Rm) by the space
W1,ψ(Ω;Rm) thus obtaining the representation F0 = Fϕ on W
1,1(Ω;Rm);
Step 8 Deduce that ϕ and ψ do not depend on (εj) by proving a homoge-
nization formula (see [6] Proposition 21.12);
Step 9 Finally, the representation of F0 on the whole L
p(Ω;Rm), and not
only on W1,1(Ω;Rm), can be obtained in some cases by a more accurate study of
the properties of ϕ.
We will have to modify Steps 1–9 above as to cover the case when the domain
of the limit is a ‘degenerate Sobolev Space’. In particular, since the function ψ
obtained as in Step 5 will be degenerate, a suitable weighted Sobolev Space will
have to be defined, which takes the place of W1,1(Ω;Rm) in Step 6 above. Moreover,
we will have to deal with the fact that our functions fε, gε may be periodic only
in some variables, so that Step 8 will be harder to verify. We will include all the
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details of the reasonings which do not fall directly in this scheme, while we will
feel free to refer to [6] for those procedures which have become customary.
It is worth mentioning that in some cases the arguments outlined above can
be simplified by using some techniques (as blow-up arguments or the theory of
Young measures) that avoid to use the complex localization procedure. As our
problem is concerned those methods seem harder to apply since the energies we
consider are coercive only on wildly oscillating sets.
4 Homogenization of media with oscillating pro-
file
Let f : Rn−1 7→ [0, 1] be a 1-periodic lower semicontinuous function and 0 ≤
min f ≤ sup f = 1, let W : Rn−1 × Mm×n 7→ [0,+∞) be a Borel function 1-
periodic in the first variable satisfying
γ|F |p ≤W (xα, F ) ≤ β(1 + |F |
p) (4.1)
for all xα ∈ R
n−1 and F ∈ Mm×n, for some 1 < p < +∞, 0 < γ ≤ β. The
set ω will be a fixed bounded open subset of Rn−1 with Lipschitz boundary and
Ω = ω × (−1, 1).
Figure 1: the graph of a typical f in the unit cell
In this section we compute the Γ-limit of functionals of the form
Jε(u) =


∫
Ωε
W
(xα
ε
,Du
)
dx if u|Ωε ∈W
1,p(Ωε;R
m)
+∞ otherwise,
(4.2)
where
Ωε = {x ∈ Ω : |xn| < f(xα/ε)}. (4.3)
7
Figure 2: the upper profile of Ωε with f as in Figure 1
The Γ-limit theorem will be stated and proved at the end of the section after
some preliminary results, which are needed to define the domain of the Γ-limit
and to explain the homogenization formula.
In orded to apply the method described in the previous section we introduce
the localized version of the functionals Jε: for all U open subset of Ω we define
Jε(u, U) =


∫
Ωε∩U
W
(xα
ε
,Du
)
dx if u|Ωε∩U ∈W
1,p(Ωε ∩ U ;R
m)
+∞ otherwise,
(4.4)
so that Jε(u) = Jε(u,Ω).
The first proposition contains the analog of Steps 1–4 of the direct method
of Γ-convergence as outlined in the previous section.
Proposition 4.1 From every sequence (εj) of positive numbers converging to 0
we can extract a subsequence (not relabeled) such that the Γ-limit
J0(u, U) = Γ- lim
j→+∞
Jεj (u, U)
exists for all u ∈W1,p(Ω;Rm) and U open subsets of Ω. Moreover, there exists a
Carathe´odory function ϕ : (−1, 1)×Mm×n → [0,+∞) such that
J0(u, U) =
∫
U
ϕ(xn, Du) dx
for all u ∈W1,p(Ω;Rm).
Proof. The functional Jε can be rewritten on Xε(U) = {u ∈ L
p(Ω;Rm) :
u|Ωε∩U ∈W
1,p(Ωε ∩ U ;R
m)} as
Jε(u, U) =
∫
U
χΩε(x)W
(xα
ε
,Du
)
dx .
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We can then apply Steps 1-3 of Section 3 (see [6] Example 11.4 for the proof
of the Lp-fundamental estimate). Finally, a translation argument in the xα-plane
(completely analogous, e.g., to the one in the proof of [6] Proposition 14.3) shows
that ∫
Bρ(xα)×(z−η,z+η)
ϕ(y, F ) dy =
∫
Bρ(x′α)×(z−η,z+η)
ϕ(y, F ) dy
for all ρ, η > 0, xα, x
′
α, z such that(
Bρ(xα)× (z − η, z + η)
)
∪
(
Bρ(x
′
α)× (z − η, z + η)
)
⊂ Ω .
We then easily deduce that ϕ(x, F ) = ϕ(xn, F ).
We will complete the proof of the homogenization theorem by characteriz-
ing the function ϕ above (showing in particular that it does not depend on the
sequence (εj)), proving the existence of the Γ-limit J0 on the whole L
p(Ω;Rm)
and showing that the integral representation in the previous proposition holds
on the whole domain of J0. In order to get to this result, we will have to define
a number of auxiliary energies; here we streamline the organization of the rest
of the section. First, in Section 4.1 we consider the case when W (F ) = ‖F‖p.
We will denote by ψ the function given by Proposition 4.1 corresponding to this
particular choice of W . For fixed t the function ψ(t, ·) is easily characterized by
solving a (n − 1)-dimensional (possibly, non coercive) homogenization problem.
It is possible then to define the ‘degenerate Sobolev Space’ W1,pψ (Ω;R
m) of func-
tions such that
∫
Ω
ψ(xn, Du) dx < +∞, which turns out to be the domain of the
Γ-limit when W (F ) = ‖F‖p, and hence also in the general case by (4.1). In Sec-
tion 4.2, in order to describe the function ϕ in the general case, with fixed t we
consider the case when we replace the function f by the characteristic function
of Et = {xα : f(xα) > |t|} (i.e., we deal with cylindrical domains). The func-
tion ϕ(t, ·) will eventually be given by the energy density of the corresponding
Γ-limit. Finally, in Section 4.3 we are able to consider generalW and f and obtain
the oscillating-boundary homogenization Theorem 4.15 as the consequence of the
previous sections.
4.1 An auxiliary problem. Definition of the limit domain
In general, the limit functional J0 exists and is finite also outside W
1,p(Ω;Rm).
We first deal with the case of J0 corresponding to
W (x, F ) = ‖F‖p, where ‖F‖p =
n∑
j=1
|Fj |
p. (4.5)
By a careful description of the domain of the corresponding Γ-limit we will iden-
tify the domain of J0 as a suitable ‘degenerate Sobolev Space’ (see Definition
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4.5) which, in view of the growth condition (4.1), will also be the domain of J0
corresponding to energy densities other than (4.5).
We recall a preliminary result.
Theorem 4.2 Let E be a 1-periodic set in RN ; i.e., such that χE is a 1-periodic
function, and let
JEε (v, U) =


∫
U∩εE
‖Dv‖p dx if v|U∩εE ∈W
1,p(U ∩ εE;Rm)
+∞ otherwise.
(4.6)
Then the Γ-limit
JEhom(v, U) = Γ- lim
ε→0
JEε (v, U)
exists for all U bounded open subsets of RN and v ∈ W1,p(U ;Rm). Moreover, we
have
JEhom(v, U) =
∫
U
ϕEhom(Dv) dx
for all u ∈W1,p(U ;Rm), where ϕEhom is a positively homogeneous function of degree
p, satisfying the formula
ϕEhom(F ) = inf
{∫
E∩(0,1)N
‖Dv + F‖p dx : v ∈W1,ploc(E;R
m), 1-periodic
}
.
proof. This theorem is a particular case of [6] Theorem 14.8, the positive
homogeneity of ϕEhom easily following from its definition.
For all t ∈ (−1, 1) we define
ϕ#(t, F ) = ϕ
Et
hom(F ) ,
the latter function being that given by the previous theorem, with N = n− 1 and
E = Et = {xα : f(xα) > |t|}. We define also
ψ(t, F ) = ϕ#(t, F ) + Ln−1(Et ∩ (0, 1)
n−1)|Fn|
p. (4.7)
Theorem 4.3 If W = ‖F‖p and ϕ is given by Proposition 4.1 then we have
ϕ(t, F ) = ψ(t, F ) .
In particular ϕ does not depend on (εj).
Proof. Let (x, F ) be such that xn is a Lebesgue point for ϕ(·, F ). Then
ϕ(xn, F ) = lim
ρ→0+
−
∫
Bρ(xα)×(xn−ρ,xn)
ϕ(yn, F ) dy (4.8)
= lim
ρ→0+
J0(Fy,Bρ(xα)× (xn − ρ, xn))
|Bρ(xα)× (xn − ρ, xn)|
.
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We consider the case xn > 0 only, the case xn < 0 being dealt with using a
symmetric argument. Note that for 0 < t < s < 1 we have Es ⊆ Et. Let uj → 0
with uj ∈W
1,p
0 (Bρ(xα)× (xn − ρ, xn) ∩ Ωεj ) be such that
J0(Fy,Bρ(xα)× (xn − ρ, xn)) = lim
j→+∞
Jεj (Fy + uj, Bρ(xα)× (xn − ρ, xn)) .
Then,
Jεj (Fy + uj , Bρ(xα)× (xn − ρ, xn))
=
∫ xn
xn−ρ
∫
Bρ(xα)
χEyn
(yα
εj
)
‖F +Dαuj‖
pdyα dyn
+
∫
Bρ(xα)
∫ xn
xn−ρ
χEyn
(yα
εj
)
|Fn +Dnuj|
pdyn dyα
≥
∫ xn
xn−ρ
∫
Bρ(xα)
χExn
(yα
εj
)
‖F +Dαuj‖
pdyα dyn
+ρ
∫
Bρ(xα)
χExn
(yα
εj
)
|Fn|
p dyα
by Jensen’s inequality. By using the lower limit inequality for the Γ-convergence
in Theorem 4.2 with E = Exn , and by an application of Fatou’s Lemma, we get
J0(Fy,Bρ(xα)× (xn − ρ, xn)) ≥ ρ
∫
Bρ(xα)
ϕ#(xn, F )dyα
+ρLn−1(Bρ(xα))|Fn|
pLn−1(Exn ∩ (0, 1)
n−1) .
Letting ρ→ 0+ we obtain then by (4.8)
ϕ(xn, F ) ≥ ϕ#(xn, F ) + Ln−1(Exn ∩ (0, 1)
n−1)|Fn|
p.
Vice versa, let vj → 0 be such that Fyα + vj(yα) is a recovery sequence for
J
Exn
hom (Fyα, Bρ(xα)) along the sequence (εj), and set
uj(y) = Fy + (vj(yα), 0) = (Fyα + vj(yα), Fnyn) .
We then have∫
Bρ(xα)×(xn,xn+ρ)
ϕ(yn, A) dy
≤ lim inf
j→+∞
Jεj (uj , Bρ(xα)× (xn, xn + ρ))
≤ lim inf
j→+∞
∫
Bρ(xα)×(xn,xn+ρ)
χExn
(yα
εj
)
‖Duj‖
p dy
= lim
j→+∞
ρ
∫
Bρ(xα)
χExn
(yα
εj
)
(‖F +Dαvj‖
p + |Fn|
p)dyα
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= ρ
∫
Bρ(xα)
ϕ#(xn, F )dyα
+ρLn−1(Bρ(xα))|Fn|
pLn−1(Exn ∩ (0, 1)
n−1 ,
which gives the missing inequality by (4.8).
Remark 4.4 With fixed t, we define the ‘kernel’ of ϕ#(t, ·) as
Kerϕ# = {ϕ#(t, ·) = 0}.
Then Kerϕ# is a linear space and its dimension is a multiple integer of m; i.e.,
dimKerϕ# = km for some k = 0, . . . , n− 1
and there exist ξk+1, . . . , ξn−1 ∈ R
n−1 such that
F =


F 1
...
Fm

 ∈ Kerϕ# ⇔ Fξi = 0
for each i = k + 1, . . . , n− 1. (Note that k depends on t fixed and F i denotes the
i-th row of F , 1 ≤ i ≤ m).
In fact, since F 7→ ϕ#(t, F ) is positively homogeneous of degree p, convex and
even, Kerϕ# is a linear space and satisfies the following properties: if F ∈ Kerϕ#
then
(i) for each (s1, . . . , sm) ∈ R
m


s1F
1
...
smF
m

 ∈ Kerϕ#;
(ii) PF ∈ Kerϕ# for each permutation matrix P ∈ M
m×m.
Properties (i) and (ii) imply that if we fix F 1 we can construct m matrices
linearly independent

F 1
0
...
0

 ,


0
F 1
...
0

 , · · · ,


0
0
...
F 1

 ∈ Kerϕ#
which span a subspace 〈F 1〉 of Kerϕ# of dimension m.
Now, if 〈F 1〉 6= Kerϕ#, we can single out a non-zero matrix in Kerϕ# or-
thogonal to 〈F 1〉, and, by using the same argument as above taking its first row
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vector, find othermmatrices which, together with the matrices constructed before,
form a linearly independent family.
By proceeding in this way, we end up with η1, . . . , ηk ∈ R
n−1 such that for
all A ∈ Kerϕ#
Ai =
k∑
j=1
sijηj i = 1, . . . ,m
with sij ∈ R, which means that the dimKerϕ# = km for some k ∈ {1, . . . , n− 1}.
The orthogonal subspace to 〈η1, . . . , ηk〉 is a vector subspace of R
m(n−1)
〈ξk+1, . . . , ξn−1〉 and the vectors of the two basis satisfy, by definition, the con-
ditions
ηiξj = 0 i = 1, . . . , k j = k + 1, . . . , n− 1.
Hence, we can conclude that there exist vectors ξk+1, . . . , ξn−1 ∈ R
n−1 such that
F ∈ Kerϕ# if and only if Fξi = 0 for each i = k + 1, . . . , n− 1.
Since t 7→ ϕ#(t, F ) is decreasing on (0, 1) and it is coercive on (0,min f), there
exist 0 ≤ min f ≤ t1 ≤ . . . ≤ tk ≤ tk+1 ≤ . . . ≤ tn−1 ≤ 1 and ξk+1, . . . , ξn−1 ∈
R
n−1 such that
(i) ϕ#(t, F ) is coercive on (0, t1);
(ii) for each k = 1, . . . , n − 2 ϕ#(t, F ) = 0 if and only if Fξi = 0
for i = k + 1, . . . , n− 1 on (tk, tk+1);
(iii) ϕ#(t, F ) = 0 on (tn−1, 1).
Definition 4.5 We define the ‘degenerate weighted Sobolev Space’ W1,pψ (Ω;R
m)
as the space of functions u ∈ Lp(Ω;Rm) such that
(i) Dnu ∈ L
p
loc(Ω;R
m);
(ii) D(ξi,0)u ∈ L
p
loc(ω × (−ti, ti);R
m) for i = 1, . . . , n− 1;
(iii) if Φ : Ω → Mm×(n−1) is any measurable function such that
Φξi = D(ξi,0)u ∈ L
p
loc(ω × (−ti, ti);R
m) for i = 1, . . . , n− 1, then∫
Ω
ψ(xn,Φ|Dnu) dx < +∞ .
Clearly, the last integral is independent of the choice of Φ; hence, it will be
denoted by ∫
Ω
ψ(xn, Du) dx ,
with a slight abuse of notation.
Remark 4.6 Note that in dimension 3 (i.e., n = 3) the representation of the
space W1,pψ (Ω;R
m) is particularly simple as, up to a rotation, we can assume that
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ξ = e2. In this case, W
1,p
ψ (Ω;R
m) is the space of functions u ∈ Lp(Ω;Rm) such
that
(i) D3u ∈ L
p
loc(Ω;R
m);
(ii) D2u ∈ L
p
loc(ω × (−t2, t2);R
m);
(iii) D1u ∈ L
p
loc(ω × (−t1, t1);R
m);
(iv) if Φ : Ω → Mm×2, Φ = (Φ1,Φ2) is any measurable function such that
Φ2 = D2u in ω × (−t2, t2) and Φ1 = D1u in ω × (−t1, t1), then∫
Ω
ψ(x3,Φ|D3u) dx < +∞ .
Example 4.7 If n = 3 and
f(x1, x2) =
1
2
+
1
2
sin2(x1) sin
2(x2) ,
then ϕ#(t, F ) = ‖F‖
p if |t| < 1/2 and 0 otherwise, so that t1 = t2 = 1/2, and ξ is
any vector. If instead
f(x1, x2) =
1
2
+
1
2
sin2(x1) ,
then t1 = 1/2, t2 = 1 and ξ = (0, 1).
Figure 3: the oscillating profiles in Example 4.7
By using a convolution argument, we can improve Proposition 4.1 to give a
characterization of the Γ-limit on the whole W1,pψ (Ω;R
m) and independent of the
sequence (εj). This result corresponds to Step 6 in Section 3, and its proof uses
the convexity of F 7→ ‖F‖p in an essential way.
Proposition 4.8 Let W = ‖F‖p, and let U be a open subset of Ω. Then
(i) if u ∈ Lp(U ;Rm) \W1,pψ (U ;R
m) then there exists the Γ-limit
J0(u, U) = Γ- lim
ε→0
Jε(u, U) = +∞;
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(ii) if u ∈W1,pψ (Ω;R
m) then there exists the Γ-limit
J0(u, U) = Γ- lim
ε→0
Jε(u, U) =
∫
U
ψ(xn, Du) dx.
Proof. We only outline the proof, as it closely follows that of [6] Theorem
14.8, and details can be found therein.
Fix u ∈ Lp(Ω;Rm) and U an open subset of Ω. In order to compute J0(u, U)
it is sufficient to show that from every sequence (εj) we can extract a subsequence
(εjk) such that the Γ-limit along (εjk) exists and is independent of the subsequence.
We fix a sequence (εj). By Theorem 4.3 the thesis of Proposition 4.1 holds
with ψ in the place of ϕ. Upon possibly extracting a further subsequence, we may
also assume that there exists the limit
J0(u, U) = Γ- lim
j→+∞
Jεj (u, U).
Let (ρj) be a sequence of mollifiers with sptρj ⊂ B(0,
1
j ) ⊂ R
n−1, and define
uj(x) =
∫
B(0, 1
j
)
ρj(y)u(xα − y, xn) dy.
By the convexity of J0 and its translation-invariance properties, we have
J0(uj , U
′) ≤ J0(u, U) for all U
′ ⊂⊂ U such that U ′ ⊂ (y, 0) + U for all y ∈ sptρj .
By the convexity of ψ the functional v 7→
∫
U ′ ψ(xn, Dv) dx (if v ∈ L
p(U ′;Rm) \
W1,pψ (U
′;Rm) this integral is set equal to +∞) is lower semicontinuous with respect
to the Lp(U ′;Rm) convergence. Hence, we have∫
U ′
ψ(xn, Du) dx ≤ lim inf
j→+∞
∫
U ′
ψ(xn, Duj) dx ≤ J0(u, U).
By the arbitrariness of U ′ we get∫
U
ψ(xn, Du) dx ≤ J0(u, U), (4.9)
and in particular that J0(u, U) = +∞ if u ∈ L
p(U ;Rm) \W1,pψ (U ;R
m), so that (i)
is proved.
Let now u ∈ W1,pψ (Ω;R
m). We first assume that U ⊂⊂ U ′ ⊂⊂ Ω. By using
the lower semicontinuity of J0 and Jensen’s inequality, we have
J0(u, U) ≤ lim inf
j→+∞
J0(uj, U) = lim inf
j→+∞
∫
U
ψ(xn, Duj) dx
≤ lim inf
j→+∞
∫
U
∫
B(0, 1
j
)
ρj(y)ψ(xn, Du(x− (y, 0))) dx dy
= lim inf
j→+∞
∫
B(0, 1
j
)
ρj(y)
∫
U+(y,0)
ψ(xn, Du) dx dy
≤ lim inf
j→+∞
∫
B(0, 1
j
)
ρj(y) dy
∫
U ′
ψ(xn, Du) dx =
∫
U ′
ψ(xn, Du) dx.
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By the arbitrariness of U ′ we then get
J0(u, U) ≤
∫
U
ψ(xn, Du) dx, (4.10)
so that (ii) follows by taking (4.9) into account.
Finally, for arbitrary U , note that if u ∈W1,pψ (Ω;R
m) then it can be approx-
imated by a sequence (vj) of functions in W
1,p(Ω;Rm) such that
∫
Ω ψ(xn, Dvj) dx
are equi-bounded (we may use e.g. the argument in the proof of [15] Section 4.2
Theorem 3); hence, by the lower semicontinuity of J ′′ = Γ-lim supj Jεj , we have
J ′′(u) < +∞. This fact implies (as in e.g. [6] Section 11.2) that J ′′ is inner-regular;
i.e.,
J ′′(u, U) = sup
{
J ′′(u, V ) : V ⊂⊂ U
}
.
Since (ii) holds with V in the place of U we easily get the thesis.
The following proposition clarifies the structure of W1,pψ , and implies that
the restrictions of functions u ∈ W1,pψ (Ω;R
m) to relatively compact subsets of
ω × (tk, tk+1) are characterized as those functions having directional derivatives
Dk+1, . . . , Dn p-summable.
Proposition 4.9 Let k = 1, . . . , n− 2 and s ∈ (tk, tk+1). There exist two positive
constants αk(s) and βk such that
αk(s)
( n−1∑
i=k+1
|Fξi|
p + |Fn|
p
)
≤ ψ(t, F ) ≤ βk
( n−1∑
i=k+1
|Fξi|
p + |Fn|
p
)
(4.11)
for all F ∈ Mm×n and t ∈ (tk, s] .
Proof. Since F 7→ ϕ#(t, F ) is positively homogeneous of degree p and con-
vex, if t ∈ (tk, tk+1) we easily deduce that
ϕ#(t, F ) ≤ c
n−1∑
i=k+1
ϕ#(t,Ξi)|Fξi|
p
where
Ξi =


ξi
0
...
0

 .
If we denote
β′k = max
i=k+1,...,n−1
sup
t∈[0,1)
c ϕ#(t,Ξi)
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then
ϕ#(t, F ) ≤ β
′
k
n−1∑
i=k+1
|Fξi|
p. (4.12)
On the other hand we have that
ϕ#(t, F )∑n−1
i=k+1 |Fξi|
p
≥ c
ϕ#(t, (Fξk+1, . . . , Fξn−1))
‖(Fξk+1, . . . , F ξn−1)‖p
≥ c inf{ϕ#(t, G) : G ∈ S
n−1 ∩Kerϕ#
⊥}
by p-homogeneity. Note that t 7→ c inf{ϕ#(t, G) : G ∈ S
n−1 ∩Kerϕ#
⊥} = c(t) is
decreasing on (0, 1) and
inf
t∈(tk,s]
c(t) = α′k(s) > 0,
so that we get
ϕ#(t, F ) ≥ α
′
k(s)
n−1∑
i=k+1
|Fξi|
p. (4.13)
Let
αk(s) = min{α
′
k(s), inf
t∈(tk,s]
Ln−1(Et ∩ (0, 1)
n−1)}
and
βk = max{β
′
k, 1},
then (4.11) follows by Theorem 4.3, (4.12) and (4.13).
Proposition 4.10 Fix t ∈ (tk, tk+1), for k = 0, . . . , n− 1 (t0 = 0, tn = 1). If ψ is
given by (4.7) then
ψ(t, F ) = min
{∫
(0,1)n∩(Et×(0,1))
‖Dw‖p dx :
w ∈W1,ploc(Et × (0, 1);R
m), w − Fx 1-periodic
}
.
Proof. Let w be a test function for the minimum problem above, then∫
(0,1)n∩(Et×(0,1))
‖Dw‖p dx
=
∫
(0,1)n∩(Et×(0,1))
‖Dαw‖
p dx+
∫
(0,1)n∩(Et×(0,1))
|Dnw|
p dx
≥
∫ 1
0
min
{∫
Et∩(0,1)n−1
‖Dv‖p dxα :
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v ∈W1,ploc(Et;R
m), v − Fxα 1-periodic
}
dxn
+
∫
Et∩(0,1)n−1
(∫ 1
0
|Dnw|
p dxn
)
dxα
≥ ϕ#(t, F ) + Ln−1(Et ∩ (0, 1)
n−1)|Fn|
p = ψ(t, F )
by Jensen’s inequality and the description of ϕ# (see Theorem 4.2); hence,
ψ(t, F ) ≤ min
{∫
(0,1)n∩Et×(0,1)
‖Dw‖p dx :
w ∈W1,ploc(Et × (0, 1);R
m), w − Fx 1-periodic
}
by Theorem 4.3.
Conversely, given a function v such that v − Fxα is 1-periodic, we can con-
struct a test function w, such that w − Fx 1-periodic, as
w(x) = v(xα)− Fnxn .
We then have ∫
(0,1)n∩(Et×(0,1))
‖Dw‖p dx
=
∫
(0,1)n∩(Et×(0,1))
(‖Dαv‖
p + |Fn|
p) dx
=
∫
Et∩(0,1)n−1
‖Dαv‖
p dxα + Ln−1(Et ∩ (0, 1)
n−1)|Fn|
p
≥ min
{∫
(0,1)n∩(Et×(0,1))
‖Dw‖p dx :
w ∈W1,ploc(Et × (0, 1);R
m), w − Fx 1-periodic
}
and hence the converse inequality
ψ(t, F ) = min
{∫
Et∩(0,1)n−1
‖Dv‖p dxα :
v ∈W1,ploc(Et;R
m), v − Fxα 1-periodic
}
+Ln−1(Et ∩ (0, 1)
n−1)|Fn|
p
≥ min
{∫
(0,1)n∩(Et×(0,1))
‖Dw‖p dx :
w ∈W1,ploc(Et × (0, 1);R
m), w − Fx 1-periodic
}
is obtained as desired.
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Now we can turn our attention to the case with a general W . Now that a
natural domain for the limit functional is defined, we can easily state and prove a
compactness result that partly improves Proposition 4.1.
Theorem 4.11 Let Jε be given by (4.4). Then for every sequence (εj) of positive
numbers converging to 0 there exists a subsequence (not relabeled) such that the
Γ-limit
J0(u, U) = Γ- lim
j→+∞
Jεj (u, U)
exists for all u ∈ W1,pψ (Ω;R
m) and U open subsets of Ω. Moreover J0(u, ·) is the
restriction of a Borel measure to A(Ω).
Proof. By (4.1) and Proposition 4.8 we deduce the condition
Γ- lim sup
ε→0
Jε(u, U) ≤ β
∫
U
(1 + ψ(xn, Du)) dx (4.14)
if u ∈W1,pψ (U ;R
m) and U is an open subset of Ω. Then, we can follow the Steps
1–3 in Section 3 to prove the compactness of (Jε) and that J0(u, ·) is the restriction
of a Borel measure to A(Ω).
4.2 Homogenization of cylindrical domains
It remains now to extend the integral representation of Proposition 4.1 and char-
acterize its integrand. We first deal with the case of ‘cylindrical’ domains; i.e., we
consider χE in place of f , with E a 1-periodic open subset of R
n−1.
Let t1, . . . , tn−1 be the points in (0, 1) introduced to characterize the ‘de-
generate weighted Sobolev Space’ in Definition 4.5. Since in the following we will
choose E = Et (Et defined as {xα : f(xα) > |t|}) we introduce the following
notation: with fixed t ∈ (0, 1), t 6= tk for k = 1, . . . , n− 1, consider the set Et and
the functional
J tε(u, U) =


∫
Ωε∩Uε
W
(xα
ε
,Du
)
dx if u ∈W1,p(Ωε ∩ Uε;R
m)
+∞ otherwise,
(4.15)
where Uε = U∩(εEt×(−1, 1)). Note that the integrand of J
t
ε satisfies the following
growth conditions
γg(x,A) ≤ χEt×(−1,1)W (xα, A) ≤ β(1 + g(x,A)) (4.16)
where g(x,A) = χEt×(−1,1)(x)‖A‖
p is obviously 1-periodic in x, convex in A and
satisfying
0 ≤ g(x,A) ≤ 1 + ‖A‖p and g(x, 2A) ≤ c(1 + g(x,A))
for all A ∈Mm×n.
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Remark 4.12 Note that if we fix t ∈ (tk−1, tk) and consider χEt in place of f
then W1,pψ (Ω;R
m) turns out to be the space
W1,pk (Ω;R
m) = {u ∈ Lp(Ω;Rm) : Dnu ∈ L
p(Ω;Rm), Dξiu ∈ L
p(Ω;Rm)
i = k, . . . , n− 1}
if k = 1, . . . , n− 1, and
W1,pn (Ω;R
m) = {u ∈ Lp(Ω;Rm) : Dnu ∈ L
p(Ω;Rm)}.
if k = n.
Figure 4: cylindrical domains Et× (−1, 1) related to the function f in Figure 1 for
different values of t
Theorem 4.13 Let t ∈ (tk−1, tk) and let J
t
ε(·, U) be defined by (4.15). Then the
Γ-limit
J t0(u, U) =
∫
U
W thom(Du) dx
exists for each u ∈W1,pk (Ω;R
m) and U open subset of Ω, where W thom is given by
W thom(A) = lim
T→+∞
inf
{ 1
T n
∫
(0,T )n
χEt(xα)W (xα, A+Du(x)) dx :
u ∈W1,p0 ((0, T )
n;Rm)
}
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for all A ∈Mm×n.
Proof. By taking Theorem 4.11 into account with χEt in the place of f ,
and repeating word for word the proof of the integral representation theorem
[6] Theorem 9.1, replacing W1,p(Ω;Rm) by W1,pk (Ω;R
m), we obtain an integral
representation on the whole W1,pk (Ω;R
m). The integrand of this representation
must coincide with the function ϕ = ϕ(xn, F ) provided by Proposition 4.1 with
χEt in the place of f . Since the functionals are clearly invariant by translations in
the direction xn we have indeed ϕ = ϕ(F ). To prove the asymptotic formula we
can repeat the proof of Proposition 21.12 in [6].
4.3 The general case
We can eventually proceed to dealing with the general case.
Proposition 4.14 Let Jε be given by (4.4). Then the Γ-limit
J0(u, U) = Γ- lim
ε→0
Jε(u, U)
exists for all u ∈W1,pψ (Ω;R
m) and U open subsets of Ω. Moreover, for such u we
have
J0(u, U) =
∫
U
ϕ(xn, Du) dx,
where ϕ is given by Proposition 4.1.
Proof. We have to extend the representation of J0 given by Proposition
4.1 to W1,pψ (Ω;R
m). Note that ϕ is a Carathe´odory function (see [6] Theorem 9.1,
Step 3). As explained in Step 3 of Section 3, a crucial argument used to obtain an
integral representation result is the continuity in W1,pψ (Ω;R
m) of the functional
u 7→
∫
U
ϕ(xn, Du) dx
along some strongly converging sequences of piecewise-affine functions. We only
prove this property, as the rest of the proof follows exactly that of [6] Theorem 9.1
(Steps 1–3, 5 and 6; the proof below replaces Step 4).
Let U =
⋃n−1
k=0 Uk where Uk ⊂⊂ ω × (tk, tk+1), (t0 = 0, tn = 1); we can
find functions uj ∈ W
1,p
ψ (Ω;R
m) such that their restrictions to U are piecewise
affine and uj, Dnuj converge strongly to u,Dnu in L
p(U ;Rm), respectively, while
D(ξi,0)uj converge strongly to D(ξi,0)u in L
p(Ui;R
m).
We will use some estimates deriving from the inequality ϕ(t, F ) ≤ β(1 +
ψ(t, F )), which follows trivially from (4.1). By Proposition 4.9 we have that
ψ(xn, Du) ≤ βk
( n−1∑
i=k+1
|D(ξi,0)u|
p + |Dnu|
p
)
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ψ(xn, Duj) ≤ βk
( n−1∑
i=k+1
|D(ξi,0)uj|
p + |Dnuj |
p
)
on ω × (tk, tk+1). Note that by (4.14)
∫
U
ϕ(xn, Duj) dx ≤
n−2∑
k=0
∫
Uk∩ω×(tk,tk+1)
β
(
1 +
N∑
i=k+1
βk|D(ξi,0)uj |
p
)
dx
+β
∫
U
βk|Dnuj |
p dx.
If we use the continuity of ϕ in the second variable and apply Fatou’s lemma to
the sequences
β
∫
U
βk|Dnuj |
p dx +
n−2∑
k=0
∫
Uk∩ω×(tk,tk+1)
β
(
1 +
n−1∑
i=k+1
βk|D(ξi,0)uj |
p
)
dx
±
∫
U
ϕ(xn, Duj) dx
we get that ∫
U
ϕ(xn, Du) dx = lim
j→+∞
∫
U
ϕ(x,Duj) dx.
Hence, we have proved the integral representation for sets of the type U =
⋃n−1
k=0 Uk
where Uk ⊂⊂ ω × (tk, tk+1). A symmetric argument applies to the case where
U =
⋃n−1
k=0 Uk, with Uk ⊂⊂ ω × (−tk+1,−tk). Since J0(u, ·) is a measure abso-
lutely continuous with respect to Lebesgue measure, we conclude that the integral
representation holds for all open subsets U of Ω.
Finally, the oscillating-boundary homogenization theorem reads as follows.
Theorem 4.15 Let Jε be given by (4.2). Then the Γ-limit
J0(u) = Γ- lim
ε→0
Jε(u)
exists for all u ∈ Lp(Ω;Rm), and we have
J0(u) =


∫
Ω
Whom(|xn|, Du) dx if u ∈W
1,p
ψ (Ω;R
m)
+∞ otherwise,
where Whom(t, A) = W
t
hom(A) for a.e. t ∈ (0, 1), and W
t
hom is given by Theorem
4.13. Moreover, if u ∈ W1,p(Ω;Rm) there exists a family (uε) converging to u in
Lp(Ω;Rm), such that u−uε has compact support in Ω and J0(u) = limε→0 Jε(uε).
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Proof. It is sufficient to compute the Γ-limit for u ∈ W1,pψ (Ω;R
m), since
by comparison with Proposition 4.8(i) we immediately have J0(u) = +∞ if u 6∈
W1,pψ (Ω;R
m). Let ϕ be given by Proposition 4.1; it remains to prove that ϕ satisfies
an asymptotic formula.
Let xn > 0, let 0 < ρ < xn and consider the functionals (4.15) with t = xn−ρ
and t = xn so that
Jxn−ρε (Ax, (0, 1)
n−1 × (xn − ρ, xn))
≥
∫
(0,1)n−1×(xn−ρ,xn)
χEyn
(yα
ε
)
W
(xα
ε
, A
)
dy
≥ Jxnε (Ax, (0, 1)
n−1 × (xn − ρ, xn)) .
By Theorem 4.13
ρW xn−ρhom (A) ≥ Γ- limε→0
Jε(Ax, (0, 1)
n−1 × (xn − ρ, xn))
≥ ρW xnhom(A).
Taking into account that
Γ- lim
ε→0
Jε(Ax, (0, 1)
n−1 × (xn − ρ, xn)) =
∫
(0,1)n−1×(xn−ρ,xn)
ϕ(yn, A) dy
we get
W xn−ρhom (A) ≤
1
ρ
∫
(xn−ρ,xn)
ϕ(yn, A) dyn ≤W
xn
hom(A).
Since t 7→ W thom(A) and t 7→ ϕ(t, A) are decreasing functions on (0, 1), there exists
a subset M of (0, 1), |M | = 0, such that they are continuous on (0, 1) \M ; hence,
by passing to the limit as ρ→ 0 we get
ϕ(xn, A) =W
xn
hom(A)
for every xn ∈ (0, 1) \M . For xn < 0 it suffices to apply a symmetric argument.
The last statement follows by a well-known argument of stability of Γ-con-
vergence by compatible boundary data due to De Giorgi (see [6] Section 11.3).
5 Thin films with fast-oscillating profile
In this section we establish the second goal of the paper; that is, to prove that the
Γ-limit of functionals Eε,δ as in (1.1) when ε → 0 and δ << ε, is given by first
applying the theory constructed in the previous section with ε as a parameter and
letting δ → 0, and subsequently letting ε→ 0. The final result can be summarized
as follows, in a n-dimensional setting.
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Theorem 5.1 Let f : Rn−1 → [0, 1] be a 1-periodic lower semicontinuous function
with 0 < min f ≤ sup f = 1, let W : Mm×n → [0,+∞) be a convex function
satisfying
γ|F |p ≤W (F ) ≤ β(1 + |F |p)
for all F ∈ Mm×n and for some 1 < p < +∞, 0 < γ ≤ β. Let δ : (0,+∞) →
(0,+∞) be such that
lim
ε→0
δ(ε)
ε
= 0.
Let ω be a bounded open subset of Rn−1 and let Ωε ⊂ ω × (−1, 1) be defined by
Ωε =
{
x ∈ Rn : |xn| < f
( xα
δ(ε)
)
, xα ∈ ω
}
. (5.1)
Define Eε : L
p(ω × (−1, 1))→ [0,+∞] by
Eε(u) =


∫
Ωε
W
(
Dαu,
1
ε
Dnu
)
dx if u∣∣Ωε ∈W1,p(Ωε;Rm)
+∞ otherwise.
(5.2)
Then the Γ-limit as ε→ 0 of Eε is given by
E(u) =


∫
ω×(−1,1)
W hom(Dαu) dx if u ∈W
1,p(ω × (−1, 1);Rm) and Dnu = 0
+∞ otherwise,
(5.3)
where W hom : M
m×(n−1) → [0,+∞) is given by
W hom(F ) =
∫ 1
0
inf
Fn
Whom(t, F |Fn) dt, (5.4)
and Whom by
Whom(t, F ) = inf
{∫
(0,1)n
χEt(xα)W (F +Du(x)) dx :
u ∈W1,ploc(R
n;Rm) 1-periodic
}
(5.5)
for all t ∈ (0, 1) and F ∈ Mm×n, where Et = {f > t}.
5.1 Proof of the result
In order to simplify the proof without loosing sight of the main intricacies of the
argument, we deal only with the case where ε = 1/j and δ = ε2. The general case
can be dealt with similarly, by introducing some error terms. We define, with a
slight abuse of notation,
Ωk = {x ∈ Ω : |xn| < f(kxα)}
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and for k = j2, j ∈ N
Ej(u, U) =
∫
Ω
j2
∩U
W (Dαu|jDnu) dx
for all u|Ω
j2
∩U ∈W
1,p(Ωj2 ∩ U ;R
m).
By the compactness result Theorem 2.5 in [8] we can suppose that there
exists W0 : M
m×(n−1) → [0,+∞) such that Ej(u, U) Γ-converge for all sets of the
form U = U ′ × (−1, 1) or U = U ′ × (0, 1) to the functional given by
E0(u, U) =


∫
U
W0(Dαu) dx if u ∈W
1,p(U ;Rm) and Dnu = 0
+∞ otherwise.
(5.6)
Proposition 5.2 For all F ∈ Mm×(n−1) define
W hom(F ) = inf
{∫
(0,1)n
Whom(xn, Du+ F ) dx : (5.7)
u ∈W1,ploc(R
n;Rm), u 1-periodic in xα
}
.
Then
W hom(F ) =
∫ 1
0
W˜hom(t, F ) dt, (5.8)
where
W˜hom(t, F ) = inf
Fn
Whom(t, F |Fn) (5.9)
and F 7→ W˜hom(t, F ) is convex.
Proof. It can be easily proved that F 7→ W˜hom(t, F ) is convex.
With fixed η > 0, by the Measurable Selection Criterion (see e.g [12]), we
can find Gn(t) a measurable function such that
Whom(t, F |Gn) ≤ inf
Fn
Whom(t, F |Fn) + η.
We can consider
u(xα, xn) =
∫ xn
0
Gn(s) ds
as test function in (5.7). We then get
W hom(F ) ≤
∫ 1
0
Whom(xn, F |Gn(xn)) dxn
25
and so
W hom(F ) ≤
∫ 1
0
inf
Fn
Whom(t, F |Fn) dt+ η =
∫ 1
0
W˜hom(t, F ) dt+ η.
Conversely,
W hom(F ) ≥ inf
{∫
(0,1)n
W˜hom(xn, Dαu+ F ) dx :
u ∈W1,ploc((0, 1)
n;Rm), u 1-periodic inxα
}
≥
∫ 1
0
(
inf
{∫
(0,1)n−1
W˜hom(t,Dαu+ F ) dxα :
u|(0,1)n−1 ∈W
1,p
loc((0, 1)
n−1;Rm), u 1-periodic inxα
})
dt
≥
∫ 1
0
W˜hom(t, F ) dt
by Jensen’s inequality.
Theorem 5.3 For all F ∈Mm×(n−1) we have W0(F ) =W hom(F ).
Proof. With fixed η > 0 let v be a test function for (5.7) such that∫
(0,1)n
Whom(xn, Dv + F ) dx ≤W hom(F ) + η .
By Theorem 4.15 there exists a sequence vj converging to v such that vj = v on
∂(0, 1)n (and, hence, in particular vj is 1-periodic in xα) and∫
(0,1)n
Whom(xn, Dv + F ) dx = lim
j→+∞
∫
Ωj∩(0,1)n
W (Dvj + F ) dx . (5.10)
If we define uj(xα, xn) =
1
j vj(jxα, xn) then uj → 0 in L
p((0, 1)n;Rm) and
∫
Ωj∩(0,1)n
W (Dvj + F ) dx =
1
jn−1
∫
Ωj∩((0,j)n−1×(0,1))
W (Dvj + F ) dx
=
∫
Ω
j2
∩(0,1)n
W (Dvj(jyα, yn) + F ) dy
=
∫
Ω
j2
∩(0,1)n
W (Dαuj + F |jDnuj) dy
= Ej(uj + Fxα, (0, 1)
n); (5.11)
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hence, we can conclude that
W0(F ) ≤ lim inf
j→+∞
Ej(uj + Fxα, (0, 1)
n)
= lim inf
j→+∞
∫
Ωj∩(0,1)n
W (Dvj + F ) dx
≤ W hom(F ) + η
by (5.6), (5.11), (5.10) and (5.7).
Now we prove the converse inequality. Let uj → 0 be such that
W0(F ) = lim
j→+∞
Ej(uj + Fxα, (0, 1)
n).
By [8] Lemma 2.6 we can choose uj 1-periodic in xα; let vj be defined by vj(x) =
juj(xα/j, xn). With fixed j,N ∈ N, (0, 1)
n =
⋃N
m=1(0, 1)
n−1× ((m− 1)/N,m/N);
we can define a function vj,m by setting
vj,m(xα, xn) =


vj(xα, xn +
2k
N ) if
m−1
N −
2k
N < xn <
m
N −
2k
N
vj(xα,
2m
N − xn −
2k+2
N ) if
m−1
N −
2k+1
N < xn <
m
N −
2k+1
N
for k ∈ Z, which is 1-periodic in xα and 2/N -periodic in xn. Hence, we can
construct
wj,k|(0,1)n−1×((m−1)/N,m/N) = vj,m,k(x)
where vj,m,k(x) =
j
kvj,m(
k
j x), such that wj,k is
j
k -periodic in xα and
wj,k|(0,1)n−1×((m−1)/N,m/N) →
(
0,
(∫
(0,1)n
Dnvj,mdx
)
xn
)
= wm
as k → +∞, in Lp((0, 1)n;Rm). In this case the functions wj,k defined as above
belong to W1,p(Ωk ∩ (0, 1)
n;Rm).
Finally, we define w such that
w|(0,1)n−1×((m−1)/N,m/N) = w
m
which is 1-periodic in xα. Let
A
m/N
j = Ωj ∩ {xn = m/N}
and
A
m/N
k = Ωk ∩ {xn = m/N},
we define
ENj =
N⋃
m=1
A
m/N
j × ((m− 1)/N,m/N)
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and
ENk =
N⋃
m=1
A
m/N
k × ((m− 1)/N,m/N).
We restrict our analysis to the case where k/j odd, the other case being dealt with
by introducing a small error term. Hence, if we use the notation
Il(u, (0, 1)
n) =
∫
EN
l
∩(0,1)n
W (Du) dx
(l = j or k) we have that
Ij(vj + Fxα, (0, 1)
n) = Ik(wj,k + Fxα, (0, 1)
n). (5.12)
Reasoning as in Theorems 4.11 and 4.13 we get that
Ihom(w + Fxα, (0, 1)
n) = Γ- lim
k→+∞
Ik(w + Fxα, (0, 1)
n)
=
N∑
m=1
∫
(0,1)n−1×((m−1)/N,m/N)
Whom(m/N,Dw + F ) dx
=
N∑
m=1
∫
(0,1)n−1×((m−1)/N,m/N)
Whom
( [xnN ] + 1
N
,Dw + F
)
dx
=
∫
(0,1)n
Whom
( [xnN ] + 1
N
,Dw + F
)
dx
≥
∫ 1
0
W˜hom
( [xnN ] + 1
N
,F
)
dxn
by (5.9). Taking the limit as N → +∞, we obtain
Ihom(w + Fxα, (0, 1)
n) ≥W hom(F ) (5.13)
by Proposition 5.2. Hence,
Ej(uj + Fxα, (0, 1)
n) =
∫
Ωj∩(0,1)n
W (Dvj + F ) dx
≥ lim inf
k→+∞
Ik(wj,k + Fxα, (0, 1)
n)
≥ W hom(F )
by (5.11)-(5.13). By the choice of (uj) we get the desired inequality.
The proof of Theorem 5.1 will be complete once we observe that in the convex
case formula (5.5) simplifies that in Theorem 4.13 (see e.g. [6] Section 14.3).
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5.2 Convergence of minimum problems
As an application of the Γ-convergence result of the previous section, we describe
the asymptotic behaviour of problems of the form
mε,δ = min
{∫
Ω(ε,δ)
W (Du) dx : u ∈ Lp(ω × (−ε, ε);Rm),
u|Ω(ε,δ) ∈W
1,p(Ω(ε, δ);Rm), u = φ on (∂ω)× (−ε, ε)
}
, (5.14)
where φ = φ(xα) ∈W
1,p(ω;Rm), Ω(ε, δ) is given by (1.2) and f and W satisfy the
hypotheses of Theorem 5.1. By using Poincare´’s inequality it can immediately be
checked that problem (5.14) admits at least one solution for each choice of ε, δ > 0.
The asymptotic behaviour of these solutions when ε → 0 and δ << ε is given by
the following result.
Proposition 5.4 Let ε and δ = δ(ε) satisfy the hypotheses of Theorem 5.1, and
for each ε let uε be a solution of (5.14). Then, upon extracting a subsequence, there
exist a sequence (vε) in L
p(ω× (−1, 1);Rm) and a function w ∈W1,p(ω;Rm) such
that
(i) vε = uε on Ω(ε, δ(ε)),
(ii) if wε(xα, xn) = vε(xα, εxn), then wε converges (with the identification
w(x) = w(xα)) to w in L
p((ω × (−1, 1);Rm),
(iii) w is a solution of the minimum problem
m˜0 = min
{∫
ω
2Whom(Dαu) dxα : u ∈ L
p(ω;Rm), u = φ on ∂ω
}
, (5.15)
where W hom is defined by (5.4) and (5.5),
(iv) mε,δ(ε)/ε converges to m˜0.
Proof. Note that, in the notation of Theorem 5.1, u˜ε defined by u˜ε(xα, xn) =
uε(xα, εxn) is a solution of
m˜ε =
1
ε
mε,δ(ε) = min
{∫
Ωε
W
(
Dαu,
1
ε
Dnu
)
dx : u ∈ Lp(ω × (−1, 1);Rm),
u|Ωε ∈W
1,p(Ωε;R
m), u = φ on (∂ω)× (−1, 1)
}
. (5.16)
By [8] Remark 2.3, upon extracting a subsequence, there exist wε ∈ L
p((ω ×
(−1, 1);Rm) converging to some w in Lp((ω× (−1, 1);Rm), Dnw = 0 and wε = u˜ε
on Ωε. By the well-known property of the convergence of minima and minimizers
of Γ-converging functionals (see e.g. [6] Theorem 7.2), (iii) and (iv) follow from
Theorem 5.1, since the Γ-limit is not influenced by the boundary value φ (see [8]
Lemma 2.6).
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