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Abstract. This paper proposes two effective normalized similarity functions 
for robust object detection in very high density impulse noisy images. These 
functions form an integral similarity estimate based on relations of minimum by 
maximum values for all pairs of analyzed image features. To provide invariance 
under the constant brightness changes, zero-mean additive modification is used. 
We explore properties of our functions and compare them with other commonly 
used for object detection in images corrupted by impulse noise. The efficiency 
of our approach is illustrated and confirmed by experimental results. 
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1 Introduction 
Impulse noise is frequently encountered in digital image and video due to transmis-
sion errors, defective pixels in camera sensors, faulty memory locations, and timing 
errors during the conversion [1, 2]. An important property for this noise type is that 
the corrupted pixels can take only the maximum and minimum values from dynamic 
range and that only part of the pixels is corrupted, and the rest are noise-free. Noise 
reduction increases the computational cost and it does not allow to get clear image for 
high noise level. Therefore, it is important to use image processing noise reducing 
methods for solving the mentioned tasks.  
Object detection and precise definition of object location in images and videos are 
widely used for many applied tasks: industrial inspection and medical diagnostics, 
stereo vision, reference marks detection and localization in space images of the earth's 
surface, tracking targets of airborne radar stations, etc [3, 4]. Absolute and relative 
object position in image or video can be determined after their localization. Camera 
calibration, image georeferencing, formation of stereo images by computer methods 
and other applications contain similar tasks. Therefore, many scientific works are 
devoted to the development of methods for detecting and localizing objects in images 
and video. Generally, many approaches calculate the similarity of reference object 
and an input image and compared with a threshold value.  
Unluckily, there is no a single similarity function that works very well for various 
images and for all tasks. Different tasks require different measure properties. There-
fore, traditional similarity metrics are improved [5, 6] or new functions are provided 
[7, 8, 9] considering expansion of applications of image processing, and different 
similarity functions are selected for various applications [10, 11]. For example, image 
detection in large databases requires high speed and low resistance to deformation of 
the image, but people tracking in video desires robustness to various types of noise 
and high accuracy of comparing selected features. 
Even in solving only one task uncertainty may also occur. For example, to cor-
rectly identity tracked people in a current frame, a maximum accuracy of the estima-
tion for people feature similarity with previous frames is required [12]. However, high 
accuracy for high density noise or overlapping parts of people by objects will lead to 
loss their index. It means that a person from previous frames will be identified as 
another person who has entered into the surveillance area and displayed on the current 
frame. This problem is also related to the fact that the number of possible grayscale 
and color images of the same size is huge, their correlation characteristics in practice 
are not perfect. This leads to false identification or inaccurate object localization when 
detection is performed in presence of various types of noise components in video or 
image. 
In this paper, we present a new effective function similarity for image and video 
corrupted by impulsive noise. These functions form an integral normalized similarity 
estimate based on sequential division of minimum by maximum values for all pairs of 
features. In Section 2, comprehensive analysis of main similarity functions used in 
image processing is presented. Section 3 presents our normalized similarity functions 
and computational costs for them. Section 4 presents experimental results. Finally, the 
conclusion and feature work details are provided in Section 5.  
2 Main similarity functions for image processing 
If two images O  and B  are identical, then value of the normalized metric 
0),( BOM , and the value of the normalized similarity function 1),( BOS . For 
another extreme case, when the differences between the images are maximized, the 
normalized metric 1),( BOM , and the similarity function usually 0),( BOS  or 
1),( BOS , if the mean value of the brightness levels is not taken into account. 
To compare two images  ijoO   and  ijbB  , NN   size, several similarity 
functions are often used [13]. It is known that linear relation between brightness of 
images allows to efficiently apply the correlation coefficient for image corrupted by 
additive noise [14]. The value of the normalized cross-correlation function (NCC) 
varies from 0 to 1 and is calculated as: 
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The normalization embodied into the zero-mean normalized cross-correlation 
function (ZNCC) allows one to tolerate linear brightness variations. Also, due to the 
subtraction of the local mean, the ZNCC provides better robustness than the NCC 
since it tolerates uniform brightness variations as well. In this case, ZNCC takes a 
value of (-1) to (+1) and is calculated by formula: 
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where o  and b  – mean values for images O  and B  (3): 
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Similarity function based on the Euclidean distance (ED) is characterized by a 
lower computational cost and is defined as: 
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Sum of squared differences (SSD) function is robust to Gaussian noise [15] and is 
calculated as: 
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where L  – of valid brightness values range. 
The function based on the weighted sum of squared differences (SSDW) is more 
stable to linear distortion of levels of analyzed characteristics compared to previous 
functions: 
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The Hausdorff metric-based function (Hd) can only be used for low noise, as in-
creasing noise level quickly reduces the estimation accuracy. This function is deter-
mined by the formula: 
 ijijijHd boLS  max
11  (7) 
In general case, to detect an object in an image, the similarity value is calculated 
for features of all subimages and object. The decision on object presence is made 
based on the comparison of obtained values with a threshold. If the condition is satis-
fied, decision about correspondence on subimage and object is made. For accurate 
localization similarity function value must exceed threshold only if the object is cor-
rectly positioned. However, ensuring the minimum probability of missing object 
(false-negative error) requires a lower threshold level, but this leads to an increase in 
the number of subimages, including near the correct location of the object in the im-
age that does not correspond to it, known as false-positive error. 
3 New normalized similarity functions 
The proposed two similarity functions use relationship calculation between the mini-
mum and maximum values for all pairs of analyzed features. Summation of the calcu-
lated values is used to obtain an integral normalized value that characterizes similarity 
of two images. Relationship calculation between descriptors will better emphasize 
local differences compared to subtraction. High resistance to noise is achieved 
through the use of summation when obtaining a complex normalized value. Minimum 
or maximum attribute is necessary to determine when searching a relationship be-
tween them, therefore, the proposed functions are called normalized minimax similar-
ity functions. 
To estimate image similarity of object  ijoO  , NN   size, and image  ijbB  , 
NN  size, functions are described as: 
• normalized minimax additive similarity p-function (MMADDP): 
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• normalized zero-mean minimax additive similarity p-function (ZMMADDP) : 
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For both proposed minimax functions, the following basic properties are obvious:  
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Presented functions are universal, as MMADDp returns a normalized value from 
(0) to (1) and ZMMADDp returns a value from (-1) to (1) for randomly selected fea-
tures of a pair of images. Table 1 shows a comparison of computational costs for 
similarity functions for images with size NN   pixels. 
Table 1. Computational costs for similarity functions 
Function 
name 
Number of addition / 
subtraction operations 
Number of multiplica-
tion / division opera-
tions 
Number of com-
parison operations 
NCC 3N(N-1) 3N2+3 – 
ZNCC 2N2+5(N-1)2 3N2+7 – 
ED N2+N(N-1)+1 N2+1 – 
SSD N2+N(N-1)+1 N2+3 – 
SSDV N2+3N(N-1)+1 3N2+4 – 
Hd N2+1 1 N2-1 
MMADDp 
(p=2) N(N-1) 3N
2+2 N2 
ZMMADDp 
(p=1) 2N
2+3N(N-1) N2+4 N2 
 
Thus, in comparison with function of normalized correlation, the offered minimax 
function provides reduction of calculation complexity, as minimum twice. As result, 
minimax similarity functions can be used for search of objects in a static image and 
for detecting moving objects in video sequences. 
4 Experimental results  
4.1 Parameter determination  
It is proposed to use the following parameters for the similarity functions analyti-
cal assessment when detecting objects in image: 
─ function value calculated for object and subimage ( A  – main peak). Value should 
aim to 1; 
─ main peak variance ( AD ). The value should aim to zero, meaning smaller value 
deviations A  from expected value;  
─ function maximum value from all side peak ( LS ) can be used to determine thresh-
old T , which should be less than T . 
─ maximum side peak variance (
LSD ) should also be as less as possible;  
─ side peak number at levels higher than 0.95 (
LSN ). The parameter can be used to 
evaluate the possible false-positive detection results number if the threshold value 
is incorrectly selected. 
Research software was developed using the MatLab package for experimental de-
termination of normalized minimax similarity functions qualitative characteristics. 
The software is based on an object detection algorithm in a grayscale image using 
pixel brightness as features. It includes the following steps: 
1. Selecting a subimage )..0,..0( nNlmMkBkl  , nm  size, from the 
upper left of the bitmap image; 
2. Similarity function calculation for a reference object O  of size nm  and 
the selected subimage klB  : 
 ),( klBOFS   (11) 
where F  is the mathematical transformation operator; 
3. Deciding on object availability by the rule: 
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whereT is the threshold; 
4. If the shift number is less than )()( nNmM  , move right or down one 
pixel and go to step 1, otherwise the search is finished. The analyzed total 
number of fragments is defined as )1()1(  nNmM . 
All parameters were calculated for 20 different images without noise and distor-
tion of size 150 × 150. For each of them 20 reference objects of 15×15 size were used 
with obtained values averaging. Values 1A  and 1AD  are obtained for all similar-
ity functions. 
The resulting values of the remaining parameters are given in Table 2. Analysis of 
the Table 2 shows that the proposed ZMMADDp function has the best characteristics 
for accurately determining object coordinates in images without noise. 
Table 2. Function characteristics for noise-free images 
Similarity Function LS  LSD  LSN  NCC 0,97786 0,00008 8568 
ZNCC 0,69987 0,01455 3 
ED 0,91882 0 481 
SSD 0,9918 0 11971 
SSDV 0,99948 0 20263 
Hd 0,74588 0,00054 43 
MMADDp (p=2) 0,64973 0,00496 263 
ZMMADDp (p=1) 0,47403 0,01489 6 
4.2 Noise resistance research 
Impulse noise is one of the interference types and it appears as random white or black 
dots in an image, i.e. corrupted pixels take a maximum or minimum valid value, for 
example, 255 and 0 for 8-bit images. Interference with an amplitude value greater 
than the useful signal dynamic range occurs, for example, during a fast transient, and 
is the cause of the appearance of impulse noise in the image. The impulse noise prob-
ability density function of a random variable z  is given by: 
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A pixel with a brightness value of ac   looks like a white point when c  (?), and 
a pixel with a brightness value of c  looks like a black point in image. Почитай. 
Здесь совсем непонятно. 
Impulse noise is a combination of white and black points (“salt and pepper”). Im-
pulse noise can be characterized by the noise density  , which determines the per-
centage of the corrupted pixels n  to a total number, i.e. the probability of distortion 
for each pixel. For impulse noise,   values [0.1, 0.3, 0.5, 0.8, 0.95] was chosen. Ob-
jects for detection in Fig. 1. are presented. 
 
    
a)   b)  c)  d) 
Fig. 1. Object tampletes: (a) for Fig. 2a, e, i; (b) for Fig. 2b, f, j; (c) for Fig. 2c, g, k;  
(d) for Fig. 2d, h, l; 
Fig. 2 shows some examples of images with the various noise levels. 
 
    a)   b)  c)  d) 
    e)   f)  g)  h) 
    i)   j)  k)  l) 
Fig. 2. Some test images: (a-e) noise-free images; (f-j) images corrupted by single-level im-
pulse noise with  = 0.5; (k-n) images corrupted by «salt and pepper» noise with  = 0.5 
The difference values between similarity function main and maximum side peaks 
show an assessment completeness and comparison of similarity functions in terms of 
resistance to various noise types (Table 3-4).  
Table 3. Experimental results for similarity functions stability to single-level impulse noise 
 LSA   Similarity Func-tion  =0.1  =0.3  =0.5  =0.8  =0.95 NCC -0.00365 -0.03498 -0.06312 -0.11406 -0.2196 
ZNCC 0.06579 -0.00573 -0.07419 -0.18602 -0.21083 
ED 0.01497 -0.02903 -0.02102 -0.02727 -0.0044 
SSD -0.0009 -0.00857 -0.01165 -0.01096 -0.01039 
SSDV -0.00001 -0.00037 -0.00083 -0.0038 -0.01349 
Hd -0.13882 -0.05725 -0.05569 -0.04392 -0.03216 
MMADDp (p=2) 0.20776 0.14718 0.1144 0.02539 -0.01688 
ZMMADDp(p=1) 0.07336 0.08461 -0.1426 -0.14419 -0.10195 
 
Correct object detection is possible when the side peak amplitude is below the 
similarity function main peak level: 
 0)(  LSA  (14) 
Object detection is possible for MMADDp function (p=2) at  = 0.8 when the im-
age is distorted by single-level impulse noise and salt and pepper noise. For other 
functions at this noise level, condition 0)(  LSA  is not observed. 
Table 4. Experimental results for similarity functions stability to salt and pepper noise 
 LSA   Similarity Function  =0.1  =0.3  =0.5  =0.8  =0.95 NCC -0.01046 -0.05543 -0.09423 -0.08755 -0.09563 
ZNCC 0.12058 0.01313 -0.12529 -0.19709 -0.34173 
ED 0.01589 0.00848 -0.0138 -0.03309 -0.03137 
SSD 0.00663 -0.00103 -0.02537 -0.02423 -0.05641 
SSDV 0.00006 -0.00009 -0.00053 -0.00045 -0.00062 
Hd -0.20314 -0.09176 -0.11529 -0.07843 -0.07843 
MMADDp (p=2) 0.22005 0.16443 0.10312 0.01452 -0.0042 
ZMMADDp (p=1) 0.38812 0.16848 0.04697 -0.03497 -0.07924 
 
The ZMMADDp (  =1) provides invariance under the constant change in bright-
ness. Object detection is possible for this function at  = 0.3 when the image is dis-
torted by single-level impulse noise and  = 0.5 for salt and pepper noise. 
5 Conclusion 
Normalized similarity functions for image evaluation are proposed. They are char-
acterized by satisfactory computational costs and can improve the detection and ob-
ject localization in image and video corrupted by impulse noise. Proposed functions 
are universal, they return a normalized value from (0) to (1) for randomly selected 
features. Similarity function resistant to a linear change of analyzed feature values of 
the compared images is proposed that returns a normalized value from (-1) to (1). 
Experiments were performed to compare these functions with the known ones for 
images corrupted by single-level impulse and salt and pepper noise. Pixel brightness 
values are used as image features for experiments. The obtained results have con-
firmed efficiency of presented similarity functions.  
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