m-variable first-order logic of uniform attachment random graphs by Malyshkin, Yury & Zhukovskii, Maksim
ar
X
iv
:2
00
8.
13
14
0v
1 
 [m
ath
.PR
]  
30
 A
ug
 20
20
m-VARIABLE FIRST-ORDER LOGIC OF UNIFORM
ATTACHMENT RANDOM GRAPHS
YURY MALYSHKIN, MAKSIM ZHUKOVKII
Abstract. We study logical limit laws for uniform attachment
random graphs. In this random graph model, vertices and edges
are introduced recursively: at time n + 1, the vertex n + 1 is in-
troduced together with m edges joining the new vertex with m
different vertices chosen uniformly at random from 1, . . . , n. We
prove that this random graph obeys convergence law for first order
sentences with at most m variables.
1. Introduction
The well-known first-order (FO) zero-one law for finite models [F76,
GKLT69] states that, for every FO sentence φ, a σ-structure (a vocab-
ulary σ is given) with the universe [n] := {1, . . . , n} chosen uniformly
at random satisfies φ with an asymptotical probability either 0 or 1,
n→∞. For graphs, this law can be reformulated in the following way.
For every FO sentence ϕ over graphs (σ consists of equality = and
adjacency ∼ relational symbols), the probability Pr(G(n, 1/2) |= ϕ)
that the binomial random graph G(n, 1/2) [JLR00, RZ15] satisfies ϕ
converges to either 0 or 1, n → ∞. For other constant probabilities p
of appearance of an edge, it is known that G(n, p) obeys FO zero-one
law as well [S91]. However, for p = n−α, the situation changes [SS88]:
zero-one law holds if and only if α is either irrational or bigger than
1 and does not equal to 1 + 1/ℓ, ℓ ∈ N. Moreover, when α ∈ (0, 1) is
rational, even the FO convergence law fails: there are FO sentences ϕ
such that Pr(G(n, n−α) |= ϕ) does not converge [SS88]. In this paper,
we study FO logical laws for uniform attachment random graphs.
Let us recall that FO sentences about graphs are built of the following
symbols: variables x, y, x1, . . ., logical connectives ∧,∨,¬,⇒,⇔, two
relational symbols ∼ (adjacency) and = (equality) , quantifiers ∃, ∀
and brackets (see the formal definition in, e.g., [L04, RZ15, S01]). For
Key words and phrases. uniform attachment, random graphs, 0-1 law, first-order
logic.
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example, the sentence
∀x∀y [¬(x = y) ∧ ¬(x ∼ y)]⇒ [∃z (x ∼ y) ∧ (z ∼ y)]
expresses the property of having diameter at most 2. Following stan-
dard notations of model theory, we write G |= ϕ when FO sentence ϕ
is true on graph G.
Let Gn be a random graph on the vertex set [n] with a random
set of edges. Gn obeys FO zero-one law, if, for every FO sentence ϕ,
limn→∞ Pr(Gn |= ϕ) ∈ {0, 1}. Gn obeys FO convergence law, if, for
every FO sentence ϕ, Pr(Gn |= ϕ) converges as n→∞.
Many random graph models are well-studied in the context of log-
ical limit laws. FO zero-one laws and convergence laws were estab-
lished for the binomial random graph ([S91, SS88]), random regular
graphs ([HK10]), random geometric graphs ([M99]), uniform random
trees ([M02]), and many others (see, e.g., [HMNT18, S01, SZ20, W93]).
However, for recursive random graph models, the only attempt to
prove logical laws was done by R.D. Kleinberg and J.M. Kleinberg [KK05].
In that paper, it was noticed that the preferential attachment random
graph with parameter m (the number of edges that appear at every
step) does not obey FO zero-one law when m ≥ 3. In our recent
paper [MZ20], we proved that, if m = 1, then both the preferential
attachment random graph and the uniform attachment random graph
obey FO 0-1 law. Let us recall that the uniform attachment random
graph [BRST, DL95, JKMS, MS95] is built in the following way. We
start with initial complete graph Gm,m on m vertices. Graph Gn+1,m is
built from Gn,m by adding the new vertex n + 1 and drawing m edges
from it to different vertices of Gn,m chosen uniformly at random. In
particular, it means that, for a given vertex v ≤ n, the probability to
draw an edge to it at step n + 1 is exactly m
n
. In [MZ20], we showed
that, form ≥ 2, Gn,m does not obey FO 0-1 law. However, the question
about validity of the FO convergence law is still open. In this paper,
we prove that the FO convergence law holds for sentences with at most
m variables.
We say that Gn obeys FO
m convergence law if, for every FO sentence
ϕ with at most m different variables, Pr(Gn |= ϕ) converges as n→∞.
In this paper, we prove the following.
Theorem 1. Gn,m obeys FO
m convergence law.
Let us notice that the study of the fragment FOm of the FO logic in
the context of limit laws is in the full accordance with the finite model
theory since proving or disproving logical limit laws leads to better
understanding of the hierarchy of these fragments which, in turn, is
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strongly related to estimation of time complexity of decision problems
formulated in the respective logics (see [L04, Chapter 6]).
The paper is organized as follows. In Section 2, we prove Theorem 1.
The proof is based on two auxiliary statements. The first one describes
the local structure of the random graph and is proven in Section 3.
The second one claims that, in the m-pebble Ehrenfeucht-Fraisse game
on two graphs G1 ⊂ G2 with the described in the first statement lo-
cal structure, Duplicator wins. The proof of the second statement is
given in Section 4. In Section 5, we conjecture that Gn,m obeys FO
convergence law and describe a possible approach to prove that.
2. Proof of Theorem 1
One of the main tools to prove FO logical limit laws is the Ehrenfeucht-
Fra¨ısse´ pebble game (see, e.g., [L04, Chapter 11.2]). Let us recall the
rules of the game.
The m-pebble game is played on two graphs G and H with m pebbles
assigned to each of them (say, g1, . . . , gm and h1, . . . , hm). There are
two players, Spoiler and Duplicator. In each round, Spoiler moves a
pebble to a vertex either in G or in H ; then Duplicator must move
the pebble with the same subscript to a vertex in the other graph. Let
xi1, . . . , x
i
m ∈ V (G) and y
i
1, . . . , y
i
m ∈ V (H) denote the vertices pebbled
by the players in the i-th round. Duplicator wins the game in R rounds
if, for every i ≤ R, the componentwise correspondence between the
ordered m-tuples xi1, . . . , x
i
m and y
i
1, . . . , y
i
m is an isomorphism from
G|{xi1,...,xim} to H|{yi1,...,yim} (hereinafter, we denote by G|A the subgraph
of G induced on the set of vertices A ⊂ V (G)). Otherwise the winner
is Spoiler.
Let us also recall that the quantifier depth of a FO sentence ϕ is,
roughly speaking, the maximum length of a sequence of nested quan-
tifiers in ϕ (see the formal definition in [L04, Definition 3.8]).
The well-known relation between elementary equivalence in finite
variable FO logics and pebble games is as follows.
Theorem 2. Duplicator wins the m-pebble game on G and H in R
rounds if and only if, for every FO sentence ϕ with at most m variables
and quantifier depth at most R, either ϕ is true on both G and H or
it is false on both graphs.
Note that the existence of the winning strategy for Duplicator always
follows from a ‘local structure’ of graphs. In other words, for every
R ∈ N, there exists a(R) such that, in order to verify a given property
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expressed by a FO sentence of quantifier depth at most R, it is sufficient
to know a(R)-neighborhoods of all vertices.
So, we start from describing ‘sufficient’ local properties of the random
graph sequence Gn,m.
Lemma 1. Let a ∈ N.
(1) For every r ∈ N, there exist εr > 0, n0 = n0(r) ∈ N, N0 =
N0(r) ∈ N such that
— for every n ≥ n0, with a probability at least 1− εr,
every cycle of Gn,m with at most a vertices either has all
vertices inside [N0] or is at distance at least a from [n0], and
every path with at most a vertices joining two vertices of [n0]
has all vertices inside [N0];
any two cycles with all vertices in [n] \ [n0] and having at
most a vertices are at distance at least a from each other;
— εr ↓ 0 as r →∞.
(2) For every N0 ∈ N, every K ∈ N, a.a.s., for every b ≤ a, there
are at least K distinct copies of Cb in Gm,n with all vertices in
[n] \ [N0].
(3) For every N0 ∈ N and every K ∈ N, a.a.s. every vertex of [N0]
has degree at least K in Gn,m.
Lemma 1 is proven in Section 3.
Assume that a FO sentence ϕ with at mostm variables and quantifier
depth R ≥ m has no limit probability. Then, there exist non-negative
numbers p1, p2 ≤ 1 and increasing sequences n
1
i , n
2
i →∞, i→∞, such
that p1 > p2 and, for every i ∈ N, Pr
[
Gn1i |= ϕ
]
≥ p1, Pr
[
Gn2i |= ϕ
]
≤
p2.
Fix ε = p1−p2
4
. Set a = 3R. Let r be such that εr < ε (εr is defined in
Lemma 1). Set n0 = n0(r), N0 = N0(r). Define the following properties
of graphs on the vertex set [n]:
Q1 : every cycle with at most a vertices either has all vertices inside
[N0] or is at distance at least a from [n0], every path with at
most a vertices joining two vertices of [n0] has all vertices inside
[N0], and any two cycles with all vertices in [n]\ [n0] and having
at most a vertices are at distance at least a from each other;
Q2 : for every b ≤ a, there exist at least m distinct copies of Cb with
all vertices in [n] \ [N0];
Q3 : every vertex of [N0] has degree at least N0 +m.
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By Lemma 1, a.a.s. Gn,m has properties Q2, Q3, and the property
Q1 holds with a probability at least 1− ε. Theorem 1 follows from the
claim below. The claim itslef is proven in Section 4.
Claim 1. Let H1, H2 be graphs on vertex sets [n1] and [n2] respectively
with minimum degrees at least m. Let H1|[N0] = H2|[N0] and both H1
and H2 have properties Q1, Q2, Q3. Then Duplicator wins the m-pebble
game on H1 and H2 in R rounds.
Indeed, for i such that, min{n1i , n
2
i } > N0,
Pr
(
Gn1i ,m |= ϕ,Gn2i ,m 6|= ϕ
)
≥ Pr
(
Gn1i ,m |= ϕ
)
−Pr
(
Gn2i ,m |= ϕ
)
≥ p1−p2.
By Theorem 2,
Pr
({
S. wins on Gn1i ,m, Gn2i ,m in m-pebble game in R rounds
}
∧
2∧
ℓ=1
3∧
j=1
{
Gnℓi ,m ∈ Qj
})
≥
Pr
({
Gn1i ,m |= ϕ,Gn2i ,m 6|= ϕ
}
∧
2∧
ℓ=1
3∧
j=1
{
Gnℓi ,m ∈ Qj
})
≥
Pr
(
Gn1i ,m |= ϕ,Gn2i ,m 6|= ϕ
)
−
∑
ℓ∈{1,2},j∈{1,2,3}
Pr
(
Gnℓi ,m /∈ Qj
)
≥
p1 − p2 − 2ε− o(1) =
p1 − p2
2
− o(1)
which is bounded away from 0 that contradicts Claim 1.
3. Proof of Lemma 1
To prove Lemma 1, we first need the following standard facts (see,
e.g., [DL95]) about the maximum degree and the number of cycles. We
give here short proofs for the sake of convenience.
Let degn j be the degree of vertex j in Gn,m and ∆n = maxj∈[n] degn j
be the maximum degree of Gm,n.
Lemma 2. For any ǫ > 0 there is a constant Cǫ, such that
Pr(∀n ∆n > Cǫ(lnn)
2) < ǫ.
Proof. Clearly, for every j < n the probability that j ∼ n in Gm,n is
exactly m
n−1
. Since drawing edges at different moments are independent
from each other, we get that, by Markov inequality, for any C > 0,
Pr
(
degn j ≥ C (lnn)
2) = Pr (exp [degn j] ≥ exp [C (lnn)2]) ≤
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em−C(lnn)
2
n−1∏
i=j
(
1 +
m(e− 1)
i
)
≤ e−C(lnn)
2+m(e−1) lnn+O(1).
Therefore,
Pr
(
∃n ∆n ≥ C (lnn)
2) ≤ ∞∑
n=m+1
ne−C(lnn)
2+m(e−1) lnn+O(1).
Since the right side of this inequality converges, and approaches 0 as
C →∞, Lemma 2 follows. 
Notice that, in the proof of Lemma 2 we show that, uniformly in
n ∈ N,
(1) Pr(∆n ≥ C (lnn)
2) ≤ e−C(lnn)
2(1+o(1)).
Let Ck(n) be the number of cycles of length k in Gm,n.
Lemma 3. For any ǫ > 0 there is a constant C ′ǫ, such that
Pr
(
∀n Ck(n) > C
′
ǫ(lnn)
2(k−2)2+2
)
< ǫ.
Proof. Let Cε/2 be the constant from Lemma 2. The event
Dn :=
{
∆n ≤ Cε/2 (lnn)
2}
implies that every vertex in Gm,n has (k − 2)-neighborhood of size at
most Fn := (Cε/2 ln
2 n)k−2. Then, the probability to form a cycle of
length k at time n + 1 (or, in other words, to join vertex n+ 1 to two
vertices such that the second one is in the (k− 2)-neighborhood of the
first one) conditioned on Dn does not exceed m(m − 1)Fn/n. Let ξn
be Bernoulli random variable that equals 1 if the vertex n belongs to
a k-cycle in Gn,m. From the above, there exist independent Bernoulli
random variables ξ˜n, n ≥ m+1, with parameter
m(m−1)Fn
n
+1−Pr(Dn)
such that ξn ≤ ξ˜n for every n. We get that, for every C > 0,
Pr
(
ξm+1 + . . .+ ξn > C (lnn)
2k−2
)
≤ Pr
(
ξ˜m+1 + . . .+ ξ˜n > C (lnn)
2k−2
)
=
Pr
(
exp
[
ξ˜m+1 + . . .+ ξ˜n
]
> exp
[
C (lnn)2k−2
])
≤
e−C(lnn)
2k−2
n−1∏
i=m
(
1 + (e− 1)
m(m− 1)Fi
i
+ 1− Pr(Dn)
)
.
The bound (1) implies that
Pr
(
ξm+1 + . . .+ ξn > C (lnn)
2k−2
)
≤ e−C(lnn)
2k−2+O([lnn]2k−3).
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Since
∑
n e
−C(lnn)2k−2(1+o(1)) converges and approaches 0 as n → ∞,
there exists C ′ε such that
Pr
(
∃n ξm+1 + . . .+ ξn > C
′
ε (lnn)
2k−2
)
< ε/2.
Finally, conditioned on Dn, the vertex n+1 gives at most
(
m
2
)
F k−3n new
k-cycles. Since Pr(∩Dn) < ε/2, Lemma 3 follows. 
Now let us prove Lemma 1.
Proof. Let us prove the first part of Lemma 1.
Due to Lemma 2 and Lemma 3, for any ε > 0, there is a constant
Cε such that, with probability at least 1− ǫ/3, for every n,
(2) ∆n ≤ Cε (lnn)
2
and the union of 3a-neighborhoods of all cycles of length at most a
(denote this union by Ua(n)) contains at most Fn := Cε(lnn)
2a2−2a+10
vertices. Under the condition that
(3) |Ua(n)| ≤ Fn,
the probability that n + 1 is adjacent to at least two vertices of Ua(n)
in Gm,n+1 does not exceed m
2Fn/n
2. At the same time, under the
condition (2), the probability that, in Gm,n+1, the vertex n+1 belongs
to two cycles that share at most one edge adjacent to n + 1, does not
exceed m4Cε(lnn)
4a−8/n2.
Since both
∑
n Fn/n
2 and
∑
n(lnn)
4a−8/n2 converge, there exists n0
such that, under the condition that, for all n, (2) and (3) hold, the
probability that, for any n > n0, any two cycles with all vertices in
[n] \ [n0] and having at most a vertices are at distance at least a from
each other is at least 1− ε/3.
Now, let U[n0],a(n) be the a-neighborhood of [n0] in Gn,m. (2) im-
plies that it contains at most n0Cǫ(lnn)
2a vertices. Hence, under
the conditions (2) and (3), the probability that n + 1 is adjacent to
at least 2 vertices of U[n0],a(n)
⋃
UC,a(n) in Gm,n+1 does not exceed
m2Cǫn0(lnn)
2a2−2a+10/n2. Therefore, there exists N0 > n0 such that,
with probability 1 − ǫ/3, for all n ≥ N0 the vertex n + 1 as adjacent
to at most 1 vertex of U[n0],a(n)
⋃
Ua(n) in Gm,n+1. Part 1 of Lemma 1
follows.
Let us switch to the second part. From 1, for large enough n (say,
n ≥ N), with probability at least 1− e−(lnn)
2(1+o(1)), there are at least
n/2 vertices at distance at least a − 1 from [N0]. The latter event
implies that there are at least n/4 pairs of vertices joining by a simple
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path of length b−2 having all vertices outside [N0]. To create a cycle of
length b ≤ a at step n+1, we have to connect new vertex n+1 with two
vertices at distance b− 2 from each other. Therefore, with probability
at least 1− e−(lnn)
2(1+o(1)), there are at least n/4 possibilities out of
(
n
2
)
for first two edges drawn from n + 1 to create a desired cycle. Let the
Bernoulli random variable ξn+1 equal 1 if and only if n + 1 belongs to
a b-cycle in Gm,n+1 having all vertices outside [N0]. Clearly, there exist
independent Bernoulli random variables ξ˜N+1, ξ˜N+2, . . . such that, for
every j ∈ {N+1, N+2, . . .}, ξj ≥ ξ˜j and Pr(ξj = 1) =
1
2j
−e−(ln j)
2(1+o(1))
(unformly in j). Therefore, for n > N ,
Pr(ξN+1 + . . .+ ξn < K) ≤ Pr(ξ˜N+1 + . . .+ ξ˜n < K) =
Pr(e−(ξ˜N+1+...+ξ˜n) > e−K) ≤ eK
n∏
j=N+1
(
1− (1− 1/e)
[
1
2j
− e−(ln j)
2(1+o(1))
])
= e− lnn
1−1/e+o(1)
2 → 0, n→∞.
Part 2 follows.
Finally, let us prove that a.a.s. every vertex of [N0] has high degree.
Let j ∈ [N0]. For n > N0, let ξn be the Bernoulli random variable
equal to 1 if and only if n ∼ j in Gm,n. Clearly, ξN0+1, ξN0+2, . . . are
independent and Pr(ξn = 1) =
m
n−1
, n > N0. Then, for n > N0,
Pr(ξN0+1 + . . .+ ξn < K) = Pr(e
−(ξN0+1+...+ξn) > e−K) ≤
eK
n∏
j=N0+1
(
1− (1− 1/e)
m
j − 1
)
= e−m(1−1/e+o(1)) lnn → 0, n→∞.
Part 3 follows. 
4. Proof of Claim 1
4.1. Constructions. In this section, we claim some properties of a
local structure of the considered random graph models and prove the
convergence laws via these properties. It turns out, that, after re-
moving from the random graphs a small amount of initial vertices, we
get a graph such that, for every a ∈ N, with high probability an a-
neighborhood of any vertex contains at most one cycle. Therefore, we
are forced to study trees and unicyclic graphs that could be embedded
in the random graphs as a-neighborhoods of certain vertices.
A perfect r-ary tree is a rooted tree where every non-leaf vertex have
exactly r children, and all leaf nodes are at the same distance from the
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root. The depth of a rooted tree is the longest distance between its root
and a leaf.
Let us call an induced subgraph H of G pendant, if every vertex of
H having a degree at least 2 has no neighbors outside H . A rooted
induced subtree T of G is weakly pendant, if the root of T is adjacent
to an only vertex v outside T , and every non-root vertex of T having
a degree at least 2 has no neighbors outside T . The vertex v is called
the parent of T .
We call a graph H super-admissible, if, for n large enough, with pos-
itive probability, Gn has a pendant subgraph H˜ isomorphic to H . We
call a rooted tree T super-admissible, if, for n large enough, with posi-
tive probability, Gn has a rooted pendant subtree T˜ , isomorphic to T .
Let a ∈ N.
Let T be a rooted tree of depth d. For v ∈ V (T ), let Tv be a subtree
rooted in a vertex v of T and induced on the set of all descentands of
v (children, children of their children, etc.) and v itself. A rooted tree
T−a is obtained from T in the following (d− 1)-steps procedure.
In step 1, consider vertices of T at distance d− 1 from the root. If a
vertex has more than a children being leaves remove all but a of them.
Denote the obtained graph by T 1.
Let i < d− 1 steps are finished. At step i+ 1, consider, one by one,
every vertex of T i at distance d− i− 1 from the root. For every such
vertex v, consider the set Wv of its children. Divide the set of trees T
i
w,
w ∈ Wv, into isomorphism classes (of rooted trees). For every class,
if its cardinality is greater than a, remove all but a trees of this class
from the tree. Denote the obtained graph by T 1.
Set T−a = T
d−1.
We say that two rooted trees T1, T2 are a-isomorphic, if (T1)
−
a
∼=
(T2)
−
a (isomorphism of rooted trees). We say that T is a-trivial, if T is
a-isomorphic to a perfect a-ary tree.
A rooted tree T is a-super-admissible, if there exists a super-admissible
rooted tree T˜ which is a-isomorphic to T .
Let C be a rooted unicyclic graph of depth d (it contains exactly
one cycle and one vertex called a root, the largest distance between
the root and another vertex equals d) with root R and simple cycle
C∗. For v ∈ V (C), let Cv be a subtree rooted in a vertex v of C and
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induced on the set of all descentands of v (vertices that are at distance
bigger than d(R, v) from R and do not belong neither to C∗ nor to the
shortest path between C∗ and R) and v itself. For every vertex v either
from C∗ or from the shortest path between C∗ and R, replace Cv with
(Cv)
−
a (and preserve roots) and denote the obtained graph by C
−
a .
Let us call C perfect a-ary if, for every vertex v either from C∗ or
from the shortest path between C∗ and R, Cv is a perfect a-ary tree of
depth d− d(R, v).
We say that two rooted unicyclic graphs C1, C2 are a-isomorphic, if
(C1)
−
a
∼= (C2)
−
a (an isomorphism preserves a root). We say that C is
a-trivial, if C is a-isomorphic to a perfect a-ary unicyclic graph.
A rooted unicyclic graph C is a-super-admissible, if there exists a
super-admissible rooted unicyclic graph C˜ which is a-isomorphic to C.
4.2. The proof. Without loss of generality, Spoiler chooses a vertex
x1 in H1 in the first round. Duplicator responds with a vertex y1 chosen
by the following rules.
If x1 ∈ [N0] and dH1|[N0](x1, [n0]) ≤ 2
m, then y1 = x1.
If dH1(x1, [n0]) =: d ≤ 2
m and either x1 /∈ [N0], or dH1|[N0](x1, [n0]) >
2m, then find the shortest path P between x1 and a vertex from [n0].
Let v0 . . . u be the longest subpath of P that starts in v0 ∈ [n0] and
never goes outside [N0]. Let B1 be the ball of radius 2
m− dH1(u, x1) in
H1|[N0] with center in u. In H2, there exists a vertex y1 /∈ B1 such that
the shortest path between y1 and u has length exactly d0 = dH1(x1, u)
and all its inner vertices are outside B1. Indeed, by Q3, u has at least
m neighbors in H2 outside [N0]. Let v be one of them. Let vv1 . . . vd0−1
be an arbitrary simple path in H2. If it meets B1, then either there is a
simple cycle with length at most 2m at distance at most 2m − d0 ≤ 2
m
from [n0], or it meets [n0]. In the latter case, we get a path joining two
vertices of [n0] of length at most 2
m + d0 ≤ 2
m+1 and having the inner
vertex v outside [N0]. This contradicts the property Q1.
If dH1(x1, [n0]) > 2
m and, in H1, there is a simple b-cycle C1 inside
the ball with radius 2m and center in x1, then, by Q2, in H2, there
exists a simple b-cycle C2 with all vertices outside [N0] and a vertex y1
such that d(y1, C2) = d(x1, C1).
Finally, if dH1(x1, [n0]) > 2
m and, in H1, there are no simple cycles
inside the ball with radius 2m and center in x1, then let v /∈ [N0] be a
neighbor of a vertex u from [n0]. Find a path uv . . . y1 of length 2
m+1.
As above, by Q1, dH2(y1, [n0]) = 2
m+1 and, in H2, there are no simple
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cycles inside the ball with radius 2m and center in y1.
Let us assume that r ∈ [m − 1] rounds are played. Let there be
chosen vertices x1, . . . , xr in H1 and vertices y1, . . . , yr in H2, where
the vertices xi, yi are chosen in the ith round. Moreover, assume that,
for every i ∈ [r], one of the following possibilities holds (it is clear, that
it holds for r = 1):
1i xi = yi ∈ [N0], dH1|[N0](xi, [n0]) ≤ 2
m+1−i;
2i in H1, there exists a pendant subgraph B
1
i which is either an
m-trivial rooted tree of depth 2m+1−i with root xi or an m-
trivial unicyclic graph of depth 2m+1−i with root xi, such that
B1i does not share vertices with [n0], and the same (existence of
B2i ) applies for yi and H2;
3i there exists a subset Vi ⊂ [N0], a vertex ui ∈ Vi, m-trivial
rooted trees T 1i ⊂ H1, T
i
2 ⊂ H2 of depth 2
m+1−i and subgraphs
B1i ⊂ H1, B
2
i ⊂ H2 such that
— xi 6= ui, yi 6= ui are the roots of T
1
i , T
2
i respectively;
— for γ ∈ {1, 2}, V (T iγ) ∩ Vi = {ui};
— dT 1i (xi, ui) = dT 2i (yi, ui);
— v ∈ Vi if and only if dH1|[N0](v, ui) ≤ 2
m+1−i − dH1(xi, ui);
— for γ ∈ {1, 2} and every non-leaf vertex v 6= ui of T
γ
i ,
degT γi (v) = degHγ (v);
— for γ ∈ {1, 2}, degHγ (ui) = degT γi (ui) + degH1|Vi
(ui), i.e.
ui does not belong to any edge other than edges from T
γ
i and
H1|Vi ;
— for γ ∈ {1, 2}, Bγi = T
γ
i ∪Hγ|Vi ∪ F
γ
i is the ball in Hγ of
radius 2m+1−i and with center in xi or yi (for γ = 1 or γ = 2
resp.), Fγi is a forest of m-trivial rooted trees having roots in
Vi and sharing no other vertices with Vi and T
γ
i .
Moreover, let, for every j ∈ [i − 1], either d(xi, xj) > 2
m+1−i and
d(yi, yj) > 2
m+1−i, or d(xi, xj) = d(yi, yj) ≤ 2
m+1−i and the following
condition ISj is satisifed.
Let either 2i or 3i holds. Let Y be the set of all j ∈ [i− 1] such that
d(xi, xj) ≤ 2
m+1−i. Recall that B1i is the ball in H1 with radius 2
m+1−i
and center in xi, and B
2
i is the ball in H2 with radius 2
m+1−i and center
in yi.
If 2i holds, then there exist perfect m-ary rooted graphs (tree or
unicyclic) (B1i )
∗
⊂ B1i , (B
2
i )
∗
⊂ B2i such that
• B1i and (B
1
i )
∗
, B2i and (B
2
i )
∗
are m-isomorphic,
• there exists an isomorphism f : (B1i )
∗
→ (B2i )
∗
such that
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— f(xj) = yj, j ∈ Y ,
— for every j ∈ Y with 1j , either xi ∈ [N0], dH1|[N0](xj , xi) ≤
2m−j and xi = yi, or a shortest path from xi to xj has ver-
tices outside [N0], leaves [N0] at the first time at vertex uj, any
shortest path from yj to yi leaves [N0] at the first time also at
uj and f(uj) = uj.
If 3i holds, then there exists perfect m-ary rooted trees (R
γ
i )
∗
⊂ Rγi ,
(F γ)∗ ⊂ F γ for all trees F γ from Fγi such that
• Rγi and (R
γ
i )
∗
, F γ and (F γ)∗ , F γ ∈ Fγi , are m-isomorphic,
• there exists an isomorphism f : (R1i )
∗
∪(F1i )
∗
∪H1|[Vi] → (R
2
i )
∗
∪
(F2i )
∗
∪H2|[Vi] (here, (F
γ
i )
∗
=
⊔
F γ∈Fγi
(F γ)∗) such that
— f(xj) = yj, j ∈ Y ,
— f(v) = v for v ∈ Vi.
Without loss of generality assume that, in round r+1, Spoiler chooses
a vertex xr+1 in H1. Clearly, showing that there exists a vertex yr+1 in
H2 such the above also holds for r + 1, finishes the proof of Claim 1.
Let us do that.
(1) If xr+1 ∈ [N0] and dH1|[N0](xr+1, [n0]) ≤ 2
m−r, then yr+1 = xr+1.
So, 1r+1 holds.
It remains to prove that, for j ∈ [r], either d(xj , xr+1) >
2m+1−j and d(yj, yr+1) > 2
m+1−j , or d(xj, xr+1) = d(yj, yr+1) ≤
2m+1−j .
• Assume that d(xj , xr+1) > 2
m−r.
If 1j holds, then dH2|[N0](yj, yr+1) = dH1|[N0](xj , xr+1) > 2
m−r.
If, in H2, there exists a path between yj and yr+1 having length
at most 2m−r, then it has a vertex outside [N0], that contradicts
Q1. Therefore, dH2(yj, yr+1) > 2
m−r.
If 2j holds, then B
2
j does not contain any vertex of [n0]. There-
fore, d(yj, yr+1) > 2
m−r.
If 3j holds and xr+1 ∈ Vj , then
d(yj, yr+1) = d(yj, uj)+d(uj, yr+1) = d(xj , uj)+d(uj, xr+1) = d(xj, xr+1) > 2
m−r.
Finally, if xr+1 /∈ Vj , then either yr+1 does not belong to B
2
i
and, therefore, d(yj, yr+1) ≥ 2
m+1−j > 2m−r, or yr+1 ∈ V (B
2
i ).
But the latter case is impossible, since yr+1 can not be inside
the ‘forest part’ of B2i due to the property Q1.
• Assume that d(xj , xr+1) ≤ 2
m−r.
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Then, d(xj , [n0]) ≤ 2
m−r+1 ≤ 2m−j+1. If xj ∈ [N0] and
dH1|[N0](xj , [n0]) ≤ 2
m−j+1, then xj = yj and, therefore, d(yj, yr+1) =
d(xj , xr+1) due to the property Q1. If xj /∈ [N0] or dH1|[N0](xj , [n0]) >
2m−j+1, then 3j holds. If xr+1 ∈ Vj, then
d(yj, yr+1) = d(yj, uj)+d(uj, yr+1) = d(xj , uj)+d(uj, xr+1) = d(xj, xr+1).
If xr+1 /∈ Vj, then xr+1 does not belong to B
1
j due to the property
Q1. But this is impossible, since B1j is the ball in H1 with center
in xj and radius 2
m+1−j > 2m−r and d(xj, xr+1) ≤ 2
m−r.
(2) Let d(xr+1, [n0]) ≤ 2
m−r and either xr+1 /∈ [N0] or dH1|[N0](xr+1, [n0]) >
2m−r.
Let J be the set of all i ∈ [r] such that d(xi, xr+1) ≤ 2
m−r.
Divide the set J = J1 ⊔ J3 in the following way: i ∈ J1 if and
only of i1 holds and i ∈ J3 if and only if i3 holds.
• Assume first that J3 is empty.
The way how yr+1 is chosen is similar to the way how y1 is
chosen in the first round. The only difference is that we should
find a vertex which is far enough from all the chosen vertices yi
with 3i.
Recall that ur+1 is the vertex of [N0] after which a shortest
path joining [n0] with xr+1 leaves the set [N0] at the first time.
The set Vr+1 induces the ball of radius 2
m−r − dH1(ur+1, xr+1)
in H1|[N0] with center in ur+1.
Find the set I of all i ∈ [r] such that 3i holds and ui = ur+1.
For i ∈ I, let vi be the neighbor of ui on the path between ui
and yi in R
2
i . Due to the properties Q1 and Q3, in H2, there
exists a vertex yr+1 /∈ Vr+1 such that the shortest path between
yr+1 and ur+1 has length exactly d0 = dH1(xr+1, ur+1), all its
inner vertices are outside Vr+1 and the neighbor of ur+1 in this
path does not belong to {vi, i ∈ I}.
The properties Q1 and Q3 imply 3r+1. For i ∈ J1, xi = yi ∈
Vr+1 since, otherwise, we get a contradiction with the property
Q1 in the usual way. Therefore, d(yi, yr+1) = d(xi, xr+1).
It remains to prove that there is no i ∈ [r] \ J1 such that
d(yi, yr+1) ≤ 2
m−r. Assume that such a yi, i ∈ [r] \ J1, exists.
Clearly, yi /∈ Vr+1 since, otherwise, dH2|[N0](yi, [n0]) < 2
m−r <
2m+1−i and, therefore, xi = yi. This contradicts the assumption
that d(xi, xr+1) > 2
m−r. If yi ∈ [N0]\Vr+1 and dH2|[N0](yi, [n0]) ≤
2m−r, then we get a contradiction with the property Q1 in the
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usual way. Thus, 3i holds. Let ui 6= ur+1. Since d(yi, yr+1) ≤
2m−r, the shortest path between yr+1 and yi goes through ui and
ur+1 (otherwise, we get a contradiction with Q1). Therefore,
ur+1 ∈ Vi and
d(xi, xr+1) ≤ d(xi, ui) + d(ui, ur+1) + d(ur+1, xr+1) =
d(yi, ui) + d(ui, ur+1) + d(ur+1, yr+1) = d(yi, yr+1) ≤ 2
m−r
— a contradiction. Finally, let ui = ur+1. Since, by the con-
struction, the neighbors of ur+1 in the paths between ur+1 and
yi, yr+1 are distinct, then, due to the property Q1, the short-
est path between yi and yr+1 is the union of the paths between
ui, yi and ui, yr+1. Then,
d(xi, xr+1) ≤ d(xi, ui)+d(ur+1, xr+1) = d(yi, ui)+d(ur+1, yr+1) = d(yi, yr+1) ≤ 2
m−r
— a contradiction.
• Now, let J3 6= ∅. Let j be the maximum number in J3.
Due to the property Q1, either xr+1 ∈ V (R
1
j ), or xr+1 ∈
V (F1j ). In the latter case, ur+1 is the root of a tree from F
1
j that
contains xr+1. However, we will assume that xr+1 ∈ V (R
1
j ) to
avoid new notations (this does not change the below arguments
anyhow). Find all i ∈ J3 such that ui = ur+1. Let J
0
3 be the set
of all such i. Let R1∗ be the tree obtained from R
1
r+1 by moving
the root to ur+1, and removing all vertices v /∈ {ur+1, xi, i ∈
J 03 } such that, in the obtained tree, there is no descendant of
v equal to any of xi, i ∈ J
0
3 . By the condition ISj, R
2
j contains
R2∗
∼= R1∗ rooted in ur+1 and there exists an isomorphism of
rooted trees f : R1∗ → R
2
∗ such that f(xi) = yi, i ∈ J
0
3 .
If xr+1 ∈ V (R
1
∗), then set f(xr+1) = yr+1. If xr+1 /∈ V (R
1
∗),
then find the closest vertex v1 of R
1
∗ to xr+1 in R
1
j . Let v2 =
f(v1). Find a neighbor v /∈ V (R
2
∗)∪{yi, i ∈ [r]} of v2 in R
2
j such
that, in the tree obtained from R2j by moving the root to ur+1,
there is no descendant of v among yi, i ∈ [r]. Let v2v . . . yr+1
be a path in R2j with length dR1j (v1, xr+1).
It is clear that 3r+1 holds. To prove ISr+1, it remains to show
that, for all i /∈ J , d(yi, yr+1) > 2
m−r and, for all i ∈ J1,
d(yi, yr+1) = d(xi, xr+1).
First, let i /∈ J . If yi /∈ V (B
2
r+1), then d(yr+1, yi) > 2
m−r.
Let yi ∈ V (B
2
r+1), then, by the construction, xi ∈ V (B
1
r+1) and
i ∈ J — a contradiction.
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Finally, let i ∈ J1. Then, yi = xi ∈ Vr+1, since, otherwise,
Q1 does not hold. Therefore,
d(yr+1, yi) = d(yr+1, ur+1)+d(ur+1, yi) = d(xr+1, ur+1)+d(ur+1, xi) = d(xr+1, xi).
(3) Let d(xr+1, [n0]) > 2
m−r. Let J be the set of all i ∈ [r] such
that d(xi, xr+1) ≤ 2
m−r. Divide the set J = J1⊔J2⊔J3 in the
following way: i ∈ Jγ if and only of iγ holds, γ ∈ {1, 2, 3}.
• Assume first that J is empty.
If, in H1, there is a simple b-cycle C
1 inside the ball with
radius 2m−r and center in xr+1, then, by Q1 and Q2, in H2,
there exists a vertex yr+1 and a simple b-cycle C
2 such that
d(yr+1, C
2) = d(xr+1, C
1) and d(yr+1, yj) > 2
m−r for all j ∈ [r].
If, in H1, there are no simple cycles inside the ball with radius
2m−r and center in xr+1, then fix a vertex u ∈ [n0] and find all
its neighbors in H2 outside [N0]. By the property Q3, there are
at least m such neighbors. Then, by the property Q1, at least
one of them (v) is such that any simple path of length 2m−r+1
that starts on v and does not meet u does not contain any of
yj, j ∈ [r]. Let yr+1 be a vertex in the middle of one of such
paths. Clearly, for every j ∈ [r], d(yr+1, yj) > 2
m−r and, by
the property Q1, there are no simple cycles inside the ball with
radius 2m−r and center in yr+1.
• Let J1 6= ∅ and J2 ⊔ J3 = ∅.
Assume that there is no j ∈ J1 such that a shortest path
between xj and xr+1 lies inside [N0]. Let j ∈ J1. Let P be
a shortest path from xj to xr+1 and let u be the vertex from
[N0] where the path leaves [N0] at the first time. Let Vr+1 be
the set of all vertices of [N0] such that shortest paths between
them and u lie in [N0] and are not longer then 2
m−r−d(xr+1, u).
Find all neighbors of u in H2 outside [N0]. By the property Q3,
there are at least m such neighbors. Then, by the property
Q1, at least one of them (v) is such that any simple path of
length 2m−r+1 that starts on v and does not meet u does not
contain any of yi, i ∈ [r]. Let yr+1 be a vertex of one of such
paths such that d(yr+1, u) = d(xr+1, u). Clearly d(yr+1, yj) =
d(xr+1, xj). Moreover, by the property Q1, the ball B
2
r+1 with
radius 2m−r and center in yr+1 contains Vr+1 and d(yr+1, Vr+1) =
d(xr+1, Vr+1). By the property Q1, any xi, i ∈ J1, should be
inside Vr+1, and d(xi, xr+1) = d(xr+1, u) + d(u, xi). Therefore,
for all such i, d(yi, yr+1) = d(xi, xr+1). It remains to prove that,
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for all i ∈ [r] \ J1, d(yi, yr+1) > 2
m−r. By the construction, any
yi such that d(yi, yr+1) ≤ 2
m−r should be inside Vr+1. But there
are no such yi, i ∈ [r] \ J1.
Now, let there exist j ∈ J1 such that a shortest path be-
tween xj and xr+1 lies inside [N0]. Set yr+1 = xr+1. Clearly,
we only need to prove that there are no i ∈ [r] \ J1 such
that d(yi, yr+1) ≤ 2
m−r. Assume, that for some i ∈ [r] \ J1,
d(yi, yr+1) ≤ 2
m−r. If 1i holds, then a shortest path between
xi = yi and xr+1 = yr+1 has at least one vertex outside [N0].
But then, since d(xi, [n0]) ≤ 2
m+1−i and d(xj , [n0]) ≤ 2
m+1−j,
we get a contradiction with Q1. If 2i or 3i holds, then consider a
shortest path P in H1 from [n0] to xi. Let ui be the first vertex
of [N0] after which P leaves [N0]. By the property ISi, a shortest
path in H2 between [n0] and yi leaves [N0] at the same vertex.
Moreover, a shortest path from yr+1 to yi also leaves [N0] at ui
due to the property Q1. Since xr+1 = yr+1 and due to Q1, any
shortest path between xr+1 and xi meets ui. Therefore, we get
d(yr+1, yi) = d(yr+1, ui) + d(ui, yi) = d(xr+1, ui) + d(ui, xi) =
d(xr+1, xi). But then i ∈ J — a contradiction.
• Let J2 ⊔ J3 6= ∅. Let j be the maximum number in
J2 ⊔ J3.
Let B1r+1 contain a simple cycle C.
Let B1∗ be obtained from B
1
r+1 by removing all vertices v /∈
V (C)∪{xi, i ∈ J } such that there is no descendant of v (u is a
descendant of v if the distance between u and the simple cycle
C is larger than the distance between v and C) equal to any of
xi, i ∈ J . By the condition ISj, B
2
j contains B
2
∗
∼= B1∗ and there
exists an isomorphism f : B1∗ → B
2
∗ such that f(xi) = yi, i ∈ J .
If xr+1 ∈ V (B
1
∗), then set f(xr+1) = yr+1. If xr+1 /∈ V (B
1
∗),
then find the closest vertex v1 of B
1
∗ to xr+1 in B
1
r+1. Let
v2 = f(v1). Find a neighbor v /∈ V (B
2
∗) of v2 in B
2
j such that
there is no descendant of v equal to yi, i ∈ [r]. Let v2v . . . yr+1
be a path in B2j with length dB1j (v1, xr+1). Clearly, yr+1 is the
desired vertex.
Finally, let B1r+1 be a tree.
If ([r] \ [j]) ∩ J1 6= ∅, then there exists i ∈ [r] \ [j] such
that d(xr+1, xi) ≤ 2
m−r and 1i holds. Since d(xr+1, xj) ≤
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2m−r, we get that d(xi, xj) ≤ 2
m+1−r ≤ 2m+1−i and, there-
fore, d(xj, [n0]) ≤ 2
m+2−i ≤ 2m+1−j . Then, j ∈ J3. Moreover,
d(xi, xj) ≤ 2
m+1−j . Therefore, due to the property Q1, xi ∈ Vj
and any shortest path from xi to xj leaves [N0] at the first time
at uj.
If ([r] \ [j]) ∩J1 is empty, then j is the maximum number in
J .
Let B1∗ be obtained from the rooted tree B
1
r+1 by removing
all vertices v /∈ {xi, i ∈ J } such that there is no descendant of
v equal to any of xi, i ∈ J . By the condition ISj, B
2
j contains
B2∗
∼= B1∗ and there exists an isomorphism f : B
1
∗ → B
2
∗ such
that f(xi) = yi, i ∈ J ∩ [j]. If ([r] \ [j]) ∩ J1 = ∅, then this
isomorphism preserves all chosen vertices in r rounds. Let us
show that, when ([r] \ [j]) ∩ J1 6= ∅, such an isomorphism also
exists. From ISj and 3j , we get that we may choose f such that
f(u) = u for all u ∈ Vj . Since xi ∈ Vj for all i ∈ J , i > j, we
get that f(xi) = yi for all i ∈ J .
If xr+1 ∈ V (B
1
∗), then set f(xr+1) = yr+1. If xr+1 /∈ V (B
1
∗),
then find the closest vertex v1 of B
1
∗ to xr+1 in B
1
r+1 and let
v2 = f(v1). Find a neighbor v /∈ V (B
2
∗) of v2 in B
2
j such that
there is no descendant of v equal to yi, i ∈ [r]. The desired
vertex yr+1 is the final vertex of a path v2v . . . yr+1 in B
2
j with
length dB1j (v1, xr+1).
5. Discussions
In our paper, we prove FOm convergence law, i.e. we consider only
sentences with at most m variables. This assumption allows us to
significantly simplify the analysys of the local properties of graphs that
we study. In particular, for any vertex of Gn,m and a ∈ N, if its
a-neighborhood is a tree, then it is m-trivial. The same is true for
unicyclic neighborhoods: if a-neighborhood of a simple cycle does not
contain any other cycles, then it is (m− 2)-trivial.
Lemma 1 provides that for each ℓ, a and K ∈ N with high probabil-
ity there are at least K copies of Cℓ having m-trivial a-neighborhoods
(in fact, from the proof it follows that the number of such cycles is
asymptotically cl lnn). Without the limitation on the number of vari-
ables, we have to consider classes of m˜-isomorphism of unicyclic graphs
for m˜ > m. The arguments for tree-neighborhoods still work in this
case since: in each m˜-isomorphism class (for each m˜ there is a finite
number of equivalence classes) there are Ω(n) tree-neighborhoods with
high probability. Moreover, we can still conclude that each graph that
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contains more than one cycle, with high probability, disappears (as a
subgraph) after some moment. However, we can not apply any mod-
ification of Claim 1 since it is very hard to analyze distributions of
cardinalities of m˜-isomorphism classes of unicyclic a-neighborhoods.
We suggest that some classes contain Θ(lnn) graphs, while others con-
tain a finite number of graphs (and the latter cardinalities converge in
distribution). The main difficulty of such analysis is that, once a cy-
cle is formed, its a-neighborhood may switch between m˜-isomorphism
classes infinitely many times.
It is also interesting to consider other recursive models in the context
of FO limit laws. In particular, our methods can be applied to models
that avoid the above mentioning difficulties. For example, one could
put a restriction on the maximum degree of the graph (in a similar way
to [RW92]) and choose candidates for new attachments only among
vertices with degree less than d (for some fixed parameter d > 2m). In
such a model, for every m˜, cardinalities of classes of m˜-isomorphism
would be finite.
There are recursive random graph models that contain much more
dense small subgraphs (for example, graphs with edge-steps (see [ARS19,
ARS20])). An approach to prove or disprove logical limit laws for such
models should be modified significantly. It is also natural to consider
preferential attachment (see, e.g., [MZ20]) models. In preferential at-
tachment random graphs, the probability to form a cycle on vertices
with high degrees would increase significantly. In particular, it would
result in an increase of probability to form a new cycle near an old one.
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