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Abstract
We present some results about the Dress construction of Green functor associated to a G-monoid.
In particular, we see that the crossed Burnside rings, the representation rings of quantum double and
Hochschild cohomology rings are constructed by the Dress construction of some Green functors.
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1. Introduction
We study the structure of the Dress construction of Green functors for a finite group G
over a G-monoid S. In the last few years, several articles have been devoted to the study of
crossed Burnside rings, which are typical examples of rings given by Dress construction of
Green functors. The crossed Burnside ring XΩ(G,S) is the Grothendieck ring of the cate-
gory of finite crossed G-sets over S with respect to disjoint unions and tensor products [7].
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primitive idempotent of XΩ(G,S) at characteristic 0. Let p be a prime number and O a
complete discrete valuation ring of characteristic 0 with residue field of characteristic p.
Bouc gave explicit formula for primitive idempotents for XΩO(G,S) over O in [5]. He
stated explicit formula for the block idempotents of Mackey algebra µO(G) (see [12] for
definition), in terms of the blocks of the group algebra OG by using the natural ring ho-
momorphism from the crossed Burnside ring XΩO(G,Gc) over Gc to the center of the
Mackey algebra in [5], where Gc is the G-set G with G-action defined by conjugation.
Moreover, he gave some related results about the Dress construction of Green functor in
[3] and called it “Hochschild construction.”
The Dress construction of a Green functor is a tool giving new Green functors from
known one. It has the common properties of some natural constructions of rings related
to finite groups. In fact, the crossed Burnside ring XΩ(G,Gc) of G is constructed by
Dress construction of the Burnside Green functor XΩ(·,Gc) for G associated to Gc.
The Hochschild cohomology ring HH ∗(G,F ) of G over a commutative ring F is con-
structed by Dress construction of the cohomology Green functor H ∗ for G over Gc,
and the result was introduced by Bouc [3]. Another example is the construction of the
representation ring R(D(G)) of the quantum double D(G) of G from the ordinary rep-
resentation ring Green functor R(·) over Gc . Witherspoon introduced the representa-
tion ring Green functor R(DG(·)) of the quantum double D(G) [14]. She gave a direct
sum decomposition of R(D(G)) into ideals involving Green rings of subgroups using
the Thévenaz’ theorem [10]. Moreover, Siegel and she introduced the Hochschild co-
homology ring Green functor H ∗(·,FG) and gave a direct sum decomposition of the
Hochschild cohomology ring such as R(D(G)) [9]. Therefore, we can say that the Dress
construction of Green functor has quite natural and important property. We show how
the Dress construction of representation Green functor gives Witherspoon’s Green functor
R(DG(·)).
In Section 2, we give some related results in adjunction functors. We are not deal-
ing with Mackey 2-functors in this paper; but it is interesting to note this section is
related to the definition of them. Section 3 recalls the basic definition of Mackey func-
tors and Green functors. We give the structure of the Dress construction of Mackey
functors and Green functors. Section 4 describes the crossed Burnside ring Green func-
tors given by Dress construction of the Burnside Green functors associated to Gc. Sec-
tion 5 describes the representation ring Green functors of quantum double of a finite
group constructed by Dress construction associated to Gc. Section 6 recalls the construc-
tion of Hochschild cohomology ring from the cohomology Green functor introduced by
Bouc [3].
1.1. Notation. We will denote by S(G) the family of all subgroups of G. For a set (or
family) S with H -action we will denote [S]H the set of representatives of S by H -action
for H  G. We will denote by gH (respectively Hg) a conjugate subgroup gHg−1 (re-
spectively g−1Hg) of G by an element of g ∈ G and H  G. We will denote by gx
(respectively xg) a conjugate element gxg−1 (respectively g−1xg) of x ∈ G by g ∈ G
(respectively g ∈ G).
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functors for a finite group in details.
2. Adjoint functors
We will use a number of results from [7] on the category of crossed G-sets and crossed
Burnside rings.
2.1. Adjoint functors. A homomorphism ξ :G→H between finite groupoids (more gen-
erally finite categories) induces a triplet of adjoint functors
ξ!
⊥H-set ξ∗ G-set,⊥
ξ∗
where ξ∗ is defined by the composition of functors:
ξ∗ : (Y :H−→ set) −→ (Y ◦ ξ :G −→ set).
The left adjoint functor ξ! and the right adjoint functor ξ∗ to ξ∗ are constructed by using
the left and right Kan extensions [6].
We are interested only in the groupoids of the form (G,S), where G is a finite group
and S is a finite G-monoid. So let ξ :G → H be a group homomorphism between finite
groups and let ϕ :S → T be a monoid homomorphism between finite monoids such that
ϕ
(g
s
)= ξ(g)ϕ(s), s ∈ S, g ∈ G,
then we have a groupoid homomorphism (ξ,ϕ) : (G,S) → (H,T ) and then three functors
(ξ,ϕ)!  (ξ,ϕ)∗  (ξ,ϕ)∗
as above. Since (ξ,ϕ) is factorized as
(ξ,ϕ) : (G,S)
(1,ϕ)−−−→ (G,T ) (ξ,1)−−−→ (Im(ξ), T ) incl−−→ (H,T ),
where G acts on T by gt := ξ(g)t , it will suffice to study separately three cases:
(a) ξ is inclusion and ϕ = idT ,
(b) ξ is surjective and ϕ = idT , and
(c) ξ = idG.
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G-monoid. We also view S an H -monoid. A crossed H -set X over S is a finite H -set X
equipped with an H -map called a weight function
‖·‖ :X −→ S; x −→ ‖x‖.
A crossed H -map between two crossed H -sets X and Y is a H -map f :X → Y preserving
weights: ‖f (x)‖ = ‖x‖ for all x ∈ X. The category of finite crossed H -sets and crossed
H -maps is denoted H -xset/S. In this case, the inclusion H → G induces three functors:
IndGH :H -xset/S → G-xset/S (induction),
ResGH :G-xset/S → H -xset/S (restriction),
JndGH :H -xset/S → G-xset/S (multiplicative induction)
satisfying
IndGH  ResGH  JndGH ,
that is, IndGH (respectively ResGH ) is a left adjoint functor of ResGH (respectively JndGH ).
These functors are constructed by the standard way:
(a) IndGH(Y ) := G×H Y := G× Y/ ∼, where the equivalence relation ∼ is defined by
(g, y) ∼ (gh,h−1y) for some h ∈ H.
We write by [g,y] the class of (g, y). The weight of [g,y] is given by g‖y‖ and the
G-action is given by u[g,y] := [ug,y].
(b) ResGH (X) := X|H (= X, viewed as a H -set) with the same weight function as of X.
The H -action is the restriction of the G-action.
(c) Let (G/1)s be the transitive crossed G-set G with weight ‖g‖ = gs. Then
JndGH (Y ) :=
∐
s∈S
{s} × XMapH
(
ResGH
(
(G/1)s
)
, Y
)
=
{
(s, λ)
∣∣∣∣ s ∈ S, λ :G → Y ; λ(hg) = hλ(g),‖λ(g)‖ = gs, ∀g ∈ G, h ∈ H
}
with G-action given by u(s, λ) := (us, uλ), (uλ)(g) := λ(gu) and with weight
‖(s, λ)‖ := s.
We explicitly give the following bijections:
XMapG
(
IndGH(Y ),X
)∼= XMapH (Y,ResGH(X)),
XMapG
(
X, JndG(Y )
)∼= XMapH (ResG(X),Y ).H H
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The second bijection f ↔ f ′ is given by f → f ′; f ′(x) := λx(1), where f (x) =
(‖x‖, λx :G→ Y ), and by f ′ → f ; f (x)= (‖x‖, λx), where λx(g) := f ′(gx).
We have the following formulas:
IndGH (H/D)s ∼= (G/D)s, ResGH(G/D)s ∼=
∐
HgD∈H\G/D
(
H/H ∩ gD)gs .
The first bijection is given by the correspondence [g,hD] ↔ ghD, and the second by
hgD ↔ h(H ∩ gD), where g belongs to a complete set of representatives of H\G/D.
2.3. Conjugation. For a subgroup H of G and an element g of G, there is an equivalent of
categories called conjugation:
CongH :H -xset/S → gH -xset/S,
where gH := gHg−1, defined by
CongH (Y ) := g ⊗H Y, ‖g ⊗ y‖ := g‖y‖.
If g ∈ H , then CongH is an endo-natural equivalence of H -xset/S. Clearly,
CongH (H/D)s ∼=
(
gH/gD
)
gs
.
2.4. Another multiplicative induction. The above multiplicative induction JndGH pre-
serves Hadamard products [7, 5.8] of crossed H -sets, but not tensor products. When S
is commutative, there is another multiplicative induction which preserves tensor products.
Let S be a commutative G-monoid and H a subgroup of G. The required functor (crossed
multiplicative induction) is defined by
XJndGH :H -xset/S −→ G-xset/S; Y −→ MapH (G,Y ),
where
MapH(G,Y ) :=
{
λ :G → Y ∣∣ λ(hg) = hλ(g), ∀h ∈ H, g ∈ G}.
The G-action and the weight function on MapH (G,Y ) are given by
uλ :g −→ λ(gu), ‖λ‖ :=
∏
gH∈G/H
g
∥∥λ(g−1)∥∥.
This functor preserves tensor products:
XJndG(Y ⊗ Y ′) ∼= XJndG(Y )⊗ XJndG(Y ′)H H H
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λ(g) = (µ(g),µ′(g)). The functor XJnd does not possess a left adjoint functor, and so
it is not a right adjoint of the restriction functor. Furthermore, it also does not preserve
coproducts. But this functor is important because the triplet (Ind,Res,XJnd) gives a struc-
ture of a so-called Mackey functor (more precisely Mackey 2-functor) with multiplicative
induction.
2.5. Natural isomorphism. These functors make three systems of functors:
(H −→ H -xset/S, Ind,Res,Con),
(H −→ H -xset/S, Jnd,Res,Con),
(H −→ H -xset/S,XJnd,Res,Con),
from subgroups of G to Cats, the category of all categories. They satisfy some transitivity
formulas, e.g.,
IndGK ◦ IndKH ∼= IndGH ,
CongK ◦ResKH ∼= ResgH ◦CongK,
XJndGK ◦XJndKH ∼= XJndGH ,
for H K G, g ∈ G. The proof is easy. The third isomorphism is given by the bijection
MapK
(
G,MapH(K,X)
)∼= MapH (G,X); λ ←→ µ,
where µ(g) = λ(g)(1) and λ(g) = µ(kg) for g ∈ G, k ∈ K .
Furthermore, the following natural isomorphisms hold:
IndGH ◦ResGH ∼= (G/H)1 × (−),
JndGH ◦ResGH ∼= (−) ↑ (G/H)1,
XJndGH ◦ResGH ∼= (−)(G/H)1 .
Let X be a crossed G-set over S. Then the following bijection implies the first isomor-
phism:
IndGH ◦ResGH(X) ∼= (G/H)1 ×X; [g,x] ←→ (gH,gx).
Next, for any s ∈ S,
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(
ResGH
(
(G/1)s
)
,ResGH(X)
)
= {λ :G → X ∣∣ λ(hg) = hλ(g), ∥∥λ(g)∥∥= gs},(
X ↑ (G/H)1
)[s] = Map(G/H,X[s]),
and the required bijection
JndGH ◦ResGH(X) ∼= X ↑ (G/H)1; λ ←→ µ
in the second isomorphism is given by
λ −→ (µ :gH −→ gλ(g−1)), µ −→ (λ :g −→ gµ(g−1H )).
Finally, assume that S is commutative. Then XJndGH ◦ResGH (X) consists of H -maps from
G with H -action by left multiplication to ResGH (X). The third isomorphism follows from
the following bijection λ ↔ µ:
λ −→ (µ :gH −→ gλ(g−1)), µ −→ (λ :g −→ gµ(g−1H )).
2.6. Mackey decompositions. The above functors satisfy also Mackey formulas as in rep-
resentation theory of groups:
ResGH ◦ IndGK ∼=
∐
HgK
IndHH∩ gK ◦Res
gK
H∩ gK ◦CongK,
ResGH ◦ JndGK ∼=
∏
HgK
JndHH∩ gK ◦Res
gK
H∩ gK ◦CongK,
ResGH ◦XJndGK ∼=
⊗
HgK
XJndHH∩ gK ◦Res
gK
H∩ gK ◦CongK,
where
∏
means the Hadamard product of crossed G-sets (= the fiber product over S), and
HgK runs over H\G/K .
Let X be a crossed G-set over S. Then the first isomorphism
ResH ◦ IndGK(X) ∼=
∐
HgK
IndHH∩ gK(g ⊗ X)
is given by [hg,x] ↔ [h,g ⊗ x], where [h,g ⊗ x] is viewed as an element of HgK-
component and g is a representative of the double coset HgK . The second isomorphism
is the right adjoint of the first one. The explicit correspondence is given by (s, λ) ↔
(s,µg)HgK , where µg(h) = g ⊗ λ(g−1h). Finally, the third isomorphism
ResH MapK(G,X) ∼=
∏
MapH∩ gK(H,g ⊗ X)
HgK
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(λ :G −→ X) ←→ (µg :H −→ g ⊗ X)g,
where λ and (µg) are corresponding to each other by µg(h) = gλ(g−1h) and λ(kg−1h) =
kg−1µg(h). Since this correspondence preserves weights, we have a natural isomorphisms
as required.
2.7. Frobenius formulas.
(a) There are furthermore important formulas containing tensor products:
X ⊗ IndGH(Y ) ∼= IndGH
(
ResGH(X) ⊗ Y
)
,(
x, [g,y])↔ [g, (g−1x, y)],
IndGH(Y )⊗ X ∼= IndGH
(
Y ⊗ ResGH(X)
)
,([g,y], x)↔ [g, (y,g−1x)],
ResGH(X ⊗ X′) ∼= ResGH(X) ⊗ ResGH (X′),
ResGH(I) ∼= I.
The first and second isomorphisms are called Frobenius formulas.
(b) Using the uniqueness of adjoint functors, we have the following natural isomorphisms
about internal hom’s:
ResGH
(
hom(X,X′)
)∼= hom(ResGH(X),ResGH (X′)),
hom
(
IndGH(Y ),X
)∼= JndGH (hom(Y,ResGH(X))),
hom
(
X, JndGH (Y )
)∼= JndGH (hom(ResGH(X),Y )).
Explicitly, the correspondence (s, λ) ↔ (s,µ) of the second isomorphism is constructed as
follows. Given λ : IndGH(Y ) → X, the map µ is defined by
µ : hom
(
Y,ResGH(X)
)
, g −→ (s, µˆg :Y −→ ResGH(X)),
where µˆg(y) := gλ([g−1, y]). Conversely, given µ :g → (s, µˆg), the map λ : IndGH(Y ) → X
is defined by λ([g,y]) = gµˆg−1(y). Next, the correspondence in the third isomor-
phism (s, λ) ↔ (s,µ) is constructed as follows. Given (s, λ) ∈ hom(X, JndGH(Y )), where
λ :X → JndGH(Y ) satisfies ‖λ(x)‖ = s · ‖x‖, and write as λ(x) = (s · ‖x‖, λˆx), where
λx : G → Y satisfies λˆx(hg) = hλˆx(g). Then the map µ :G → hom(ResGH (X),Y ) is
defined by µ(g) = (g, µˆg), where µˆg : ResGH(X) → Y is defined by µˆg(x) = λˆg−1x(g).
Conversely, given (s,µ) ∈ JndGH(hom(ResGH (X),Y )), where µ :g → (gs, µˆg), the map
λ :X → JndG(H) is defined by λ(x) = (s · ‖x‖, λˆx), where λˆx :G → Y , λˆx(g) = µˆg(gx).H
66 F. Oda, T. Yoshida / Journal of Algebra 282 (2004) 58–82(c) Furthermore, we have the following natural isomorphisms:
ResGH
(
XX
′)∼= ResGH(X)ResGH (X′),
XInd
G
H (Y ) ∼= XJndGH
(
ResGH(X)
Y
)
,
XJndGH(Y )
X ∼= XJndGH
(
YRes
G
H (X)
)
.
In the second isomorphism, the correspondence between λ : IndGH(Y ) → X and µ :G →
ResGH (X)
Y is given by
λ −→ µ: g −→ (x −→ gλ([g,−1 , y])),
µ −→ λ: [g,y] −→ gµ(g−1)(y).
Furthermore, in the third isomorphism, the correspondence between λ :X → MapH(G,Y )
and µ :G → Map(X,Y ) is given by
λ −→ µ: g −→ (x −→ λ(gx)(g)),
µ −→ λ: x −→ (g −→ µ(g)(g−1x)).
These correspondences preserve G-actions and weights.
2.8. Orb  Inf  Fix. Next, let N be a normal subgroup of G and T a finite G-monoid on
which N acts trivially. Then we have three functors:
OrbG/NG :G-xset/T → G/N-xset/T ,
InfG/NG :G/N-xset/T → G-xset/T ,
FixG/NG :G-xset/T → G/N-xset/T
satisfying
OrbG/NG  InfG/NG  FixG/NG .
The inflation functor InfG/NG is constructed by the inflation of G/N -action to G with the
same weight function as the one of ordinary G/N -sets. The orbit functor is given by the
N -orbits OrbG/NG (X) := N\X with ‖Nx‖ := ‖x‖. The fix-point functor is given by the
N -fix-points FixG/NG (X) := XN with the weight function which is the restriction of the
weight function of X to XN . The functors InfG/NG and Fix
G/N
G preserve tensor products.
While FixG/N does not have a right adjoint functor, it preserves coproducts.G
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monoids. Then ϕ induces three functors:
ϕ! :G-xset/S −→ G-xset/T ; X −→ X
with the weight function given by the composition X → S → T ;
ϕ∗ :G-xset/T −→ G-xset/S;
Y −→ S ×T Y :=
{
(s, y) ∈ S × Y | ϕ(s) = ‖y‖}
with G-action g(s, y) := (gs, gy) and with weight ‖(s, y)‖ = s;
ϕ∗ :G-xset/S −→ G-xset/T ;
X −→ {(t, λ) | t ∈ T , λ :ϕ−1(t) → X, ∥∥λ(s)∥∥= s}
with G-action g(t, λ) = (gt, gλ), gλ(s) = gλ(g−1s) and weight ‖(t, λ)‖ = t .
The functor ϕ! preserves tensor products. The functors ϕ∗ and ϕ∗ preserve Hadamard
products. The functor ϕ∗ does not preserve coproducts in general. Furthermore, the pull-
back formula holds, that is, if
P
ρ′
σ ′
R
ρPB
S
σ
T
is a pullback diagram of finite G-monoids, then
G-xset/P
ρ′!
G-xset/R
G-xset/S
σ ′∗
σ!
G-xset/T
ρ∗
is commutative up to natural isomorphisms. The similar commutativity for right adjoint
functors:
ρ∗ ◦ σ∗ ∼= ρ′! ◦ σ ′∗
holds.
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homomorphisms. Then they induce the following functors:
ε! :G-xset/S → G-set; X −→ X,
ε∗ :G-set −→ G-xset/S; Y −→ S × Y (∥∥(s, y)∥∥ := s),
ε∗ :G-xset/S −→ G-set; X −→
∏
s∈S
X[s];
η! :G-set → G-xset/S; Y −→ Y
(‖y‖ := 1),
η∗ :G-xset/S → G-set; X −→ X(1),
η∗ :G-set → G-xset/S; Y −→ Y + (T − 1),
where the weight of y ′ ∈ Y + (T − 1) is 1 if y ′ ∈ Y and y ′ otherwise.
Among the above functors, only ε! and η! preserve tensor products (and coproducts).
Furthermore, we have ε! ◦ η! is naturally isomorphic to the identity functor Id of G-set.
2.11. Further Inf  Fix. Let S be a finite G-monoid, and N a normal subgroup of G.
We here denote by SN the N -fixed-point subsets of S. Then the inflation functor and the
fixed-point functor gives adjoint functors which preserve tensor products:
InfG/NG :G/N-xset/S
N −→ G-xset/S, Z −→ Z;
FixG/NG :G-xset/S −→ G/N-xset /SN, X −→ XN.
3. G-functors and Mackey functors
3.1. G-functors. Let G be a finite group and F a commutative ring. A G-functor a =
(a, ind, res, con) consists of a family (a(H))HG of F -modules (or more generally objects
of a semi-additive category) and three kinds of maps:
indKH :a(H) → a(K) for H K G,
resKH :a(K) → a(H) for H K G,
con
g
H :a(H) → a(gH) for H G,g ∈ G
(where gH := gHg−1). We often write
indK := indKH , resH := resKH , cong := congH .
They must satisfy the following axioms for all H,K,LG, g,g′ ∈ G:
(G.1) indLK ◦ indKH = indLH , indHH = id, if H K  L,
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(G.3) cong ◦ cong′H = congg
′
H , con
h
H = id, if h ∈ H ,
(G.4) congK ◦ indKH = ind
gK ◦ congH , congH ◦ resKH = resgH ◦ congK if H K ,
(G.5) (Mackey axiom) if H,K  L, then
resLH ◦ indLK =
∑
HgK∈H\G/K
indHH∩ gK ◦ res
gK
H∩ gK ◦ congK .
Note that each term in the summation (G.5) does not depend on the choice of rep-
resentatives g of H\G/K . Sometimes, the following notation is convenient to simplify
calculations:
αK := indKH (α), βH := resKH(β),
gα := congH (α), αg := cong
−1
H (α).
For example, the Mackey axiom is written as follows:
αLK =
∑
HgK
αgHg∩KK, α ∈ a(H),
where Hg := g−1Hg.
A morphism f :a → b between G-functors is a family of F -linear maps (fH :a(H)→
b(H))HG compatible with ind, res, con.
3.2. Pairings. Let a,b, c be three G-functors with coefficient ring F . Then a pairing
ρ :a × b → c is a family of F -bilinear maps
(
ρH :a(H)× b(H) → c(H)
)
HG
satisfying the following three axioms for all H  K  G, g ∈ G, α ∈ a(H), α′ ∈ a(K),
β ∈ b(H), β ′ ∈ b(K):
(P.1) ρH (resKH (α′), resKH (β ′) = resKH (ρK(α′, β ′)),
ρgH (con
g
H (α), con
g
H (β))= congH (ρH (α,β)),
(P.2) ρK(indKH(α),β ′) = indKH(ρH (α, resKH (β ′))),
(P.3) ρK(α, indKH (β))= indKH(ρH (resKH (α′), β)).
The identities (P.2) and (P.3) are called Frobenius axioms.
Using the concept of pairing, we can define “ring” and “modules” over a “ring” by a
similar way to the definitions of rings and modules using bilinear maps. A “ring” is often
called a Green functor. If a is a Green functor, then each component a(H) becomes a F -
algebra with identity element for which res and con are ring homomorphisms. Furthermore,
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which each component m(H) becomes an a(H)-module.
Remark. We can construct the “tensor product” of any two G-functor which has a univer-
sal property as in the module case.
3.3. (Semi-)Mackey functors. In order to simplify the definition of Green functors, we
first introduce a semi-Mackey functor. It consists of a pair
M = (M∗,M∗) :G-set → Set
of a contravariant functor M∗ and a covariant functor M∗ from the G-set, the category of
finite G-sets, to the category of sets which coincide on the objects, and so we write as
M(X) := M∗(X) = M∗(X),
f ∗ := M∗(f ) :M(Y ) −→ M(X),
f∗ := M∗(X) :M(X) −→ M(Y )
for any finite G-set X and G-map f :X → Y . Furthermore, they satisfy the following
axioms:
(M.1) If X i−→ X + Y j←− Y is a coproduct diagram of finite G-sets with canonical injec-
tions i and j , then
M(X) i
∗←− M(X + Y ) j∗−→ M(Y )
is a product diagram of F -modules; and furthermore M(∅) = 0, where 0 denotes a
one-point set with a unique element 0;
(M.2) If
P
q
p
Y
gPB
Xa
f
Z
is a pullback diagram of finite G-sets, then
M(P )
q∗
M(Y )
M(X)
p∗
f∗
M(Z)
g∗
is commutative.
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Mackey functor M such that each M(X) is an F -module and f∗, f ∗ are F -linear maps.
A morphism θ :M → N between (semi-)Mackey functors is a family of F -linear maps (or
maps)
(
θ(X) :M(X) → N(X)),
which is natural with respect to both of f → f ∗, f∗. We often write as
ι := 〈i∗1 , i∗2 〉−1 :M(X1)×M(X2) ∼−→ M(X1 +X2).
3.4. Lemma (The pullback lemma). Let M be a semi-Mackey functor. If fk :Xk → Yk
(k = 1,2) are G-maps, then the following diagram is commutative:
M(X1 +X2)
∼=
(f1+f2)∗
M(X1)×M(X2)
f1∗×f2∗
M(Y1 + Y2)
∼=
M(Y1)× M(Y2),
where the two isomorphisms are given by 〈i∗1 , i∗2 〉 and 〈j∗1 , j∗2 〉, where ik :Xk → X1 + X2
and jk :Yk → Y1 + Y2 are injections.
Proof. By (M.1), 〈i∗1 , i∗2 〉 and 〈j∗1 , j∗2 〉 are bijective. The commutativity of the diagram
follows from applying the axiom (M.2) to the pullback diagram
X1
i1
f1
X1 +X2 X2
i2
f2PB f1 + f2 PB
Y1
j1
Y1 + Y2 Y2.
j2 
3.5. Additive operation on M(X). Let M be a semi-Mackey functor. For each G-set X,
define a canonical additive operation on M(X) by
+ :M(X) ×M(X) ι−→ M(X +X) ∇∗−→ M(X),
where ik :X → X + X is the injection into the kth component, ι := 〈i∗1 , i∗2 〉−1 and∇ :X + X → X is the codiagonal map. Furthermore, 0 := (∅X)∗(0) is the zero element
of M(X), where ∅X is the unique G-map from ∅ to X and the zero inside the parenthesis
denotes the unique element of M(∅X) = {0}.
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(1) Each component M(X) becomes an additive monoid by the above addition.
(2) Two maps f∗, f ∗ induced from a G-map f :X → Y are both homomorphisms of ad-
ditive monoids. Thus M becomes a semi-Mackey functor from G-set to the category of
additive monoids.
Proof. (1) We first prove that the addition on M(X) satisfies axioms of additive monoids.
(a) Associative law. We can identify as (X +X)+X = X + (X +X) = X +X +X. Let
ik :X → X + X +X be the kth injection and ∇(3) :X +X +X → X the codiagonal map.
By the pullback lemma, the following commutative diagram is commutative:
M(X +X +X) (∇+1)∗
〈i∗12,i∗3 〉
M(X +X) ∇∗
〈i∗1 ,i∗2 〉
M(X)
M(X +X) ×M(X) ∇∗×1
〈i∗1 ,i∗2 〉
M(X)× M(X)
M(X) ×M(X) ×M(X).
The composition of horizontal arrows on the top line is equal to ∇(3)∗ and the composition
of vertical arrows on the left line is equal to 〈i∗1 , i∗2 , i∗3 〉, and so
(a + b)+ c = ∇(3)∗
(〈
i∗1 , i∗2 , i∗3
〉)−1
(a, b, c).
Similarly, we have that a+(b+c) also is equal to the right-hand side of the above equation.
(b) The existence of a zero element. By the pullback lemma, the following diagram is
commutative:
M(∅)× M(X) 〈∅∗,1〉 M(X)×M(X)
+
M(X)
i2∗
〈∅∗,1〉
M(X +X) ∇∗
〈i∗1 ,i∗2 〉
M(X).
The identity ∇∗i2∗ = 1 implies 0 + a = a.
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components. Since τ i1 = i2, the following diagram is commutative:
M(X)×M(X) id M(X) ×M(X)
+
M(X +X)
τ∗∗
〈i∗2 ,i∗1 〉
M(X +X) ∇∗
〈i∗1 ,i∗2 〉
M(X).
Applying the pullback formula to the pullback diagram
X +X τ
∇
X +X
∇PB
X
1
X,
we have an identity ∇∗τ ∗ = ∇∗, which implies the commutativity of addition: a + b =
b + a.
(2) Consider the following diagram:
M(X)× M(X) ι M(X +X) ∇∗ M(X)
M(Y )× M(Y ) ι
f∗×f∗ f ∗×f ∗
M(Y + Y ) ∇∗
(f+f )∗(f+f )∗
M(Y ).
f∗f∗
The commutativity follows from the pullback lemma and the axiom (M.2) applied to the
pullback diagram
X +X ∇∗
f+f
X
f
Y + Y ∇∗ Y. 
3.7. Lemma (A. Dress). There exists a bijective correspondence between G-functors and
Mackey functors.
Proof (Outline). Let M be a Mackey functor. Then we have a G-functor a = (a, ind,
res, con) by
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indKH := M∗(G/H → G/K; aH → aK),
resKH := M∗(G/H → G/K; aH → aK),
con
g
H := M∗
(
G/H → G/gH ; aH → ag−1gH ).
Conversely, given a G-functor a = (a, ind, res, con), we have a Mackey functor M as
follows:
M(X) :=
(∏
x∈X
a(Gx)
)G
=
{(
α(x)
)
x∈X ∈
∏
x∈X
a(Gx)
∣∣∣∣ α(gx) = congGx
(
α(x)
) ∀g ∈ G
}
,
where Gx is the stabilizer at x ∈ X and we let G act on∏x∈X a(Gx) by
gα(x) := cong(α(g−1x)).
Furthermore, for any G-map f :X → Y of G-set, the maps f ∗ :M(Y ) → M(X) and
f∗ :M(X) → M(Y ) are defined by
f∗ :
(
α(x)
)
x∈X −→
( ∑
x∈Gy\f−1(y)
indGy α(x)
)
y∈Y
,
f ∗ :
(
β(y)
)
y∈Y −→
(
resGx
(
βf (x)
))
x∈X.
It is easily checked that this correspondence gives the required one. 
Remark. Any G-set X can be viewed as a category in which an object is an element of X
and a morphism is an element of G. In this view point, the above construction a → M is
also stated as follows:
M(X) = lim←− a(Gx) ∼= lim−→a(Gx).
Note that the map x(∈ X) → a(Gx) gives a functor on the category X by using conjugation
maps con.
3.8. Pairing of Mackey functors. Here we rewrite the definition of pairings for G-functors
by the language of Mackey functors. A pairing ρ :L × M → N of semi-Mackey functors
is a family of maps
ρX :L(X) ×M(X) −→ N(X); (α,β) −→ α · β
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β ∈ M(X), β ′ ∈ M(Y ):
(P.1) f ∗(α · β) = f ∗(α) · f ∗(β);
(P.2) f∗(α) · β ′ = f∗(α · f ∗(β));
(P.3) α′ · f∗(β)= f∗(f ∗(α′) · β).
Each component of a pairing of Mackey functors is assumed to be F -bilinear. Similarly
to the case of G-functors, we can define the notions of “rings” (= “Green functors”) and
“modules over a ring” for (semi-)Mackey functors.
3.9. Lemma. Let ρ :L × M → N be a pairing of semi-Mackey functors. Then each
ρX :L(X) ×M(X) → N(X) is bilinear on the canonical additive monoid structures.
Proof. Consider the following diagram:
L(X)2 ×M(X) ι×1
1×1×∆
L(2X)× M(X) ∇∗×1
1×∇∗
L(X) ×M(X)
ρ
L(X)2 ×M(X)2 ι×ι
1×τ×1
L(2X)×M(2X)
ρL(X) ×M(X) ×L(X) ×M(X)
ρ×ρ
N(X) ×N(X) ι N(2X) ∇∗ N(X).
Here, 2X := X+X and ι = 〈i∗1 , i∗2 〉−1. Note that the additive operator is give by ∇∗ ◦ ι. The
upper-left square is commutative by the functoriality of L∗,M∗. The lower-left pentagon is
commutative by (P.1). The pentagon on the right hand side is commutative by the Frobenius
axiom. These commutativities give the associativity: (a + b)c = ac + bc.
The another distributive law is proved by the similar way as above. The fact that
ρ(0, b)= ρ(a,0)= 0 is also proved by a similar way. 
3.10. Cross products of Mackey functors. Sometimes, the concept of cross products is
convenient more than the one of pairings of (semi-)Mackey functors, though they are equiv-
alent each other. A cross product γ :L × M → N of Mackey functors is a family of maps
γX,Y :L(X)×M(Y ) → N(X×Y ) for all pairs of finite G-sets X,Y satisfying the follow-
ing axioms that for all G-maps f :X → X′ and g :Y → Y ′:
(C.1) γX′,Y ′ ◦ (f∗ × g∗) = (f × g)∗ ◦ γX,Y ;
(C.2) γX,Y ◦ (f ∗ × g∗) = (f × g)∗ ◦ γX′,Y ′ .
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3.11. The Dress construction. Let S be a finite G-monoid with the multiplication map
µ :S × S → S. For a (semi-)Mackey functor M , a new (semi-)Mackey functor M×S is
defined by
M×S (X) := M(S ×X); (f :X −→ Y ) −→ (1S × f )∗, (1S × f )∗.
This construction M → M×S is called the Dress construction associated to S.
We can rewrite the definition of the Dress construction in the word of G-functor. Let a
be a G-functor. Then the construction of a associated to a G-monoid S is a G-functor a×S
constructed as follows:
a×S (H) =
(∏
s∈S
a(Hs)
)H
= {(α(s))
s∈S
∣∣ α(s) ∈ a(Hs), h(α(s))= α(hs) ∀h ∈ H};
indKH :
(
α(s)
)
s
−→
( ∑
k∈Ks\K/H
indKs
(
conk
(
α
(
k−1s
))))
s
;
resKH : (βs)s −→
(
resHs (βs)
)
s
;
con
g
H :
(
α(s)
)
s
−→ (cong(α(g−1s)))
s
.
3.12. Lemma. Let X be a G-set and H a subgroup of G. Then there are isomorphisms of
G-sets
G/H ×X ∼=
⊔
x∈[X]H
G/Hx ∼=
⊔
g∈[X]G
⊔
a∈[H\G/Gg]
G/Ha ∩Gg,
where Hx is the stabilizer at x ∈ X in H and Gg is the stabilizer at g ∈ X in G.
Proof. We have a series of isomorphisms of G-sets
G/H × X ∼= IndGH ResGH(X) ∼= IndGH
( ⊔
x∈[X]H
H/Hx
)
∼=
⊔
x∈[X]H
IndGH(H/Hx) ∼=
⊔
x∈[X]H
G/Hx.
On the other hand,
G/H × X ∼= IndGH ResGH(X) ∼= IndGH ResGH
( ⊔
g∈[X]G
G/Gg
)
∼=
⊔
g∈[X]
IndGH
⊔
a∈[H\G/G ]
(
H/H ∩ a(Gg)
)
G g
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⊔
g∈[X]G
⊔
a∈[H\G/Gg]
(
IndGH H/H ∩ a(Gg)
)
∼=
⊔
g∈[X]G
⊔
a∈[H\G/Gg]
G/H ∩ a(Gg)
∼=
⊔
g∈[X]G
⊔
a∈[H\G/Gg]
G/Ha ∩ Gg.
This completes the proof. 
3.13. Lemma. Let M be a Mackey functor and X a G-set. Then there are isomorphisms of
Z-modules
M×X (H) ∼=
⊕
h∈[X]H
M(Hh) ∼=
⊕
g∈[X]G
⊕
a∈[H\G/Gg]
M
(
Ha ∩ Gg
)
.
Proof. This follows from Lemma 3.12. 
3.14. Dress construction of pairings and cross products. Let L,M,N be (semi-)Mackey
functors. Then any cross product γ :L×M → N induces a cross product γ× :LS ×MS →
NS defined by
L×S (X) ×L×S (Y ) = L(SX) ×M(SY )
γ−→ N(SXSY )
(τ23)∗−−−→ N(SSXY) (µ×1×1)∗−−−−−−→ N(SXY) = N×S (XY ),
where τ23 is the transposition, and SX,SY, . . . denote S × X,S × Y, . . . .
Let ρ :L × M → N be the paring corresponding to the cross product γ . Then the
crossed pairing ρ× :L×S × M×S → N×S corresponding to the crossed cross product γ×S is
given by
ρ×S :L
×
S (X)×M×S (X) = L(SX) × M(SX)
π∗13×π∗23−−−−−→ L(SSX) ×M(SSX)
ρ−→ N(SSX) (µ×1)∗−−−−→ N(SX) = N×S (X).
Using the notion of G-functors, the Dress construction of a pairing ρ :a × b → c by S
is constructed as follows:
a×S (H)× b×S (H) −→ c×S (H),
((
α(s)
)
s
,
(
β(s)
)
s
) −→
( ∑
(s,t)∈Hu\S×S:
st=u
indHu
(
resHs,t
(
α(s)
) · resHs,t (β(t)))
)
u
.
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paragraph are special cases of Sections 5 and 8 of [4], because any G-monoid S can be
viewed as a crossed G-monoid with the trivial map us :S → Gc sending any element to
1 ∈ G.
Let S be a finite G-monoid, A a Green functor, and M a module over A. Then the Dress
construction A×S becomes again a Green functor and M
×
S a module over A
×
S .
Furthermore, let X be a finite SG-set, that is, a finite G-set for which the S-action
α :S × X → X is a G-map. In this case, M(X) becomes an AS(X)-module by
A×S (X) ×M(X) = A(SX) × M(X)
1×π∗2−−−→ A(SX) ×M(SX)
ρSX−−→ M(SX) α∗−→ M(X).
This action satisfies Frobenius axiom, and so A×S is viewed as a Green functor on finite
SG-sets, and M as an A×S -module. The S-action αX :S × X → X induces a pair of A×S -
homomorphisms
(
α∗ :M → M×S
) := (α∗X :M(X) → M(S × X))X,(
α∗ :M×S → M
) := (αX∗ :M(S ×X) → M(X))X,
where M and M×S are viewed as Mackey functors on SG-sets. Since there is a ring homo-
morphism A×S (I)(∼= A(S)) → A×S (X), the ring A×S (I) acts on M . We often denote this
ring by
XA(S) := A×S (I)
(∼= A(S) as modules).
4. Crossed Burnside rings
4.1. The crossed Burnside ring functors XΩ(−, S). Let S be a finite G-monoid. Then
the assignment
H(G) −→ XΩ(H,S)
gives a Green functor equipped with
indKH :XΩ(H,S) −→ XΩ(K,S): (K/D)s −→ (H/D)s,
resKH :XΩ(K,S) −→ XΩ(H,S): (H/D)s −→
∑
g∈[K\H/D]
(
K/K ∩ gD)gs,
con
g
H :XΩ(H,S) −→ XΩ
(
gH,S
)
: (H/D)s −→
(
gH/gD
)
gs
.
which are linear maps induced by functors IndK , ResK , Cong for H K G, g ∈ G.H H H
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ξ :S → T induces a “ring” homomorphism between crossed Burnside ring functors:
ξ! :XΩ(−, S) −→ XΩ(−, T ).
Note that the crossed Burnside ring functor over a trivial G-monoid 1 is nothing but the
Burnside ring functor: XΩ(−,1) = Ω :H → Ω(H). In particular, trivial monoid homo-
morphisms η : 1 → S and ε :S → 1 induces “ring” homomorphisms
η! :Ω −→ XΩ(−, S), ε! :XΩ(−, S) −→ Ω,
such that ε! ◦ η! = id, and so any crossed Burnside ring functor XΩ(−, S) is an “algebra”
over the Burnside ring functor Ω . The action of Ω(H) on XΩ(H) is given by
Ω(H)×XΩ(H) −→ XΩ(H); ([H/D], [Y ]) −→ [IndHD ResHD(Y )].
4.3. Crossed Burnside rings as a Mackey functor. We note that the constructions in this
paragraph is a special case of [4, Section 5].
We now construct the Mackey functor XΩ(G,S,−) correspondent to the crossed Burn-
side ring functor H → XΩ(H,S). Let X be a finite G-set. A crossed G-set over (S,X) is
defined to be a crossed G-set A with a G-map A α−→ X, that is, the diagram as follows:
A
‖·‖
α
S
X.
A morphism f from (A α−→ X) to (B β−→ X) over (S,X) is a crossed G-map f :A → B
such that βf = α. The tensor product of A α−→ X and B β−→ X is defined by the fiber prod-
uct (A ×X B → X) with weight ‖(a, b)‖ = ‖a‖ · ‖b‖. Thus we have a monoidal category
G-xset/SX of finite crossed G-set over (S,X). Note that for a subgroup H of G, the con-
cept of crossed G-set A α−→ G/H over (S,G/H) is essentially equivalent to the concept of
crossed H -set B over S; in fact, given A α−→ G/H , we have a crossed H -set B := α−1(H)
over S. Conversely given B β−→ X over X, we have a crossed G-set A α−→ G/H by
A = IndGH(B) = G ×H B with weight ‖[g,b]‖ = g‖b‖ and α([g,b]) = gH . This cor-
respondence preserves tensor products, and so G-xset/SX is equivalent to H -xset/S as
monoidal categories.
Let XΩ(G,S,X) be the Grothendieck ring of G-xset/SX with respect to coproducts
(disjoint unions) and tensor products. Any G-map f :X → Y between finite G-sets induces
a pair of maps
f∗ : XΩ(G,S,X) −→ XΩ(G,S,Y ),[
A
α−→ X] −→ [A → X → Y ];
80 F. Oda, T. Yoshida / Journal of Algebra 282 (2004) 58–82f ∗ : XΩ(G,S,Y ) −→ XΩ(G,S,X),[
B
α−→ Y ] −→ [X ×Y B pr−→ X],
where X ×Y B = {(x, b) ∈ X × B | f (x) = β(b)} has the weight function ‖[x, b]‖ = ‖b‖.
These assignment f → f∗, f ∗ make the map X → XΩ(G,S,X) a Green functor, which
is the desired Mackey functor corresponding to the crossed Burnside rings.
5. Representation rings of quantum double
Witherspoon defined the Green functor R(DG(·)) of representation ring of quantum
double of a finite group in [14]. In this section, we claim that R(DG(·)) is a Dress con-
struction of representation ring Green functor associated to Gc.
5.1. A subalgebra of D(G). Let D(G) be the quantum double of G and F an algebraically
closed field. If {φg}g∈G is the basis of the F -algebra (FG)∗ = HomF (FG,F) on the space
dual to FG with multiplication pointwise on group elements, then D(G) has as a basis all
element φg ⊗ h, which we defined by φghφg′h′ = φgφhg′h−1hh′, which is nonzero if and
only if g = hg′h−1. Since the algebra D(G) is a skew group algebra, there is a subalgebra
DG(H) =
∑
g∈G,h∈H
Fφgh
for a subgroup H of G.
We use the following result showed by Witherspoon. See [14, Corollary 2.3].
5.2. Proposition. Up to isomorphism, the indecomposable DG(H)-modules are indexed by
pairs (V ,g), where g is a representative of an H -orbit on Gc, and V is an indecomposable
FCH (g)-module.
5.3. Witherspoon’s Green functor R(DG(·)). Let R(DG(H)) be the representation ring
of DG(H) for subgroups H of G. We denote three kinds of morphism as follows:
DresHL :R
(
DG(H)
)−→ R(DG(L)); U −→ U ↓DG(L),
DindHL :R
(
DG(L)
)−→ R(DG(H)); V −→ V ⊗DG(L) DG(H),
DconjH,g :R
(
DG(H)
)−→ R(DG(Hg)); U −→ Ug = U ⊗DG(H) DG(H)g,
where U ↓DG(L) is a DG(L)-module by restriction of the action from DG(H) to DG(L).
The algebras R(DG(H)), for all subgroups H of G, constitute a Green functor for G
over C.
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F -representation ring Green functor for G over C. Then the Dress construction A×Gc asso-
ciated to Gc becomes a Green functor by 3.15.
5.5. Theorem. There is an isomorphism of Green functors
A×Gc ∼= R
(
DG(·)
)
.
In particular, C-algebra A×Gc(G) is isomorphic to the representation ring R(D(G)) of
quantum double of G.
Proof. We first prove that the C-module A×Gc(H) is isomorphic to R(DG(H)) for any
H G. By Lemma 3.13, we have a decomposition
A×Gc(H) ∼=
⊕
h∈[Gc]H
A
(
ResGH
(
Gc
)
h
)∼= ⊕
g∈[Gc]G
⊕
a∈[H\G/CG(g)]
A
(
Ha ∩ CG(g)
)
.
We denote by θH the isomorphism of C-algebra for H G. Since ResGH(Gc)h = CH (h),
we have A×Gc(H)∼= R(DG(H)) for any H G by Proposition 5.2.
Let K  H  G. Let P be the pull-back of G/H × Gc and ⊔k∈[Gc]K G/((Gc)K)k ,
such that the square
P
π2
π1
⊔
k∈[Gc]K
G/
((
Gc
)
K
)
k
pHK
G/H ×Gc
fH
⊔
h∈[Gc]H
G/
((
Gc
)
H
)
h
is cartesian, where fH is an isomorphism given by 3.12 and pHK is a G-map induced by
a G-map from G/K to G/H . Then P ∼= G/K × Gc. We have the square of image under
A×Gc = (A×Gc∗,A×Gc
∗
),
A×Gc(K)
indHK
R
(
DG(K)
)π∗2 =θK
DindKH
A×Gc(H) R
(
DG(H)
)
,
f ∗H=θH
is commutative. The proof for commutativity of restriction and conjugation is similar. 
Remark. By a theorem of Rosso [8], the category of modules over the quantum double
is equivalent to the category of Hopf bimodules over the Hopf algebra FG. Moreover,
Bouc showed that the ring A×Gc(G) is isomorphic to the Grothendieck ring of Hopf bi-
modules for the Hopf algebra FG in [4, Example 3.5]. In particular, the Green functor
82 F. Oda, T. Yoshida / Journal of Algebra 282 (2004) 58–82R(DG(·)) introduced by Witherspoon is isomorphic to the Green functor R given by
the Dress construction associated to  = Gc corresponds to the trivial crossed G-monoid
uGc :G
c → Gc .
6. Hochschild cohomology
6.1. Hochschild cohomology. Let A denote the cohomology functor
H −→ H⊕(G,R(G/H))=
∞⊕
n=0
Hn
(
G,R(G/H)
)
.
Then the Dress construction A×Gc becomes a Green functor and A
×
Gc
∼= H ∗(·,RG), the
latter is introduced by Siegel and Witherspoon [9]. Moreover,
A×Gc(G) ∼= A
(
Gc
)= H⊕(G,RGc)
are isomorphic to the Hochschild cohomologyHH(G,R) for a commutative ring R. Those
arguments are due to Bouc in [3].
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