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Let g( f ) be the Littlewood–Paley g-function of f on Rn . In this paper, the authors
prove that if f ∈ BMO(Rn) (the space of functions with bounded mean oscillation), then
g( f ) is either inﬁnite everywhere or ﬁnite almost everywhere, and in the latter case,
[g( f )]2 is bounded from BMO(Rn) into BLO(Rn) (the space of functions with bounded
lower oscillation), which is a proper subspace of BMO(Rn). Moreover, the authors also
establish similar results for the Lusin-area function and the Littlewood–Paley g∗λ-function.
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1. Introduction
The classical Littlewood–Paley operators on Rn , namely, the g-function, the Lusin-area integral and the g∗λ-function,
were ﬁrst introduced by Stein in [9]. Later, people introduced more general Littlewood–Paley operators as follows. Let ϕ be
a real-valued function deﬁned on Rn satisfying the conditions: ϕ ∈ L1(Rn), ∫
Rn
ϕ(x)dx = 0,
∣∣ϕ(x)∣∣ C
(1+ |x|)n+1 , (1.1)
and
∣∣∇ϕ(x)∣∣ C
(1+ |x|)n+2 , (1.2)
where ∇ = (∂/∂x1, . . . , ∂/∂xn) and C is a positive constant independent of x. For a ﬁxed function ϕ as above, any t > 0 and
x ∈ Rn , let ϕt(x) = t−nϕ(x/t). Deﬁne
g( f )(x) =
{ ∞∫
0
∣∣ f ∗ ϕt(x)∣∣2 dt
t
}1/2
, (1.3)
S( f )(x) =
{∫ ∫
Γ (x)
∣∣ f ∗ ϕt(y)∣∣2 dy dt
tn+1
}1/2
, (1.4)
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Y. Meng, D. Yang / J. Math. Anal. Appl. 346 (2008) 30–38 31where for any x ∈ Rn , Γ (x) = {(y, t) ∈ Rn+1+ : |y − x| < t} and Rn+1+ = {(y, t) ∈ Rn+1: y ∈ Rn, t > 0}, and
g∗λ( f )(x) =
{∫ ∫
R
n+1+
(
t
t + |x− y|
)nλ∣∣ f ∗ ϕt(y)∣∣2 dy dt
tn+1
}1/2
, (1.5)
where λ ∈ (1,∞) is a parameter. Littlewood–Paley operators are proved to play important role in harmonic analysis, and
many papers focus on their boundedness and various properties; see, for example, [1,3,7,10] and references therein.
In this paper, we will discuss the behavior of Littlewood–Paley operators in BMO(Rn) (the space of functions with
bounded mean oscillation). In fact, Wang [14] proved that if f ∈ BMO(Rn), then g( f ) is either inﬁnite everywhere or ﬁnite
almost everywhere, and in the latter case, g( f ) is bounded on BMO(Rn). Kurtz [6] obtained similar results for the Lusin-
area function S and the Littlewood–Paley g∗λ-function. On the other hand, Leckband [8] established the boundedness for the
square of the Littlewood–Paley g-function, the Lusin-area function S and the Littlewood–Paley g∗λ-function from L∞(Rn)
into BLO(Rn) (the space of functions with bounded lower oscillation) which is a proper subspace of BMO(Rn). In this paper,
we will improve these results. To be precise, we will prove that if f ∈ BMO(Rn), then g( f ) is either inﬁnite everywhere or
ﬁnite almost everywhere, and in the latter case, [g( f )]2 is bounded from BMO(Rn) into BLO(Rn). Similar results are also
obtained for the Lusin-area function S and the Littlewood–Paley g∗λ function.
To state our results, we ﬁrst recall the deﬁnition of the space BMO(Rn) introduced by John and Nirenberg in [5].
Deﬁnition 1.1. A locally integrable function f is said to belong to BMO(Rn) if there exists some positive constant C1 such
that for all balls B ,
1
|B|
∫
B
∣∣ f (x) −mB( f )∣∣dx C1,
where mB( f ) denotes the mean of f over B , that is, mB( f ) = 1|B|
∫
B f (x)dx. The minimal constant C1 as above is deﬁned to
be the norm of f in BMO(Rn) and denoted by ‖ f ‖BMO(Rn) .
It is well known that for all p ∈ (1,∞),(
1
|B|
∫
B
∣∣ f (x) −mB( f )∣∣p dx
)1/p
 Cp‖ f ‖BMO(Rn); (1.6)
see, for example, [12, p. 144].
The following BLO(Rn) was ﬁrstly introduced by Coifman ad Rochberg in [2].
Deﬁnition 1.2. A locally integrable function f is said to belong to BLO(Rn) if there exists a positive constant C2 such that
for all balls B ,
1
|B|
∫
B
[
f (x) − inf
y∈B f (y)
]
dx C2.
The minimal constant C2 as above is deﬁned to be the “norm" of f and denoted by ‖ f ‖BLO(Rn) .
Remark 1.1. We point out that L∞(Rn)  BLO(Rn)  BMO(Rn). In fact, it is easy to verify that log( 1|·| )χ{|·|=0}(·) ∈ BLO(R)
and log( 1|·| )χ{|·|=0}(·) /∈ L∞(R), where and in what follows, χE denotes the characteristic function of the set E . Also,
(log | · |)χ{|·|1}(·) ∈ BMO(R) and (log | · |)χ{|·|1}(·) /∈ BLO(R). Moreover, we also recall that ‖ · ‖BLO(Rn) is not a norm and
BLO(Rn) is not a linear space.
Here are the main results of this paper.
Theorem 1.1. Let the operator g be as in (1.3). Then for any f ∈ BMO(Rn), g( f ) is either inﬁnite everywhere or ﬁnite almost every-
where, and in the latter case, there exists a positive constant C , independent of f , such that∥∥[g( f )]2∥∥BLO(Rn)  C‖ f ‖2BMO(Rn).
Notice that for any ﬁxed ball B and x ∈ B , if infx′∈B g( f )(x′) < ∞, then
g( f )(x) − inf
x′∈B
g( f )(x′)
{[
g( f )(x)
]2 − inf
x′∈B
[
g( f )(x′)
]2}1/2
.
From this and Theorem 1.1, we can easily deduce the following result.
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where, and in the latter case, there exists a positive constant C , independent of f , such that
∥∥g( f )∥∥BLO(Rn)  C‖ f ‖BMO(Rn).
As for the behavior of the area function S in BMO(Rn), we obtain the following similar result.
Theorem 1.2. Let the operator S be as in (1.4). Then for any f ∈ BMO(Rn), S( f ) is either inﬁnite everywhere or ﬁnite almost every-
where, and in the latter case, there exists a positive constant C , independent of f , such that
∥∥[S( f )]2∥∥BLO(Rn)  C‖ f ‖2BMO(Rn).
Similarly to Corollary 1.1, by Theorem 1.2, we have
Corollary 1.2. Let the operator S be as in (1.4). Then for any f ∈ BMO(Rn), S( f ) is either inﬁnite everywhere or ﬁnite almost every-
where, and in the latter case, there exists a positive constant C , independent of f , such that
∥∥S( f )∥∥BLO(Rn)  C‖ f ‖BMO(Rn).
Similarly, for the Littlewood–Paley g∗λ function, we obtain the following result.
Theorem 1.3. Let λ ∈ (1,∞) and the operator g∗λ be as in (1.5). Then for any f ∈ BMO(Rn), g∗λ( f ) is either inﬁnite everywhere or
ﬁnite almost everywhere, and in the latter case, there exists a positive constant C , independent of f , such that
∥∥[g∗λ( f )]2∥∥BLO(Rn)  C‖ f ‖2BMO(Rn).
The following corollary is deduced from Theorem 1.3.
Corollary 1.3. Let λ ∈ (1,∞) and the operator g∗λ be as in (1.5). Then for any f ∈ BMO(Rn), g∗λ( f ) is either inﬁnite everywhere or
ﬁnite almost everywhere, and in the latter case, there exists a positive constant C , independent of f , such that
∥∥g∗λ( f )∥∥BLO(Rn)  C‖ f ‖BMO(Rn).
We remark that similar results as above were also obtained for Marcinkiewicz integrals in [4].
In what follows, C always denotes a positive constant that is independent of the main parameters involved but whose
value may differ from line to line. Constants with subscripts, such as C1, do not change in different occurrences. We use the
symbol A  B to denote that there exists a constant C > 0 such that A  C B . If A  B and B  A, we then write A ∼ B .
2. Proof of Theorem 1.1
To prove Theorem 1.1, we ﬁrst recall the boundedness of the operator g in Lebesgue spaces; see, for example, [12, p. 46].
Lemma 2.1. Let g be as in (1.3) and p ∈ (1,∞). Then g is bounded on Lp(Rn).
Proof of Theorem 1.1. To prove Theorem 1.1, it suﬃces to verify that for any f ∈ BMO(Rn), if there exists x0 ∈ Rn such that
g( f )(x0) < ∞, then for any ball B ⊂ Rn with B  x0,
1
|B|
∫
B
([
g( f )(x)
]2 − inf
x′∈B
[
g( f )(x′)
]2)
dx ‖ f ‖2BMO(Rn).
By homogeneity, we may assume that ‖ f ‖BMO(Rn) = 1. For each ﬁxed ball B as above, let r be its radius and xB be its
center. For any x ∈ B , set
gr( f )(x) =
( 4r∫
0
∣∣ f ∗ ϕt(x)∣∣2 dt
t
)1/2
and
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( ∞∫
4r
∣∣ f ∗ ϕt(x)∣∣2 dt
t
)1/2
.
Then by the vanishing moment of ϕ , we can see that
1
|B|
∫
B
([
g( f )(x)
]2 − inf
x′∈B
[
g( f )(x′)
]2)
dx 1|B|
∫
B
[
gr
([
f −mB( f )
]
χ8B
)
(x)
]2
dx+ 1|B|
∫
B
[
gr
([
f −mB( f )
]
χRn\8B
)
(x)
]2
dx
+ 1|B|
∫
B
sup
x′∈B
∣∣[g∞( f )(x)]2 − [g∞( f )(x′)]2∣∣dx
≡ E1 + E2 + E3.
It follows from Lemma 2.1 and (1.6) that
E1 
1
|B|
∫
8B
∣∣ f (x) −mB( f )∣∣2 dx 1.
Obviously, for x ∈ B , z ∈ Rn \ 8B , |x− z| ∼ |xB − z|. This fact together with (1.1) leads to
E2 
1
|B|
∫
B
4r∫
0
[ ∫
Rn\8B
| f (z) −mB( f )|
|xB − z|n+1 dz
]2
t dt dx
 r2
[ ∞∑
k=3
∫
2k+1B\2k B
| f (z) −m2k+1B( f )|
(2kr)n+1
dz +
∞∑
k=3
|m2k+1B( f ) −mB( f )|
2kr
]2
 1.
To estimate E3, we only need to prove that for any x, x′ ∈ B ,
∣∣[g∞( f )(x)]2 − [g∞( f )(x′)]2∣∣=
∞∫
4r
∣∣ f ∗ ϕt(x) + f ∗ ϕt(x′)∣∣∣∣ f ∗ ϕt(x) − f ∗ ϕt(x′)∣∣ dt
t
 1.
For any t  4r, choose k0 ∈ N such that 2k0r  t < 2k0+1r. By the vanishing moment of ϕ and (1.1), we ﬁrst have that for
any x ∈ B ,
∣∣ f ∗ ϕt(x)∣∣
∫
2k0 B
| f (z) −m2k0 B( f )|t
(t + |x− z|)n+1 dz +
∞∑
k=k0
∫
2k+1B\2k B
| f (z) −m2k0 B( f )|t
(t + |x− z|)n+1 dz
 1
tn
∫
2k0 B
∣∣ f (z) −m2k0 B( f )∣∣dz +
∞∑
k=k0
t
(2kr)n+1
∫
2k+1B
∣∣ f (z) −m2k0 B( f )∣∣dz
 1. (2.1)
On the other hand, from the vanishing moment of ϕ , the fact |ϕt(z)| t−n for any z ∈ Rn and any t ∈ (0,∞) and (1.2), it
follows that for any x, x′ ∈ B ,
∣∣ f ∗ ϕt(x) − f ∗ ϕt(x′)∣∣ ∣∣[ f −mB( f )]χRn\8B ∗ ϕt(x) − [ f −mB( f )]χRn\8B ∗ ϕt(x′)∣∣
+ ∣∣[ f −mB( f )]χ8B ∗ ϕt(x)∣∣+ ∣∣[ f −mB( f )]χ8B ∗ ϕt(x′)∣∣

∫
Rn\8B
∣∣ f (z) −mB( f )∣∣
∣∣∣∣ϕ
(
x− z
t
)
− ϕ
(
x′ − z
t
)∣∣∣∣t−n dz +
∫
8B
| f (z) −mB( f )|
tn
dz

∫
Rn\8B
∣∣ f (z) −mB( f )∣∣ |x− x′|t
(t + |x− z|)n+2 dz +
∫
8B
| f (z) −mB( f )|
tn
dz. (2.2)
Therefore, for any x, x′ ∈ B ,
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∫
Rn\8B
∣∣ f (z) −mB( f )∣∣
[ |x−z|∫
4r
r
(t + |x− z|)n+2 dt +
∞∫
|x−z|
r
(t + |x− z|)n+2 dt
]
dz
+
∫
8B
∞∫
4r
| f (z) −mB( f )|
tn+1
dt dz

∫
Rn\8B
| f (z) −mB( f )|r
|x− z|n+1 dz +
1
rn
∫
8B
∣∣ f (z) −mB( f )∣∣dz
 1. (2.3)
This completes the proof of Theorem 1.1. 
3. Proof of Theorem 1.2
Recall that the boundedness of the operator S in Lebesgue spaces is also well known; see, for example, [12, p. 46].
Lemma 3.1. Let the operator S be as in (1.4) and p ∈ (1,∞). Then S is bounded on Lp(Rn).
Proof of Theorem 1.2. To prove Theorem 1.2, we only need to show that for any ball B and f ∈ BMO(Rn) with
‖ f ‖BMO(Rn) = 1, if there exists x0 ∈ Rn such that S( f )(x0) < ∞, then for any ball B ⊂ Rn with B  x0,
1
|B|
∫
B
([
S( f )(x)
]2 − inf
x′∈B
[
S( f )(x′)
]2)
dx 1.
We still denote the center of the ball B by xB and the radius of B by r. Set
Sr( f )(x) =
( 4r∫
0
∫
|y−x|<t
∣∣ f ∗ ϕt(y)∣∣2 dy dt
tn+1
)1/2
and
S∞( f )(x) =
( ∞∫
4r
∫
|y−x|<t
∣∣ f ∗ ϕt(y)∣∣2 dy dt
tn+1
)1/2
.
By the vanishing moment of ϕ , we write that
1
|B|
∫
B
([
S( f )(x)
]2 − inf
x′∈B
[
S( f )(x′)
]2)
dx 1|B|
∫
B
[
Sr
([
f −mB( f )
]
χ8B
)
(x)
]2
dx+ 1|B|
∫
B
[
Sr
([
f −mB( f )
]
χRn\8B
)
(x)
]2
dx
+ 1|B|
∫
B
sup
x′∈B
∣∣[S∞( f )(x)]2 − [S∞( f )(x′)]2∣∣dx
≡ G1 + G2 + G3.
From Lemma 3.1 and (1.6), it follows that
G1  1.
To estimate G2, it is easy to see that for any x ∈ B , z ∈ Rn \ 8B and y ∈ Rn satisfying |y − x| < t with t ∈ (0,4r), |y − z| ∼
|z − xB |. Then by (1.1), we have that
G2 
1
|B|
∫
B
4r∫
0
∫
|y−x|<t
[ ∫
Rn\8B
| f (z) −mB( f )|
|z − xB |n+1 dz
]2 dy dt
tn−1
dx
 r2
[ ∞∑
k=3
∫
2k+1B\2k B
| f (z) −m2k+1B( f )|
(2kr)n+1
dz +
∞∑
k=3
|m2k+1B( f ) −mB( f )|
2kr
]2
 1.
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∣∣[S∞( f )(x)]2 − [S∞( f )(x′)]2∣∣=
∞∫
4r
∫
|y|<t
[∣∣ f ∗ ϕt(x+ y)∣∣+ ∣∣ f ∗ ϕt(x′ + y)∣∣]∣∣ f ∗ ϕt(x+ y) − f ∗ ϕt(x′ + y)∣∣ dy dt
tn+1
 1.
Notice that for any x ∈ B , z ∈ Rn and y satisfying |y| t with t  4r, t + |x+ y − z| ∼ t + |x− z|. Some computation similar
to the estimates for (2.1) and (2.2) yields that for any x, x′ ∈ B and any y satisfying |y| < t with t  4r,
∣∣ f ∗ ϕt(x+ y)∣∣
∫
2k0 B
| f (z) −m2k0 B( f )|t
(t + |x− z|)n+1 dz +
∫
Rn\2k0 B
| f (z) −m2k0 B( f )|t
(t + |x− z|)n+1 dz 1, (3.1)
where k0 is the positive integer such that 2k0r  t < 2k0+1r, and
∣∣ f ∗ ϕt(x+ y) − f ∗ ϕt(x′ + y)∣∣
∫
8B
| f (z) −mB( f )|
tn
dz +
∫
Rn\8B
∣∣ f (z) −mB( f )∣∣ |x− x′|t
(t + |x− z|)n+2 dz. (3.2)
Therefore, by a similar estimate to (2.3), we obtain that for any x, x′ ∈ B ,
∣∣[S∞( f )(x)]2 − [S∞( f )(x′)]2∣∣
∞∫
4r
∫
|y|<t
dy dt
t2n+1
∫
8B
∣∣ f (z) −mB( f )∣∣dz +
∫
Rn\8B
∞∫
4r
∫
|y|<t
| f (z) −mB( f )|r
(t + |x− z|)n+2tn dy dt dz
 1+
∫
Rn\8B
∞∫
4r
| f (z) −mB( f )|r
(t + |x− z|)n+2 dt dz
 1,
which completes the proof of Theorem 1.2. 
4. Proof of Theorem 1.3
We begin with the boundedness of g∗λ in Lebesgue spaces; see, for example, [13, pp. 316–318].
Lemma 4.1. Let λ ∈ (1,∞), p ∈ (max{λ/2,1},∞) and the operator g∗λ be as in (1.5). Then g∗λ is bounded on Lp(Rn).
The following boundedness for fractional integrals is also well known; see, for example, [11, p. 119].
Lemma 4.2. Let p ∈ (1,∞), β ∈ (0,n) and 1/q = 1/p − β/n. Then the fractional integral operator deﬁned by
Iβ f (x) =
∫
Rn
f (y)
|x− y|n−β dy
is bounded from Lp(Rn) into Lq(Rn).
Proof of Theorem 1.3. Similarly to the proofs of Theorems 1.1 and 1.2, to prove Theorem 1.3, it is enough to prove that
for any f ∈ BMO(Rn) with ‖ f ‖BMO(Rn) = 1, if there exists x0 ∈ Rn such that g∗λ( f )(x0) < ∞, then for any ball B ⊂ Rn with
B  x0,
1
|B|
∫
B
([
g∗λ( f )(x)
]2 − inf
x′∈B
[
g∗λ( f )(x′)
]2)
dx 1.
Denote the radius of B and its center, respectively, by r and xB . For any nonnegative integer k, let
J (k) ≡ {(y, t) ∈ Rn+1+ : |y − xB | < 2k−2r and 0< t < 2k−2r}.
By the vanishing moment of ϕ , we have that
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|B|
∫
B
([
g∗λ( f )(x)
]2 − inf
x′∈B
[
g∗λ( f )(x′)
]2)
dx 1|B|
∫
B
[
g∗λ,0
([
f −mB( f )
]
χ8B
)
(x)
]2
dx
+ 1|B|
∫
B
[
g∗λ,0
([
f −mB( f )
]
χRn\8B
)
(x)
]2
dx
+ 1|B|
∫
B
sup
x′∈B
∣∣[g∗λ,∞( f )(x)]2 − [g∗λ,∞( f )(x′)]2∣∣dx
≡ I1 + I2 + I3,
where
g∗λ,0( f )(x) =
{∫ ∫
J (0)
(
t
t + |x− y|
)λn∣∣ f ∗ ϕt(y)∣∣2 dy dt
tn+1
}1/2
and
g∗λ,∞( f )(x) =
{ ∫ ∫
R
n+1+ \ J (0)
(
t
t + |x− y|
)λn∣∣ f ∗ ϕt(y)∣∣2 dy dt
tn+1
}1/2
.
Lemma 4.1 together with (1.6) implies that
I1  1.
By (1.1) and the fact that for any (y, t) ∈ J (0), x ∈ B and z ∈ Rn \ 8B , |z − y| ∼ |z − xB | and |y − x| < 2r, we obtain
I2 
1
|B|
∫
B
∫ ∫
J (0)
(
t
t + |x− y|
)nλ( ∫
Rn\8B
| f (z) −mB( f )|
(t + |y − z|)n+1 dz
)2
dy dt
tn−1
dx
 1|B|
∫
B
∫ ∫
J (0)
(
t
t + |x− y|
)nλ( ∞∑
k=3
∫
2k+1B\2k B
| f (z) −mB( f )|
(2kr)n+1
dz
)2
dy dt
tn−1
dx
 1|B|
∫
B
r/4∫
0
∫
|y−xB |<2r
(
t
t + |x− y|
)nλ 1
r2
dy dt
tn−1
dx
 1|B|
∫
B
r/4∫
0
∫
|s− xB−xt |< 2rt
(
t
t + t|s|
)nλ 1
r2
t ds dt dx
 1|B|
∫
B
r/4∫
0
∫
|s|< 4rt
1
(1+ |s|)n−1
1
r2
t ds dt dx
 1|B|
∫
B
r/4∫
0
1
r
dt dx
 1.
As for the term I3, by the vanishing moment of ϕ , we ﬁrst write that for any x, x′ ∈ B ,
∣∣[g∗λ,∞( f )(x)]2 − [g∗λ,∞( f )(x′)]2∣∣
∫ ∫
R
n+1+ \ J (0)
∣∣∣∣
(
t
t + |x− y|
)nλ
−
(
t
t + |x′ − y|
)nλ∣∣∣∣∣∣ f ∗ ϕt(y)∣∣2 dy dttn+1

∫ ∫
R
n+1+ \ J (0)
r
(t + |xB − y|)nλ+1
∣∣ f ∗ ϕt(y)∣∣2 dy dt
tn+1−nλ

∞∑
k=1
r
∫ ∫
J (k)\ J(k−1)
[ ∫
n k+1
| f (z) −mB( f )|
(t + |y − z|)n+1 dz
]2( t
2kr
)nλ+1 dy dt
tnR \2 B
Y. Meng, D. Yang / J. Math. Anal. Appl. 346 (2008) 30–38 37+
∞∑
k=1
r
∫ ∫
J (k)\ J (k−1)
[ ∫
2k+1B
| f (z) −mB( f )|
(t + |y − z|)n+1 dz
]2( t
2kr
)nλ+1 dy dt
tn
≡ g∗,1∞ (x, x′) + g∗,2∞ (x, x′).
Observe that for any (y, t) ∈ J (k), t
2kr
 1, which leads to ( t
2kr
)nλ1+1  ( t
2kr
)nλ2+1 if λ1 > λ2 > 1. Thus, in the following
estimates for g∗,1∞ (x, x′) and g∗,2∞ (x, x′), we may always assume λ ∈ (1,2). Noticing that for any x ∈ B , z /∈ 2k+1B and (y, t) ∈
J (k) \ J (k − 1), t + |z − y| ∼ 2kr + |z − xB |, we obtain that for any x, x′ ∈ B ,
g∗,1∞ (x, x′)
∞∑
k=1
r
(2kr)nλ+1
∫ ∫
J (k)\ J(k−1)
[ ∞∑
l=k+1
∫
2l+1B\2l B
| f (z) −mB( f )|
(2kr + |z − xB |)n+1 dz
]2
dy dt
tn−1−nλ

∞∑
k=1
r
(2kr)nλ+1
∫ ∫
J (k)\ J(k−1)
[ ∞∑
l=k+1
∫
2l+1B
| f (z) −mB( f )|
(2lr)n+1
dz
]2
dy dt
tn−1−nλ

∞∑
k=1
r
(2kr)nλ+1
2k−2r∫
0
∫
|y−xB |<2k−2r
(
2kr
)−2
k2
dy dt
tn−1−nλ
 1.
On the other hand, from Minkowski’s integral inequality and the boundedness of the fractional integral I n
2 (λ−1) from
L2/λ(Rn) into L2(Rn) (see Lemma 4.2), it follows that for any x, x′ ∈ B ,
g∗,2∞ (x, x′)
∞∑
k=1
r
(2kr)nλ+1
∫
|y−xB |<2k−2r
[ ∫
2k+1B
∣∣ f (z) −mB( f )∣∣
( 2k−2r∫
0
t1+nλ−n
(t + |y − z|)2n+2 dt
)1/2
dz
]2
dy

∞∑
k=1
r
(2kr)nλ+1
∫
|y−xB |<2k−2r
[ ∫
2k+1B
∣∣ f (z) −mB( f )∣∣
×
( |y−z|∫
0
t1+nλ−n
(t + |y − z|)2n+2 dt +
∞∫
|y−z|
t1+nλ−n
(t + |y − z|)2n+2 dt
)1/2
dz
]2
dy

∞∑
k=1
r
(2kr)nλ+1
∫
Rn
[ ∫
2k+1B
| f (z) −mB( f )|
|z − y|n− n2 (λ−1) dz
]2
dy

∞∑
k=1
r
(2kr)nλ+1
[ ∫
2k+1B
∣∣ f (z) −mB( f )∣∣2/λ dz
]λ
 1.
The estimates for g∗,1∞ (x, x′) and g∗,2∞ (x, x′) give us the desired estimate for I3. Thus, we complete the proof of Theo-
rem 1.3. 
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