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Abstract 
Let A be a matrix of even dimension which is anti-symmetric after deletion of its rth row and column and let R, C be the 
anti-symmetric matrices formed by modifying the rth row and column of A, respectively. In this case, Cayley's (1857) 
theorem states that 
detA = Pf R .P f  C, 
where Pf R denotes the Pfaffian of R. A consequence of this theorem is an explicit factorisation of the standard 
determinantal representation f the denominator polynomial of a vector Pad6 approximant. We give a succinct, modern 
proof of Cayley's theorem. Then we prove a novel vector inequality arising from investigation of one such Pfaffian, and 
conjecture that all such Pfaffians are nonnegative. 
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1. Introduction 
A vector Pad~ approximant (VPA) is a rational function of the form r(z) =p(z)/q(z) whose 
Maclaurin series matches that of some given series 
f ( z )=co+c lz  +c2 z2 + ..., e ieC a (1.1) 
analogously to Pad6 approximation i the scalar case with d = 1. The degree requirements 
deg{p(z)} ~< n, degq(z) = 2k (1.2) 
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are imposed for an approximant of type [n/2k] together with the accuracy-through-order condi- 
tion 
f (z) - p (z)/q (z) = 0 (z" + x ), (1.3) 
a normalisation with 
q(0) ¢ 0, (1.4) 
and the factorisation condition that a polynomial Q(z) exists such that 
q (z) Q (z) = p (z) .p* (z). (1.5) 
These axioms (1.1)-(1.5) normally define r(z) [1, Chapter 8, Section 4], [6]. Such approximants 
share most of the properties of ordinary Pad6 approximants, uch as obeying Cordellier's identity 
and computation by the epsilon algorithm. The analytical theory allows us to investigate degener- 
acy, and to find ways of avoiding unnecessary numerical instability. In particular, we need to know 
the conditions under which q(0) ~ 0. In this paper, we give a Pfaffian formula (3.9) for q(z) which 
should represent the denominator more accurately than the standard eterminantal form (3.2). For 
the future, Pfaffian representations should also help us towards finding necessary and sufficient 
conditions under which q(0) = 0. 
In Section 2, we recall the definition of a Pfaffian, and give a modern proof of Cayley's theorem 
[3] which states that the determinant of a bordered zero-axial skew-symmetric matrix is the 
product of two Pfaffians. 
In Section 3, we apply this theorem to prove that 
qVPa (Z) = q Pf (Z) q Pf (0), (1.6) 
where qPf(0) is the Pfaffian associated with qVPA(0), qaf(z) is a polynomial of degree 2k in z, and all 
its 2k + 1 coefficients are Pfaffians. Because qPf(0) is merely a constant factor, calculation of the 
denominator polynomial from the formula for qPf(z) should be more stable than calculation of 
qVPA(z) from the determinantal form (3.2). In fact, qVPA(z) as defined by (3.2) is a bordered anti- 
symmetric determinant of odd dimension. The result (1.6) can also be interpreted as a representa- 
tion of qVPA(z) as a product of Pfaffians by direct application of Cayley's theorem [7]. 
In Section 4, we state a novel vector inequality which emerged from our study of Pfaffians, and 
make the associated conjecture that qPf(x) >_- 0 for x ~ ~. 
General references which we found useful in this context are given in [4], [5, Chapter 7], [10, 
Chapter 8], [11, Vol. 1, Chapter 14 and Vol. 2, Chapter 9]. 
2. Cayley's theorem 
We recall the definition of a Pfaffian using elementary graph theory. Let K, denote the set of 
graphs having an even number n = 2m of vertices. Each permutation a e S(n) determines a perfect 
matching re(a) with edges {o-(2i - 1), O'(2i)}m=1. Because it(a) does not depend on the direction of 
these edges nor on their order, there are 2"m! different permutations o- which generate the same 
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Given any anti-symmetric matrix A ~ C 2m x 2rn and any perfect matching re, we associate a weight 
w(r 0 with rc by the rule 
w(n) := signa f i  a~2i- 1),.~2i) (2.1) 
i=1 
where a is any permutation which generates r~ in the sense described above. Provided only that 
a generates n, it is well known (and easy to show) that w(n), defined by (2.1), does not depend on the 
2ram! choices of a. Then the Pfaffian of A is defined by 
PfA = ~' w(~), (2.2) 
/ t  
where the sum is taken over all distinct perfect matchings ~z in K2m. 
Next, we introduce Cayley's theorem in a modern form, we state and prove an auxiliary lemma, 
and then prove the main theorem. Our notation and approach generally follow those of [-5, 
Chapter 7]. 
Theorem 2.1 (Cayley [3]). Let A be a square matrix of even dimension, such that its sub-matrix 
A\r;r is anti-symmetric (meaning that the matrix A with its row r and column r deleted is anti- 
symmetric). Let R, C denote the anti-symmetric matrices formed by altering only the rth row, column 
of A respectively. Then 
detA = PfR .P fC .  (2.3) 
Example. 
0 a b c 
-a  0 d e 
A '= - f i  -3  ~ ~o 
-c  -e  - f  0 
has the property that A\3;3 is anti-symmetric. Form 
0 a b c ]  
-a  0 d e 
R'= -b  -d  0 f ' 
- c  -e  - f  0 
C :~-- 
Then Theorem 2.1 asserts that 
detA = (a f+  cd -be)  (a~p + c6 -eft). 
0 a fl c 
--a 0 3 e 
- f i  -3  o ,p 
- c  -e  -~o 0 
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Lemma 2.2. Let A be the matrix of even dimension = 2m defined in the statement of Theorem 2.1. 
Let ~ ~ S(n) denote any permutation of (1, 2, ..., n), and let E(n) ~ S(n) denote the set of permuta- 
tions formed from cycles of even length only. Then 
detA= ~ s ignor i  ai,~(i). (2.4) 
~E(n)  i=  1 
Proof.  We begin with the standard efinition 
n 
detA= ~ signg[I  ai,~(i). (2.5) 
• ~S(n)  i = 1 
Without loss of generality, we suppose at this stage that the exceptional row and column of A are 
its last row and column, i.e., that r = 2m. 
Take any permutation//6 S(n)\E(n), so that /3 is included in the sum of (2.5) but not in the 
sum of (2.4). Consider the decomposition of/~ into cycles. By construction,/~ contains a cycle of 
odd length, and so//actually contains at least two cycles of odd length, because n is even. Choose 
c(/~) to be the cycle of fl, chosen out of the cycles of odd length which do not contain n, contain- 
ing the smallest least integer. Let fl" denote the permutation derived by replacing c(/~) by c(//)- 1 in 
//. It follows that (/F) r =/~, and thus the permutations in S(n)\E(n) are divided into pairs (fl,//r) 
such that the contributions to (2.5) from /~ and /F cancel exactly. The result (2.4) follows 
immediately. [] 
Proof  o f  Theorem 2.1. We begin with the result (2.4), namely that 
det A = 
ot ~ E (n) 
where 
t~ (2.6) 
n 
t~:= sign7 IJ ai,~(0. (2.7) 
i=1  
We may assume that each permutation ~ in (2.7) is composed of n, disjoint cycles 2i of even length 
li, by Lemma 2.2. Let k] ~) denote the vertex of least numerical value in the cycle 2~. We may suppose, 
without loss of generality, that the cycles 2i are ordered so that 
1 = k~ 1) < k] 2) < k] 3, < ... < k(1 "''. 
Then each ~ has the unique decomposition 
na 
i=1 
where 
= °, l 
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Define permutations (7, and 0-2 by 
0-1 
(7 2 
I 1 2 --. n ] 
k Xl . . .  ' 
1 2 ... n 1 
"2/¢(1) k~l) ... k,ln,) 
and then define 
W 1 
n~ 
sign al I-[ av%,,, at%., "'" ak,~ k lil, 
i=1  
nx 
W 2 ~ sign 0-2 H ar,,k., a~,%,,, ".. aww. 
'~2 '*3 "4  "5  '~1, "1 
i= ,  
Consider first the case of r = 1. Then wl, w2 are terms in the expansion of PfC, PfR, respectively, 
corresponding to the perfect matchings 
~k'i)k(i)~ {k~°k~'},  ~k (i) k' i '~t 
" ' ' '  ( l i -1  Ii J ) '  
i 
k(~) k (~) ~ 7"1;2 = ~){(  2 3 ),~k(i)k(i)t {k(~)k~ i)} . . . .  , { /, 1 J J ,
i 
respectively. 
Because 
= 
k~ 1) 
"'" k("~)t., 1 
... k~ "~) 
it follows that sign ~ = sign 0-1 sign 0- 2 and hence that 
t~ ~ W1W 2 .  
Thus every term in the expansion of (2.4) of det A is expressed as a product of terms wl,  we in the 
expansions of PfC, PfR, respectively. 
Conversely, consider the general term w(zi)w(nj) occurring in the right-hand side of (2.3). We 
need to see how the perfect matchings hi, rrj induce a permutation e e S(n) composed of a cycle or 
cycles 21,22, ..., 2n. Starting with the vertex k] 1) = 1, n, connects  k(11) to k~21). If rcj connects k~21) to 
k~ 11, the cycle 21 is complete. Otherwise, the connections of rci and rrj are used alternately to 
construct 21. (Note that rc~ cannot make the final connection.) Then take the unused index of least 
numerical value and again use rci and rcj alternately to construct 22, and repeat until all the indices 
have been used up. In this way, a permutation ~ corresponding to each (rr~, n j) is uniquely 
constructed, and hence the corresponding term t, = w (rr~)w (n j) in (2.6) is formed, as in the first part 
of the proof. 
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Finally, we note that the general result (2.3) follows from that for r = 1 by row and column 
exchange. [] 
Corollary. Let A be a matrix of odd dimension 2n + 1, whose sub-matrix C = A r;r is anti-symmetric. 
Let B denote the biyyer anti-symmetric matrix of dimension 2n + 2, haviny the property that 
Br + 1;r = A. Then 
detA = P fB -P fC .  
Outline proof. Apply Sylvester's theorem to detB, and then use the result of the main 
theorem. [] 
3. Application to vector Pad/~ approximants 
For a given power series with real coefficients c i ~ ~d, expressed as 
f ( z )  = Co + CxZ "~ C2 Z2 "~ "'" , 
the denominator of the vector Pad6 approximant of type [n/2k] is 
(3.1) 
qVPA (Z) --~ 
0 M12 "'" MI,Zk M1,2k+ 1
Mzl  0 "'" M2,2k  M2,2k+l 
M2k, 1 M2k, 2 "'" 0 M2k, 2k + 1 
z2k z2k - 1 ... Z 1 
(3.2) 
For i = 1, 2 .... ,2k and j = 1, 2 . . . . .  2k + 1, the entries of (3.2) are given in [8] as 
j - i -1  
M i j :=  I-I C l+ i+. -2k 'C j - l+n-2k - i  i f i< j ,  (3.3) 
/=0 
and 
Mq:= -M j i  i f j  < i. (3.4) 
In (3.3), we have assumed that cj := 0 i f j  < 0. For convenience, we define z:= n - 2k + 1, and we 
represent the coefficients in (3.1) by 
c ,  = f i >~ 0 (3.5) 
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(at least formally using the umbral calculus [12]). F rom (3.3)-(3.5), we find that the (i,j) element of 
the anti-symmetric matrix M ~ [~2k + 1)×t2k +1~ is 
Mij:= xl+i-lyj-l-2dltl(x)'dl~(y), 1 ~ i < j <. 2k + 1, 
2pftx'-lf1-1 . . . .  d#(x)-d#(y), 1 ~< i, j  ~< 2k + 1, (3.6) 
3 x -y  
where P denotes that the integrand is to be symmetrised by interchange of x, y and normalised, 
similarly to the formal treatment of a principal value integral [13]. Let M~i:j denote the matrix 
M after deletion of row i and column j. We expand (3.2) and obtain 
2k 
qVPA(Z) = E z2k-j(-- 1)JdetM',2k+ 1;j+ l, (3.7) 
j=O 
Each matrix M,, 2k+ 1;j is almost anti-symmetric n the sense that removal of the jth row and last 
column alters it to M~j,2k + 1;j,2k + 1 which is an anti-symmetric matrix. By Theorem 2.1, we obtain 
det M~2k + 1;j = PfM,  j;j Pf M~2k + 1;2k + 1. (3.8) 
If we define 
2k 
qPf (2)  = E z2k- J ( -1 ) JP fM ' , J+  1;j+ 1, (3.9) 
j=0  
then (3.7) and (3.8) lead to 
qVaA (Z) = qPf (0) qaf (z). (3.10) 
This is the main result of this section; it is a factorisation of qVPA(z) only in the sense that a constant 
multiplier has been factored out. The representation 
r(z) = If(z)qPf(g)]no/qPf(z ) (3.11) 
should be more stable numerically than its equivalent using qVPA(z)  in the commonly occurring 
cases in which the data coefficients ci are nearly, but not exactly, linearly dependent. 
With the definitions (2.1), (2.2), we have 
k 
Pf M j;; = ~ sign a [ I  (M',j;j)a(2i- 1),a(2i)" (3.12) 
rr i= l  
Recall that each perfect matching rt is induced by 2kk! different permutations a, and then (3.12) 
leads to 
1 k 
PfM,  j j = 2--~--~. v y" sign a I-[ (M',,J,J)a(2i-1),a(2i). (3.13) 
~r i=1 
We begin with the case j = 2k + 1, and express each permutation in (3.13) as 
a = . (3.14) 
il i2 ... i2k 
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We substitute for Mij from (3.6) in (3.13), and obtain 
k! ~"1  f ;  i i2-1 i1-1 ... iak--ly~2k t--1 
PfM, 2k+l;2k+l=_~S~signaP ... Xl" ZI_._ Xk 
cr ,) x I  --  Y l  Xk - -  Yk 
• dp(X l ) 'd l t (y l )  ... dp(Xk) 'dp(yk) .  
By expansion of the Vandermonde determinant implicit in (3.14) and (3.15), we find 
l f f  f~ I  Pf M\2k  + 1;2k + 1 = k.l "" (Xi --  X j ) (Y i  --  y~)(xi - Y j ) (Y i  - x j )  
i< j  
Similarly, we find that 
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• d/l (Xl)" d,U(yl ) . . .  dp(xk)'dp(yk). 
(3.15) 
k 
(xi - xj)(yi -- yj)(xi - Yi)(Yi - xj)" H (1 -- zxi)(1 - zyi) 
i=1 
l f f  f k  qPf(z) = ~.l "'" ]~ 
i< j  
• d,u(x~), d,u(y~) ... dp(Xk)'dp(yk), (3.16) 
which is an attractive representation for the Pfaffian form of the denominator polynomial of 
a vector Pad6 approximant. 
Example. The determinantal representation of the denominator polynomial of type [4/4] is 
(3.17) qVaa (z) = 
0 C 2 2C1" C2 2cl "C3 "t- C 2 2c1"c4 + 2C2"C3 
--C 2 0 C2 2c2"e3 2c2 "c4. q-- c3 2
-2c l  'c2 -c  2 0 17 2 2c 3 "c 4 
--2C1"C 3 --C~ --2C2"C3 --C2 0 C~ 
Z 4 Z 3 Z 2 Z 1 
Using the decomposit ion (3.10) and representation (3.12), we find that the Pfaffian form associated 
with (3.17) is 
qPf(z) = (ah - bf + ce) + z(de + ja - 9b) + zZ(ak - 9c + df) 
+ z3(jc - bk - hd) + z4(yh + ek - j  f )  (3.18) 
where (temporarily) 
a = c~, b = 2C1"C2, 
e = c~, f=  2c2 "C3, 
k = c~. 
C = 2C1"C3 + C~, d = 2c1"c4 + 2C2"C3, 
y =2C2"C 4 +C~,  h =c2 ,  j=2c3"c4 ,  
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Using (3•16) and (3.5), we find that 
 ffff qPf(z) = -~ (X -- U)(X -- v)(y -- u)(y -- V)(1 -- ZX)(1 -- zy)(1 -- ZU)(1 -- ZV) 
• dp (x) dp (y) dp (u)" dp(v) 
for the denominator polynomial of a vector Pad6 approximant of type [n/4]. 
4. A new vector inequality 
A sequence of vector Pad6 approximants of f ( z )  can be constructed by applying the modified 
Viskovatoff algorithm to the matrix image of f ( z )  in a Clifford algebra [6]. This procedure leads 
to the representation 
Z ~, ZP2 Z pN 
RN(z) = ~o(Z) 4- . . . .  (4.1) 
7[1(Z ) 4- n2(Z ) 4- 4- 7[N(Z )
for each approximant which exists for f ( z )  in the sequence [0/0], [1/01, [2/2], [3/21, [4/4], 
[5/4], . . . ,  analogously to its equivalent in the scalar case [2]• Each RN(z) may be evaluated by 
backward recursion beginning with 
SN(Z) = [nN(z)]-a, (4•2) 
and then recursively by 
Sk-I(Z) = [rCk-1 + zukSk(z)1-1, k = N,N  - 1 .... ,2 (4.3) 
and ultimately by 
RN(z) = tOo(Z) + $1 (z). (4.4) 
To find a rational representation for these fractions, we define 
pN(Z) = ~N(Z), qU(Z) = [Itu(Z)] 2 (4•5) 
SO that (4.2) becomes 
SN (z) = PN (z)/qN (z). (4.6) 
Eq. (4.3) suggests that we define 
Pk-1  (Z) = 7[k- I (Z)qk(Z) 4- zUkpk(Z), (4•7) 
Qk (z) = [Pk (Z) 12/qk (Z), (4.8) 
qk a (Z) =- [Pk-1 (Z)]2/qk(Z) (4•9) 
for k = N, N - 1,. . . ,  2. From (4•7)-(4•9) we obtain 
qk- 1 (z) = [~k- 1 (Z)12 qk(Z) + 2zU~pk(Z) " rCk(Z) + Z 2u~ Qk(Z). (4.10) 
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It follows by induction from (4.5)-(4.10) that 
(i) each Qk(Z) is a polynomial,  k = N, N - 1, . . . ,  2, 
(ii) Sk(Z) =pk(z)/qk(Z), k = N, N - 1 . . . . .  1, 
(iii) Qk-1(Z)  = qk (g), k -- N, N - 1, . . . ,  3. 
Ultimately, from (4.4), 
RN (z) = Zto (z) + z u' $1 (z) = Po (z)/qo (z) 
with qo(z) = ql (z). From (4.5) and (4.9) it follows that 
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(4.11) 
qo(x) >i 0 for x ~ ~. (4.12) 
Returning to the definition (3.2), let us suppose that a vector Pad~ approximant of given type 
[n/2k] in the sequence [0/01 [1/0], [2/2-], [3/2], [4/4], [5/4], ... exists in the sense that qVI'A(0) ~ 0. 
Cayley's theorem then implies that 
qVPA(0) > 0. (4.13) 
Let ~(z) = y2k o gliZ i denote the denominator  polynomial  formed using any solution of 
0 M12 "" M1,2k q2k Ml'2k+ 1 1 
M21 0 "'" M2,2k q2k-1 = _t~O M2,2k+l 1" 
. . . ~ " 
M2k, 1 M2k,2 "'" 0 ql  M2k, 2k+ l 
For  any given qo, this system has a unique solution when qVPA(0) ~ 0. Therefore (4.12) and (4.13) 
imply that qVPA(x) ~ 0 for x ~ ~. Therefore, either by uniqueness or because qVPA(0) = 0 implies 
that qVl'g(z) = 0 (see (3.10)), we have shown that 
qVag(x) ~> 0, X e ~ (4.14) 
in terms of the definition (3.2). It is natural  to check whether this property is inherited by qPf(x). 
From (3.18), we have 
2 2 qPf(o) = t2 12¢32 __ 4[Cl "c2] [c2 "c3] + [2cl "c3 + C2"]C2. 
By writing a = el,  b = c2, c = c 3 to emphasise that these are arbitrary vectors in B~ a, it is found that 
a2c 2 -- 4(a 'b ) (b 'c )  + (2a'c + b2)b 2 ~ 0 (4.15) 
with equality only if [a[ [c[ = [b[ 2, a ^ b = b ^ c and a, b, c are coplanar. This result is proved by first 
taking a convenient basis in ~ 3 such as 
b = (b, 0, 0), a = (a cos ~, a sin ~, 0), 
c = (c cos fl cos 7, c cos fl sin 7, c sin fl). 
P.R. Graves-Morris et al. / Journal of Computational nd Applied Mathematics 66 (1996) 255-265 265 
Let us denote the left-hand side of(4.15) by T(a, b, c). Using the double angle formulas, we find that 
T(a ,  b, c) = [ac -- b2 cos flcos(ct ÷ ~))]2 _~_ b4[cosZfls in2(~ + 7) + sinZfl] • 
It follows that 
T (a, b, c) >/0 
with equality only if fl = 0, ~ + ~ -- 0 and ac = b 2. 
Alternatively, applying the Cauchy-Schwarz inequality to the vectors a and 
c' := 2b(b" c /b  2) -- C, 
we obtain 2b2(ac + a'c)  - 4a" bb 'c  >~ O, and then (4.15) follows under (and only under) the stated 
conditions. 
For vector Pad6 approximants of all types [n/2k], we (boldly) conjecture that 
qPf(x) >/ 0 for x e ~, (4.16) 
on the basis that (4.16) holds trivially if k = 0, that it follows from the Cauchy-Schwarz identity if 
k = 1, and that it follows from (3.10) and the previous case if k = 2. 
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