Predicting the fast-rising young researchers (Academic Rising Stars) in the future provides useful guidance to the research community, e.g., offering competitive candidates to university for young faculty hiring as they are expected to have success academic careers. In this work, given a set of young researchers who have published the first first-author paper recently, we solve the problem of how to effectively predict the top k% researchers who achieve the highest citation increment in ∆t years. We explore a series of factors that can drive an author to be fast-rising and design a novel impact increment ranking learning (IIRL) algorithm that leverages those factors to predict the academic rising stars. Experimental results on the large ArnetMiner dataset with over 1.7 million authors demonstrate the effectiveness of IIRL. Specifically, it outperforms all given benchmark methods, with over 8% average improvement. Further analysis demonstrates that the prediction models for different research topics follow the similar pattern. We also find that temporal features are the best indicators for rising stars prediction, while venue features are less relevant.
both productivity and popularity of researchers. Dong et al. [10] investigated the correlation between researchers' H-index values and their collaboration signatures. Dong et al. [11] extracted various academic features to classify the impactful papers that will contribute to improving the H-index. Despite the strong capability of previous works in predicting citation number, they are not effective for ARSes prediction. Because ARSes usually have limited accumulative citations while the fast citation rising helps them attract attentions from colleagues and have successful academic careers in the future.
Unlike predicting the exact citation value, in this work we focus on ranking the citation increments of different authors. Accordingly, we define the fast-rising researchers as the authors reach relatively large citation increments in a given time period.
Our contributions are twofold: (i) we formalize the problem as a citation increment ranking task to identify the ARSes who rank in the front of others, (ii) we introduce a series of factors that are correlated with authors' future citation increments and design a novel ranking learning method to identify ARSes. The experiment results on a large academic dataset show the effectiveness of our proposed method. It outperforms all given baseline methods, with over 8% average improvement. Besides citation count prediction, our work is related to scientific network analysis [12, 1, 13, 14, 15, 16] , credit allocation in academic collaboration [17, 18] , scientists impact ranking [19, 20, 21] , analysis of first-mover advantage for the first publication in career [22] and highly cited paper prediction [23, 24] .
Results
• Problem definition. For ease of representation, Table 1 lists the notations used throughout the paper. Considering the various influences, audiences, etc., of different research topics, we categorize all young researchers A * into R different groups via Latent Dirichlet Allocation (LDA) [25] (see Researchers division method in Materials and Methods) and take it as independent prediction task for identifying ARSes for each topic r. Therefore, we define the problem as: Top k% Academic Rising Stars Prediction -Given the publication corpus L t before the current year t and a set of young researchers A * who publish the first first-author paper at the recent year t 1st , the task is to predict the fast-rising scholars A * r,k who rank in top k% in A * r for each topic r according to the citation increments (or impact increment scores) after ∆t years. The schematic diagram of this work is illustrated in Fig. 2 . In this work, the true impact increment score of author a is quantified by citation increment value, i.e., s a = ∆c a . The data extracted from ArnetMiner (see Data description in Materials and Methods), consisted of 1,712,433 authors of computer science, is used for conducting later experiments.
N otation
Def inition and Description N otation Def inition and Description A set of researchers, a denotes researcher a A * set of researchers who publish first first-author paper at t1st L set of papers, l represents paper l A * r set of A * belongs to topic r c author' citation number, ∆ca is a's citation increment A * r,k set of true rising stars rank in top k% of topic r La the set of papers published by aÂ * r,k set of predicted rising stars rank in top k% of topic r s the true impact increment value, sa is a's valueŝ the predicted impact increment score,ŝa is a's predicted score Table 1 : Notations used throughout the paper.
• Feature selection. In order to solve the given problem, we formalize the predicted impact increment scoreŝ a of author a as the combined influence of various factors. It includes author, social, venue, content and temporal features of each author, as listed in Table 2 . In addition, Fig. 3 shows the correlation between the average values of citation increments of A * from year 2008 to year 2012 and the values of a representative feature. There are a group of authors with the same value of the given feature and we compute the average value of citation increments of those authors. To avoid the noise, we only consider the group whose size is larger than 100. We give the description and discussion of each selected feature in the follows. Author features. The author's impact increment in the future is naturally correlated with their current attributes because: (a) impact of each paper is correlated with author's attributes [3, 7, 26 ]. Author's attributes (e.g., previous citation number) influence her/his papers' citation value which in turn further increase their citation numbers. (b) The previous productivity of an author has positive influence on future citation value since she/he has more chances (including self citations) to get citations [27] . We extract three author features related with paper number and citation count, namely (1) the number of the author's previous papers, (2) the author's current citation number and (3) the author's current average citation value of previous papers. As what we expect, the results in The author's current citation number. A-citation-ave (F3)
The author's current average citation number of previous papers.
Social
S-num-coauthors (F4) The author's previous co-authors number. S-citation-ave-coauthors (F5)
The average value of the author's co-authors' citation number.
S-P RACN (F6)
The author's PR score on ACN.
S-P RACCN (F7)
The author's PR score on ACCN.
The average value of co-authors' PR scores on ACN.
The average value of co-authors' PR scores on ACCN.
V enue V -ave-citation (F10) The average value of venues' citations of the author's previous papers.
The average value of venues' citations of the author's previous papers in the last two years.
The average PR score of venues of the author's previous papers on VCCN.
The author's authority score.
T emporal
The citation increment of the author in one year.
The average citation increment of the author in two years.
The paper addition of the author in one year.
The average paper addition of the author in two years. among different researchers may influence an author's citation increment. For example, previous studies [27, 28] demonstrated that researchers tend to cite their co-authors' works. To explore such effect, we extract the weighted collaboration network (ACN) among all authors. In ACN, each edge represents a collaboration relationship between two authors and the weight of an edge is defined as the corresponding collaboration frequency. Besides, we assume a widely cited author is an authority researcher who has large impact, and construct authors' citing-cited network (ACCN). Unlike ACN, the ACCN is a weighted directed network and each link denotes a citing-cited relationship between two authors. The PageRank (PR) [29] is used to quantify the authority value. Thus we introduce 6 social attributes of each author including: (1) the number of co-authors, (2) the average value of co-authors' citation counts, (3) the author's PR score on ACN, (4) the author's PR score on ACCN, (5) the Network Science research, researchers pay much more attention to papers published in Nature and Science. To quantify the venue's influence, we compute the average citation value of all papers in a venue and name it as a venue's citation. Besides, we construct the weighted directed venues' citing-cited networks (VCCN) of all venues to measure the authority of each venue.
Each edge represents a citing-cited link between two venues and the weight denotes the citing frequency. Similar to ACN and ACCN, the PR score is used to quantify the venue's authority value. Three venue features of each author are extracted: (1) the average value of venue's citations of the author's previous publications, (2) the average value of venue's citations of the author's previous publications in the last two years and (3) the average PR score of the venues of the author's previous publications on VCCN. The first and second factors positively affect on author's citation increment, as reported by Fig. 3j and Fig. 3k . As for the last factor, it has no strong correlation with author's citation increment. The different corpus sizes of different venues may attribute to this result. Fig. 4c and Fig. 4d show the correlation between average citation increments/total citation increments of all papers and the papers number for each venue. There are a group of venues with the same corpus size and we compute the average value of these venues' total or average citation increments. We consider the group whose size is larger than 10 in order to avoid noise. According to the Fig. 4c and Fig. 4d , we know that venues with larger corpus sizes tend to have larger total citation increments as well as larger PR scores while there is no strong correlation between publication size and average citation increment of each venue. That is to say, some authors published papers in venues with large corpus sizes but small average citation increments, so that the venues have larger PR score and total citation increments but the authors have relatively small citation increments. Content features. Another factor may affect the author's citation increment is the paper's content. As a popular method for content analysis, topic modeling is useful for predicting paper's impact [7, 11] . In problem definition, we use LDA to categorize all researchers into R different groups and it returns the topic distribution of each paper l ∈ L A * . Table 3 reports the five selected representative words of each topic. In general, papers with various topics attract attentions from various research fields. We define topic diversity of author a as the average Shannon entropy [11] over her/his papers' topic distribution:
where p(r|l) is the probability distribution over topics r for each paper l. Besides the author's diversity, we further define the author's authority over topics as:
According to Fig. 3m , with the increment of the author's diversity value, the author's citation increment value increases. It indicates that larger diversity attract attention as well as citation from broader areas, which is similar to the correlation between paper's citation and paper's diversity [7] . Authors with larger authority values tend to have larger citation increment, as confirmed by Fig. 3n . Table 3 : Representative words of each topic r (here we set R = 10).
colleagues easily. Temporal features of publications have been applied to model paper's scientific impact [6, 11] . Similarly, the previous increment of the author's paper number or citation can be good indication for the author's future citation increment.
Thus we extract 4 temporal features of each author including: (1) the author's citation addition in previous one year, (2) the author's citation addition in previous two years, (3) the author's paper number increment in previous one year and (4) the author's paper number increment in previous two years. All of four temporal features correlate positively with the author's future citation increments, as reported by Fig. 3o to Fig. 3r .
• Experiment results. Inspired by Bayesian preference ranking [30, 31] 
Analyses
• Model of all topics. In problem definition, we divide A * into different groups A * r in respect to various research topics, and take the ARSes prediction as an independent task for each topic r. An intuitive question is whether the rising stars prediction models follow the similar pattern for different topics? In other words, can we use the model learned by training instances of one given topicr to predict the rising stars belong to other topics r =r? To reveal such problem, we conduct experiment to compare the prediction accuracies of two training settings for each topic: one is that we predict the A * r,k test for each topic r by using A * r, train independently, and the other is that we identify A * r,k test by utilizing A * r, train of one given topicr. We randomly chooser = 1 and report the P re@k% of IIRL for such two cases in Fig. 6 . According to the result, we can find that P re@k% of model learned • Feature contribution. We examine the contributions of five groups features by two ways: (1) +Feature. Keep only one group of features for model training. (2) -Feature. Remove the selected group of features and use the remaining groups of features to train model. The P re@k% (k = 10) of IIRL with different feature settings are reported in Table 4 . According to the result, the temporal features are best indictions for the rising stars prediction. The IIRL keeps over 90% accuracy with only temporal features and removing them leads to below 0.47 average accuracy. The temporal features capture the rising-trend of each researcher in previous few years. They have strong correlation with future rising-trend and lead to ever-growing impact. Author and social features also have strong influence on prediction result. Meanwhile, the venue features are confirmed to be least significant.
Removing them results small loss and using only those features has the poor performance with below 0.29 average accuracy. It indicates that the papers' impacts of rising stars are highly depend on the author's attributes and paper's content quality, regardless of venue level.
• Case study of feature influence. In order to illustrate the influences of different factors in details, we conduct a case study on a random selected topic r (r = 3). Table 5 reports the top k% (k = 1) true rising stars and the predictions by IIRL and Base-2.
IIRL correctly predicts 8 rising-stars (with blue color) while Base-2 only has 6 corrected results (with red color). We report the feature information of corrected predictions by IIRL in Table 6 , of which the authors with red label are wrong predictions by 
Conclusion & Discussion
In this work, we formalize a new problem for predicting the top k% fastest rising young researchers in citation number. To solve the problem, we explore a series of factors that can drive a young researcher to be ARSes and design a novel impact increment ranking learning algorithm to effectively predict the ARSes of each research topic/domain. Our method helps identify ARSes in advance, which may offer useful guidance for research community like young faculty hiring of university. Our further analysis demonstrates that the prediction models for different research topics follow the similar pattern. We also conclude that the temporal features are the best indication for rising stars prediction, while the venue features are little relevant. Despite the current satisfied outcome, there are still some promising future works. For example, there is an improvement space for the prediction accuracy of IIRL method although it outperforms all benchmark methods. An optimized IIRL algorithm which trains the prediction model by integrating the current ranking information of authors in each iteration step, may be a good choice for improving performance.
Materials & Methods
• Data description. We use a large real-world dataset from ArnetMiner which is a well known online service for academic search and analysis. The dataset contains 1,712,433 authors and 2,092,356 papers from major computer science venues for more than 50 years (from 1960 to 2014). Each paper contains content information on the title, authorship, abstract, publication time, publication venue and references. In total, we extract 4,258,615 collaboration relationships among authors and 8,024,869 citation relationships among papers from the dataset.
• Researchers division method. Considering the various influences, audiences, etc., of different research topics/domains, we should take it as independent prediction task for each topic. As a widely used method for topic modeling, we use Latent Dirichlet Allocation 2 (LDA) to categorize the corpus into R different research topics. We run a R-topics LDA on the title and abstract of L A * and it returns the probability distribution p(r|l) over topic r for each paper l ∈ L a of each researcher a ∈ A * . The topic probability distribution p(r|a) for a is defined as the summation over p(r|l) of each l ∈ L a : p(r|a) = l∈La p(r|l). Note that most of researchers' works cover several different topics, we divide all researchers of A * into R groups and each a ∈ A * belongs to m (m = 3) different groups according to the top m values of p(r|a) for all topics.
• Benchmark methods. report it. Category III. Two naive methods including: Base-1 which predicts the rising stars according to current author's citation value and Base-2 which ranks the authors by using their average citation increments in previous two years.
• Impact Increment Ranking Learning (IIRL) method. In this work, inspired by Bayesian preference ranking [30, 31] in recommender systems, we design an impact increment ranking learning (IIRL) method for ARSes prediction. Let (a i , a j ) ∈ T r denote an author pair of topic r. In order to capture impact increment rankings of different authors categorized in the same topic, we maximize the posterior probability with parameter ω:
where notation > r = {a i > r a j : ((a i , a j ) ∈ T r ) ∩ (s ai > s aj )} represents the pairwise structure of topic r and p(ω) is the prior probability. We take citation increment in the given time period as the true impact increment score, i.e., s ai = ∆c ai . Let set T > r represent all instances in > r and set T ≤ r consists of the remaining cases not included in T > r . In general, we assume that each case in > r is independent. The likelihood function can be written as a product of single density for all cases in > r :
With antisymmetric nature of > a , the log form of the objective becomes:
, where σ is the logistic function: σ(x) = 1 1+e −x , and d (ai,aj )∈T> r (ω) measures the impact increments difference between a i and a j . The predicted impact increment scoreŝ ai of a i based on academic features f (described in Feature selection) extracted from the corpus is formulated asŝ ai = K k=1 ω k · f ik , where f ik represents the k-th factor of a i and K is the number of all factors. Intuitively, we define d (ai,aj )∈T> r (ω) =ŝ ai −ŝ aj and parameter prior distribution as ω ∼ N (0, λ ω I). Therefore the objective becomes:
where λ ω is the model specific regularization parameter. The IIRL objective function is differentiable thus we use stochastic gradient descent [32] for maximization. Specifically, IIRL random initialize the parameter ω according to ω ∼ N (0, λ ω I), then iteratively traverses each pairwise structure (a i , a j ) ∈ T > r and updates ω by following rule until it meets the stop criterion:
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