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Abstract 
A general one-factor energy forward price model is developed in this thesis. 
This model is totally specified by its volatility function and the market observed 
forward prices. It is shown that this volatility function can be dependent on the price 
process producing a rich class of stochastic price processes. This model extends the 
current forward price models used in industry. Furthermore, a general trinomial tree 
approach to valuing oil and gas derivatives efficiently is described in our general one- 
factor pricing framework. This extends the trinomial tree approach to include a 
volatility dependent price process that increases the tree dimensionality. 
Existing one and two factor trinomial trees are presented and used as price 
benchmarks for other pricing numerical techniques. The main numerical technique 
considered uses a combination of Monte Carlo simulation and ordinary least squares 
regression to Price early exercise type derivatives. This technique is shown to be very 
flexible in dealing with complicated oil and gas specific contracts. To demonstrate 
their flexibility we present results for the valuation of common derivative contracts in 
oil and gas markets. In particular, we consider spread and swing options. Applying 
Monte Carlo simulation to valuing spread and swing options allows the underlying 
price process to be independent of the pricing algorithm. When valuing oil and gas 
derivatives this is a desirable feature since often the underlying price processes are 
complicated and multi factor. 
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Chapter 1 
Introduction 
1.1 Energy markets summary 
The energy market consists of primarily three commodities: oil, natural gas and electricity. 
There are many features in energy markets that clearly differentiate them from financial mar- 
kets. We shall summarise these differences in this section before concentrating (solely) on oil 
and gas markets. 
A prominent feature observed in energy prices is seasonality. This is caused by supply and 
demand changes throughout the year. Peak demand for heating fuels such as kerosene, gas oil 
and residual fuel oil obviously comes in the winter, while peak demand for transport fuels such 
as gasoline and diesel comes in the summer, Seasonality tends to be locational where its price 
is related to the cheapness and consumption of the energy commodity in a particular region. 
An energy price characteristic closely linked to seasonality is 'mean reversion'. Like seasonality, 
mean-reversion can be seen as the predictable component present in energy prices. Mean - 
reversion in prices prevents the price levels over any time period being too high or too low 
with respect to some average price level. This characteristic is related to inefficient markets 
as opposed to the efficient markets that display the "random walk" price feature commonly 
assumed in financial markets. Generally mean - reversion is Present to varying degrees in all 
three energy markets and becomes an important issue when valuing long term contracts. 
Another characteristic which is prevalent in energy prices, especially in electricity markets 
but also to a lesser extent in gas markets, are price jumps. Price jumps or spikes occur in 
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energy markets if there are sudden shortages of the commodity. For electricity these jumps 
and spikes in prices can be driven by power generator outages and severe weather events in its 
particular market place. Spikes and jumps are only reflected in the spot prices and not in the 
forward markets since they are not generally predictable. Therefore their effects often have a 
dampened influence on future prices. 
All of these price characteristics tie in with the issue of storability of the raw commodity 
in their individual markets. Storage and other costs associated with commodities are often 
considered under the definition of what is known as convenience yield. Convenience yield is the 
extra value obtained from owning the physical raw material rather than owning an equivalent 
paper contract for the commodity. The convenience yield is an unobservable quantity in the 
market place as it includes the cost of storage and other unobservable basis risks. Oil and gas 
markets are similar to other commodities in the sense that there is a cost for storage for future 
use and delivery. Electricity is almost non-storable. The exception is when it can be stored 
by pumping water into a reservoir and stored as potential energy so that it could be converted 
as hydroelectric power when delivery is required. 
The following is a summary of the main features of energy commodities: 
9 storing and delivery produces a basis risk; 
9 large jumps or spikes in prices; 
9 presence of mean reversion and seasonality. 
It is clear that by assuming one particular energy model for all energy markets would be 
a mistake. The spikes observed in electricity prices are not seen in oil prices and seasonality 
present in natural gas prices is not seen in crude oil prices. However it will be shown in 
this thesis how to use flexible and consistent price models that represent similar characteristics 
across different commodities, particularly oil and gas. 
The oil and gas markets together are large and complex. As will be shown, oil and gas 
trading instruments range from physical to financial assets. As stated above, the complicated 
price processes and the fact that energy derivatives cannot be separated from physical assets 
provide practitioners and academics a challenge when trying to price and hedge them. This 
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challenge increases with the problem of market incompleteness. All three energy markets ha%, e 
different levels of liquidity/maturity, which makes modelling, pricing and hedging decisions ver, ), 
different. Market incompleteness refers to the lack of liquidity from having too few players in 
the market. The natural gas market is regarded as a new market that can often lack liquidity 
whereas the oil market is regarded as one of the most developed commodity markets in the 
world. 
Finally we mention that the price process models used for pricing electricity derivatives 
contracts do not generally overlap with those used for oil and gas contracts. However, electricity 
derivative contracts do have similar structures to those of natural gas'. In this thesis we shall 
restrict our discussion of energy markets to that of oil and gas which have similar price and 
contract structures. The following two sections discuss oil and gas markets in terms of the 
derivatives that are traded on them. 
1.2 Oil and Gas Markets 
Oil and gas physical markets are characterised by the transportation, processing and storage 
of the raw material as it travels along the supply and demand chain. These characteristics 
impact the price of oil and gas by the time differential it takes to carry out each phase. For 
example crude oil may take a few months to move from the well-head through the refinery to 
the sales pump. The price changes according to the delivery location and timing. This problem 
is trivial for financial assets where assets are moved instantaneously. 
Although crude and product oil markets have rather different characteristics, they are mainly 
linked by the technology and economics of the refinery processes. Crude oil markets operate 
between the producer and the refiner. The characteristics and the behaviour of the crude oil 
market therefore depend on the preference and the needs of the refiner as well as the nature of 
the supply. Since there are many different types of crude oils, their relative value depends on the 
mix of products that can be obtained from them. Product markets operate between the refiner 
and the blender or wholesaler. They are usually much more localised than crude oil markets. 
(Refineries are usually located closer to the end-users, and tailored to the consumers). This 
'An example of this is the swing option, which is considered in detail in chapter 6. 
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results in refined products prices differing significantly from one market to the other, reflecting 
local demand structures for their petroleum products. 
Since oil is a non-standard commodity the industry has chosen a small number of reference 
or marker grades of crude oil and refined products to provide the physical basis for a much larger 
paper market which trades derivative instruments such as forwards and futures contracts. The 
market now depends on the existence of these marker contracts, even if there are problems 
with the underlying crude. The most important derivatives trading instrument is the New 
York Mercantile Exchange's Light Sweet Crude futures contract. It is usually known as WTI 
since West Texas Intermediate crude still dominates the market despite the introduction of 
alternative delivery grades in recent years. Nymex WTI is the most actively traded oil market 
in the world and not only provides a key price marker for the industry as a whole, but also 
supports a wide range of other, more sophisticated, derivative instruments such as options and 
swaps. 
Since we will be looking at oil and gas markets from a trading perspective, we will con- 
centrate on the prices of these commodities. The question "What is the price of I barrel of 
oil? " is not as straightforward to answer as the question "What is the price of BP shares? ". 
Essentially we are dealing with perishable/consumable assets. 
It is useful to think of the price of oil and gas as having three price components: 
a the absolute price level, 
9 time price differential and 
s grade/location price differential. 
Figure 1.1 describes a generic energy forward curve and its various price components. 
All three price components can move independently of each other, but they behave as if 
they are attached by a piece of elastic which allows them some freedom of movement but pulls 
them back into line if they get too far outside a logical relationship with each other. This logical 
relationship is defined by arbitrage. 
The absolute price is usually the price of the forward or futures contract expressed in terms 
of a "marker" price for a physical oil and gas . For example the marker price would 
be typically 
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Figure 1-1: Price components of an energy commodity. 
WT12 crude (if trading oil in the US) or Brent crude(Europe) which together set the price levels 
of 2/3 of the world's crude oil, This price component is affected by macroeconomic fundamentals 
through supply and demand variations. This price component is easily observable in the market 
place. 
The time differential is the price component that varies with the delivery timing of oil and 
gas at a particular location. For example, the price of a crude oil cargo for 3 months delivery 
will be different from the delivery price for a years time. This price differential could be 
reflected over much shorter time periods (I or 2 weeks) and is indexed to the absolute price 
level. 
The grade differential (for oil crudes and products) or the location differential (for natural 
gas) reflects the price difference between the absolute price levels (marker oil or gas price) and 
the variation in their quality. Here the 'quality' term is used to describe any actual variations 
from the price marker. This price component consumes most of the contract negotiation time 
2 WTI, US grade of light sweet crude oil, and the European equivalent Brent crude are used as the general 
level of international oil prices. 
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since it is the least transparent of the three components. 
Everyone in the energy industry, at any one time, may be exposed to movements in one or 
more of the price components above. This has led to the introduction of hedging instruments 
specific to the characteristics of the oil and gas businesses. 
1.3 Oil and Gas derivatives 
Trading instruments, used to reduce the price risks incurred by the buying and selling of physical 
oil, include the following contracts: 
1. Futures contracts - no physical delivery required. 
2. Forward contracts - physical delivery normally required. 
3. Price swapS3 - no physical delivery required, fixed price leg usually a price average. 
4. Options - options on futures, forwards or swaps - similar to swaps as they are traded 
over the counter (OTC)4 - premium cost. 
Every trading instrument above contributes to the price of oil and gas - however it is not 
clear whether the physical traded market or the paper traded market contributes most. There 
are many books that describe in great detail financial derivatives (see Hull [1]), therefore we 
shall review the characteristics of derivative contracts that are most relevant to oil and gas 
markets. 
Forwards and Futures 
We start off with a discussion of oil and gas forwards and futures contracts since they will form 
the primary assets that our pricing models are based on. Forwards and futures contracts are 
today the most important traded instruments in oil and gas markets. They not only allow 
market participants to buy or sell for future delivery but provide a for-ward pricing framework 
that supports other trading derivative instruments like swaps and options (primarily traded in 
3 Swaps are also known as fixed for floating contracts. 
4 There are exchange traded options but generally the volume traded is significantly small compared to those 
in the OTC market. 
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the OTC markets). Forwards and futures are both simple trading instruments involving the 
purchase or sale of a specified quantity and quality (location) for delivery at a specific time in 
the future, under fixed terms and conditions at a price agreed now. 
Although both forwards and futures fulfil the same function, there are major differences 
between them in terms of the method of doing business, standardisation of the contracts, 
organisation of the market, costs and security and the regulatory requirements. These all 
affect the way in which they are used and the risks involved in trading them. 
Unlike in other markets, forwards and futures coexist in the oil and gas markets since they 
provide different functions to those using them as hedging instruments. Forward contracts 
are better suited to physical delivery and are usually quicker to negotiate and construct. The 
negotiation time and the maturity of the contracts are crucial when determining the type of 
derivatives to be used for risk management. 
99% of futures contracts do not result in physical delivery of oil. However contract specifica- 
tions are aimed to be kept as close to the underlying physical market to ensure price convergence 
at expiry - where trading the physical underlying should be indistinguishable from trading the 
futures. However physical delivery is possible in the futures market by making delivery through 
EFPs5 (exchange for physicals). EFP essentially allows buying and selling parties to use futures 
market Prices to price physical oil and gas. 
Both forward physical and paper contracts involve physical delivery but differ in the way 
they are utilised. Forward physical paper contracts are difficult to negotiate since they are 
usually tailored to the requirements of the buyer and seller. Forward paper contracts are easily 
traded since the terms of the contract are defined to meet the majority of market players. 
A set of futures and forwards contracts for different maturity/ delivery allows the construc- 
tion of the energy forward curve. There are market conventions when referring to the shape 
of an energy forward curve. When the nearby maturity contract is trading at a premium to 
the later maturity contract the forward curve is said to be backwardated. It is said to be in 
contango if the nearby maturity contract is trading at a discount to the later maturity con- 
5 EFPs occur when physical delivery of oil and gas on the exchange is not possible. All exchange positions 
are cash settled, EFP trading allows companies dealing in the physical markets to swap a futures position for a 
physical position usually with a greater volume size than the standard futures contract. 
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tract. In natural gas, where seasonality is strongly evident in the forward curve, the forward 
curve troughs and humps can be seen as a chain of contango and backwardated curves. 
1.3.2 Options 
Options are more flexible than forwards and futures allowing participants to structure trading 
strategies to manage their risk exposure. Options have always existed in oil and gas markets, 
often embedded in commercial contracts between energy companies and their customers. In 
the past these options have not been recognised or valued, but nowadays with accepted math- 
ematical models for valuing these assets the optionality is being priced in. Apart from the 
options embedded in oil and gas physical contracts there are those options that are traded 
both on regulated exchanges and in the OTC market. The OTC market again provides more 
flexible tailor made hedging solutions. The growth of the options market will continue as wider 
acceptance by those energy sectors recognise the need to protect the value of their assets from 
the volatility of the market. 
The exchange traded options are of the American type, while OTC options can be of either 
European or American type. Some option writers prefer to sell European type options thus 
allowing them to plan their exposure more accurately. Exercising of the OTC option may 
require delivery. Cash settled options may be of the Asian type. These are average price 
options, that are settled using the average of the underlying indexed price6 over a specified 
period. Option sellers may prefer Asian type options to the European and American type 
because it reduces the exposure to volatile market movements by averaging. The following 
simple examples explain how different energy participants may use basic options in controlling 
their price exposure in their respective businesses: 
1. An oil producer may use a combination of basic options, like calls and puts, to limit its 
exposure of crude prices by locking a specific range of prices for crude prices. For example 
a zero cost collar, short a call and long a put, could lock a range of prices say 
$35-$407, 
exercising the options to eliminate the downside and upside price risk. 
6 There are market reports that publish oil and gas prices on a daily basis (Platts and Argus marketscan). It 
has become market convention to index swap and option prices on these reports. 
7 Strike of put option is $35 and strike of call option is $40. To make the collar zero cost the put strike is 
chosen such that it offsets the cost of the call premium. 
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2. An airline company may purchase a call option to cap its exposure to increasing jet fuel 
prices at a particular strike, but still allow it to take advantage of purchasing jet fuel at 
lower prices by not locking in the strike value today. 
IA gas trader may be renting a storage facility at $5 to store his gas currently worth $100. 
By selling an at the money call option on the gas with strike $100 he will be able to 
decrease the cost of storage. The premium from the written option will offset the cost 
of storage ($5-call premium) if he wishes to sell the gas when the price increases above 
$100. 
These are all examples of basic options being used to reduce the price risk that individuals in 
the energy sector would naturally be exposed to. These options would be regarded as standard 
products. As the number of market makers such as investment banks increase, the introduction 
of trading non-standard option instruments will start to grow more and more. These non- 
standard products involve options with price averaging and more than one underlying product, 
for example Asian spread and basket options. Spread options' are desirable instruments when 
hedging exposure to timing or location price differentials, described as one of the main price 
components in the previous section. Basket options typically involve a payoff that is the 
average of two or more underlying oil/gas products. These are useful in hedging the quality 
or grade price differential described in the previous section. Including an Asian feature in 
the basic spread and basket options describes an exotic product that is difficult to price and 
hedge. The averaging in an Asian option is desirable feature since it reduces the price exposure 
in volatile periods. With the increased employment of marketers and originators specialising 
in energy trading, these products are not only tailor-made but designed to appeal to a much 
wider audience. This provides financial engineers with the motivation to look at valuing these 
non-standard energy derivatives using flexible and consistent models, with those used to price 
the more vanilla instruments. 
8 Chapter 5 looks at spread options in more depth. 
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1.3.3 Swaps 
The swap market is relatively new when compared to the instruments already mentioned. First 
introduced as hedging instruments for interest rate risks in the 1980s they are fast becoming 
the most popular trading instruments in oil and gas markets. These instruments introduced 
market makers like investment banks to add their expertise and competition to energy trading 
markets. Swaps allow price risk to be transferred &om one party to another. The attraction 
of swaps are three-fold - 
9 they are purely financial transactions and can be traded without incurring the quality 
and delivery problems associated with commodities, 
e they offer the prospect of the perfect hedge since they can be tailored exactly to the 
requirements of each participant. 
9 They can be traded far into the future, up to 5 years. 
The flexibility of oil and gas swaps have resulted in their increased popularity that is prob- 
ably yet to grow further. The flexibility and liquidity of these derivative contracts can often 
undermine the usefulness of futures or forward contracts. However they are still exposed to 
credit risko (counterparties credit rating) and require longer negotiating time when compared 
with other instruments. 
Swaps are also known as fixed for floating contracts where the counterparty is long or short 
either the fixed or floating leg of two simultaneously traded contracts. It is normal for the 
fixed price to be an average of the commodity price making it less vulnerable to short term 
price volatility. A refiner of crude oil may use a crack swap to fix a refining margin costs. 
A crack swap could be used to guarantee the future margin costs by entering a deal where the 
crude purchase and refined product selling are simulataneously hedged forward in time. At 
swap settlement the refiner either pays or recieves the difference between the margins. For 
example an investment bank would sell the fixed crude oil price to a refinery and purchase the 
fixed price for the refined oil product. The crude oil price can be indexed to exchange traded 
9Commodity counterparty credit risk is generally greater than that of foreign exchange and interest rate 
counterparties. 
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prices (typically WTI or Brent). Typically the refined product price would be indexed to 
daily market reports such as Platts or Argus. Price indices would typically be monthly price 
averages with monthly settlement. The refiner is able to lock into a margin for a pre-specified 
duration determined by the swap agreement. 
Extensions to the plain vanilla energy swap are wide and varied. We have the oil and gas 
swaption, a natural spin-off from this type of derivative, which is an option that is exercised 
into a swap. This product is designed specifically for each individual transaction and would 
require its own financial modelling of volatility and the underlying swap price. Similar in other 
markets this instrument is more difficult to price and hedge than standard option contracts. 
1.4 Forward Curve models and Numerical techniques 
As discussed above it is not straightforward to talk about an observable and tradeable market 
price for oil and gas commodities. The focus of this thesis is on pricing models using the energy 
forward curve as our starting point. This approach is supported by the transparency of futures 
and forward prices in the market place. Using the forward curve as a starting point makes 
it straightforward to infer the spot price, if it exists, without modelling other key variables 
like convenience yield. Previously the approach has been to consider a spot price model and 
apply some cost of carry relationship to define a forward and futures price using abitrage- 
free arguments. Using forward curve models and developing an arbitrage-free framework to 
I value energy derivatives requires an understanding of the Heath-Jarrow-Morton (HJM 1992) [21 
model. The HJM approach, applied to interest rate markets, is analogous to the Black and 
Scholes (1973) [3] model, where preferences are embedded into the stock price and the volatility 
is exogenously provided. In this approach, preferences are embedded in the observable forward 
rate term structure and the volatility function for forward rates is exogenously specified. Hence 
the dynamics of the term structure and derivative prices are completely determined by the initial 
term structure and the forward rate volatilities. In general the HJM model is path dependent. 
This implies that the forward rates of all maturities cannot be represented as fi-inctions of a 
small number of state vaxiables whose evolution is given by a Markov diffusion process. The 
energy models proposed in this paper are similar to the HJM model in that their dynamics are 
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totally specified by the initial for-ward curvelo and the volatility function of the energy forward 
curves. 
This approach to energy modelling is different from the old style models where the entire 
forward curve is inferred from the evolution of the spot price and possibly other state variables 
like the convenience yield (see [4], [5] and [6]). The main difficulty with this approach is the 
estimation of a market price of risk and the possibility of having a model that is inconsistent 
with the observed market variables, i. e. futures or forward prices. However we will be able to 
show the relationship between our approach and the Schwartz (1997) [4] equilibrium approach 
to modelling the spot price. In this thesis we produce an extension to the current forward curve 
models currently used in energy markets. In the world of derivatives pricing, it is important 
that models are consistent with existing models in order to benchmark. Usually pricing model 
extensions and variations will add extra degrees of freedom but will often come with reduced 
tractability when pricing derivatives. This may seem counterproductive but is in fact essential 
research in order to increase a greater understanding of the products traded and to highlight 
weaknesses of the existing underlying models. 
We specifically look at applying simulation and tree based numerical techniques to these 
forward price models. Since American (early exercise) and Asian (average prices) type features 
are dominant in oil and gas contracts (see previous section), we require flexible numerical tech- 
niques for derivatives valuation. Monte Carlo simulation is without doubt the most flexible of 
numerical methods. However, in the past it seems to be impossible to value those derivatives 
that have early exercise decisions embedded in their contracts. Generally lattice based tech- 
niques have been the preferred technique for these type of contracts. Lattice based techniques 
have been very useful in valuing physical assets, often referred to as real options, which use 
operational research tools like dynamic programming for valuation. However, the flexibility of 
lattice techniques does not extend well to those contracts that involve more than two sources 
of uncertaintyll or in general high dimensional problems. This thesis will discuss, develop and 
implement flexible numerical techniques highlighting their strengths and weaknesses for pricing 
"The initial forward curve is the curve observed in the market at the time of contract valuation. This 
invariably changes day to day. 
"If the sources of uncertainty are correlated, it is difficult to build recombining trees to mimic the price 
movements. 
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a wide spectrum of oil and gas contracts. 
1.5 Layout of thesis 
The thesis is split into four parts. Each of the parts have different themes linked by their 
development of a general pricing framework for energy derivatives using flexible numerical 
methods. The first part develops the underlying forward price models that are used to value 
energy derivatives. The second part develops the theory and application of trinomial tree 
numerical techniques for the general forward curve models. The third part develops the pricing 
of American type derivatives using Monte Carlo simulations. The fourth part presents the 
application of tree and simulation based techniques to popular oil and gas derivative contracts, 
spread and swing options. The chapter layout and content is as follows: 
Chapter 2 begins with the setting of the theoretical foundations by developing an arbitrage- 
free pricing framework for a general forward price model. We next restrict our pricing frame- 
work to the single factor forward price models. Using a general forward price volatility function, 
not considered before in the asset pricing literature, we derive a two - dimensional Markovian 
system to describe the evolutionof our energy forward curve. This extra dimension describes 
the evolution of the price process variance. We also review popular price models that exist in 
the option pricing literature. These models are shown to be special cases of our general two - 
dimensional price model. Finally the chapter introduces us to numerical methods that we use 
throughout the thesis. 
Chapter 3 describes a general theory and application of trinomial trees for a wide class 
of forward price models described in Chapter 2. Trinomial trees are described for our two- 
dimensional one factor model and the general two factor mean reverting model. Results are 
produced for pricing European options on these two - dimensional trees. Pricing models, in 
the option pricing literature, are used to benchmark our results for our more general trinomial 
tree building methodology. 
Chapter 4 introduces the reader to pricing American options using Monte Carlo (MC) simu- 
lations. A detailed description of using a combination of simulations and regression techniques 
to price early exercise options is given. Various investigations are carried out on two similar 
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techniques described in the literature. We make novel contributions by adapting the results 
in the literature by using a popular model described in this thesis as our underlying price 
process. Also we use the trinomial trees described in Chapter 3 to benchmark our simulation 
approximations. 
In Chapter 5 we produce a study of a popular energy exotic option, the spread option. This 
consists of a detailed description of energy spread options, including a literature review of its 
various pricing approaches. We use the trinomial trees and simulation techniques developed in 
the thesis, to price European and American spread call options. Results are produced for the 
two numerical pricing techniques, trees and MC simulations, and their accuracy of converging 
to the true price. 
In Chapter 6 we look at another exotic option that are naturally embedded in natural gas 
supply and purchase contracts. These options are known as Swing or Take or Pay (TOP) 
contracts. These contracts deal with both. price and volume risk that buyers and sellers of gas 
are often exposed to. We will apply the simulation pricing techniques described in Chapter 4 
and compare these results to other techniques developed in the literature, in particular the use 
of multinomial f6rests12. 
Chapter 7 concludes the various results produced in this thesis. Also, we identify future re- 
search that may be undertaken in those areas discussed. Some of our mathematical derivations 
which were used directly in our results are placed in the Appendix. 
1.6 Motivation and contributions 
Motivation 
The oil and gas markets produce a wide spectrum of contracts that require valuing. In 
general the valuation of these contracts can be separated by using two approaches - Real option 
valuation and financial asset valuation. In general, real option valuation looks at modelling the 
management decision process in a particular business. Real option valuation, when restricted 
to energy markets, looks at the valuation of flexibility found in owning physical assets. A good 
12 Multinornial forests can be seen as layers of binomial/trinomial price trees where each layer represents the 
contractual volume state space. The volume risk being specific to the swing type contracts. 
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example of a real option in oil and gas markets is a storage facility valuation. Generally all of 
the derivatives described in the previous sections use financial asset valuation. 
One thing that is common among these contracts is that they are aH exposed to price 
risk in some form or another. The motivation behind this thesis is to contribute to those areas 
which allow the pricing models and the numerical pricing techniques to be used consistently 
across the various complicated contract structures. This would mean using a similar underlying 
theory that prices energy options (financial type contracts) as the theory used to value the 
flexibility of shipping an oil cargo to different locations (physical type contracts). This thesis 
contributes to both the physical and paper contract valuations in oil and gas markets. 
It is important to have a consistent underlying framework in order to benchmark against 
traditional models and for research development. It will be shown that the numerical pricing 
techniques used, need to be extremely flexible since most of the naturally occurring contracts 
in oil and gas markets woiAd be of the most exotic type if placed in any other trading market. 
Contributions 
The main contributions are produced in several different areas of the energy risk manage- 
ment literature: 
9 Extending existing one factor oil and gas forward curve models. 
9 Building a two dimensional trinomial tree for the extended forward curve model. 
9 Implementing existing simulation techniques for American options and investigating a 
variation of existing techniques. 
* Pricing early exercise (American) spread options using two factor trinomial trees and 
simulation techniques. 
9 Pricing Swing Options using simulation techniques. 
Forward curve models are used extensively for the purpose of valuing oil and gas 
derivatives. 
Currently all existing single factor forward curve models used in industry assume 
lognormal 
distributions for its price processes. These models are attractive to market practitioners since 
they are analytically tractable and easily understood. Introducing variations of 
these models 
usually results in a loss of tractability. However this 
loss of tractability can be balanced with 
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the gain of having extra degrees of freedom for the underlying price process. Also by extending 
existing models rather than introducing a new modelling theory altogether will develop a better 
understanding of the market dynamics and the models used for derivative pricing. 
We lay down the foundations for the existing price modelling theory i. e. arbitrage pricing 
theory. We produce a novel modelling formulation by developing and extending the single 
factor forward price model used in the energy literature. This pricing model extension is 
explicitly derived and linked to all existing models currently in the literature. This extension 
contributes to the current research done on modelling energy forward curves. 
One and two factor trinomial trees are described and extended. These numerical methods 
have been very popular in modelling energy markets since they are both efficient and flexible. 
The main contribution here is the implementation of a two - dimensional one factor trinomial 
tree where the underlying price process is that of our derived extended forward price model. 
Also existing trinomial trees procedures are described since they will be implemented as the 
benchmark numerical methods when attempting to price early-exercise options. 
Applications of simulation based techniques to early exercise derivative contracts have be- 
come more common with the advancement of computer technology. We describe two very 
similar simulation techniques used to price American type derivatives. They are both sim- 
ulation techniques and use ordinary least squares to estimate conditional expectations that 
are used to optimise the early exercise decision process. One of the technique's application, 
described by Longstaff and Schwartz [7], has been very popular in industry. The other tech- 
nique, presented by Broadie and Glasserman [8], has been investigated in the literature to a 
lesser extent, but does offer additional benefits to the Longstaff and Schwartz pr9cedure. We 
compare the strengths of the two techniques producing numerical results for an American put 
option. These techniques are then used to price more complicated contract structures popular 
in oil and gas markets. The 'spread' and 'swing' options are good examples of the type of 
derivatives that need to be valued and hedged in oil and gas markets. Once we have defined 
these option contracts we will apply our various numerical techniques to valuing them. They 
are good examples of highlighting the flexibility of the numerical techniques used in this thesis. 
The main contribution here is the use of simulation techniques where currently the literature 
suggests the use of tree methodologies only. 
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Chapter 2 
Forward Price Models for Energy 
Commodities 
2.1 General Pricing Framework 
In this section we present the theory of continuous time models of tradeable securities, which in 
our case will be energy futures or forward contracts. We directly apply the basic no arbitrage 
theory of Harrison and Pliska [101 to forward prices as opposed to the usual market spot price, 
which in energy markets are not often tradeable. Basic tools of stochastic calculus, the Ito's 
formula and Girsanov's theorem, are used to define concepts of risk neutral valuation and change 
of numeraire. In our model framework, the absence of arbitrage in a trading market requires 
our futures and forward prices to be martingales'. By having the price processes following a 
martingale process we are defining a "fair" market that does not allow riskless money gains. 
We consider here the multi-factor forward price model similar to that one presented by Heath, 
Jarrow and Morton [2) for forward rates. We show this forward price model has no drift term. 
This is consistent with market intuition, where the expectation of forward price returns is equal 
to zero. 
We consider a trading interval [0, T*] where T* is a fixed time horizon. Uncertainty in the 
market is modelled by the filtered probability space (Q, F, P) with P the real world probability 
'Martingale processes are defined by their future expectation value being equal to their present value, given 
the same amount of process information. 
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measure. Events in the market are revealed overtime according to the filtration F- (ft)tE[OT*] 
generated by d independent standard Brownian motion factors W, (t), W2 (t) . ....... Wd 
(t) 
- 
The market that we are considering contains the energy commodity futures prices of different 
maturities T(O <T< T*) as the prices of our primary traded securities. F(t, T) is the T- 
maturity futures price i. e. futures price at date t to deliver one unit of the commodity at date 
T. For simplicity, we assume that the energy commodity can be delivered against the futures 
contract only on the expiration date T. We also assume that there exists a futures contract 
for every maturity date T up to some finite date T*. (We relax this assumption later). In 
addition to these futures prices another security, the money market account, completes our 
market securities. The price process for the money market account, B(t), can be defined by 
the following: 
e'(t) t, (0) = 1, 
dB (t) -- r (t) B (t) dt. (2.1) 
r(t) is the short-term interest rate process. Since we are looking at pricing derivatives in 
this market, we will assume the short-term interest rate is deterministic. This will give us 
forward prices equal to futures prices. (From now on the terms futures and forward prices will 
be used as alternatives. ) 
The following assumptions are made about the market: 
* There are no transaction costs associated with hedging a portfolio of market tradeables. 
9 Trading of the underlying assets can take place continuously. 
e Short selling is permitted and the assets are divisible. 
Let us present our general multi-factor forward price model, under the real world measure 
P. A generic forward price follows the stochastic differential equation (SDE): 
dF(t , T) = tz(t, T)dt F(tl T) (7j 
(t, T) dWj (t). (2.2) 
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p(t, T) and aj (t, T) are known as the drift and diffusion coefficients and are assumed to be 
sufficiently 'well behaved'2 adapted stochastic processes. Say we have finite amounts of forward 
priceS3 with different maturities T1, T2 . ..... T, < T*. Therefore, there are m+1 investment 
assets in our market model including the money market account. Let us now define a m+I 
dimensional F- adapted stochastic process [a I (t) i a2 
(t) 
. ........... cem(t), 0(t)] as a self-financing 
forward trading strategy over the time interval [0, T*] if the value of the portfolio equals: - 
V(t) = ß(t)B(t), 
rn 
dV(t) ai(t)dF(t, Ti) +, 3(t)dB(t). (2.3) 
ai(t) represents the position amount held in a portfolio in its corresponding forward price 
F(t, Tj) at time t, and ý3(t) is the amount of cash in the money market account held at time 
t. Using the terminology of Musiela and Rutkowski [11], we define V(t) as the wealth process, 
the value of a portfolio at time t. 
A trading strategy is said to be self-financing when all changes in the wealth process, V(t), 
from a portfolio come from the profits (losses) only, excluding cash injections from external 
funds or withdrawals. An arbitrage in a market occurs if the wealth process of a self-financing 
trading strategy satisfies the following: 
V(O) = 0, P [V(T) > 0] = 1, P [V(T) > 0] > 0. 
We shall assume our market model is abitrage-free. Therefore our self-financing trading 
portfolio earns at the risk-free rate r(t) over a small time interval [t + dt] i. e. 
2 'Well behaved' is defined in more detail in section 2.2, when we look at the single factor diffusion forward 
price model. 
3 The number of traded futures contracts of different maturities available in a marketplace is finite. The 
forward curve is constructed from these forward prices. 
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dV(t) = r(t)V(t)dt, 
= (t) B (t) dt) 
From (2.3) and (2.1) we have, 
?n 
dV(t) (t) dF (t, Ti) +0 (t) dB (t) 
m 
Eai(t)F(t, Ti)p(t, Ti)+r(t)O(t)B(t) dt+ 
i=l 
I 
dm 
EE ai(t)F(t, Ti)cj(t, Ti)dWj(t), 
j=l i=l 
(2-4) 
(2-5) 
With our no-arbitrage condition, changes in the portfolio must not involve any randomness. 
Therefore we must force the coefficients of the Brownian motion increments to equate to zero 
by suitable choices of ai(t). Let us show this: 
dm 
>ýý Z cei (t)F(t, Ti)oj (t, Ti) = 0. 
j=I i=l 
Also by equating (2.4) and (2.5) we must have 
Z cei (t)F(t, Ti)p(t, Ti) = 
i=l 
We shall now say that there exists an F- adapted d-dimensional stochastic process 
I'Y 1 (0) 72 Wi....... Yd(t)] on (Q, F, P) such that the drift equates to the following: 
d 
Ti E -yi 
(t) a, j 
(t, Ti 
j=l 
This process is referred to the 'market price of risk' in the literature. We are now ready 
to define an equivalent martingale measure (risk-neutral measure) Q on (Q, F) such that the 
following is satisfied: 
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dQ dTIdT 
17j (t) 12 
dP :: - exp 
fo 
-yj(t)dWj(t) -2 
fo 
dt 
By the use of the Girsanov theorem, the process Wý(t) can be related to Wj(t) by the 
.7 following: 
ddd 
E dWj* (t) =E -ýj (t) dt + 1: dWj (t), 
j=l 3. =1 j=l 
Here dWý (t) is a d-dimensional standard Brownian motion on the probability space (Q, F, j 
Therefore our stochastic forward price under the real world measure P, is equal to : 
dF(t, T) dd 
F (t, T) =E -yj 
(t) orj (t, Ti) dt + 1: aj (t, T) dWj (t), 
j=l j=l 
Therefore under the risk-neutral probability measure Q, (application of Girsanov) we have: 
dF(t, T) d 
F (t, T) =E oj 
(t, T)dWj (t). 
jýl 
Intuitively this result is correct since we require the expected changes in forward prices, 
in a risk-neutral world, to be zero. We shall assume our market is complete. This loosely 
means that every admissible contingent claim/trading strategy in the market is attainable. The 
complete market theorem, Harrison and Pliska [10], state that our market is complete if and 
only if we have d, the number of factors, less than or equal to m, the number of risky securities. 
The following result is assumed throughout, [11]: 
The Fundamental Theorem of Asset Pricing :- 
1. If a market has a risk - neutral probability measure then it admits no arbitrage. 
2. The risk-neutral measure is unique if and only if every contingent claim can be hedged. 
2.2 Spot price Stochastic Differential Equation 
The starting point for our analysis is the stochastic evolution of the energy forward curve, 
F(t, T) - 
In a risk-neutral world market participants price all derivative claims as the expected 
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future value discounted at the riskless rate. Since forward contracts do not require any initial 
investment, in a risk-neutral world, the expected change in the forward price must be zero (as 
proved in the previous section). 
So for a one-factor HJM forward price model we have: 
dF(t, T) 
F (t, T) = o, 
(t, T, -), dW(t) (2.6) 
Here F (t, T) is the forward price at time t, applicable to time T (T > t). The noise terms 
dW(t) are the increments of a standard Weiner process. The fimction or(u, T, -) is the volatility 
function associated with the noise term. The third argument (-) indicates possible dependence 
on other state variables, like the spot price or some arbitrarily chosen forward price at time t. 
In this section we show how to infer the spot price stochastic differential equation (SDE) 
from the forward price process. Clewlow and Strickland [12] also derive the spot price similarly. 
We repeat their work in order to highlight the non-Markovian nature of the general spot price. 
We explicitly describe the integration of the spot price process to produce its SDE in Appendix 
A, which is not shown in their paper. Also the choice of volatility function used in the next 
section extends their research by producing a two -dimensional Markovian spot price model. 
The SDE eqn. (2.6) has the following solution for the forward price: 
F (t, T) =F (0, T) exp 
[-l 
o, (u, T, . )2 du + u(u, T, -)dW(u) 210 
10 1 
Letting S(t) = F(tj t) we have the spot price process: 
S(t) = F(t, t) = F(0> t) exp 
lt 
Or (U, t' 2 du + 
lt 
or (u, t, -) dW (u) 
00 20 
Differentiating equation (2.8) we have the following spot price SDE: 
dS(t) 
-a 
lnF(O, t) 
_t or (u, t, -) 
aor(u, t, -) du +, 
i9o, (u, t, -) dW(u) 
S(t) 
I 
at 
fo 
at 
fo 
at 
I 
dt + or (t, t, -) dW (t) 
See Appendix A for derivation of eqn. (2.9). 
(2.7) 
(2.8) 
(2.9) 
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The non-Markovian nature of the stochastic dynamics of the system that we are considering 
stems from the integral terms in the drift of equation (2.9). It depends on the entire history of 
the process up to time t. We would like to express equations (2.6) and (2.9) under a volatility 
specification such that they become a Markovian system of stochastic differential equations. 
This next section is based on similar work done by Ritchken and Sankarasubramanian [21] in 
an interest rate framework. 
2.3 Markovian Volatility Specification 
In the arbitrage - free approach of HJM the dependence of the drift on the volatility function 
is explicitly recognised. A consequence of this is that the spot process is history dependent 
and results, under the most general specification, in non-Markovian structure. Several authors 
have investigated the conditions under which the spot price process can be made Markovian. 
The general nature of the volatility specification is given by, 
a(t, T, S(t)) = [ao +al(T-t) +.... +a,, (T-t)']h[S(t)]e-A(T-t) (2.10) 
<< 
Here h [S(t)] is a function of the spot price, ai and A are constant coefficients. The effect 
of such a specification is that the system becomes Markovian with respect to a set of state 
variables. Bhar and Chiarella [14] show the general specification to be like equation (2.10). 
They also show the number of additional state variables needed and the precise nature of these 
state variables. They further show an extension to generalise the form of the volatility function 
to include a dependence on a forward price. For example: 
or(t, T, S(t), F(t, 7-» =g [S(t), F(t, -F)] e-A(T-t) 
<< 
(2.11) 
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We will determine the additional state variables necessary to make the system Markovian 
although with a higher dimension. g [S(t), F(t, -r)] is a function of the spot price and a forward 
price with a fixed maturity, -r. This maturity may be long dated. This specification will allow 
the spot and forward price (of fixed maturity) to influence the evolution of the volatility term 
structure. This could be useful in energy markets especially since the fundamental factors that 
drive the spot price and the (long dated) forward prices are often different. We will use general 
volatility eqn. (2.11) to reduce the non-Markovian system (2.6) and (2.9) to a Markovian one. 
Inserting the general volatility function into equation (2.6) we have the following, 
dF(t, T) 
g [S(t), F(t, -T)l e-A(T-t)dW(t). F(t , T) 
(2.12) 
Next we present the spot price SDE using the volatility eqn. (2.11). Differentiating eqn. 
(2.11) with respect to T: 
i9or(t, T, S(t), F(t, 
o9T 
=-A or (t, T, S (t), F (t, 7-)). 
We next insert this into equation (2.9) to have the foRowing: 
dS(t) 0 In F (0, t) 
+Ata (u, t, S (u), F (u, T) )2 du -Atc, (u, t, S (u), F (u, T)) dW 
(u) 
S(t) -I at 
Jo Jo I 
xdt + c7(t, t, S (t), F (t, T))dW(t) 
We simplify notation and introduce variable, m(t), to represent our spot price drift 
dS(t) 
m (t) dt +a (t, t, S (t), F (t, -r)) dW (t) S(t) 
where 
m(t) =0 
In F(O, t) 
+At or(u, t, S(U), F(uý F»2 du at 
10 
or (u, t, S (u), F (uT» dW (u) . 
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We next attempt to isolate the history dependent terms in the drift. From (2.8) we have: 
t 
S(t) =F (0, t) exp 2 o, 
(u, t, S(u), F (uT»'du + or(u, t, S(u), F (uT»dW(u) , [_ , 10,10 1 
0 
In S(t) = In F(O, t) - 
it 
o, (u, t, S(u), F(u, 7-))2du+ 
'o, 
(u, t, S(u), F(u, 7-))dW(u). (2.13) 20 
Jo 
'D - Ivearranging eqn. (2.13): 
t 
u(u, t, S(u), F(u,, T-» dW (u) = In S (t) - In F (0, t) + o, (u, t, S (u), F (u, _F»2 du. 
10 
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Plugging this result back into our spot price drift, m(t) we have the following: 
m0 
In F(O, t) 
+A 
lt 
o, (u, t, S (u), F (u, F»2 du 
0 at 
-A In S(t) - In F(O, t) + o, (u, t, S(u), F(u, -F»2 du 
t 1201 
-9 
In F (0, t) 
+1Ato, (u, t, S (u), F (u, F»2dU _A [In S(t) - In F(O, t)] . at 2 
10 
We define a new variable in our drift, 0(t) : 
0(t) = o, (u, t, S(u), F(u,, r))2du, 
(2.14) It 
7-n (t) = 
al, F (0, t) 
+1 Ao(t) +A [In F(O, t) - In S(t)] - at 
Finally we have our rearranged spot price SDE as the following equation, 
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dS(t) OInF(O, t) 1 
-at +2A0 (t) +A [In F (0, t) - In S (t) dt +a (t, t, S (t), F (t, 7-)) dW (t). (2.16) 
It is straightforward to show that the SDE for our variable q5(t) is given by differentiating 
(2.14), 
dO(t) = [o, (t, t, S(t), F(t, r))2 - 2AO(t)] dt (2.17) 
We have essentially shown the derivation of our three-dimensional Markovian stochastic 
dynamical system consisting of the forward price process, 
dF(t, -T) 
_ o, 
(t, -F, S(t), F(t, -F»dW(t) F (t, -r) 
and equation (2.16) and (2.17) for processes S(t) and 0(t) respectively. 
So now the dynamics of the forward pricýe eqn (2.12) to any maturity T is determined once 
S(t) and F(t, -F) are determined. These latter quantities are driven by the three SDEs (2.16), 
(2.17) and (2.18) which together form the Markovian representation. 
Looking at equation (2.14), 0(t) may be interpreted as a variable summarising the path 
history of the forward price volatility. In the interest rate literature 0(t) is often called the 
Integrated Variance factor. We adopt this reference to this variable. We are able to further 
reduce this to a 2-dimensional Markovian stochastic dynamical system by representing 0(t) as 
a function of S(t) and F(t,, T) : 
O(t) = 
2e Ä7--2, Nt [In F(t, 7-) - In F(O, -F)] - 
2e-, xt 
)ý-r 
[In S(t) - In F(O, t)] (2.19) (e-INt - e-. Ä-r ) (e-, ýt - e- ) 
See Appendix B for derivation of eqn. (2.19). Having reduced the dimension by one we 
may be able to price energy commodity derivatives in this framework by the use of PDE or 
lattice based methods since we need only to deal with two rather than three variables. The 
reduction is less significant, though still useful, when using Monte Carlo simulation. 
We can now represent the forward price F(t, T) to any maturity T as given by: 
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In F(t, T) - In F(o, T) = 
[, -A(T--r) a(t, T, T)] [In F(t, 7) - In F(O, 7)] (2.20) 
+e-A(T-t) [I - a(t, T, T)] [In S(t) - In F(O, t)] 
T, -T) - 
(e-A-r 
- e-AT) 
e-At 
This is our analytic Spot-Forward price relationship. See Appendix C for derivation of eqn. 
(2.20). 
2.3.1 Nested Models and Model Names/Nomenclature 
In this section we present special cases of our general volatility function eqn. (2.11): 
o-(t, T, S(t), F(t, -r» =g [S(t), F(t, -F)] e-, X(T-t) 
We find that within this general arbitrage-free framework the general volatility contains 
many models in the literature used for stock/commodity derivatives pricing. We list these 
special cases and give these models name references since they will be continually referred to 
throughout the thesis: 
1. Removing volatility dependence to S(t) and F(t, -r), and letting the parameter A=0. We 
are left with the following volatility function: 
o-(t, T) = a(T - t). (2.21) 
The volatility is dependent on a constant, (7, time, t and maturity of forward price T. 
This forward curve model will follow a geometric Brownian motion (GBM) process similar 
to that of Black and Scholes [3]. 
2. Removing volatility dependence to F(t, -r) and also letting the parameter A=0 We have 
the variation of the GBM process where g [S(t)l = oS(t)-ý, where or, -y is a constant such 
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that -I< -y < 0. This produces the stock spot pricing SDE known as the Constant 
Elasticity Variance (CEV) model. 
3. Removing volatility dependence to F(t, T), and letting g [S(t)] = a, where o, is a constant 
and keeping the e-A(T-t) term. This is the forward curve model of Clewlow and Strickland 
(CS) [121: 
or (t, T) = Ue-A(T-t) 
This spot price model follows a mean reverting (MR) process. TILis MR model will be 
described in more detail in the next section. 
4. We look at another special case that can be seen as a mixture of the CEV and MR models. 
Removing volatility dependence to F(t, T), and letting g [S(t)] = cS(t)7, where o,, -y is a 
constant such that -1 < -y < 0. Also we retain the e-A(T-t) term so that we have the 
following volatility function for our forward curve model: 
o, (t, T, S(t)) = uS(t)-le- 
A(T-t) 
We shall look at this model in the following sections and in Chapter 3 when we look to build 
trees for the discretised spot price SDE. We shall refer to this model as the MR-EV model. 
2.4 CS Model 
In this section we look at, in more detail, a special case of our general one factor model, eqn 
(2.16). The first model is the mean reverting model of Clewlow and Strickland (CS) [121 
whose work is seen as an extension of Schwartz [4]. This model is widely used 
in industry to 
price commodity contingent claims where mean reversion in the spot price process 
is a typical 
characteristic observed. We next show how the CS spot price model and the general one 
factor 
spot price model, eqn. (2.16), are related by describing their pricing of 
forward contracts. In 
Appendix D we derive explicitly the formulae for spot and forward price call options where the 
underlying process is the CS model. 
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2.4.1 Forward contracts 
We look at special cases of our two dimensional system eqn. (2-16). The special case is derived 
by setting our volatility function eqn. (2.27) parameter -y equal to zero, as shown here: 
or(t, T, S(t), F(t, -F» = o-se-, 
N(T-t) 
us = as(t)-l 
=a (t, t, s (t)) 
By setting 7=0 we have: 
a (t, T) = ae-A(T-t) (2.22) 
Therefore this volatility function has no dependence on state variables S(t), reducing our 
stochastic dynamical system to one dimension. From eqn. (2.16) we have: 
dS(t) 49 In F (0, t) 1 +-Ao(t)+A(ln(F(O, t)-lnS(t) dt+cdW(t). (2.23) S(t) 09t 21 
Removing the state dependence provides us with an analytic equation for our Integrated 
Variance factor, 0(. ): 
t 
or (u, t) 'du 
t 
-1 01 2e-2, \(t-u)du 
0 
o- 
2 
=_ 
[l 
_ e-2, 
Xtl (2.24) 
2A 
Now we will show the relationship between spot and forward price at any time t with 
maturity T. Using eqn (2.19), we have the following result: 
In F(t, T) 
(t) (e )+1 [In S(t) - In F(O, t)] + In F(O, T) 2eAT-2At eA(T-t) 
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Simply taking the exponential of the above equation and inserting the analytic integrated 
variance factor eqn. (2.24), it is straightforward to show the following result: 
exp(-A(T-t)) 
a2- AT (e2At AT At) F(t, T) = F(O, t) exp -e 1)(e- e- (2.25) 
[F(O, 
t) 
] 
4A 
I 
This spot - forward price relationship was first derived by Clewlow and Strickland [12]. In 
their paper they show this one-factor model as an extension to the Schwartz model [4], which 
is described by the following SDE: 
dS(t) 
= A(ft - In S(t)dt + adW(t) S(t) 
(2.26) 
This extension is simply the introduction of a time varying drift, y(t), that allows the spot 
process to fit the initial forward curve. This is a desirable feature since in energy markets 
the only observable market variables available to market participants are the forward curves. 
Therefore to be consistent with Schwartz [4] we have: 
1 [(9 ln F(O, t) 
+ 
C2 
e-2At AM =A at 4+ 
ln F(O, t) 
Schwartz [4] approaches the modelling of commodity prices using equilibrium arguments. 
He argues that the logarithm of the commodity spot prices follows a mean reverting process. 
The validity of this model is justified by the following points: 
9 High prices are pushed downwards by the increased supply from commodity producers 
whose margin costs will now be positive. 
* Low prices are pushed upwards by the decreased supply from commodity producers whose 
margin costs will now be negative. 
This model is conveniently tractable and as a consequence widely used in the energy markets. 
It has analytical properties for its expectation and variance which allow us to price plain vanilla 
options. 
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2.5 Pricing European Options using Monte Carlo Simulations 
Having developed a two dimensional Markovian model, we now look to value European options 
on the term structure of energy commodities. For the general volatility case, computing the 
entire term structure under the risk-neutralised process would require constructing the entire 
term structure at every point in time. With our restricted volatility model all the information 
of the term structure is contained in two variables. 
In this section Monte Carlo simulations are used to value European options on a particular 
spot price model not considered before. The Monte Carlo simulations described here are used 
in Chapter 3 as a method of benchmarking option prices against other numerical schemes. We 
use the spot price MR-EV model as the underlying process. This will allow us to analyse the 
behaviour of the Integrated Variance factor, 0(t), on option prices. 
Monte Caxlo simulation refers to the use of random sampling to estimate repeatedly the 
behavior of a given model. Our models are the discretised spot price models described in the 
previous sections. The random sampling is generated from a certain underlying distribution 
which in our case will be the normal distribution. We generate random uniform numbers which 
are then transformed to random standard normal distributed numbers. There are several 
procedures for this transformation, which axe done with varying efficiency. In our Monte Carlo 
simulations we choose the robust Box and Muller transformation to generate standard normal 
random samples. This procedure is efficient since it produces two standard normal random 
numbers with the one call to the Box-Muller transformation function. We use Monte Carlo 
simulations for the underlying spot price path generation so that we can price European options. 
(In Chapter 4 we apply simulation techniques to American type derivatives. ) 
2.5.1 Discretising Stochastic Dynamical System 
Before discretising our stochastic dynamical system, we define the restricted volatility function 
of the MR-EV spot price model. 
or (t, T, S (t)) = a, e- 
A(T-t) 
C78 = c, (t, t, S(t)) = as(t)-y 
(2.27) 
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The constants a, >0 and -1< -y < 0. The latter restriction on -y should avoid the potential 
for exploding forward prices. 
Inserting our volatility fimetion into eqns. (2.16) and (2.14) our stochastic system of equa- 
tions are: 
dS (t) a In F (0, t) 1- 
In S(t)] dt + uS(t)-'dW(t) (2.28) + AO(t) +A [In F(O, t) S(t) 
1 
at 21 
t 
0 (t) = 
10 
0,2S(U)2, -ye-2A (t-u)du 
We next divide the simulation time period ý0, T] into N intervals such that At - ! ý, tj N 
jAt, 3' =I...... N. Over the discrete intervals let the Integrated Variance factor be the following: 
J-1 
O(t j C2S(t, 
)27C-2A(j-i)At) 
Zýo 
0<i <j. 
It can be shown that 0(. ) can be updated between each time step, At, as follows: 
o(tj+1) 
_ e-2, 
\Ato(tj) + 
0' 2s tj 21- 
e-2, XAt] (2.29) 2A 
1 
The spot price process has the following discrete algorithm: 
AS(tj+, ) = 
S(tj) 
In F(O, (j + 1)At) - In F(O, iAt) +I AO(tj) +A [In F(O, jAt) - In S(tj)] 
I 
At 
X'At + as(tj)7, AW(t. 7-) 
(2.30) 
AW(tj) , -vfA--tN(O, 1) i. e. a Brownian increment that is normally distributed with mean 
0 
and variance At. AS(tj+, ) = S(tj+, ) - S(tj) where S(to) is known constant. It is 
important 
to note that the spot price algorithm used involves the spot price in both the 
drift and the 
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volatility, the discretisation is not correct for any time step but in the limit At --ý 0. 
At this point we turn our attentions to the discretisation scheme being used for the spot price 
SDE eqn. (2.30) and the alternative schemes available. The quality of a discrete approximation 
is dependent on the degree of non-linearity in the stochastic system. In Kloeden and Platen 
[16] various discretisation schemes are suggested and their merits discussed. 
For the purpose of carrying out Monte Carlo simulations for option pricing, we look to 
satisfy a mean/expectation (usually of the option payoff) convergence criterion at the last time 
step, tN = T. We are not really concerned with a convergence criterion that satisfies the whole 
distribution shape. 
The spot price approximation is said to be of strong convergence if at any time, tj, the 
expectation of the absolute difference of the exact and approximating price converges to zero 
as At --+ 0. The other type of convergence is known as the weak type. This requires the 
expectation of a function of the spot price approximation (like the expected payoff of a 
call option) to converge to the expectation of a function of the exact spot price. Associated 
with strong and weak forms of convergence is the rate at which they converge i. e. the order of 
convergence. We find that particular types of discretisation schemes have an equivalent weak 
convergence of higher order for its' corresponding strong convergence order. 
At this Point we mention the Euler and Milstein schemes. The Euler scheme is used for 
the spot price discretisation eqn. (2.30). This scheme has weak convergence order I and a 
useful (but not essential) strong convergence order 1- The Milstein scheme involves extra 2 
terms of higher order in eqn. (2.28). These extra terms are equivalent to the addition of 
extra terms in a Taylor expansion approximation. Milstein schemes have many variations but 
generally have increased strong convergence order compared with the Euler scheme. Note that 
the two schemes are equivalent when the diffusion coefficient is deterministic. In Jackel [31] 
it is shown that by transforming the underlying stochastic variable, we are sometimes able to 
achieve convergence order to that of a Milstein scheme by simply using the Euler discretisation. 
Such a transformation involves changing variables such that the coefficient of the Brownian 
increment, dW(t), in eqn. 2.28 is a constant. In Chapter 3 we use this type of transformation 
before we implement tree building numerical schemes. We implemented various discretisation 
schemes on the pricing of European call options and noticed negligible difference, despite the 
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degree of non-linearity in our Spot price model (2-28). Thus we employ the Euler discretisation 
scheme for all our results. 
2.5.2 Call Option Pricing 
By drawing random standard normal distributed deviates, 6(tj), E(. ) - N(O, 1) for each time 
step tj, we are able to generate one possible path for the discretised spot price process eqn. 
(2.30). We repeat this task M times to produce M possible spot price paths. We simplify 
notation to introduce a simulation index i; i=1...... M. At the end of each simulated path the 
terminal value of a call option CT is evaluated. Let CT, j represent the payoff to a European 
call under the ith simulation. 
CT, j = max(O, ST, j - K) 
K is the strike price. This value represents one possible payoff for the call option. An 
average is taken over all price paths to compute an expectation of the payoff at option maturity 
time T. This expectation is then discounted at the risk free rate, r, to give us our option price 
CO : 
m 
Co = -rT 
ý7ý CT, i 
j=l 
To find a reasonably accurate option valuation, be it of European or Asian type, it is required 
that many simulations, M, would be required. The standard errors from the simulations are 
inversely proportional to the square root of the number of simulations used i. e. to half the 
estimation error we would require the number of simulations to be quadrupled. This in turn 
could make simulations fairly computationally expensive. We discuss here the Control Variate 
technique, which helps reduce the variance of the estimate and reduce computational time. 
2.5.3 Variance Reduction Techniques 
The Control Variate technique is applicable when an analytic solution is available to price 
European options, given a particular model A, for the underlying tradeable. If we have a 
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model B which is different (model A is a special case of model B) to model A, we can use model 
A's analytic solution of a European option to price a similar option on model B. We let model 
B be the 2-dimensional model eqn. (2.28) with the volatility fLmction:. 
o, (t, T, S(t)) = 0,, e-A(T-t) 
17 8= or S (t) -Y = 0, (t, s (t) ) 
We let model A be the model where the volatility function has the parameter -y equal to 
zero i. e. the CS model: 
a (t, T) = (7e-A(T-t). 
With this particular volatility specification for model A we have the following analytic 
formula for European call options': 
e-r(T-t) - KN(h - \, Iw)] [F(t, T)N(h) ýT 
where 
K In ITI + 
IW Ell- 
vw 
0- 2A(T-t) W- I-e- 
2A 
II 
Now we approximate the price of the same call option using simulations for both models A 
and B, to approximate call prices C* and C* . 
(We run the simulations simultaneously using AB 
the same sequence of random numbers and similar discretisation. ) We are able to improve the 
price estimate on model B by using the following formula 
CB CL - CA + CA 
4 See Appendix D for explicit derivation of these call option formulae. 
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This allows us to price European call options accurately with a reduced number of simula- 
tions. 
Another variance reduction technique employed is antithetic sampling. This technique 
takes advantage of the fact that drawing a random standard normal deviate, -, and taking its 
negated value, -6, will have equal probability of occurring. Therefore when we show results for 
100,000 simulations, we produced 50,000 using antithetic sampling. 
2.6 Summary 
A general multi-factor forward pricing framework is developed using the no arbitrage theory. 
A mathematical rigor is placed on the definition of forward curve models in an arbitrage-free 
setting. This formulation is similar to the HJM [21 framework described for Treasury forward 
rates. This theory is different from the classic approach of modelling the spot price and then 
inferring the forward price indirectly. Conceptually this framework is consistent with no- 
arbitrage theory where the tradeable asset is used as the underlying price process. In oil and 
gas markets the spot price is often not observable as readily as the forward/futures price. 
We next consider a general one factor forward price model. With this model we choose a 
volatility function, not considered in the literature before, to mimic energy commodity price 
movements. This model, referred to as MR-EV, offers extra degrees of freedom when modelling 
commodity price behaviour. The volatility function can be dependent on both spot and forward 
prices with varying magnitude. No known energy market models take care of price dependent 
volatility with varying proportion. The MR-EV model is able to address this matter. Explicit 
derivation of the MR-EV model is given, showing it is a two - dimensional Markovian system. At 
any point in time we are able to construct a forward curve analytically using only the spot price 
and a variable known as the 'Integrated Variance factor' (IVF). This IVF can be described as a 
variable that summarises the price processes volatility over a given time period. This variable 
is path dependent and combines with the spot price process to produce a non-Gaussian price 
process. 
It is also shown how our general one-factor model has popular market models nested within 
its framework. It is important to produce new option pricing models that are related to 
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models that are currently being used in industry. It is the existing market models that will 
offer benchmarks to any new models. The MR-EV offers a wide set of stochastic processes 
that have not been considered in the energy commodity pricing literature. 
Since there is no known solution to our MR-EV model we describe a discretisation scheme 
that can be used for Monte Carlo simulations. Various discretisation schemes were investigated 
on pricing simple call options, however the results produced negligible difference. The described 
discretisation scheme, see section 2.6.1, is used throughout the next chapter as our benchmark 
pricing technique. In Chapter 3 we build trinomial trees for this two-dimensional MR-EV model 
and investigate its convergence results to our MC simulation results. 
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Chapter 3 
Trinomial Trees 
So far, much of the work done in Chapter 2 has been to provide the most general of Markovian 
representations for our commodity spot price model. In eqn. (2.16), the model specification 
describes a very large class of stochastic behaviour without losing its Markovian structure. In 
this chapter we shall build trinomial trees for our discretised spot price process. However 
we have noticed our general spot price model contains an Integrated Variance factor, that 
will require special treatment because its evolution is path dependent. In general numerical 
schemes, like trees and lattices, allow us to price commodity spot and forward price contingent 
claims, which can be exercised at any time during the life of a claim i. e. European and American 
type. Tree based schemes offer flexibility by allowing the underlying stochastic process to fit 
initial forward curves, volatility term structures and other time varying characteristics. In 
natural gas markets time varying characteristics like seasonality are strongly evident. 
The objective of this chapter is to describe tree procedures for stochastic processes described 
and implemented throughout this thesis. Their strengths and weaknesses are discussed using 
the pricing of plain vanilla options as examples. The trees described in this chapter will provide 
us with our benchmark prices when pricing American style derivatives in Chapter 4,5 and 6. 
American style derivatives do not have closed form solutions. 
The general tree building methodology we are about to describe is two - fold. The first 
stage requires the transformation of the spot price SDE into a constant volatility model i. e. 
where the coefficient of the Weiner increment is a constant. With this change of variable we 
notice that a special case of this model is a pure mean reverting model. 
We later describe an 
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efficient tree for this special case. 
The second stage involves the discretisation of our transformed continuous SDE. Since our 
general model has a mean reverting characteristic embedded, it would be standard practice to 
build a trinomial tree offering an extra degree of freedom to the traditional stock price binomial 
model. 
We shall first describe the tree building process for our two dimensional MR-EV model, 
X (t) =fS (t), 0 (t) I and then present the " efficient Hull and White tree " applicable to the mean 
reverting (MR) model that is a nested special case. A two factor tree building procedure is 
described with the purpose to use this methodology in pricing energy spread options in Chapter 
5. This two dimensional tree is allowed to follow two mean reverting stochastic processes that 
are correlated. 
In the last section, an investigation is carried out on the one factor two dimensional tree, 
MR-EV model. It is shown that the tree behaves well for a subset of volatility parameter 
values. Results for the two factor trinomial tree are presented in Chapter 5, where energy 
spread options are valued. All the price processes discussed in this section are assumed to have 
already been calibrated. 
3.1 First Stage - Transforming SDEs 
In this section we transform the spot price models defined in Chapter 2 in order to apply tree 
building methodology. 
Consider the following general stochastic differential equation: 
dY(t) :,: [t(Y, t)dt + o, (Y, t)dW(t) 
Now consider a continuous function X (Y, t) that is twice differentiable with respect to Y 
and once in t. Then Ito's lemma states we are able to re-express the SDE in the 
following way: 
dX (Y7 t) =+1a 
2(y 
7 t) 
02X(y 
I t) + dt 
IATI 
0 
49Y 2 ay2 Ot 
+a (Y, t) OY 
dW(t) 
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Choosing an appropriate transformation function and using the above result, we are able 
to change a state dependent Weiner coefficient to a constant. Mathematically this means we 
choose X (Y, t) to satisfy: 
X(Y, t) 
dZ 
a(z, t) 
This choice is desirable when applying tree or lattice methodology to a discretised stochastic 
differential equation. We shall look at some examples of applying this to our general model. 
The general spot price model we shall be applying this transformation to, is defined by 
equation (2.16) and (2.17) : 
dS(t) OInF(O, t) 
+1 AO(t)+A(ln(F(O, t)-lnS(t) dt+o, (t, t, S(t), F(t, -F))dW(t), S(t) 
I 
at 2 
do(t) [u(t, t, S(t), F(t, T))2 - 2AO(t)] dt. 
(3.1) 
We consider two cases of this general spot price model: 
Example 1- MR-EV model 
Let us consider the simplified spot volatility: 
a(t, t, S(t), F(t,, T)) = orS(t)' 
This volatility form has no dependence on a forward price. a is a positive constant and 
< 0. Re-arranging eqn. (3.1) we have: 
dS(t) = S(t) 
(9 In F (0,0 
-+I AO(t) + A(ln(F(O, t) - In S(t))] 
dt + orS(t)W(t) 
I 
Ot 2 
where ý= 
Using Ito's lemma as described above we consider transform X 
(S(t), t)). The following 
transformation will leave us a constant coefficient to the Weiner 
increment. (Not necessary to 
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include constant a in choice of function. ) 
x (S, t) 
dS_ 
_ 
sl-ý 
olsý 
0< ý<l 
The inverse transform will allow us to return to the spot price: 
(P(X) =: [(7(l - ý)X] 
0< ý<l 
Expressing the transformed SDE as the following: 
dX(t) :: - m(X, O(t), t)dt + dW(t) (3.2) 
where 
M(X, ý(t), t) = 
Y(Xl 0(t), 0 (3-3) 
/-L(Xl 0(t) It) = (P(X) 
0 In F(O, t) 
+1 AO(t) +A [ln(F(O, t) - ln ýo(X)] 
I 
at 21 
We note that this SDE is not a pure mean reverting arithmetic process because we are 
unable to separate the inverse transform function, ýo(X), from the deterministic terms in the 
drift, I-t(X, 0(t), t). This means that the efficient trinomial treeof Hull and White, described 
in section 3.2.7 cannot be used. The time dependent drift cannot be de-coupled from the 
underlying variable, X(t). 
3.1.2 Example 2- Mean-reverting model. 
In the case where the spot volatility function has no state dependence (ý = 1) and is a constant, 
the integrated variance factor becomes a constant reducing the model to one dimension. As 
illustrated before, this is the mean reverting model of Clewlow and Strickland: 
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dS(t) = S(t) 
0 In F(O, tý 
+ ýý2 (1 _ e-2At) +A(ln(F(O, t)-InS(t) dt+uS(t)dW(t). (3.4) 
1 
at 41 
Applying Ito's lemma we have the following transformation: 
dS 
X(S, t) =is= In S. 
The inverse transform to retrieve the spot is, 
ýo (X) = exp 
Therefore the transformed SDE will be the following: 
dX(t) = m(X, t)dt + adW(t), 
where 
(X, t) = [/-t (t) - AX (t) ]ý 
a In F(O, t) 0,2 (1 
_ e-2At) _12 +- -u +Aln(F(O, t) at 421 
3.2 Second Stage - Discretisation 
(3.5) 
Much of the literature on trinomial trees are based on a series of papers by Hull and White 
[17][18][19]. First we note that our general spot price model, Example 1, is not a pure mean 
reverting model. Secondly it has an extra dimension, the integrated variance factor, which 
prevents a direct application of their methodology. Li, Ritchken and Sankarasubramanian 
[20] produce a binomial tree approximation that models the integrated variance factor in the 
context of spot interest rates. We will describe a general trinomial tree approximation which 
can be seen as a combination of these authors work. We then look specifically at the trinomial 
tree procedure for Example 2 where a more efficient methodology is applicable. 
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3.2.1 Notation 
Let us introduce some notation that will define the tree process at some arbitrary node (i, j): 
i is the time index and j is the state price index. 
xi, j - transformed state price process 
Sjj - spot price process 
Hij - option price process 
Oij - subsidiary variable 
mi, j- drift of transformed state price process 
uppermost branch probability of xi, j. 
p'j. - middle branch probability of xi, j. Z., j 
d NJ - lowermost branch probability of xi, j. 
Qi, j- pure security price process 
3.2.2 Evolution of the transformed spot price model - Geometry of the tree 
From equation (3.2) we have: 
dX(t) = m(X, q5(t), t)dt + udW(t) 
We start off by describing the discretised geometry of our tree in terms of time and space, 
such that the evolution of X(t) will be correctly approximated. Therefore we will let the 
time step At, (= ti+1 - ti) and the space step Axj be kept constant between nodes and fibres 
respectively. We are able to fix the time steps such that 0= to < tj < ..... < tn = T, for some 
arbitrary number of steps n. We let xij at any given time step i be equal to jAxij . See 
Figure 3-1 for the illustration of the tree geometry. 
3.2.3 M-ee probabilities 
Next we discuss the probability associated with xij (see Figure 3-1) going to the top, the 
middle and the lower node. We note that the probabilities are the only thing left to adjust 
(since we are keeping time step and space step constant) so that the process mean and standard 
deviation are matched. Also we note the mean of this process is state dependent and mean 
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Ati 
............. ............................................ 
&i+1 
xi, j 
Figure 3-1: Geometry of time step i and space step 
reverting. In the discretised tree the mean of the process will be locally deterministic at each 
node. To take care of the mean reversion characteristic it is required that the geometry of the 
tree between fibres are allowed to change. Therefore we introduce three types of branching 
methods stemming from xi, j (see Figures 3-2,3-4,3-3). These three branching methods will 
always ensure the top and lower nodes always bracket the local mean of the state process. 
1. 'Normal' branching: When matching the local mean, the change in the state is closest 
to zero. E(Axiä )=0. 
2. 'Upward' branching: When matching the local mean, there is a pull upwards i. e. mean 
closest to node xi+l, j+l 
3. 'Downward' branching: This branching occurs when xi, j is high and there is a Pull to 
revert downwards towards its' long term mean. 
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x, +I I 
Xi, 
j ""ý xl+l, j 
xj, i, j-1 
Figure 3-2: Normal branching 
X, 
+I. j+2 
xi+1, j+1 
1x 
l+U 
Figure 3-3: Upward branching 
X"i X7+1, j 
Xi, i, i-l 
Xi, l, j-2 
Figure 3-4: Downward branching 
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We now wish to determine our tree probabilities so we express our first two moments of our 
discrete stochastic process x as follows: 
(xi, j) = Mi j=md 
eij (Xi+l, k + AX) + Pi, jXi+l, k + Pij 
(Xi+l, k - AX) 
Var(xi, j) +E (X,, j)2 = E(X2 + AX)2 m2q_ AX)2 ij) - Pui, j (Xi+l, k + Pi, jXi+l, k + Pzj (Xi+l, k 
We complete our system of equations with the constraint that the sum of the probabilities 
stemming from some arbitrary node is equal to 1: 
umd Pi, i + pij + pi, 3 . 
Now we have a3- dimensional system to solve for our three unknowns pý'j, pT. and pý 
It is straightforward to solve for pyj and p, q Z, j using 
qu PT. =I -pz, j - Pi, j 13 
to have the following probabilities (Hifll and White 1993a [171): 
I [Var(xi, j) + 
ýjý 
u jk + 
ýijk 
pij 2 AX2 AX2 Ax 
1 [Var(xi, j) + 
ýjý d- 
AX2 
jk ýij, k 
pij 2 AX2 Ax 
where 
7/i, j, k = E(xi, j) - Xi+l, k 
(3.6) 
We first note that our x process variance is not dependent on its level j and 
for simplicity 
we have kept a constant time step. So we have the variance defined as the 
foRowing: 
Var(xi, j) =u2 At. 
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It is well known that there is a equivalence relation between explicit finite difference methods 
applied to solving partial differential equations for option pricing and pricing using trinomial 
trees. There is a stability criteria that explicit finite difference schemes must satisfy for the 
results to be valid. Similarly this criteria must be met by trinomial trees to avoid negative 
probabilities. The required criteria to be satisfied involves the calculation of the space step 
Ax and the variance of the process. We choose the following valid definition of Ax to ensure 
convergence: 
Ax = v73-Var(x) = Or-\/r3-A-t 
The subscript k is chosen such that -Ti+l, k 
is as close as possible to the expected value of 
x, which is by definition xi, j + mij. If we let k=j we will have the normal branching shown 
in Figure 3-2) and if k=j+1 we have Figure 3-4) and finally k=j-I we have Figure 3-3). 
Therefore the main process involves calculating the local expectation and then deciding on the 
branching process. Rewriting equations (3.6): 
u1 
[1 
+ 
! ýijk 
]+ 
? li, j, k (3.7) pi, j -6 0,2 At 2a , r3- .t 
m -pq u pij t, j - Pi, j 
22 
d+ ,jk 
77i, j, k 
pij 
C2 At - 62a 03 At 
3.2.4 Evolution of the Integrated Variance Factor. 
The extra dimension Oij , the Integrated 
Variance factor, appears in the drift mij of the 
transformed state price xi, j . We note that the 
Oij process is locally deterministic, which is 
equal to zero at time 0. In general, the approximated Oij process is updated at some arbitrary 
node (ij) as follows: 
i. um 
od 2 (ýo (X,, j), t) - 2AOi- l, j 
I At Oi, k+l = Oi, k = t, k-I = 
Oi-l, j + 
1ý7 
We note that the common value used for the uppermost, middle and 
lowermost nodes axe 
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determined entirely from the branch originating node. This common value is however unique 
to the path it followed from time 0. The subsidiary variable at time t can be described 
as a summary of the spot price process variance from time 0 i. e. its entire path. This path 
dependency can be dealt by an efficient approximation, often used to price early exercise path 
dependent contingent claims using trees. 
Rather than storing all unique paths of Oi, j , we track two paths that provide the 
highest and 
lowest values for the xi, j process. We denote them Oý"ý"and It is shown how partitioning I'd 'W 
[0"', OTý"] into m values can improve the approximation, with the view of finding some optimal ij 7,13 
m* partitions. m* is determined by looking at the sensitivity of commodity derivatives to the 
number of partitions used. 
3.2.5 Tree building steps. 
Having described how the two-dimensional state system is approximated/discretised, we now 
detail the tree building procedure. For any given node (i, j): 
1. x process is determined as 
xi, j = X0,0+j"ýx 
Vj at node i 
2. using the inverse transform we retrieve the spot price Sjj that wiH be used in the updating 
of the Integrated Variance variable Oij . This 
is done for 0"' and at each node, ij 
where min comes from the lower most branching node and max comes 
from the uppermost 
branching node. See Figures 3-5 and 3-6. 
3. determine mij, discretised eqn. (3.3): 
4. determine the branching process consistent over next time step for x. This requires 
matching the local mean for Ax over At, indirectly matching 
the tree to the initial 
forward curve. 
5. use equations (3.7) to calculate probabilities. 
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max 
i-I -.,. updated 
ýi max 
max Figure 3-5: Updating upper nodelet with 0 
min 
ýi min 
u ndated 
Figure 3-6: Updating lower nodelet with 
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This procedure will provide a tree where at each node we have a value of the spot price 
a vector of 0 and its probabilities of moving to the next node p', p', and pd. This is all 
the information needed to be able to price spot/forward commodity contingent claims on this 
approximation. Next we describe how we would price early exercise derivative claims. 
3.2.6 Pricing options on a two dimensional tree 
So we have a trinomial lattice where at each node we have a spot price S, a vector of 0 and a 
vector of probabilities p', p', and pd of moving to the upper, middle and lower nodes. We will 
now look at pricing an European and American type commodity options on the forward price. 
At some option maturity T*, which will be at the boundary of our tree, we calculate a 
vector of forward prices at each node using our spot- forward price relationship eqn (2.20). Let 
H(F(T, s)) be the value of an option claim, where 0<s< T* <T. We start by computing 
the claim at the maturity H,,, j at each node for each nodelet (nodelet refers to the vector of 
forward prices F,, j stored at each node). We move back through the tree using the general 
backward recursion algorithm at each nodelet: 
At (pu T. H J, j +d. 
TTd Hij = e-' H, ' 
17 PZ, 3"i+1,3-1 i1i i+lli+l 
+ P7,13 
Since the exact value of Hi'+,, j+,, H171, j and JT-. 
T, 
ýd+j, j-j may not be available for the option 
pricing, we are able to interpolate at each node between the appropriate nodelets. If we have 
more than two nodelets the appropriate nodelets are chosen using a numerical search routine. 
Since the nodes are in sorted order by construction the efficient binary search routine can be 
employed. For simplicity we assume that there are only two nodelets denoted by max and 
min. We then apply the following linear interpolation: 
Hu 
,! +I, j+l = 
Hjý,, j+j 
n Hi'rlx - Hpý,, j+j , j+l n FiT'lx - F, 71"j+l 
I 
j+l iI 
Fi'71'j+ll 
If the claim is American the above recursion must include the comparison of the above 
claim price to the exercise value of the claim (intrinsic value) at each nodelet. The value of the 
American claim will be given once we reach the root of the tree H0,0. We look at the 
American 
option pricing Problem in more detail in Chapter 4. 
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3.2.7 Efficient Mean Reverting Tree 
Clewlow & Strickland (C&S) [12] describe a trinomial tree method that is similar to Hull and 
White 118][191. We describe the methodology used in C&S since we will extend the model to 
the two-factor case when we look to price energy spread options in Chapter 5. It also will 
provide benchmark prices for pricing American options using simulation techniques in Chapter 
4 of the thesis. 
It has been shown to be more efficient than the general trinomial tree implementation 
described above. The methodology differs only in its' implementation but it is not extendable 
to the two dimensional MR-EV model we described above. We now look at the model described 
in Example 2, equation (3.5), 
dX(t) = m(X, t)dt + cdW(t), 
where 
7n(X, t) = [p(t) - AX(t)], 
IL (t) =0 
In F (0, t) 
+ 
Gr2 (I _ e-2At) _1 Cr2 +A ln(F(O, t) 
I 
at 421 
The procedure begins by first assuming the function p(t) =0 and initial value X(O) = 0. 
p(t) can be seen as the time varying function that fits the initial forward curve. We are then 
left with the following process: 
dX(t) = -AX(t)dt+ ordW(t). 
The trinomial tree is built for the discretised iýjj process using the probabilities described 
in the previous section. Since we have simplified the process we notice that in this tree 
Yjj = YO, O + jAiý = jAY. The mean of this process is constant and therefore the tree is built 
symmetrically around the central node. This symmetrical geometry means that determining the 
branching process at the uppermost part of the tree will automatically determine the branching 
process at the lowermost part of tree (it is a reflection along the line of the central node, see 
Figure 3-7 below). In the case that we have constant volatility there is a point at which j 
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jmax 
-imax 
Figure 3-7: Symmetric tree with jmax as maximum space step. 
reaches its' maximum value before the mean reversion affect, A, stops the growth of the tree. 
We call this truncation point jmax, see diagram below, 
Hull and White [19] suggest that jmax should be set equal to the smallest integer greater 
than - =0.11 88 41 . Note that jmax is simply a function of the the mean reversion rate and the AAt 
resolution of the time discretisation. This point will be important when we look at the two 
factor tree where the number of nodes at each time step grows exponentially. 
The next stage involves the calculation of the adjustment of the simplified tree such that it 
reflects the initial forward curve. This adjustment which we denote ai win move all nodes at 
each time step i upwards or downwards depending on the shape of initial forward curves. To 
calculate this adjustment we introduce the definition of a pure security, Qij, that pays I unit 
of cash if a particular node (i, j) is reached and 0 units if it doesn't. This pure security is 
calculated at each node when building the simplified tree using forward induction: 
Qi+l, j = EPk, jQi+l, ke-rAt 
k 
Here Pkj is the probability of going from node (i, k) to node (i + 1, j). Using these security 
prices, we are able to price European options, H(F(T, s)), at time 0, using the tree: 
Ho, o Q,,, j H,,, j 
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We use the spot - forward relationship eqn. (2.25) to price European options on forwards. 
We are able to express the forward prices at time 0 (i. e. initial forward prices), as discounted 
expectations of the spot price similar to the expression of European option prices above: 
(0, ti) e-'ti =Z Qij sij 
i 
Carrying out a few simple steps where we replace the spot price above with the expression 
S,, j = xi, j +ai 
we finally have our adjustment term to complete the tree building: 
ai ln 
F(O, t, )e-rti 
There are several advantages to the efficient two stage methodology to the more general 
method described for the two dimensional case. The adjustment term is exact in the discrete 
setting we are working in. In the general method we would actually use an approximate 
calculation to the continuous drift, m(X, 0(t), t), directly. When calculating hedge ratios we 
would be required to shift the initial spot price by some arbitrary small amount. In the general 
method the trinomial tree would have to be re-built totally whereas in the efficient method the 
shift would only require stage two to be repeated i. e. not involve recalculating probabilities. 
The reader should see Clewlow and Strickland [121 for convergence results for the pricing of 
European and American plain vanilla options. We shall present results for a two factor version 
of the efficient Mean Reverting tree to price energy spread options in Chapter 5. 
3.3 Two-Factor 'JI)ree 
In this section we describe how to build a two-factor trinomial tree. The purpose of this 
section is to lay the foundations for us to investigate the pricing of energy options that depend 
on two different energy commodities that are less than perfectly correlated. In particular we 
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investigate the popular energy spread option. We concentrate on the trinomial tree building 
methodology in this section and leave its application to pricing spread options in Chapter 5. 
The main focus in this section is to introduce the effect of correlation on the trinomial trees 
already described. So we first consider the following stochastic process: 
X3 f (X1) X2) 
where XI, X2 are two correlated stochastic processes, 
dXl(t) = pl(Xi, t)dt+ol(Xi, t)dWl(t) 
dX2(t) = P2(X2, t)dt+0'2(X2, t)dW2(t) 
E[dW, (t)dW2(t)] = pdt 
pE [-1,1]. p is the correlation coefficient where perfect positive and negative correlation 
is denoted by the value I and -1. The drift and volatility functions are restricted to those 
of the one - dimensional stochastic processes considered in this chapter. In the case of the 
spread option the stochastic process X3 is viewed as the spread difference i. e. X3 ---:: XI- X2- 
Now if we assume the trinomial trees are built for X1, X2 then we should have the following 
probabilities at each node for the two processes: 
Xi P, j, Pý, -, pd i, 'I'd i, j, 
X2 
The subscript i denotes the time step. However there is now two different space step 
subscripts, j and 1. Using these probabilities we are able to construct X3 tree where its 
probabilities reflect the joint distribution. Following Hull and White (1994) [19] we start off 
assuming there is zero correlation between the stochastic processes X, and X2. This means 
the probabilities of X3 are simply the product of the probabilities of X, and X2 : 
x3 :o uu ,o 
um, o ud ornu mm omd odu adm ndd 
i, j, 1 i, j, 1 i, j, 1 i i, j, ii oi, j, i 1 i, j, ii i, j, 11, i, j, 13, i, j, 13 
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.,, 
the probability of both X, and X2 moving to For example, 0 ýY is the product of qj' ZJ'I Pi" j 
its' uppermost nodes at time step i+1. Therefore we store at each node nine probabilities for 
X3- We represent these probabilities in a matrix form representing the movements to upper, 
middle and lower nodes for both Xi and X2 : 
0 uu 0 um 0 ud 
4cbzero 0 mu omrn omd 
odu odm odd 
The matrix subscript denotes the zero correlation reflected in the probabilities of the joint 
distribution. The next step is to introduce the correct correlation, p, between the stochastic 
processes X1 and X2. Hull and White modify the scheme by adjusting the probability matrix, 
'Dzero, such that the sum of the adjustments each row and column is zero. By doing so, we 
preserve the probabilities of the X, and X2 trees. Hull and White show how the following ad- 
justments induces the correct correlation affect on the the above probabilities. The adjustments 
are motivated by the fact that in the limit At --ý 0 the probabilities p' = q' = pd = qd = 1/6 
and p' = q' = 2/3 : 
5 
(PPOS --- 1ý 4ýDzero +p -4 36 P 
-1 -4 5 
'I)neg -`-- 4)zero 
p 
-4 8 -4 P<0 36 
5 -4 -1 
There may be a problem with negative probabilities at some nodes when the correlation is 
high. Any rule to correct this will introduce a correlation bias. However this bias vanishes 
as our time step converges to 0. This rule usually involves modifying the adjustment matrix 
resulting in the use of an imprecise correlation. 
We have a two- dimensional tree that has one node at time i=0, nine nodes at i=1 and 
twenty five nodes at time i=2 and so on. (In general (2i + 1)2 nodes at ith time step. ) In 
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a 
- 
K Exact ý=0.9999 0.999 0.95 0.9 0.85 0.8 
6. -2- 35 4.981 -4-981 4.981 4.977 4.977 4.979 4.981 
40 0.898 0.897 0.894 0.621 0.518 0.518 0.432 
0.3 35 5.053 5.053 5.052 5.007 4.989 4.985 4.988 
40 1.347 1.345 1.340 1.120 0.933 0.778 0.650 
Table 3.1: Call option: S(O) = 40.0, lambda = 0.5, option maturity =1 month 
Chapter 5 we notice that the mean reversion affect of the two underlying commodities, X, and 
X2, plays an important role in preventing this tree from exploding. Once the mean reversion 
limit has been hit, the growth of the tree stops. The stronger the mean reversion affect will 
allow a finer discretisation. to be used in the pricing of energy derivatives. It will be shown 
that this will have a significant impact on pricing claims accurately. 
3.4 TYee Results 
In this section we present results to pricing European call options using our two dimensional 
trinomial tree X (t) =fS (t), 0 (t) 1. Since we have analytic solutions to European call options for 
the CEV model (ý = 0.5) and the MR model we are able to look at the convergence properties 
of the general two dimensional model for these special cases. (No known closed form solutions 
exist for Euxopean call options for MR-EV model). The CEV model is simply the MR-EV 
model with no mean reversion i. e. A=0. The MR model is, simply the MR-EV model with no 
state dependence i. e. 6=1. 
We first show the convergence of the MR-EV model to a MR analytic call price in Tables 3.1 
to 3.4. Convergence of the two dimensional tree is shown by letting ý ---+ 1. Various parameter 
sets for f a) A, ýI were investigated and a subset of the results are presented. We also vary 
the specific call option inputs i. e. maturity and strikes. The results validate the tree building 
methodology described in this chapter. The tree results converge well to the known call option 
prices given by a MR model as ý --+ 1. 
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a K Exact = 0.9999 0.999 0.95 0.9 0.85 0.8 
0.2 35 5.097 5.096 5.094 5.008 4.969 4.962 4.980 
40 1.665 1.663 1.657 1.391 1.166 0.983 0.836 
0.3 35 5.560 5.561 5.556 5.332 5.190 5.121 5.116 
40 2.496 2.493 2.485 2.091 1.761 1.494 1.285 
Table 3.2: Increase option maturity : S(O)= 40.0, lambda = 0.5, option maturity =4 month 
a K Exact = 0.9999 0.999 0.95 1 0.9 0.85 0.8 
0.2 35 5.016 5.016 5.015 4.981 4.996 5.054 5.154 
40 1.575 1.573 1.568 1.337 1.150 
[ 
1.009 0.916 
0.3 35 5.434 5.435 5.432 5.312 5.2ý85ý 5.363 5.553 
40 2.362 2.358 2.352 2.028 1.774 1.599 1.514 
Table 3.3: Increase lambda and maturity: S(O) = 40.0, lambda = 1.5, option maturity =6 
month 
Cr K Exact = 0.9999 0.999 0.95 0.9 0.85 0.8 
0.2 35 5.010 5.011 5.010 4.977 4.981 5.013 5.070 
40 1.435 1.434 1.429 1.209 1.026 0.882 0.775 
0.3 35 5.346 5.347 5.343 5.218 5.169 5.196 5.295 
40 2.152 2.150 2.143 1.825 1.566 1.369 1.237 
Table 3.4: Decrease maturity: S(O) = 40.0, lambda = 1.5, option maturity =4 month 
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cr K Exact (MC) X= 0-0001 o. ool 0.01 0.05 0.1 
0.2 35 4.98 4.99 4.99 5.03 5.20 5.42 
40 0.91 0.92 0.92 0.94 1.03 1.16 
0.3 35 5.07 5.07 5.08 5.17 5.55 6.03 
40 1.37 1.37 1.38 1.43 1.65 1.96 
Table 3.5: S(O)=40.0, eta=0.5, maturity =1 month. 
a K Exact (MC) A=0.0001 0.001 0.01 0.05 0.1 
0.2 35 5.18 5.20 5.25 5.82 8.61 12-52 
40 1.80 1.81 1.84 2.20 4.29 7.80 
0.3 35 5.75 5.78 5.89 7.12 13.87 25.03 
40 2.70 2.71 2.79 3.67 9.41 20.19 
Table 3.6: Increase maturity: S(O)=40.0, eta=0.5, maturity =4 months. 
It should be noted that all results of pricing call options are done by fitting to a flat forward 
curve (i. e. spot and forward price relationship has zero cost of carry). (We will assume a flat 
forward curve throughout this chapter) - 
Next we show the convergence of the two-dimensional model to CEV call prices. Since we 
have analytic call option values only for ý=0.5, in the CEV model, we will use the equivalent 
Monte Carlo prices of a call option as our exact price'. In the four tables below we are trying 
to show the convergence of our two-dimensional tree prices to the CEV prices as we let our 
mean reversion rate disappear, A -* 0. The tables 3.5 and 3.6 use ý=0.5 and tables 
3.7 and 
3.8 use ý=0.875. 
The MR-EV tree clearly shows convergence to CEV and MR models. However we notice 
for the set of results where ý=0.5 and a mean reversion rate, A>0, the call prices 
become 
inaccurate with increasing A. Investigating further shows that even though there exists a class 
of parameter values ýcr, A, ýj where the call options are priced accurately, in general we 
find 
that this is not the case. 
Convergence and stability analysis was carried out over a wide range of parameter values 
for A and ý. We noticed that the model was producing numerical error when conpling 
the 
1100 000 simulations with 50 000 antithetic were used. 500 timesteps 
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ol K Exact (MC) A=0.001 0.01 0.1 0.2 0.5 
0.2 35 5.33 5.34 5.34 5.35 5.36 5.37 
40 2.18 2.19 2.18 2.16 2.13 2.05 
0.3 35 6.09 6.11 6.11 6.13 6.15 6.20 
40 3.27 3.28 3.28 3.26 3.24 3.17 
Table 3.7: Increase eta and maturity: S(O)=40.0, eta=0.875, maturity =6 months. 
a K Exact (MC) A=0.001 0.01 0.1 0.2 0.5 
0.2 35 5.16 5.17 5.17 5.17 5.18 5.19 
40 1.80 1.80 1.80 1.79 1.77 1.72 
0.3 35 5.70 5.72 5.72 5.73 5.74 5.76 
40 2.70 2.70 2.70 2.69 2.67 2.62 
Table 3.8: Decrease maturity: S(O)=40.0, eta=0.875, maturity =4 months. 
mean reversion and the volatility elasticity. This is illustrated clearly by figure 3-8, which 
shows the increasing error as ý is decreased incrementally from the value 1. A Monte Carlo 
simulation is used as the price benchmark where no closed form is available. This is consistent 
with the theory of Nelson and Ramaswamy [22] where they show that tree stability cannot be 
guaranteed with ý<0.5. However the instability witnessed here seems to be linked with the 
combined interaction of the mean reversion rate, A and ý. To summarise the conclusions from 
the results: 
9 tree stability for ý>0.8, 
9 theory guarantees no stability for ý<0.5, 
e problematic parameters for tree 0.5 <ý<0.8. 
This is an interesting finding since the error does not dissipate with increasing time 
discreti- 
sation. It is less clear how the variation of the MR-EV call prices interacts with the 
increasing 
mean reversion rate, A. Tables 3.5 to 3.8 indicate the prices are insensitive to small 
increases 
in mean reversion rates. This is not consistent with the dampened variance often seen with 
increasing mean reversion rates. 
It should be pointed out in our investigation, the sensitivity of our 
MR-EV call prices to the 
Omin, Oýnpx 
discretisation of the integrated variance factor. This involved the partitioning of 
[ i, j 'I'd 
I 
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Figure 3-8: Chart displaying the divergence of the call option price using a2 dimensional tree. 
Elasticity =ý 
into m values. The results showed that the partitioning was dependent on the option parameters 
but in general fairly insensitive. In fact maximum changes varying between 0.0001-0.0002 cents 
were recorded for the call options investigated above. The efficiency of the algorithm is increased 
by having no partitioning, and storing two nodelets at each node i. e. using the values and 
OTýx only2. 
3.5 Summary 
In this chapter a general trinomial tree methodology is described for the price models considered 
in Chapters 2. This tree building methodology is described in two stages. The first stage 
involves the changing of variables such that the transformed SDE has a constant coefficient 
driving the Brownian motion increments. The second stage involves the discretisation of the 
transformed SDE, so that the model is ready for the tree building approximations. The novel 
'Only two nodelets were used in the above results 
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contribution of this chapter has been to apply this approach to the MR-EV model derived in 
Chapter 2. Since the MR-EV model has two dimensions, special attention is applied to the path 
dependent Integrated Variance factor. An approximation scheme is chosen for the Integrated 
Variance factor that enables the trinomial tree to be re-combining and hence computationally 
non-explosive. 
We produce call option valuation results for the MR-EV trinomial tree, converging to the 
equivalent analytic values of the MR and CEV models. The MR and CEV models are nested 
models of the MR-EV model. The trinomial tree results converge well to these analytic results, 
see Tables 3.1-3.8 and 3.5-3.8. This supports the tree approximation schemes used for the 
Integrated Variance factor and the spot prices. We also notice that these results are insensitive 
to the Integrated Variance factor approximation3. Overall the tree algorithm provides a more 
computational efficient approach to option valuation than the Monte Carlo simulations used in 
Chapter 2. 
We also produce results describing how under particular conditions the MR-EV trinomial 
tree method becomes unstable. These particular conditions involve the mean reversion rate, 
A, and the elasticity term, ý. When these parameters are allowed to be chosen arbitrarily the 
tree produces negative probabilities and hence inaccurate option valuations. We identify the 
stable parameter sets for A and ý for which the trinomial tree provides sufficient accuracy. This 
result is interesting since the model performs well when either A and ý are set to their default 
values (A =0 and ý= 1). Nelson and Ramaswamy [22] present the theory that shows that 
tree stability can only be guaranteed under strict conditions when ý<1. Our results suggest 
imposing even stricter conditions when we introduce a non-zero mean reversion rate, A. 
The chapter also summarises one and two factor trinomial tree methodologies where the 
underlying price process is mean reverting, i. e. the MR model. These trees are used as the 
benchmark numerical technique for when we investigate numerical techniques used for pricing 
American type options using mean reverting price SDEs. 
3 This supports the results presented in Chapter 2 where Monte Carlo simulations were used 
to price European 
call options. 
65 
Chapter 4 
Pricing American Options using 
Simulation 
4.1 Introduction 
In this chapter we deal with the problem of pricing American-type derivatives using simulation 
techniques. The underlying price processes for these derivatives will be the stochastic models 
described in this thesis. The holder of American option needs to choose whether to exercise 
early or continue towards the maturity of the option. When valuing the option, the uncertainty 
of the early exercise decision adds value to the European counterpart where the decision time 
(at expiry) is known. The option value must include in its calculation the exercise decision the 
holder has to make at any time during the life of the option. This decision involves computing 
the chances of early exercising not only at the present time but also at some time in the future, 
prior to maturity. Future exercising decisions can only be made once the future profits are 
observed. This early exercise decision process would have to be computed again at some further 
future point in time. Already we can see that this type of option pricing problem is suited to 
a numerical method that permits backward recursive schemes. 
Having described trinomial tree methods for general term structure stochastic processes it 
would seem natural to use these numerical methods for the purpose of pricing American type 
securities. Tree methods allow the use of dynamic programming tools, which lends well to 
optimisation problems. Tree methods are extremely flexible tools in energy derivatives pricing 
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by allowing the underlying variable, the spot price, fit initial forward prices, volatility term 
structures and even allowing time varying mean reversion rates. However the main drawback of 
tree methods is when we wish to introduce models with higher dimension with path dependency 
(e. g. MR-EV model) or when we wish to price path dependent derivatives on multiple sources 
of uncertainty. As explained before energy markets naturally produce exotic or complicated 
contract structures of these types. 
As we all know Monte Carlo simulation is able to address most problems involving com- 
plicated contract structures and non- conventional price processes with relative ease and trans- 
parency. In the past the flexibility of simulation techniques for derivatives pricing would not 
extend to those derivatives that have American type features. However some academics have 
undertaken the problem of using Monte Carlo simulation in pricing American type derivatives. 
Generally all these methods require intensive computational effort with varying degree of ae- 
curacy. This extra computational effort is often overlooked for the motivation to have linear 
computational complexity with the number of sources of uncertainty. As computer technol- 
ogy continues to advance we will find more of these numerical techniques employed in trading 
houses. In the literature there are various approaches to valuing American type derivatives 
using simulation. Their various strengths and weaknesses are often related to the underlying 
dimensionality of the state space or to the convergence of the approximation to the exact price. 
A major breakthrough towards a more efficient solution is provided by Longstaff and Schwartz 
(L&S) [7] and before them Carriere [24] , Tsitsiklis and Van Roy 
[23]. US use simple ordinary 
least squares regression for solving for various American type derivative securities on a wide 
range of price processes. 
We attempt to use regression techniques similar to US on price processes described in 
this thesis. Also we look at a variation of the L&S algorithm proposed by Glasserman & 
Yu (G&Y)[8]. We shall refer to the US regression algorithm as Regression 1 and the G&Y 
regression algorithm as Regression 2. We compare the convergence results of these simulation 
techniques to their equivalent trinomial tree estimates, which are treated as the true/exact 
prices of the early exercise options. 
In the next section we formally present the American option pricing problem in a discrete 
setting. This section also describes the two regression techniques and explain how they 
differ. 
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Following that section we describe the general algorithm for Ordinary Least Squares XIonte 
Carlo (OLSMC) in greater detail by producing pseudo code for Regression 1 and 2. Also we 
discuss the types of basis functions used in OLS estimation and the bias that is present in 
the regression approximations. Section 4.3 implements the algorithm on the mean reverting 
forward curve model described in this paper. The standard American put option is used for this 
analysis. Several objectives are defined and investigated. All relevant results are tabulated or 
illustrated with graphs. Final section summarises any results investigated. 
4.2 Formulation of the Problem 
In contrast to the holder of an European option, the holder of an American option is allowed 
to exercise at any time before or at the option expiry date. When we have early exercise the 
value of the option depends on when the holder chooses to exercise. The option writer must 
assume that the holder will use an exercise strategy that maximises the cost of the option, i. e. 
the worst case strategy for the writer. This assumption implies we are looking to solve an 
optimization problem when valuing this type of option. 
Let us denote our general vector of state variables at time t by X(t) = [S(t), and 
let f (X(t)) be the payoff function of the American option. 
In the strict definition of an American option the right to exercise can be made at any 
continuous time, in say [0, T], the life-span of the option. However when we are actually 
implementing numerical schemes we discretise and only allow exercise on a finite number of 
time steps where 0< ti < ... < tn-I < 
T, to -0 and tn = T. Hence this early exercise feature 
is not continuous and is often categorised as being of the option type Bermudan. Without loss 
of generality we will assume all these derivatives are of the American type, since increasing the 
number of time steps (i. e. the exercise times) n will provide us with an approximation of the 
American continuous case. 
Given a probability space (Q, F, P) we consider the discrete stochastic process X (tj), j= 
Iý2, ... n that spans the state space 
Rd. We denote the events in this valuation framework are 
revealed over time according to the filtration F=(. ftj)je[1,2,... j. 
In a general continuous setting we let Vt(X(t)) denote the conditonally optimal value of the 
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option at time t, then we have 
VO(X(O)) = sup E[e-'Of (X(O)/. fo] 
04EO 
Here 0 is a random variable known as a "stopping time". Stopping times are the dates 
at which the holder of the option can exercise and make greater gains than to hold onto the 
option. The supremum above is given by a stopping time that is optimal in maximising the 
discounted expectation of the payoff. This "optimal stopping time", 0* is defined as: 
0* = inf tt >0: Vt (X(t» =f (X(t» 1 
In a discrete setting we define a stopping time to be a random variable 0 that takes on values 
in fO, 1,2 .... nj and 
ft- measurable for all finite t. In this setting the value of the American 
option is equal to the maximised value of the discounted expected payoffs from the option, 
where the maximum is taken over all discrete stopping times with respect to the filtration 
F. At a particular time step tj the value of the option is the maximum between the gain of 
immediate exercise and the discounted conditional expectation value of continuing and keeping 
the right to exercise the option in the future. We represent this with the following equation: 
Vt, (X(tj)) = max(f (X(tj)), e-'(tj+'-tj)E[Vtj+, (X(tj+l))Iftjl) (4.1) 
The expectation above is conditional to the filtration (information set) ftj and conditional 
to the boundary condition 
VT(X(T)) =f (X(T)) -f (X(t, )). 
The above two equations define the dynamic programming problem we need to solve for 
the option value. The recursive nature of this problem can be explicitly seen by introducing 
a new term for the discounted conditional expectation. Also, this term will be useful 
in the 
algorithm exposition given in the next section. We call this term the 'continuation value' and 
use it to rewrite the dynamic programming problem. By substituting we 
have 
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Ctj(X(tj)) = e-'(tj+'-tj)E[Vtj+, (X(tj+, ))Iftjl. 
Therefore the re-written problem is given by, 
Ct (X (tn» 
(4.2) 
Ctj(X(tj)) = -r('j+l -ti) E [max [f (X(tj+, )), e-r(tj+2 -tj+l) Etj+l lvtj+2 (X(tj+2))/ftj+l II lftj] 
= -ti) E [max [f (X (tj+ 1)), Ctj_,, (X(tj+ 1)] Ifti I- 
The option value can be expressed as follows: 
Vtj (X(tj)) = max(f (X(tj)), Ctj (X(tj)). 
The price of the American option in a simulation setting can be estimated by the following 
expectation: 
m f 
max(f (X(to)), Ot', (X(tl)) 
m 
i=l 
where Ctl, (X(tl)) is an estimate of e-'tlE[Vt, (X(tj))/fo] (or Ctl(X(ti)) and i 
is the path index for the simulations. There are a number of ways that this conditional 
exPectation (or continuation function) can be estimated and we shall follow the route that 
Longstaff and Schwartz [7] and Glasserman & Yu [81 have taken and use regression techniques. 
4.2.1 Approximating the Value function using Ordinary Least squares 
We use ordinary least squares to approximate the option values or the continuation values in 
the recursive process described in eqn. (4.2). We shall first lighten notation as we introduce 
more indices for the number of simulations and regression coefficients used in the estimation. 
We replace the exercise time index tj with the subscript j. The approximation is given by the 
following formula: 
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ci (Xi) Ci (Xi) 
Oj(Xj) aj, l + aj, 2Gj, 2(Xj) +.... +aj, RGj, R(Xj) 
R 
1: aj,, Gj,, (Xj) 
r=l 
We express the continuation function as a linear combination of some arbitrarily chosen R 
basis functions, Gj,, (Xj), for the price state vector Xj- The basis functions are fixed and can 
take non-linear forms of different types of polynomials (types of basis functions are discussed 
later). However the relationship between the dependent variable, the continuation function and 
the basis functions are linearly defined by its' parameters aj,,. Hence this type of approximation 
becomes a simple problem of estimating the constant coefficients using ordinary least squares 
(OLS). 
The Weierstrass theorem states that there exists a polynomial, P(x), that is able to ap- 
proximate any continuous function, C(x), for some arbitrarily small E>0 such that for all x 
on some finite interval in R we have 
IC(x) - P(X) 
P(X) = Ea, G, (x) 
r=i 
This theorem is important theoretically but still leaves the problem of determining the type 
and order of the polynomial required to estimate the value function or the continuation value. 
Note that we are not restricted to using the same basis functions in the approximation at all 
time steps 3. 
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The approximation problem now becomes the following 
Cn (Xn) ý-- 0 
R 
Cd(Xj) = e-'(tj+'-tj)E[max(f(Xj+, ), Eaj+l, rGj+l, r(Xj+l)), 
r=l 
Vj(Xj) = max(f(Xj), Cj(Xj)) 
(4-3) 
For the OLS estimate to be a consistent estimate, the basis functions should be stationary 
and lineaxly independent. 
At this point we shall now differentiate between Regression I and 2 and their affects on the 
recursion approximation above. They produce different estimates for the same approximation 
problem defined above. The difference comes from the regressors that the regression coefficients 
aj,, are used to estimate on. We shall keep the same notation for the approximate value and 
US 2 continuation function for both regressions but highlight their difference in ing aj" and aj jrJ, r 
for their respective regression algorithms. 
Regression I 
For the approximation eqn. (4.3) to be exact we would like the errors from the following 
equation to have zero expectation over each time period: 
E 
[f7j+l(Xj+l) 
- 
Regression 2 
R 
aj,, Gj,, (Xj)lFj 
r=l 
I 
0 
G&Y show that for Regression 2 the approximation convergence needs to satisfy a few more 
conditions. The first condition requires the basis functions in the regression to satisfy the 
martingale property: 
E[Gj+, (Xj+l)lFj] = Gj(Xj) 
i= 11 
If we combine this with a similar condition defined in Regression 1 then the approximation 
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will be exact. 
E j+1(Xj+1)-Eaj+rGj+I, r(Xj+1)/F =O (4.4) 
r=l 
il 
A second approximation that applies to both regression algorithms comes from the more 
obvious source, our simulation process. (Note we do not introduce new notation for this second 
approximation, however we treat them as separate approximations to the exact problem eqn. 
(4.2)) The number of simulations will provide us with the sample state values used to estimate 
, 
-f the OLS coefficient estimates aj+i, rý 
f=1,2. In an OLS world, including sufficient number 
of terms for the basis functions would improve our linear specification as long as the stationary 
assumption can be guaranteed. In that case unbiased and efficient parameter estimators are 
obtained. Since OLS is a consistent estimator under these assumptions, we would like by 
increasing the number of simulations to infinity, the regression coefficients converging to its 
true value. L&S provide a theorem and proof that shows the following convergence 
vj (xj) ) vj (xj) 
m) Oo 
We discuss later the case when these two approximations assumptions do not, in general, 
hold and produces biased estimates. 
4.3 Pricing Algorithm 
In this section we shall describe the least squares Monte Carlo algorithm explicitly using pseudo 
code and explain any computational issues in its' exposition. We first explain the regression 
technique used by L&S, which we shall refer to as Regression 1. This algorithm is then adapted 
to provide us with the Glasserman & Yu regression technique, Regression 2. 
The first stage involves the simulation of m paths for our state vector Xj, (dimension d), 
along the time steps j=1,... n. We store the simulated state values in anxmxd tensor, 
price Tens (ij, d), and then apply the US regression algorithm to price American options. We 
notice that the pricing algorithm is independent of the computational efforts required for the 
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path simulations. The pricing algorithm involves the optimising of our exercise decision over 
the simulated paths. Therefore the type of price processes and the number of factors, d, used, 
will not affect the pricing algorithm directly. However the complexity of the state vector will 
affect the efficiency and accuracy of the price approximation. 
The pricing algorithm starts at option maturity, where we mitialise a cashfiow vector, cash- 
flows(i, n), which stores the payoff for each simulation, i (= I...... m), at time n (= T). The 
algorithm then proceeds backwards recursively from time j=n-I to 0 estimating a linear 
function, using regression, which approximates the discounted expected payoff. At any time 
j, the dependent variable in the regression is the discounted payoff, represented by the vector 
discPOfflij), where 
dtscPOff(i, i) = e-r. ndisc(i, j)cash. flows(i, j') 
r is the risk-free rate, which is assumed constant throughout this chapter. The vector 
ndisc(ij) keeps track of the number of time periods the cashfiows must be discounted from its' 
exercise time. The vector ndisc(ij) will update at each time step as the optimal exercising 
strategy is updated. The independent variables in the OLS estimation are the arbitrarily chosen 
basis functions, whose arguments are the state prices taken from the price Tens (ij, d) matrix. 
We follow L&S and use only In the Money (ITM) payoffs in the OLS estimation. We store the 
coefficients of the basis functions where they are used to calculate the vector contVal(ij), the 
continuation function. This vector contains estimates of the conditional discounted expectation 
of the payoff at time j+1. The next step is to carry out the following logical comparisons, 
opt Val (i, j) = 
intrins (i, j) intrins (i, j) > cont Val (i, j) f 
optVal(i, j + 1) intrins(i, j) < contVal(i, i) 
Here we are comparing the option payoff from immediate exercise, i. e. elements of the vector 
intrin8(ij), to the discounted expected payoff estimate, elements of the vector contVal(ij) and 
taking the maximum of the two as our option value estimate, in vector optVal(ij). 
The 
optVal(ij) is then used to update the caskflows(ij) vector with the new optimal exercising 
strategy. This algorithm then proceeds backwards to the next time step until we reach 
the 
penultimate time step j=O. We finally calculate the option value at 
time 0 as the arithmetic 
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average of the discounted elements of cashflows(i, O): 
1e 
r-ndisc(i, 0) cash. flows(i, 0) AmerOPtValue = 
ME i=l 
Here is the pseudo code for this algorithm: 
//REGRESSION 1 
generate nxmxd tensor, priceTenso 
initialise cashflowso vector to payoff at time n 
initialise elements of vector ndisco to value I 
for i= n-I to 0 // time index going backwards recursively 
for Z' =I to M flindex for path simulation 
for in the money payoffs 
discPOff(i, j) = exp (-rate x ndisc(i, j)) x cash. flows(i, j) 
next i 
//OLS estimation using inputs: discounted payoff, state vector prices, 
// basis function, number of regressors. 
OLSest (dis cPOff( ), price Tens (j), func 0, r) 
for i=I to m 
flusing regression coefficients we calculate continuation value 
contVal(i, j) =. func(I)xcoeff(l) + .... 
.... --/ýfunc(r-l)xcoeff(r-1) +coeff(r) 
//decide early exercise strategy 
caskflows(i, j) = max[intrins(i, j), contVal(i, j)j 
//update ndisc(i, i) vector 
if (cash. flows(i, i) = intnns(i, j)) then ndisc(i, j) =I 
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else ndisc(ij) = ndisc(i+l, j) +1 
next i 
next 3 
We now describe the Regression 2 which is described in G&Y (2002). In Regression 1, the 
option pricing algorithm uses basis functions defined at the current time step regressed against 
discounted payoff values at the next time step. Regression 2 estimates option prices using 
estimated regression coefficients on basis functions and payoffs at the time step ahead. Hence 
the algorithm does not use discounted payoffs discPOffo but actual payoffs POffo. Here is 
the pseudo code for Regression 2: 
//REGRESSION 2 
generate nxmxd matrtx price Tens 0 
inthalise cas4flowso vector to payoff at time n 
initialise POffo vector to caskflowso at time n 
initialise elements of vector ndisco to value 0 
for] = n-I to 0 // time index going backwards recursively 
//OLS estimation using inputs: discounted payoff, state vector prices, 
basis function, no of regressors +constant (Note: coefficients use 
state prices at j+1) 
OLSest(POffo, price Tens (j+I), funco, k) 
for t=I to M flindex for path simulation 
for in the money payoffs 
flusing regression coefficients we calculate continuation value 
contVal(i, i) =. func(l)xcoeff(l) + .... 
.... -/ýfunc(r-l)xcoeff(r-J) +coeff(r) 
//decide early exercise strategy 
caskflows(ij) = max[intrins(ij), contVal(ij)] 
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//update ndisc(i, j) vector 
if (cash. flows(i, j) = intrins(ij)) then ndisc(i, j) -- 
else ndisc(i, j) -- ndisc(i+l, j) +1 
//populate POffO vector 
POff(ij) = exp (-rate x ndisc(i, j)) x caskflows(i, j) 
next i 
next 
The last step in both algorithms requires calculating the payoff, POffO average over all i, 
at time step 1, discounted back to time zero to finally have our option price estimate. 
4.3.1 Ordinary least squares estimation. 
So far we have defined a regression model. In this section we will show how this well-known 
tool used for the analysis of linear relationships between a dependent variable, Y, and one or 
more independent variables, XI ý X2 y .... ý XR is estimated. The multivariate regression model: 
Y ao+a, Xj, l+a2Xj, 2+---+aRXj, R+-ý'j, (4.5) i 
1,2, .., m. 
m is the number of observations in the sample (for pricing options this sample represents 
the cross section of prices generated by the Monte Carlo simulations). E is a stochastic term 
whose value is based on certain underlying probability function. Yj and vector Xj, l, ... ) 
Xj, R 
present the jth observation and the vector ao,.... aR are the unknown parameters which are to 
be estimated. We shall list some of the important assumptions of the regression model defined 
above: 
e The relationship between independent and dependent variables are linear. 
9 E, the error term, has zero mean i. e. E(E) = 
96 has constant variance i. e. E(E2) =V for some constant V. 
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0E has zero autocorrelation i. e. E(Ejej) =0 for all i : ýk j. i, i=1, .... 1 M. 
E is normally distributed. (Not essential but if assumed it allows useful statistical tests 
to be carried out)- 
The unknown parameters, ao,.... aR, are estimated using the Ordinary Least Squares (OLS) 
method. The basic idea behind this method is the minimising of the sum of squared errors, 
6j, i. e. the following expression: 
m( 
j- 
R 
Xr) E Y, I: a, 
j=l r=O 
This minimising problem is solved by setting the gradient of the expression with respect 
to each parameter to zero. The resultant parameter estimates7 -ao,.... aR, determine the fitted 
model: 
ii0 + al Xj, 1 +a2Xj, 2 +--- +iýRXi, R + ei i (4.6) 
The residual ej = Yj - 
ýýj defines the difference between the theoretical model eqn. (4.5) and 
the estimated model eqn. (4.6). 
Rather than using double summations in our OLS estimation definitions, we shall switch 
to matrix notation to define our model. Therefore we have vectors y= (Yj :i=1, -, Tn), 
,3= 
Or :r=0, ..., R) and e= 
(Ej :j=1, ..., m); matrix 
X= (Xi, r :i=1, - .., rn; r=0, ..., 
R) : 
OX+E. 
We define the OLS estimation of the 3 set of parameters as the foRowing, 
,3= 
(X T x)-1 xT 
The inverse of XTX, a (R + 1) x (R + 1) matrix, must be calculated. All subroutines 
for 
OLS implementation are found in Press et al [26]. We note that our estimated parameter set, 
are in fact random variables with their own means and variances. 
Using the Central Limit 
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Theorem' and the assumption that the error terms are normally distributed, we will assume 
the estimates , 3, are themselves asymtotically normally distributed. OLS estimates are the 
best estimates in the sense that they are the most efficient (minimal variance) linear unbiased 
(estimate mean is centred correctly to true mean) estimators. This is proven as long as all the 
assumptions defined for our regression model hold true. 
The strength of using OLS estimation or a regression model to estimate conditional ex- 
pectations; in the pricing of American options comes from the fact that it allows us to carry 
out statistical tests for analyses. The quality of a regression model can be verified by using 
hypothesis tests or "quality of fit" measures. 
Hypothesis testing on whether the estimated regression parameters, ý= 
Or 
:r=0,... ' 
R), 
are statistically significant are useful when deciding whether to include explanatory variables in 
the regression model or not. This will be useful when deciding the number of basis functions 
that should be used in the pricing model. The null hypothesis is usually defined such that the 
explanatory variable X does not explain the dependent variable Y and therefore the regression 
coefficients are equal to zero. These statistical tests are based on the distribution and a level 
of significance is chosen to decide whether the null hypothesis is accepted or rejected. 
Having determined/ tested the robustness of our regression model we still wish to know 
whether the model is any good. A common goodness of fit measure is the R2 measure. This 
measure determines the percentage amount of variation in the independent variable Y, that is 
explained by the dependent variables Xr; r=1,.., R. 
4.3.2 Basis Functions 
The main idea underlying the OLSMC algorithm is that the conditional expectation can be 
approximated by a least squares regression for each exercise date, that is 
R 
Cj (Xj) aj,, Gj,, (Xj) 
r=l 
In Regression 1 we experiment with Power, Laguerre, Hermite, Legendre, Jacobi polynomials 
as our basis functions. We are able to express the chosen basis functions in various 
forms see 
'The Central Limit Theorem states that the distribution of the sample mean of m independently distributed 
variables will tend towards normality, as the sample size m- oc. 
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[Abramowitz and Stegun [27]]. We use the comPutationally convenient recursive formulae. 
Here are their definitions and initial values, where r is the order of the polynomial: 
Power: 
xG, (x), 
Go (x) = 1. 
Laguerre: 
(2r+l)G, (x)-xGr(x)-rGr-I(X) 
Go(x) = 1, Gl(x)==J-x. 
Legendre: 
(2r+I)G, (x)-rG, 
-I(x) 
Go (x) = 1, G, (x) = x. 
Hermite: 
G, +l(x) = 2xG, (x) - 2rGr-l(X) 
Go(x) = 1, Gl(x)=2x. 
Chebyshev: 
G, +l(x) = 2xG, (x) - G, -l(x) 
Go (x) = 1, G, (x) = x. 
In Regression 2 we use martingale basis functions which are dependent on the underlying 
process of the state vector. We shall first derive the martingale basis functions for our Mean 
reverting spot price process (MR process) where X(t) =f S(t) ý is a scalar. Martingale basis 
functions are basis functions that satisfy the following martingale property: 
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E [Gj+l (Xj+l)/Fj] = Gj (Xj) 
The MR process is given by eqn. (D. 1): 
tt 
In S(t) - In F(O, t) 0,2e-2A 
(t-')du + oe-A(t-u)dW(u) 2fi 
00 
which can be re-expressed and evaluated as 
2 
(I-e-2, \t 2 
S(t) = F(O, t)e 4A x 
(1-e-2, \t))e )+ 
Vi!: 
E- N(O, 1) 
(4.7) 
To simplify and without loss of generality, we express the spot-forward relationship, also 
known as the cost of carry relationship, as the following: 
F(tl, t2 )= S(tl)eA(t2-tl) 
tl < t2 
We then have the following, 
S(t) 
= 
S(O)Ctlta 
2 
(1-e-2At 
ýý! 2 (1-e-2At)E 
4A 
)+ 
2A 
Firth [28] presents martingale basis functions for Black - Scholes spot process: 
S(t) 
He derives the following basis functions: 
r -tO) 22 
) (tj 
Gj, r (Sj) SjT e 
r 
(4.8) 
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We have already shown the relationship between the MR process and the GBM process of 
Black and Scholes. Our contribution here is the derivation of the martingale basis functions 
required for the MR process. This is given by the following equation: 
c, 
2 
-2, \(tj -to)) Gj, r(Sj) = 
Sje-rO(tj-to)-r(r-l)-4ý(I-e 
We explicitly check for r=0,1 that they are in fact martingale functions using the integrated 
normal density function: 
When r=0 we have, 
E [Gj+,, o(Sj+l)lFjl = E[IlFj] 
=I 
Gj, o (Sj) - 
When r :: -- 1 we have, let At = tj+l - tj 
E [Gj+i, l(Sj+i)lFjl = E[Sj+je-ý*j+'-t')1Fj] 
(I-e -2, xAt )+ 
ý912 (1-6-2, \At 
e-I*j+'-to)E[Sje'At-ý4), 
2A )'IFj] ý2 
00 
12 -2XAt)+ C2 (I_e-2XAt)X 
sj 4A 
(I-e 
e- 2 dx 
FI 
DO 
ý (tj+J -to) S luAt-CI 
2 (1-e- 2, \At ) 
= e-ju je 
4, \ 
Using the following identity: 
00 
12 
I 
e- 21- 
27r 
_ Oc 
00 
'ax 2 +bx I +'dx 
, r2- 
Oo 
I b2 +C 
vfa- 
e 
In this example a=1, b 
Or2 (1 
- e-2A(tj+1-to)) and c=0. Therefore we have the IF 
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following result: 
00 
-Y(tj4-1 _to) SjeyAt_ýZ2 (1 -2AAt, ) 
2 2(l 
-2AAt) 2A E [Gj+,,, (Sj+, )IFj] 4A + Vý, , -e 'dx 
00 
-['(tj+l-to)sjefLAt- 
12 (1 e-2, \At) Z2 (1-, -2, \At) e 4A e 4A 
sie-p(ti-to) 
= Gj, I (Sj). 
This is consistent with the forward - spot cost of carry relationship equation (4-8) and the 
risk neutral assumption that the forward price process is a martingale. 
4.3.3 Low and high bias price estimates 
All American option pricing using simulations techniques produce bias in their estimated option 
price, f7o(Xo). Applying the regression techniques described in this chapter we find the option 
estimation involves an undetermined amount of low and high bias. Low bias underestimates 
the true price of the option, VO(Xo), i. e. 
Eo [-C7o(Xo)] < VO(Xo) 
Whereas the high bias overestimates the true price, 
Eo [- (Xo)] > VO(Xo) vo 
High bias is a result of using information about the future to decide the exercise rule. Low 
bias results from following an exercise rule that is not optimal. For both Regression 1 and 2, we 
are able to remove the high bias by carrying an out of sample valuation. This simply involves 
estimating the regression coefficients on one set of simulated paths and then using them to price 
the option on an independently generated set of simulated paths. We then have our low bias 
estimate providing a lower bound price, 
Eo [f7o(Xo)/'all 
... ) 
aR] = Vo 'a(XO) <--- VO(XO) 
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Ideally we would also like an upper bound price that converges to the true price from above. 
We follow the upper bound exposition in Glasserman [9]. 
Assuming the following property, 
Ej-, [Vj (Xj) - Cj-l (Xj-, )] = 0, j- 
we define a martingale process, Mj, using the difference Ej, j=1,..., n, 
Ej = vj(xj) - 
cj-l(xj-1) 
Mi 
--: 1:::: EI+E2+--. +-'ji 
mo = 
Now the recursive formulation eqn. (4.2) can be re-written as, 
V(Xj) = max[fj(Xj), Cj(Xj)] 
= inax[fj(Xj), Vj+, (Xj+, )-Ej+, ], 
Vo(Xo) = Vi(Xi)-ei. 
Combining this formulation with the following observation, using induction 
V, (Xj) =: max 
fj (Xj) 
5 
fj+l (Xj+l) 
- Ej+l , 
fj+2 (Xj+2) - Ej+2 - Ej+l 
.... 7 
fn(Xn) 
- En - En-l . ...... - Ej+2 - Ej+l 
Vn(Xn) "' fn(Xn)- 
we have the following result, 
VO(Xo):: -- max ý=l,..., n 
(4.9) 
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At this point we produce a result without proof (see Rogers [25]): 
Corollary: For any Stopping time, -F, taking values in the set 11,2,..., nj we have the 
mintmization problem, 
Vo(Xo)=supE[f, (X, )]<infE max [fý(Xý)-Mý] M 
[ý=ll 
.... nI 
We have just constructed a martingale process, M, eqn. (4.9) for which this expression 
holds with equality. The symbol M is known as the optimal martingale that minimizes the 
value function i. e. the dual problem to maximising the value function over stopping times. An 
approximate martingale process, M, will not be optimal and therefore will give us the upper 
bound we seek. Now we look closer at the two regression techniques and show how we might 
construct this martingale, M, through the estimation of the continuation function. We first 
note that the differences in the regressions cannot be guaranteed to be martingale differences 
i. e. 
Ej-1 [-Ej] zh 01 
Ei vj (xj) - cj -i (xj - i) - 
If this is the case, then the approximation will not be a valid upper bound. The continuation 
value represents the discounted conditional expectation of the value function which can be 
estimated through a nested set of simulations. The nested simulation would be carried out 
over each time step of our path, making it overall a computationally expensive calculation. 
However G&Y show that Regression 2 produces regression coefficient estimates that provide 
us with an approximate martingale process, M. The quality of this martingale will 
in turn R 
determine the quality of our upper bound price. They use the estimated coefficients, aj, which 
by construction are estimated on basis functions one time step ahead: Therefore we make the 
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following observations: 
R 
2 Vi+l(Xi+l) = Eaj,, Gj+i,, (Xj+i), j=1,2 .... n-I 
rý-l 
R 
ci (xj) "E2, 
rGj, r(Xj)lj - 0,1 .... n-I 
aj 
r-=l 
Here Vj+, (Xj+, ) is the estimate of the future option value. Both of the above approxima- 
tions are analytically known at each exercise date. G&Y define the approximate martingale 
process required as the following: 
Mi [f'l(Xl) 
- 
00(XO)] + 
[V2(X2) 01(Xl)] + 
.... + 
[fj(xj) 
- 
oj-l(xj-1)], 
jn 
This is in fact a martingale process from the following expression having zero conditonal 
expectation, 
R 
Vj+I(Xj+l) - Cj(Xi) == 
Eaj2, 
r [Gj+l, r(Xj+l) - Gj, r(Xj)] 
r=l 
Zero conditonal expectation only holds if basis functions satisfy the martingale property 
eqn. (4.7). We investigate the quality of these upper bound values in the next section. 
4.4 Results 
Much research has been done on the application of American option pricing using simulation 
techniques when the underlying process follows a Geometric Brownian Motion (GBM ) process. 
We shall do similarly with the mean reverting (MR) process. The main difference between the 
GBM and the MR processes is the growth of the process variance with time. The GBM process 
has variance that is unbounded as time t-+ oo. However the MR process has finite variance 
as t----> cc. It will be interesting to see whether this feature translates itself into more accurate 
estimates. This would be intuitive since less dispersion in the simulations should produce 
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better OLS estimates (higher R-squareds) and hence less error in the option approximation. 
We shall investigate the impact of this on the price of an American put option. This analysis 
should give an insight into the how the number/choice of basis functions relates (if at all) to 
the underlying state process. 
We then compare the accuracy of the two algorithms Regression I and 2 for solely the MR 
process on the standard American Put option over various parameter sets. 
The last piece of analysis is on the lower and upper bound price estimation and its conver- 
gence to the true price. This analysis uses the Regression 2 algortihm. 
To summarise our experiments we provide analysis and results for the following: 
1. Convergence of American put prices where the underlying follows a MR process. The 
number of basis functions required is determined using the Regression 1 algorithm. 
2. Comparison of Regression I and 2 algorithms using a wide parameter set of inputs for the 
American Put option. Analysis carried solely on the MR process. 
3. Analysis of the convergence of low and high bias estimates using Regression 2 algorithm. 
4.4.1 Experiment I 
The basis function analysis using Regression I on the MR process are carried out on an 
American Put Option that has initial value S= 30, Strike (K) = 30, sigma (a) = 0.2, lambda 
(A) = 0.8, rate (r) = 0.06, cost of carry =0 (flat forward curve), maturity =1 year 
(GBM 
results use same inputs except there is no mean reversion rate). Results are produced for both 
100,000 and 10,000 simulations (antithetic technique used) and both 50 and 100 exercise dates. 
Option estimates are produced for Power, Legendre, Leguerre, Hermite and Chebyshev basis 
functions with 4 terms increasing to 8 terms. 
The efficient trinomial tree procedure described in Chapter 3 is used to provide the exact 
American put priceS2: 
2 2500 time steps are used for the trinomial tree approximation. 
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Figure 4-1: MR process, 100,000 simulations, 100 exercise dates. Exact price = 2.7783. 
terms flag fpoly fleg fherm fcheb 
4 3,04344* 3.04344* 3.04344* 3.04344* 3.04344* 
5 3.04799 3.04796 3.0495 3.04946 3.04715 
6 3.04558 3.04771 3.04842 3.04873 3.04853 
7 3.05085 3.04872 3.0297 3.05065 3.05054 
8 3.05149 3.05174 3.05112 
1 
3.04884 3.05254 
Figure 4-2: GBM process, 100,000 simulations, 100 exercise dates. Exact price :: -- 3.0430. 
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For both processes, GBM and MR, we see from Figures 4-1 and 4-2 that 4 basis function 
terms are sufficient in providing a good approximation. We highlight with an asterix, *, the 
most accurate results for each basis function. The minimum percentage error of 0.013% is given 
by any of the basis function using 4 terms for the MR process. The minimum percentage error 
of 0.014% is given by any of the basis function using 4 terms for the CBM process. Increasing 
the number of basis function terms we see that error starts to increase. This could be due to 
the over-fitting of the regression resulting in increased numerical error. In general the different 
type of basis functions produced similar values This supports previous results found in the 
literature [7]. 
We next produce price results for a reduced number of simulations in order to highlight the 
differences in the two processes investigated, see Figures 4-3 and 4-4. 
terms flag fpoly fleg fherm fcheb 
4 2.76724 2.76724 2.76724 2.76724 2.76724 
5 2.76762 2.7676 2.76793 2.76766 2.76787 
6 2.76913 2.76992 2.76963* 2.76945* 2.765 
7 2.74741 2.76767 2.76908 2.76627 2.758 
8 2.67289 2.76859* 2.7686 2.76762 2.76959* 
Figure 4-3: MR process, 10,000 simulations, 100 exercise dates. Exact price = 2.7783. 
terms flag fpoly fleg fherm fcheb 
4 3.07741 3.07741 3.07741 3.07741 3.07741 
5 3.07172 3.07172 3.07172 3.07172 3.07172 
6 3.07485 3.06916 3.0721 3.07458 3.07644 
7 3.07362 3.05479 2.95042 3.07843 3.050 
8 3.08487 3.06189 3.07796 3.06959 2.82905 
Figure 4-4: GBM process, 10,000 simulations, 100 exercise dates. Exact price = 3.0430 
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The minimum percentage error given by the MR process is given by 0.301% (Power polyno- 
mial, 6 terms). The minimum percentage error given by the GBM process is given by 0-9357C 
(all functions using 5 terms) . In general the convergence of the MR process price of an Amer- 
ican put option is better than the GBM equivalent. Note that simulations were repeated 200 
times to produce error estimates. 
Next we look at the MR process convergence with reduced number of exercise dates, see 
Figures 4-5 and 4-6. We notice that the option price has converged, but this price is less than 
the infinite exercise dates approximation given by the trinomial tree i. e. the option reflects the 
Bermudan feature. 
terms flaq fpoly fleq fherm fcheb 
4 2.76599 2.76599 2.76599 2.76599 2.76599 
5 2.77013 2.76998* 2.77035* 2.77069* 2.77049* 
6 2.76121 2.76533 2.76113 2.76266 2,76372 
7 2.75957 2.76304 2.75884 2.76822 ý 270889 
8 
P2 
76135 2.75079 2.7547 2.763ý 3 
A492 
Figure 4-5: MR underlying process, 10,000 simulations, 50 exercise dates. Exact price 
2.7783. 
terms flaq fpoly fleq fherm fcheb 
4 2.75917 2.75917 2.75917 2.75917 2.75917 
5 2.76216 2.76218 2.7621 2.7622 2.76213 
6 2.7625 2.76272* 2.7619 2.7626 2.76248* 
7 2.76287* 2.76245 2.76212 2.76269* 
- 
2.76228 
- 2.76278 2.76168 2.7629 1 
2.7622 r ý76245 
Figure 4-6: MR underlying process, 100,000 simulations, 50 exercise dates 
2.7783. 
Exact price = 
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Overall we notice that the affect on accuracy is arbitrary when choosing the number of 
simulations, basis functions and exercise dates. There seems to be no rule of thumb to determine 
these choices, even for the simple case of the American put option. When no tree or lattice 
approximation is available these choices become difficult to determine. As we expected, the 
MR prices converge to its true price at a faster rate than the GBM prices. This difference 
could simply be due to a larger volatility over the option period. 
4.4.2 Experiment 2 
In this section we present results for a much wider set of option parameters when the underlying 
price process is mean reverting. By considering the MR model we are producing results not 
considered before. We fix the basis function used in the Regression I algorithm to 4 terms 
using the Power polynomial. We use 4 terms of the Martingale basis function described in 
section 6.3.2 for the Regression 2 algorithm. We keep the forward curve fiat at the value $40.0, 
the mean reversion rate 0.8 and discount rate at 6% throughout. We look at option values for 
In, Out and At the money strikes for varying volatilities and maturities. Figures 4-7 to 4-10 
produce put option prices and their respective standard errors to trinomial tree valuations. 
bold font is used to highlight how the result Figures 4-7 to 4-10 vary from the previous set of 
results 
Vol Strike Tree Regi Reg2 %err. Regl %err. Reg2 
0.2 45 6.4057 6.4011 6.3990 0.0722% 0.1046% 
40 2.7783 2.7672 2.7630 0.3981% 0.5514% 
38 1.7279 1.7215 1.7181 0.3729% 0.5716% 
0.3 45 7.6315 7.6267 7.6253 0.0627% 0.0812% 
40 4.1388 4.1216 4.1159 0.4180% 0.5581% 
1 38 
3.0143 3.0027 2.9989 0.3858% 0.5141% 
Figure 4-7: Maturity =I year, simulations = 100,000, exercise dates = 100. 
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Vol Strike Tree RegI Reg2 %err Regl %err Reg2 
0.2 45 5.7064 5.7077 5.7074 -0.0238% -0.0180% 
40 2.0647 2.0611 2.0611 0.1731% 0.1761% 
38 1.1223 1.1236 1.1217 -0.1133% 0.0577% 
0.3 45 6.5280 6.5306 6.5301 -0.0405% -0.0319% 
40 3.0873 3.0808 3.0802 0.2134% 0.2310% 
38 2.0652 2.0644 2.0626 0.0373% 0.1265% 
Figure 4-8: Maturity = 0.5 years, simulations = 100,000, exercise dates -=::::: 100. 
Vol Strike Tree Regi Reg2 %err RegI */oerr Reg2 
0.2 45 6.4087 6.4448 6.4366 -0.5589% -0.4323% 
40 2.7831 2.7786 2.7713 0.1630% 0.4272% 
38 1.7290 1.7337 1.7312 -0.2731% -0.1291% 
0.3 45 7.6379 7.6820 7.6875 -0.5738% -0.6446% 
40 4.1473 4.1341 4.1232 0.3201% 0.5898% 
38 3.0238 3.0189 3.0041 0.1632% 0.6564% 
Figure 4-9: Maturity =: I year, simulations = 10,000, exercise dates = 100. 
Vol Strike Tree Regl Reg2 %err Regi %err Reg2 
0.2 45 6.4158 6.3790 6.3650 0.5767% 0.7984% 
40 2.7888 2.7660 2.7601 0.8237% 1.0392% 
38 1.7357 1.7285 1.7206 0.4199% 0.8786% 
0.3 45 7.63`10 7.5862 7.5954 0.5916% 0.4688% 
40 4.1584 4.1117 4.0958 1.1360% 1.5294% 
38 3.0298 3.0144 3.0130 0.5103% 0.5584% 
Figure 4-10: Maturity =I year, simulations = 10,000, exeriese dates = 50. 
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We repeat the simulations 500 times to produce standard error (SE) results for both Re- 
gression 1 and 2: 
9 Regression I has SE=0.0346 and mean error = 0.3%, 
o Regression 2 has SE = 0.0342 and mean error = 0.45%. 
On the whole, Figures 4-7 to 4-10 have similar estimates for both Regression 1 and 2. 
However it is noted that the results, Figures 4-7 to 4-10, produced by Regression I are marginally 
more accurate. We shall continue this analysis when we consider American spread options in 
the next chapter. 
4.4.3 Experiment 3 
In this section we investigate high and low bias price estimates using Regression 2 algorithm. 
The low bias prices are easily estimated by simply estimating regression coefficients from one set 
of simulations and using them on an independent set of simulations. These are easily obtained 
using Regression I and 2 algorithms. However the high bias estimates are only exclusive to the 
Regression 2 algorithm. We notice that high bias estimates require more computational effort 
than its low bias counterpart. The high bias estimation is similar to the research carried out 
by Firth [28] who struggles to find valid upper bound option prices using an algorithm similar 
to Regression 2. Firth [28] uses the same option example used in Longstaff and Schwartz [7] 
i. e. an American put option, So = 40.0, K= 40, a=0.2, rate =0.06, maturity=1 year. The 
underlying process follows a GBM process i. e. the stock model of Black and Scholes [3]. We 
present results for this example, see Figures 4-11 and 4-12. 
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Low and high bias estimates 
2 44 - . 
2.42 Low bias 
2 4- -Exact (tree) . 
CL High bias 
2.38 - 
CL 
2.36 - 
2.34 - E 
2.32 
2 3 . 
75 125 175 225 275 325 375 
Number of Exercise dates 
Figure 4-11: Graphical illustration of high and low bias convergence to the true option price. 
No. of exercise dates Exact (tree) Low bias High bias 
100 2.3130 2.3140 2.4282 
150 2.3130 2.3149 2.3924 
200 2.3130 2,3114 2.3726 
250 2.3130 2.3177 2.3489 
300 2.3130 2.3170 2.3327 
350 2.3130 2.3162 2.3337 
Figure 4-12: GBM process, spot = 40.0, rate = 6%, cost of carry = 6%, volatility = 20%, 
maturity =I year, strike = 40.0. 
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The converging low bias estimates are easily achieved and are good approximates to the 
true price. The high bias prices are sensitive to the number of exercise dates and struggle to 
converge to the tree price. Increasing the exercise dates increases price convergence but this 
convergence is poor compared to the low bias estimate. The difference of the low and high 
bias estimate, see Figure 4-12, is approximately 1% of the true price. However this interval 
is almost entirely due to the high bias estimate. In general, these results are not satisfactory 
high bias estimates. 
4.5 Summary 
In this chapter we have presented the pricing of American options using simulations and an 
underlying price process that is mean reverting (MR model). In particular we have looked 
at the two techniques which are described by Longstaff and Schwartz [7] and Glasserman and 
Yu [8]. These authors both use regression (ordinary least squares) techniques in there pricing 
algorithms, referred to as OLSMC (Ordinary Least Squares Monte Carlo). The interest in 
OLSMC stems from the efficiency of the methodology compared to other Monte Carlo methods 
described in the literature. 
Regression 2 imposes restrictions on the type of basis functions that can be used in the 
regression estimation. They must be martingale basis functions. We derive explicitly the 
martingale basis functions, not considered in the literature, for our mean reverting energy 
model. We show that using different basis functions using Regression 1 does not generally 
produce better estimates. Comparing prices of Regression 1 and 2 on the American put option 
we find that Regression 2 produced marginally lower percentage errors. These results are 
consistent with the theory in Glasserman and Yu [8]. 
One of our main contributions is to investigate the accuracy of the two OLSMC algorithms, 
Regression 1 and 2, and to provide valid upper bound price estimates. In the Regression 1 
setting we are unable to produce upper bound price estimates without doing further simulations 
between each time step. Glassserman and Yu [8] produce the theory that shows that Regression 
2 is able to estimate upper bounds without further computational effort. We produce results 
that implement this theory. However, in general, the results are unsatisfactory see Figures 
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4-11 and 4-12. 
This chapter illustrates the general strengths and weaknesses of OLSMC. The strengths of 
OLSMC lie in the accuracy of pricing American options and the transparency of its methodology. 
The main weaknesses surrounds the nested approximations from the number of simulations, 
basis functions, number of exercise dates and the regression estimation. These approximations 
result in an undetermined amount of bias in the final price estimate. 
Other results include the sensitivity of option valuation to the number of basis function terms 
used in the OLS. All results in this chapter, where the underlying price process behaviour is 
mean reverting, equips us with the necessary tools to use OLSMC in the next two chapters 
where spread and swing options are valued. 
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Chapter 5 
Energy Spread Options 
5.1 Introduction 
In this chapter we consider a particular type of energy exotic option - the spread option. In 
energy markets the spread option is not only a useful risk managing instrument but probably 
the most naturally embedded option in commercial contracts for physical oil and gas contracts. 
Almost all flexibility available in the purchasing and selling of physical oil and gas contracts 
can be broken down into various components that can be represented by the valuation of a 
spread option. The objective of this chapter is to introduce the reader to this popular energy 
option. We start off with the definition of a spread option. A spread option has a payoff 
that is dependent on the difference of two prices. The payoff for a spread call option can be 
expressed as: 
max[(F, - F2) - K, 0] 
where 
F, - price of long futures, 
F2 - price of short futures, 
K- strike price of the spread option. 
There are different types of spread options: 
Calendar spreads, where F1 and F2 are forward/futures prices with different maturi- 
ties. 
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Inter-market spreads where F, and F2 are forward/futures prices of different com- 
modities. 
Inter-market spread' examples include: 
0 Crack spread - crude oil and refined oil products (such as gasoline) 
0 Spark spread - Gas and Power 
This chapter attempts to touch upon all aspects of this option including a concise literature 
review of the various pricing methodologies deployed in industry. Finally we attempt to price 
the spread option of European and American type using the numerical techniques developed in 
this thesis i. e. Trinomial trees and OLSMC on a two factor mean reverting model. We present 
results and report any findings in the final section. 
5.2 Spread Option Review 
This section attempts to answer two questions about this particular exotic option: 
1. What are the practical reasons for creating this particular type of contract? 
2. What needs to be considered in the valuation of spread options? 
In energy commodity markets, attention is paid to options on futures spread as opposed to 
spot spreads. Many types of spread options are now traded on exchanges but they still exist 
mostly in the over the counter market. A futures spread is defined as a strategy that calls for 
a simultaneous long position and short position in distinct futures contracts. An alternative is 
to call it an option on a basis. 
There are many types of spread options in energy commodity markets. The most popular is 
the crack spread. The crack spread refers to the cost of running an oil refinery. For example a 
refiner purchases crude oil and sells the refined oil products like gasoline. The one that is most 
'The spread payoff generally involves a rescaling variable, e. g. the 
heat rate constant in the spark spread is 
the conversion factor of gas into power. 
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challenging to price is the spark spread because one of the underlying commodities is electricity 
and the other is natural gas. 
The valuations of spread options are fundamentally different from normal assets since the 
behaviour of the underlying spread can be negative. The value of this option depends critically 
on the correlation between the price changes of the two underlying commodities. 
In the paper by Mbanefo [29], it is argued that the underlying pricing model should involve 
three types of term structures when pricing energy spread options. They are, 
0 The term structure of forward prices of the underlying assets; 
0 The term structure of volatility of the underlying asset prices; and 
0 The term structure of co - movement of the underlying asset prices. 
We note here that the flexibility of trinomial tree methods lends itself well to fitting term 
structures. 
5.2.1 Uses of Spread Options 
In this section we describe two reasons why trading houses might wish to buy or sell energy 
spread options . 
Hedging purposes 
A simple example is used to describe why a company like BP might need spread options (in 
particular crack spreads) for risk management. Crack spreads involve the difference between 
a crude oil and its refined products. The term 'crack' refers to the catalytic cracking process 
carried out by refineries to reduce larger hydrocarbon molecules into lighter ones in order to 
gain more use and economic value from the product. Consider BP having an oil refinery that 
carries out this process of converting crude oil to a refined product. (Typically a basket of 
refined oils are produced, but for this example we consider only one). Suppose BP is able to 
buy crude oil and convert it to a refined product subject to a cost of conversion. Now if the cost 
of conversion is greater than the spread, the refined product is produced at capacity otherwise 
nothing is produced. This payoff is similar to a payoff of a spread option. It is not possible to 
replicate this payoff perfectly with any combination of futures or options on either the crude oil 
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or the refined product (i. e. excluding dynamic hedging strategies with no transaction costs). 
The only hedge (variance - minimizing) consists of BP shorting call options on the spread where 
the strike price is equal to the cost of conversion. BP has a 'real spread option' and hedges best 
with a financial spread option. This example concerns spreads on spot prices where buying 
and selling is done instantaneously. In practice this is not the case and in fact crack spreads 
axe traded on futures instead. Futures are not only more flexible and practical but futures are 
generally easier to short and less costly to trade. 
Qý 
bijeculative purposes 
Speculative trading opportunities occur when traders are in a position to take advantage 
of information available in the market. An example would be of BP traders who trade in 
options/futures contracts and at the same time have knowledge of the underlying commodities 
as physical assets (storage, supply and demand, prices). 
Generally traders will trade the simplest contract according to their sensitivity to the un- 
derlying. Traders who trade spread options are in fact trading correlation. As such "trading 
correlation" is seen to be similar to "trading volatility" in the Black-Scholes model. Therefore 
a long position in a spread call option corresponds to a belief that the correlation is going to 
drop. 
5.2.2 Literature review of Spread Option Valuations 
The following is a short description of existing spread option models proposed in the literature. 
Existing Approach I 
Arithmetic Brownian motion model - In this approach, F, and F2 are simply two Brownian 
motions with constant correlation, which in turn provides an analytic solution for the spread 
option. Amongst other problems this model allows negative prices in the two underlings. Gen- 
erally traders would like to be assuming the same model behaviour regardless of the option 
type. 
Existing Approach 2 
Pricing the spread option whilst treating the spread directly as the asset price and then 
using Black-Scholes formula. This fails because of the lognormal assumption preventIng the 
possibility of negative spreads. Also the correlation structure is an important input that is 
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ignored by a single factor approach. Correlation between the two underlyings contribute largely 
to the spreads' dynamic behaviour and distribution. 
Extsting Approach 3 
This model proposed by Shimko [30] is based on modelling the unobservable convenience 
yield as a separate diffusion. The model was consistent with the work of Schwartz [5] in 
modelling commodity prices. This approach produces an analytic approXimation that accounts 
for skewness and the kurtosis of the spread distribution. The inputs to this model rely on 
implied volatilities for each component of the spread. The correlation estimate relies on the 
judgement of the trader. 
This approach shows the need to increase the number of factors and move away from 
Gaussian dynamics generally used. The introduction of more factors would generally result 
in inefficient pricing methods. However Dempster [36] demonstrate how using Fast Fourier 
transform techniques in option pricing may overcome this problem in a multifactor setting. 
Other practical considerations need to be made, which may rely on a multifactor model, for 
instance: 
e Mean reversion in the spread 
9 Volatility smiles 
o Term structure of co-movement 
Existing Approach 
Modelling F, and F2 as geometric Brownian motions or as mean reverting processes within 
the framework described in this thesis: Therefore we have, 
dFi (t I Ti) ai(t, Ti)dWi(t) Fi (t, Ti) 
i= 112 
E[dW, (t)dW2(t)] = pdt 
Where p is the constant correlation coefficient and the expectation is taken under a martin- 
gale measure. There is no closed form solution to this modelling technique but we are able to 
reduce this two - dimensional problem to one - dimension by applying a conditioning technique. 
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We shall use the two factor trinomial tree methodology described in Chapter 3 to price 
European and American spread call options, assuming the underlying price process follows a 
mean reverting processes. We also investigate the convergence results of the OLSMC technique 
to pricing the American spread call. Since energy spreads are often mean-reverting we are able 
to easily implement those simpler pricing approaches using the one factor trinomial tree. 
5.2.3 Characteristics of Spread Options 
In classic option pricing theory, option values can only be positive. Standard call options are 
bounded above by its underlying asset price, whereas put options are bounded from above by 
its strike price. All of these assumptions are violated when the option is on a spread because 
the spread itself can be negative. Shimko [30] shows how the value of spread options is less 
than or equal to the value of any combination of a call on the long position and a put on the 
short position. The only restriction being that the strike of the call minus the strike of the put 
is equal to the strike of the spread option. 
Forward curves 
The first step before valuing traded options is the need to create a forward curve. A 
practical problem with energy curves is that they are made up of monthly futures, which 
do not necessarily coincide with an expiration with the components of a spread. Also the 
phenomenon of 'backwardated' curves is often seen in energy forward curves. One forward 
curve in backwardation and the other in contango results in a spread with its own forward 
curve altogether. It is easy to see how one might see negative spreads. Also, in particular 
different types of spreads, there is seasonality and mean reversion that needs to be considered 
in the option price. 
Volatilities and Correlation 
Typically the price components of a spread are positively correlated (but less than perfect 
correlation) and thus the volatility of a spread is less than the sum of volatilities of the individual 
components. This needs to be factored when pricing options on the spread. In energy markets 
volatility smiles are very prominent in the Black and Scholes implied volatility sense and could 
have a big affect on option pricing especially on out of the money strikes. Historical estimation 
of volatility on closing values is inaccurate in reflecting the volatility intra-day. If we assume 
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that the underlying assets are lognormally distributed then the volatility estimation of the 
spread cannot be assumed to be lognormal. 
Mbanefo [29] discusses the need for measuring the co-movement between assets other than 
the normal correlation coefficient input used. A correlation term structure is proposed so 
that traders are not exposed as much to the sensitivity of the correlation coefficient. This is 
an exposure that is unhedgeable in energy markets because of the inability to trade cross - 
commodity 
The first thing to note is that the option value is increasing in the volatility of the spread; it 
is decreasing in the correlation of the underlying. Option values do generally increase with the 
volatility of the underlying. However, to be precise it is possible that increases in the volatility 
may be accompanied by changes in other moments of the distribution of future underlying 
values, causing some option values to drop. This relationship is shown using the following 
variance covariance formula for two random variables: 
Var(X - Y) = Var(X) + Var(Y) - 2Cov(X, Y) 
Therefore, if correlation increases with individual variance unaltered, the covariance in- 
creases, the variance of the spreads drops, and the option value drops. 
5.3 Pricing Spread Options 
In this section we continue our ordinary least squares Monte Carlo, OLSMC, analysis. Ulti- 
mately we wish to price American spread options using both tree and simulation techniques. 
We look for the OLSMC technique to converge to the two- factor trinomial tree valuation for 
a spread call option. The two-factor tree was described in Chapter 3. We extend the inves- 
tigation of the basis functions to the two-factor case. Again we produce results using both 
approaches described in Longstaff and Schwartz [7] and Glasserman and Yu [8]. The results 
are recorded and tabulated for a wide set of parameters. We consider the case where the 
underlying energy assets follow a mean-reverting price process. 
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5.3.1 Mean Reverting Martingale Basis Function 
In the next section we produce results for American spread call options using simulation. In 
the previous chapter, two regression algorithms were discussed, Regression 1 and 22. When 
applying Regression 2 we require the basis functions to be martingales. We wish to have 
martingale functions that include the correlation of the two underlying energy assets in a 
spread option. In this section we derive a basis function that is a martingale and includes 
the correlation coefficient in its' term. A basis function with the simple cross product term 
SjS2 will be investigated. The following basis function would be of the form: 
G (Si, S2) = cS, S2 
The idea is to choose c, such that the above basis function satisfies the martingale property: 
E[Gj+, (Si, j+l, S2,, +l)lFj] Gj(Si, j, S2, j) 
j 11 .... n-1 
A good starting point to this investigation would be to evaluate the conditional expectation 
of the two underlying variables product: 
(Pl +112 -1 
(0-1+0-2) O'IAWl+O-2AW2 E [Sl, j+lS2, j+IlFj] Sl, jS2, je 2 
)AtE [e 1Fj] 
Sl, 
jS2, je([L'+IL2--21(0-1+C2))At 
-1 
(0-2 +0_2 +2pul 0'2) At 012 
Slj S2, j e 
(Yl+k'2+2porjCr2)/*t 
The above result allows us to choose an appropriate c such that eqn. (5.1) will be a mar- 
tingale basis function: 
-(Pl+A2+2pcrl6r2)(tj-tO) 
1 -2A1 (tj -to) For the MR process we replace a, V/_(ýj 
--tO)and 072 ji; _ý -to) with _! T2_ (I _e 2A 1 
-! 
12: e-2-X2(tj-tO)) and 
ý(1 
2A2 
2 Regression I is the algorithm described by Longstaff and Schwartz (1999) and Regression 2 is the algorithm 
described by Glasserman and Yu (2003) 
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The one variable martingale basis functions derived in the previous chapter are also used 
to value American spread options using Regression 2 OLSMC. 
5.4 Experiments and Results 
5.4.1 Experiment 1 
In this section we shall price European call spread options. We assume the two underlying 
commodities follow a mean-reverting process. We shall first price European call spread options 
using a two factor trinomial tree that was described in Chapter 3. We try to concentrate on the 
behaviour of the option price using inputs that are unique to the spread option i. e. correlation. 
We have already mentioned how high correlation may produce negative probabilities in our two 
factor tree. Any simple solution to this problem would introduce a bias that only disappears 
when we let the tree time discretisation converge to oo. We also look at the affect of the mean 
reversion on the efficiency of the tree. In general our two factor tree would grow exponentially 
at each time step if there was no mean reversion to curtail the branches growing outwardly. 
Therefore we introduce a subset of scenarios that we will use to describe convergence of the tree 
pricing spread options. Since there is no analytic solution to the spread option in our setting, 
we use a Monte Carlo pricing of the spread option as our benchmark price for convergence. 
Figure 5-1 is a table of eight scenarios we produce call spread option valuationS3. This 
would involve two forward prices, two volatilities and two mean reversion rates for the two 
individual price components of a spread. 
3 Bold inputs indicate the changing values from the previous scenario. 
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scenario 1 2 3 4 5 6 7 8 
F1 50 50 50 50 50 50 50 50 
F2 40 40 40 40 40 40 40 40 
Vol 1 0.2 0.2 0.3 0.3 0.2 0.2 0.3 0.3 
Vol 2 0.2 0.2 0.3 0.3 0.2 0.2 0.3 0.3 
lambda 1 0.5 1.5 0.5 1.5 0.5 1.5 0.5 1.5 
lambda 2 0.5 1.5 0.5 1.5 0.5 1.5 0.5 1.5 
strike 10 10 10 10 10 10 10 10 
maturity T 0.5 0.5 0.5 0.5 0.5 0.5 0.5 
correlation 0.5 0.5 0.5 0.5 0.1 0.1 0.1 
Figure 5-1: Option Inputs for call spread option valuation. 
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European Spread Results: 
We produce convergence charts, Figures 5-4 to 5-11 for each scenario result produced in the 
summary table, Figure 5-2. The last row of figure 5-2 has the benchmark prices estimated 
using Monte Carlo simulations. Figure 5-3 produces the corresponding price error (absolute) 
percentage for each of these scenarios. 
Scenario 1 2 3 4 5 6 7 8 
10 steps 2.3121 1.5285 3.4664 2.2846 2.9766 1.8402 4.4720 2.7504 
15 2.2857 1.6326 3.4265 2.4413 2.9766 2.0329 4.4591 3.0400 
20 2.2713 1.7091 3.4048 2.5575 2.9714 2.1770 4.4512 3.2574 
25 2.2623 1.8217 3.3912 2.7303 2.9679 2.3845 4.4458 3.5725 
50 2.2436 1.8234 3.3629 2.7340 2.9598 2.4084 4.4335 3.6094 
75 2.2373 1.8176 3.3535 2,7252 2.9570 2.4045 4.4292 3,6036 
100 2.2341 1.8145 3.3488 2.7206 2.9555 2.4022 4.4270 3.6000 
125 2.2322 1.8126 3.3460 2.7177 2.9546 2.4008 4.4257 3.5979 
150 1.8113 2.7159 2.3998 3.5965 
175 1.8104 2.7145 2,3991 3.5954 
200 1.8098 2.7135 2.3986 3.5947 
225 1.8092 2.7127 2.3982 3.5941 
250 1.8088 2.7121 2.3979 3.5936 
275 1.8085 2.7116 2.3976 3.5932 
mc 2.2241 1.8068 3.3344 2.7093 2.9476 2.3963 
1 
4.4149 
1 
3.5909 
Figure 5-2: Spread option valuations using two factor mean reverting trinomial tree. 
I Scenario I1121314151617181 
1 error %10.361%1 0.091%1 0.347%1 0.084%1 0.240%1 0.058%1 0.245%1 0.063%1 
Figure 5-3: Absolute error percentages for spread option prices using two factor trees. 
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Figure 5-4: Tree spread option convergence to MC exact price, using scenario I option inputs. 
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Figure 5-5: Tree spread option convergence to MC exact price, using scenario 2 option inputs. 
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Figure 5-6: Tree spread option convergence to MC exact price, using scenario 3 option inputs. 
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Figure 5-7: Tree spread option convergence to MC exact price, using scenario 4 option inputs. 
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Figure 5-8: Tree spread option convergence to MC exact price, using scenario 5 option inputs. 
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Figure 5-9: Tree spread option convergence to MC exact price, using scenario 6 option inputs. 
110 
Scenario 7 
4.480 
4.470 
4.460 
4.450 
1m 
4.440 
CL 
0 4.430 
4.420 
A Ain 
2Fact-Tree 
mc 
0 20 40 60 80 100 120 140 
time Steps 
Figure 5-10: Tree Spread option convergence to MC exact price, using scenario 7 option inputs. 
Scenario 8 
3.615 
3.610 - 
3.605 
3.600 
CL 
,03.595 ým 
3.590 
CL 
3.585 - 
3.580 - 
3.575 - 
3.570 
0 
Figure 5-11: Tree spread option convergence to MC exact price, using scenario 
8 option inputs. 
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Summary of European Spread option results: 
We discuss the results produced in Figure 5-2 . The 
first thing to note is the different 
number of time steps used for scenarios 1,3,5 and 7. The two factor trinomial tree is in general 
a growth exploding tree. This means that at each time step the number of tree nodes grows 
exponentially. Computationally this means increasing the time steps linearly could result in 
memory problems very quickly. We restrict the number of time-steps used in the convergence 
tables to the time it takes to price the Monte Carlo equivalent bench mark price. There is 
obviously no need to price European options using trees when computationally they are slower 
than the equivalent Monte Carlo. 
Using this rule of thumb we see that the scenarios, defined in Figure 5-1, that have higher 
mean reversion rates for their respective underlying processes produce results that converge 
less to their respective MC prices. The mean reversion rates and the size of the time step 
determines the maximum number of nodes, jmaxl and jmax2, for the individual commodity 
trees, 
max 14 = int( 
-0.184 
AlAt 
jmax2 = int(- 
0.184 
A2 At 
The product of jmaxl and jmax2 (see section 5.3) will be the maximum number of nodes in 
our two -dimensional tree. If this number is large there will 
be efficiency problems with the 
pricing of the option. If the tree has not exploded before the mean reversion has curtailed the 
tree growth, then jmaxl and jmax2 will grow linearly according to At i. e. the number of time 
steps. 
We expect the two factor tree to be less stable when the two underlying processes were 
highly 
correlated. In general the results support this hypothesis with increase absolute percentage 
error recorded in Figure 5-3. 
We use the best price converging results or scenarios (using Figure 5-3) and use them 
in the 
next experiment where we value American spread options. 
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5.4.2 Experiment 2 
This section follows the theme of the last chapter and investigates American call spread option 
pricing using MC simulation. We present results for the scenarios (parameter sets) described 
in Figure 5-12: 
scenano 1 2 3 4 
Fl 50 50 50 50 
F2 40 40 40 40 
Vol 1 0.2 0.3 0.2 0.3 
vol 2 0.2 0.3 0.2 0.3 
lambda 1 1.5 1.5 1.5 1.5 
lambda 2 1.5 1.5 1.5 1.5 
strike 10 10 10 10 
maturity T 0.5 0.5 1 1 
correlation 0.1 0.1 0.1 0.1 
Figure 5-12: American spread option inputs used to compare trinomial trees and OLSMC 
numerical techniques. 
The results we present are for the following analysis: 
e Two factor trinomial tree pricing. 
OLSMC comparison of Regression I and 2 algorithms. 
* Convergence analysis of OLSMC and Two factor tree pricing. 
Two. factor tree pncZng Qf Amencan spread call ophon 
Figure 5-13 presents results for call spread option prices using our two factor tree. There 
are no known solutions to compare these tree valuations to. We note the convergence, by 
increasing time discretisation, of the trinomial tree prices, Figure 5-13, seem to be from above 
the true price. 
OLSMC analyst's of American spread call option 
We next price the spread option using OLSMC using Regression 1 algorithm. A number 
of basis functions was investigated and we present results by using 8 and 12 basis functions. 
The 8 basis function terms: X, y, Xy, X2, y2, X2y , y2X and a constant 1. 
Xand Y represent 
the stochastic price components of the spread. 
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scenario 1 2 3 4 
25 steps 3.1091 4.6657 4.1960 6.3052 
so 3.0981 4.6491 4.2293 6.3542 
75 3.0944 4.6434 4.2253 6.3484 
100 3.0925 4.6405 4.2208 6.3418 
125 3.0913 4.6387 4.2179 6.3375 
150 3.0905 4.6375 4.2158 6.3343 
175 3.0899 4.6366 4.2143 6.3321 
200 3.0895 4.6360 4.2131 6.3303 
225 3.0892 4.6355 4.2123 6.3290 
260 3.0889 4.6350 4,2116 6.3280 
275 3.0887 4.6347 4.2110 6.3271 
300 4.2105 6.3264 
325 4.2101 6.3258 
350 4.2097 6.3252 
375 4.2094 6.3248 
400 4.2092 6.3244 
425 4.2089 
Figure 5-13: American call spread option prices using two factor trinomial trees. 
Ex. Dates scenario 1 2 3 4 
100 3.0732 4.6137 4.1748 6.2743 
200 3.0658 4.5953 4.1947 6.2995 
Figure 5-14: Regression 1: 50,000 simulations, 8 basis functions. 
The additional basis function terms being X3, y3, X2y2, X3y. 
By using 12 basis functions, the price convergence seems to indicate the OLSMC approxi- 
mation is close to the true spread option price. The results show that doubling the exercise 
dates has little affect on the OLSMC approximation. 
Since we do not have benchmark prices for the American spread option we are unable to 
compare the accuracy of Regression I and 25. So we use standard errors to decide which 
algorithm is more efficient. We repeat the simulations 500 times for the 4 scenarios to produce 
standard errors in Figure 5-16: 
In general Regression 2 estimates performs more efficiently. However it is not clear whether 
'Regression 2 uses the equivalent martingale basis functions for the power polynomial function used in Re- 
gression 1. 
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Ex. Dates scenario 1 2 3 4 
100 3.0833 4.6270 4.1924 6.3036 
200 3.0897 4.6205 4.1975 6.3079 
Figure 5-15: Regression 2: 50,000 simulations, 12 basis functions. 
Std. Errors 1 2 3 4 
Reg 1 0.0433 0.0665 0.0547 0.0834 
Reg 2 0.0423 0.0653 0.0543 0.0830 
Figure 5-16: 1000 simulations; 500 repeats, 100 exercise dates. 8 basis functions. 
these estimates are to the true price and not a biased price, deeming any conclusions invalid. 
Convergence comparmons of trinomial tree and OLSMC 
We illustrate the trinomial tree price convergence to the OLSMC approximation6 using 
charts, Figures 5-17 to 5-20, for each option scenario. The charts suggest that the computational 
problems of the two factor trinomial tree prevents the price valuations from converging to the 
OLSMC estimates. These results suggests the accuracy superiority of OLSMC valuations of 
American spread options. 
6 We use the OLCMC aproximation that produced the lowest standard errors 
for the chart values. 
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Figure 5-17: Chart displaying convergence of tree valuations to the equivalent OLSMC estimate 
using scenariol option inputs. 
Scenario 2 
4.680 
4.670 
4.660 
V 
am) 4.650 
CL 4.640 
4.630 
4.620 
4.610 
- 2Fact-Tree 
- OLSMC 
0 50 100 150 
time Stans 
200 250 300 
Figure 5-18: Chart displaying convergence of tree valuations to the the equivalent OLSMC 
estimate using scenario2 option inputs. 
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Figure 5-19: Chart displaying convergence of tree valuations to the the equivalent OLSMC 
estimate using scenario3 option inputs. 
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Figure 5-20: Chart displaying convergence of tree valuations to the the equivalent OLSMC 
estiMate using scenario4 option inputs. 
Overall the OLSMC results for the spread option price seems to be converging to the un- 
known true price. The trinomial tree estimates seem to be converging to the true price from 
above. It is possible to use the tree estimate as an upper bound price. The lower bound price 
can be achieved by running an independent set of simulations and estimating the spread option 
price using the already estimated regressions. Also this example clearly illustrates the strengths 
of the OLSMC methodology, and the weaknesses of the tree methods, to pricing American type 
derivatives with higher dimensions. 
5.5 Summary 
This chapter introduces the reader to energy spread options. The introduction 
includes an 
in depth description of the applications of different types of spread options within the energy 
markets. In particular we review the various valuation approaches available or considered 
in 
the literature. We highlight those characteristics that make a spread option an exotic derivative 
and difficult to value. These approaches generally make simplifying assumptions about 
the 
underlying distribution of the spread or the individual spread components. 
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By considering a two factor mean reverting trinomial tree for valuation we do not have to 
make any further simplifying assumptions. The two factor mean reverting trinomial tree values 
spread options using the same assumptions as those used for single asset options. The valuation 
includes the correlation between the two spread components. If required the trinomial trees 
can be extended for time varying volatility and correlation. The main strength of trinomial 
trees is its flexibility to be consistent with time varying market inputs often prominent in energy 4zýý/ 
markets. 
All spread option results produced in this chapter our novel. Our first contribution involves 
valuing European and American spread options using our two factor MR trinomial tree. Our 
second contribution involves the valuation of the American spread option using OLSMC algo- 
rithms Regression 1 and 2, described in Chapter 4. We derive the necessary martingale basis 
functions used for Regression 2 OLSMC valuations. It is required that this martingale basis 
function involves the correlation component of the spread price components. 
Whilst increasing the option complexity we are still able to benchmark our OLSMC val- 
uations against our two factor trinomial tree valuation. We determine the required number 
of basis functions required for accurate OLSMC valuations. This is not straightforward since 
there are no known solutions to American spread options. The trinomial tree valuations tended 
to produce high biases, i. e. price estimates converging from above. This bias can be represented 
by the tree discretisation granularity. The two factor trinomial tree is an exploding tree that 
produces inaccurate spread option estimates with decreasing number of time steps. This tree 
is able to value spread options more accurately with increasing mean reversion rates in the two 
individual spread price components. The increasing mean reversion rates curtails the growth of 
the tree from an exponential to linear increasing tree fibres. Also decreasing spread correlation 
increases the accuracy of the tree approximation spread option valuation. The results suggest 
the use of the two factor trinomial trees for spread options when the option inputs satisfy a 
particular criteria. When practitioners are looking to value highly correlated spread options 
with little price mean reversion rates, the trinomial tree do not provide good approximations. 
This is when MC simulation is the only viable method. However this may not be possible if 
the spread option is of the American type. We use OLSMC to value 
American spread options 
accurately producing an alternative valuation technique. 
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Chapter 6 
Swing Options 
6.1 Introduction 
In energy markets, in particular the electricity and natural gas markets, many contracts in- 
corporate flexibility over the volume of energy being delivered and the timing of the delivery. 
These contracts are known as swing or 'take or pay' (TOP) options. These contracts would 
typically have constraints on the maximum and minimum amount of energy bought or sold at 
any point in time or over a given time period. These constraints are often related to the flex- 
ibility of owning actual physical assets such as gas storage units or power plants. Essentially 
these contracts in their simplest forms are non-standard options, since they involve both price 
and volume risk. 
This chapter summarises the results presented in Tompiadis [37] and Krkic [381, but its 
true intention is to provide results for a novel approach to valuing swing options using more 
complicated price processes. In its most general form the swing option valuation is similar to 
valuing a Bermudan type option. It was shown in Chapter 4 how well the OLSMC algorithm 
valued American options assuming they were actually Bermudan in the implementation. In 
this chapter we use OLSMC to value swing options. 
This implementation extends the work of Krkic [38] who values swing options using multino- 
mial forests. The extension is two fold - 
1. We first reproduce results in [38] using the simulation techniques discussed in Chapter 4. 
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2. Produce results for a spot diffusion model that incorporates both mean reversion and time 
varying volatility. 
By reproducing the results we are showing the convergence/accuracy of our methodology 
to existing techniques used in industry. By producing results for a spot price diffusion model 
that cannot be used for swing valuation using multinomial forests, we highlight the flexibility 
and superiority of our technique when complicated price processes are used. 
The first section defines the swing option in its most general form and develops the recursive 
pricing algorithm used to value the option. The second section produces a simple spreadsheet 
example describing how we are able to price a basic swing option using simulations and ordinary 
least squares (OLSMC). The third section presents a summary of spot price models that include 
time varying volatility. The main aim here is to present the models considered in Krkic [38] and 
describe how we are able to simulate the price processes that fit the market observable forward 
curve. The fourth section reproduces results from using multinomial forests and compares 
them to our results, the difference being the use of OLSMC in place of the multinomial forest 
approach. We also produce swing option prices using a spot price diffusion that the literature 
is currently unable to consider for swing option valuation. Finally we summarise and conclude 
our findings. 
6.2 Pricing Swing Options 
In this section we describe the general swing contract and present the recursive pricing algorithm 
used for valuation. This section reviews swing option valuation sirmlar to that of Krkic [38] and 
Tompiadias [37]. Swing options have long existed in the natural gas markets, often embedded 
in long term commercial contracts. More recently these contracts have appeared in the newly 
de-regulated electricity markets. They offer the option holder the flexibility to choose the 
consumption timing or delivery of the commodity over the option period. For example, the 
option holder may lock a fixed price for the next two years where he is able to consume a 
certain amount of natural gas every day. The swing component may appear in the flexibility 
to consume more or less gas on a daily basis. Typically there are daily constraints on the 
amount of gas to be consumed i. e. a maximum and minimum volume that can not 
be breached. 
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Also there could be monthly or annual maximum and minimum constraints. Often these 
monthly or annual constraints can affect the shorter term, daily constraints. For example an 
option holder may be unable to consume maximum daily swing for a whole month because 
it may breach the maximum monthly constraint. These compounding constraints affect the 
flexibility and hence the valuation of the swing option. 
In the literature, the valuation problem, is defined by including an extra dimension rep- 
resenting the volume state space. This extra dimension plus the price and time dimensions 
have led to the use of multi-tree based techniques, known as multinomial forests, as the main 
valuation numerical technique. The same pricing algorithm will be applied in a similar frame- 
work with the trees being replaced by Monte Carlo simulations. The valuation of the swing 
option can be decomposed into three parts: The price of the commodity at consumption time, 
the daily volume consumption decision and the volume amount left to consume. The option 
holder wishes to maximise the overall contract cashfiows by making optimal decisions at each 
consumption (exercise) time. The optimal decision process is generally determined over dis- 
crete time dates when the holder consumes the commodity. At any consumption date, the 
holder maximises the value of the option by choosing a strategy that maximises the immediate 
cashflow of exercising and the expected future value of the option. It is this calculation of the 
expected future value of the option where the OLSMC techniques of Chapter 4 will be used. 
6.2.1 Valuation algorithm 
The problem of valuing swing options is similar to that of valuing American type options in a 
discrete setting. It is essentially an optinlisation problem that we solve recursively backwards 
through time, starting from option maturity. In order to define the formulae that describe the 
pricing algorithm we introduce the following notation specific to swing options: 
maxTotVol - this is the maximum total unit of swing that an option 
holder can consume 
over the life of the option period. 
minTotVol - this is the minimum total unit of swing that an option 
holder can consume 
over the life of the option period. 
9 raaxVol - this is the maximum unit of swing that an option 
holder can consume at any 
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given consumption date. 
* minVol - this is the minimum unit of swing that an option holder can consume at any 
given consumption date. 
9 volStep- the size of one unit of energy. 
K- Fixed price that the option holder must pay for each unit of swing consumed. This 
is often referred to as the option strike. 
We extend the discrete setting described in section 4.2. Our state price vector, X(t) = S(t)ý 
are the underlying spot price processes considered in section 4.3. The notation includes the 
volume state space and the swing decisions made at each consumption date. At any particular 
time step tj the value of the swing option, Vj (Sj, volLef t), can be given by the following 
equation: 
minVol x (Sj -K) +e-(tj+'-tj)E[Vj+, (Sj, volLeft-minVol)/fj],.. - 
Vj (Sj , volLef t) = max ..... sx 
(Sj -K) +e-r(tj+l-'j)E[Vj+l(Sj, volLeft-s)lftj],... 
.., max Vol x 
(Sj -K)+e-'('j+'-tj)E[Vj+l(Sj, volLeft- max Vol)lftj]. 
(6.1) 
volLef t- represents the volume, units of swing, left to consume. 
s- represents the index number for the possible units of swing that can be consumed at 
each consumption date - minVol <s< maxVol. 
We use the OLSMC algorithm to estimate the conditional expectation in eqn. (6-1). We 
note that at each consumption date we must estimate maxVol - minVol, number of conditional 
expectation functions. 
The algorithm starts at maturity, but we shall consider the valuation problem one step after 
maturity. At maturity the valuation of the swing option is dependent on the maxTotVol and 
min TotVol constraints. If these constraints are breached then there could be a penalty charge, 
pen, that the option holder will have to pay. We can express this as the following (where T is 
the maturity date), 
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VT+At(ST+At, volLeft) = pen 
volLef t> maxTotVol or 
volLeft < minTotVol 
This makes the consumption decision at maturity dependent on pen, allowing the option 
holder the choice to avoid the penalty, pen, by choosing an appropriate amount of swing to 
cons-Lime. Similarly we are able to define the following case where the constraints are satisfied, 
volLeft E [min TotVol, max TotVol ]. (This is a similar case to American type options where 
there are zero casliflows after maturity): 
VI-+At (ST+At, volLef t) = 
In the next section we illustrate the implementation of eqn. (6.1) through a spreadsheet 
example. 
6.3 Example 
In this section we demonstrate the OLSMC swing option pricing algorithm using a simple 
spreadsheet example. We begin with the price path simulations in Figure 6-1 as being given. 
time 0 1 2 3 
path 1 40.00 40.31 43.65 43.19 
2 40.00 46,20 47.74 49.09 
3 40.00 39.81 41.76 48.72 
4 40.00 39.28 36.06 36.31 
5 40.00 34.27 32.97 31.95 
6 40.00 39.77 37.69 32.19 
Figure 6-1: Paths for MC simulation for underlying price process. 
We next describe the swing contract. In this example, we allow the owner of the option 
to exercise the swing at each of the time steps 0,1,2 and 3 at a strike 40.0. Also we impose 
124 
the following volume constraints: maxTotVol = minTotVol = 3.0 units, MaxVol =2 and 
min Vol = 0. This swing contract requires the owner to take exactly 3 units of the commodity. 
Also the owner can choose to take up to and including 2 units at each exercise date (i. e. choose 
to take 0,1 or 2 units of commodity). Figure 6-2 presents the resulting casliflows calculated 
recursively using OLSMC. Each level represents the volume swing state that the option holder 
has the right to exercise. The option holder starts at time 0, level 3 and finishes at time 3, 
level 0 i. e. The holder begins with 3 units to take and must end with 0 units left. 
level 3 time 1 2 3 
path 1 2.68 13.29 
2 27.64 27.58 
3 0.72 6.70 
4 -1.36 -12.54 
5 -19.03 -22.56 
6 0.57 -7.24 
evel 2 
path 1 2.36 9.64 6ý39 
2 19.43 19.84 18,19 
3 0.90 4.93 17.44 
4 -0.64 -7.88 -7.38 
5 -11.45 -14.06 -16.10 
6 0.79 -4.62 -15.62 
level I 
path 1 1.18 4.82 319 
2 9.72 9.92 9.09 
3 0.45 2.47 8.72 
4 -0.32 -3.94 -3.69 
5 -5.73 -7.03 -8.05 
6 0.40 -2,31 -7.81 
level 0 
path 1 0 0 0 
2 0 0 0 
3 0 0 0 
4 0 0 0 
5 0 0 0 
6 0 0 
l 
0 
Figure 6-2: Swing contract casliflows are calculated at option maturity time 3, level 0 and we 
then work backward recursively to calculate casliflows at each time step and each 
level. 
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6.3.1 Cashflows at maturity 
We next describe how the cashfiows in Figure 6-2 are calculated. (We use values from price 
path 1 in Figure 6-1 to illustrate the calculations. ) The starting point is at option maturity, 
time 3, where we calculate cashflows which are a direct function of the volume constraints. At 
level 0 the option holder has zero units left to exercise and therefore the contract has zero value 
for all possible prices. In fact, the contract has zero value at all time steps with respect to 
level 0. 
At level 1, the holder must exercise its last remaining unit of swing. The prices in the 
last column, time 3, of Figure 6-1 are used to calculate the cashfiows. Therefore the cashfiow 
entry for level 1, time step 3 (using notation cashfiow(level, time step)) is simply the volume 
multiplied by the intrinsic value: 
cashf lows(l, 3) =I* (40.0 - 43.19) 
= 3.19. 
The cashfiows are similarly calculated at level 2 where the option holder must exercise 2 
units of swing: 
cashflows(2,3) = 2*(40.0-43.19) 
= 6.39. 
There are no cashfiows calculated for level 3 since it is not possible to satisfy the volume 
constraints of the contract where we must have zero units of swing left at expiry. 
6.3.2 Time 2 cashflows 
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The cashflows at time 2 are calculated using continuation values that are estimated by OLS. 
We regress the discounted cashflows at each level against the simulated prices at time 2 (we 
include a constant in the regression). Figure 6-3 shows the regression independent variable, X, 
and the dependent variable, Y, for volume level 1. 
level 1 y x estimated Y 
path 1 3.13 4165 4.82 
2 8.91 47.74 9.92 
3 8.55 41.76 2.47 
4 -3.62 36.06 -4.65 
5 -7.89 32.97 -8.51 
6 -T65 37.69 -2.62 
Figure 6-3: Y denotes column of discounted cashflows from time 3. X denotes the column 
of prices at time 2. 'estimated Y' denotes the fitted values from the regression i. e. The 
continuation values, 
The discounted casliflows are simply: 
cashflows(1,2) = 3.19*exp(-0.06/3) 
= 3J3. 
The continuation values for level I are given in column 4 in Figure 6-3. Similarly the 
continuation values for level 2 are estimated by using level 2 discounted cashfiows instead, see 
Figure 6-4. 
Level 3 has no continuation values to estimate since there are no cashfiows at time 3, see 
Figure 6-2. We use these estimated continuation values to calculate cashflows at each level 
for each possible unit of swing decision. At each level, we consider the three possibilities the 
option holder has: 
* do nothing, exercise 0 units of swing 
9 exercise I unit of swing 
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r y x estimated Y 
path 1 6.26 43.65 9.64 
2 17.83 47.74 19.84 
3 17.10 41.76 4M 
4 -7.23 36.06 -9.31 
5 -15.79 32,97 -17.01 
6 -15.31 37.69 -5.24 
Figure 6-4: Continuation values of level 2, time 2. 
9 exercise 2 unit of swing 
Level 1: If the option holder does nothing then the cashfiows for each of the simulated 
paths are simply the estimated continuation values from level 1. If the option holder decides 
to exercise I unit of swing then the cashfiow from this decision is the following: 
(43.65 - strike) +0=3.65. 
There is zero continuation value for level 0. The option holder is unable to exercise 2 units 
of swing since there is only I unit of the commodity left. Figure 6-5 summarises the casliflows 
from the three possibilities, at level 1. 
el 1 exercise 0 12 
path 1 4.82 3.65 
2 9.92 7.74 
3 2.47 1.76 
4 -4-65 -3.94 
5 -8-51 -7.03 
6 -2.62 -2.31 
Figure 6-5: Cashflows from exercising 0,1 and 2 units of swing, at level 1. 
Level 2: If the option holder does nothing then the cashfiows for each of the simulated 
paths are simply the estimated continuation values from level 2. If the option holder decides 
to exercise I unit of swing then the cashflow from this decision is the following: 
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(43.65 - strike) + 4.82 = 8.47. 
If the option holder decides to exercise 2 units of swing then the cashflow from this decision 
is the following: 
2* (43.65 - strike) +0=7.30. 
The three possible cashfiows at level 2 are summarised in Figure 6-6. 
level 2 -1 exercise 0 1 2 
path 1 9.64 8.47 7.30 
2 19.84 1T66 15A7 
3 4ý93 4.23 3.53 
4 -9.31 -8.59 -7.88 
5 -17.01 -15.53 -14.06 
6 -5.24 -4.93 -4.62 
Figure 6-6: Cashfiows from exercising 0,1 and 2 units of swing, at level 2. 
Level 3: The option holder is unable exercise zero units of swing at this level because there 
will be too many units of swing to exercise at the next time step. If the option holder exercises 
I unit of swing then the cashflow from this decision is the following: 
(43.65 - strike) + 9.64 -- 13.29. 
If the option holder exercises 2 units of swing then the cashflow from this decision is the 
following: 
2* (43.65 - strZke) + 4.82 = 12.12. 
The three possible cashfiows at level 3 are summarised in Figure 6-7. 
We finally have our calculated cashflows, at time 2, by maximising the cashflows over all 
possible decisions for each of the volume levels, see Figure 6-8. 
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exercise 0 2 
path 1- 13.29 12.12 
2- 27,58 25.39 
3- 6,70 5.99 
4- -13.25 -12,54 
5- -24.04 -22,56 
6- -7.55 -7.24 
Figure 6-7: Cashflows from exercising 0,1 and 2 units of swing, at level 3. 
ti 2 -1 me level I level 2 level 3 =max(13 29 12 12) 
path 1 4.82 9.64 . , . 13.291 
2 9,92 19ý84 27.58 
3 2.47 4.93 6.70 
4 -3.94 -7.88 -12.54 
5 -7.03 -14ý06 -22.56 
6 -2.31 -4.62 -7.24 
Figure 6-8: Maximised cashflows for each of the volume levels. 
These are the same results shown in Figure 6-2, column 3. It is straightforward to repeat 
this recursive algorithm to produce the casliflows at time 1, see results in Figure 6-2. Next we 
consider the final step to valuing the swing contract by computing the cash-flows at time 0. 
6.3.3 Time 0 cashflows 
From Figure 6-2, column 2, we compute the casliflows at time I. 
time I 
path 1 
2 
3 
4 
5 
6 
level I level 2 level 3 
1.18 2.36 2.68 
9.72 19.43 27.64 
0.45 0.90 0.72 
-U2 -0.64 -1.36 
-5.73 -11.45 -19.03 
0.40 0.79 0.57 
Figure 6-9: Maximised cashfiows at time I for all volume levels. 
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We next compute the discounted casliflows, see Figure 6-10. 
time 1 
path 1 
2 
3 
4 
5 
6 
average 
level 1 level 2 level 3 
1.16 2.31 2.62 
9.52 19.05 27.10 
0.44 0.89 0.70 
-0-31 -0.63 -1-34 
-5.61 -11.23 -18.65 
0.39 0.78 0.56 
0.93 1.86 1.83 
Figure 6-10: Discounted casliflows from time 1. Final row includes the discounted Expectation. 
The swing contract value is given by the maximum of exercising 0,1 and 2 units of swing at 
level 3. Since the option has zero intrinsic value, at time 0, the swing contract value is simply 
the maximum of the calculated discounted Expectation in Figure 6-10: 
max(O. 93,1.86,1.83) = 1.86. 
Therefore the value of the swing option at time 0 is 1.86. In the next section we consider 
the underlying spot price models that are going to be used for valuing the swing options. 
6.4 Underlying Spot pricing models fitted to market observable 
forward curve 
In this section we present two spot price models that will be used for valuing swing options. 
This section also describes the simulation discretisation of these spot diffusion models. It is 
shown how we are able to make the spot price path simulations consistent with the market 
observable forward curve. We will show how the forward curve profile of oil and gas markets 
contributes to the valuation of the swing contract. 
The first model we consider is the mean reverting spot price process of Chapter 2, the MR 
model. Krkic [381 presents swing option valuations using the MR model as the underlying spot 
price process. The swing option valuation in Krkic [38] uses trinomial tree techniques known 
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as multinomial forests. We compare the accuracy of using OLSMC in place of multinomial 
forests in the next section. 
The second spot price model assumes that the underlying spot volatility follows a gener- 
alised autoregressive conditionally heteroskedastic (GARCH) process. 'Autoregressive' refers 
to the modelling of the correlation between returns at time t to returns at time t-1. The 
'conditional heteroscedacity' refers to the time-varying variance of the conditional returns dis- 
tribution. GARCH processes allow spot price processes to incorporate time varying volatility. 
Energy markets are well known to have high and variable volatility. Incorporating energy 
market volatility characteristics will be a highly desirable extension to the valuation of swing 
contracts. We refer to this spot price process as the MR-GARCH model. The valuation of 
swing options using a spot price of a MR-GARCH model is currently not seen in the literature. 
The multinomial forest approach of swing option valuation does not extend to these type of 
price processes. We next look more closely at GARCH volatility models. 
6.4.1 GARCH volatility 
Over the last 20 years many types of volatility models have been applied to financial time series 
to provide superior volatility forecast or estimates. Some have been successful and others are no 
better than the simple constant volatility models. In this section we present the GARCH model, 
that is used for forecasting volatility. This volatility forecast depends on the past behaviour of 
gas prices and are therefore backward looking. On the other hand, option valuation is forward 
looking since the option price depends on the expected future volatility. Unfortunately implied 
volatilities cannot always be generated in gas markets due to practical issues like the lack of 
market participants. So we are left with the best of the backward looking volatility models. 
GARCH models have been very pop-ular in the econometric literature where vast amounts of 
research has been carried out. In Krkic [381 results are presented to show the appropriateness 
of GARCH models in explaining the volatility characteristics of energy commodities. The 
phenomenon of volatility clustering refers to the persistence of high volatility in highly volatile 
periods. Volatility clustering can be due to expected or unexpected news affecting the price 
processes. It is closely linked to the autocorrelation of the squared price returns. The squared 
price returns that evolve in a autocorrelated fashion, is easily replicated with simple GARCH 
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type processes. There are many types of variations of the simple GARCH model that are 
applied to financial markets. Many of these models are redundant when applying them to gas 
price returns because they have symmetric volatility. This means that volatility is the same in 
a rising and falling market. We look at applying a GARCH(1,1) volatility to our MR model 
in a discrete setting. The GARCH(1,1) model is defined by the discrete equation: 
+ Ceý2 +, 30,2 t- t-11 
ýt = xt - E[xtl. ft-1]. 
>0 and a, 0>0. We require ce +3<1. xt, is defined as the discretised spot price 
return and ot is the spot price volatility at time t. The GARCH(1,1) is only correctly specified 
if the volatility nature of gas markets is mean reverting. The GARCH(1,1) parameters have 
intuitive definitions. a is often known as the volatility reaction parameter and 0 is often known 
as the volatility persistence parameter. By having a relatively high a and and a relatively low 
beta we are able to create spiky volatility, often seen in gas prices. The third parameter W 
contains information of the long term average of the volatility. The term "relatively" is used 
to describe the size of the parameters. Often market practitioners use financial markets as a 
benchmark for comparison to describe other markets like energy. So the size of the parameters 
are described 'relative' to the size one would expect in financial markets. Estimates of 0Z < 0.2 
and 3>0.8 are often seen in financial markets. We say estimates of a>0.2 and ý<0.8 
are considered high and low respectively. In Krkic [38] these GARCH(1,1) parameters are 
estimated for the mean reverting spot price model. We shall use these results in the valuation 
of swing options. The next section describes the discretisation of the spot price which will have 
embedded GARCH volatility. 
6.4.2 Fitting forward curve to spot price simulations 
This section describes the Monte Carlo simulation discretisation of our spot price models MR 
and MR-GARCH. The spot price process discretisation is such that we are able to fit the 
market observable forward curve. We would like the average of the m spot price simulations 
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at any time t, to be equal to the market observable t- maturity forward price, F(O, t): 
(0, 
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Figure 6-11: Forward curve reflecting weekday to weekend spreads often seen in Natural Gas 
markets. 
In the results section, we value swing options assuming a weekday to weekend spread in the 
forward curve profile see figure 6-11. This forward price spread reflects the lower prices seen 
typically in natural gas markets. Therefore the owner of the swing contract would be more 
likely to exercise or consume the commodity during the working week. 
We begin with a description of the discretisation of the MR model. The MR-GARCH 
model will be more clearly defined once the model is discretised. The spot price MR model 
with time varying spot volatility is given by the following SDE: 
dS (t) =ý (li - In S (t» S (t) dt +u (t) S (t) dW (t) - 
For simulation purposes we change variables. Applying Ito's lemma to x(t) = 
lnS(t) we 
have the following SDE: 
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dx (t) Ax (t)) dt +a (t) dW (t) 
a (t)2)). 
2 
We use the results of Appendix E where we derive the first two central moments of the MR 
price process (difference being the non-constant spot volatility): 
E[x(t)l. fo] = x(O)e-At + 
ý(l 
- e-At), 
2 
Var [x(t)l. fo] = 
L7 
2 
(1 
_ e-2At). 
By assuming GARCH volatility the x(t) process is no longer normally distributed and 
hence not totally defined by the first two moments. However the first two moments will 
provide sufficient approximations when fitting the market observable forward curve. We fit the 
forwaxd curve by first assuming the x(t) process drift is time dependent. More specifically we 
allow the long term mean reversion level, ý, to become time dependent. It is straightforward 
to show the following expression for time t and T: 
E[x(T)I. fo] = e-ÄT(X(O) +, X ý(s)e-Ä'ds) 
10 
11 (6.2) 
t 
E[x(t)l. fol = e-"(x(O) +A 
Jo 
ý(s)e-, ý'ds) (6.3) 
By multiplying eqn. (6-3) by e-A(T-t) and then subtracting from eqn. (6.2) above, we have 
the following expression for T>t: 
T 
Ole-A(T-t) = e-AT A 
it 
ý(s)e-Asds (6.4) E[x(T)I. fo] - E[X(t)l. f 
We can approximate the integral by assuMMg that ý(s) is step-wise constant over interval 
[t, T]. Discretising over a small time step At (assumed constant) for general time t we have 
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t+At 
i 
ý(s)ds At 
t 
Let [j, j+ 1] be the length of our time step At, so we can introduce the following notation, 
At = ý33+' 
So we can re-express eqn. (6.4) as the following: 
E[x(T)I. fo] - E[x(t)l. fo] e-A(T-t) 
-j+l We are able to solve for [ij , 
E[xj+ll. fo] - E[xj/. fo]e-AAt 
(I 
- C-AAt) 
(6-5) 
Assuming S(t) is lognormally distributed, we recall the properties of the lognormal distrib- 
ution 
x(t)1. f E[x(t)/fo]+2'Var[x(t)/fo] E [S(t)1. fo] =E 
le 
01 1 
This can be re-expressed in terms of our market observable forward curve, 
Eýx(t)lfioj In E [S(t)l. fo] -I Var [x(t)l. fo] 2 
In F(O, t) -I Var [x(t)l. fo] 2 
(6.6) 
Combining eqn. (6.5) and (6.6) we have the following expression for the time varying drift: 
In F(O, j+ 1) -1 Var [xj+l /. fo] - (In F(O, j) -I Var 
[xjI. fo])e-'\At 
22 
The initial value includes the spot price: 
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Pl = In F(O, 1) -1 Var [xll. fo] - in S(O)e-AAt 02 
Finally we use our analytic expressions for the expectation and variance to simulate our 
x(t) returns process: 
.2 AAt j xj = xj-le-' + e- A 
e-2AAt), + 
orj 2 ý 
72(l 
(0,1) is a independent standard normal distributed deviate. We now define the GARCH 
volatility, aj, as the following discrete process: 
C7ý + aý? 
_, 
+)3(7 2 
33 j-11 
ýj = xj - E[xjl. fj-, ]. 
E[xjl. fj-, ] = xj-le, -AAt+iVj_, (I-e-AAt). 
This formulation completes the discretised MR-GARCH model used in the Monte Carlo 
simulations. The MR model is the trivial case when a is kept constant throughout the price 
evolution. The next section presents swing option results using OLSMC, where the underlying 
price process are represented by the MR and MR-GARCH models. 
6.5 Results 
In this section we replicate the results of Krkic [38] for valuing swing options using the MR 
model. Their treatment differs only in the numerical technique used to value them. Krkic 
[38] uses the multinomial forest approach whereas we use the OLSMC approach. Finally we 
present swing option results using the MR-GARCH model and the OLSMC approach. The 
multinomial forest valuation approach does not extend to underlying price processes that follow 
a MR-GARCH model. 
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maxTotVol minTotVol maxVol maxVol volStep 
100 80 3 _ 0 1 
Table 6.1: Swing constraints: Option holder must take between 80-100 units. At each exercise 
date the holder chooses to take 0,1,2 or 3 units. 
MR parameters A 61 C-days r 
values 0.8 30% 200 8% 
Table 6.2: MR process parameters and the number of consumption dates (C-days) 
We present the model inputs used by Krkic [38] for the MR model when valuing swing 
options. Figure 6-11 is the market observable forward curve and the swing option constraints 
are given by Table 6.1. 
6.5.1 MR model 
Table 6.2 presents the calibrated model parameters for the MR model. Table 6.3 presents the 
swing option results using multinomial forests for various strike, K, values. Table 6.4 presents 
our swing option OLSMC results for various strike values. The OLSMC inputs, number of 
simulations and type of basis functions used are given by Table 6.5. 
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Strike 38 39 40 41 42 
Swing price 632.47 540-92 450.27 360-52 271-79 
Table 6-3: MR model: Swing option values using multinomial forests, for different strikes. 
Strike 38 39 40 41 42 
_Swing 
price 637.09 455.43 365.45 276.99 
Table 6.4: MR model: Swing option values using OLSMC, for different strikes. 
OLSMC Inputs 
Number of simulations 100,000 
Type of basis function Polynomial 
Number of basis function terms 4 
Table 6.5: OLSMC specific inputs 
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GARCH(1,1) parameters ý ao w a 0 
values 0.3 0.00163357 0.0666 0.9263 
Table 6.6: GARCH(1,1) parameters used in the spot price simulation 
We note the results using OLSMC converge well to the multinomial forest approach, showing 
less than 1% price error. These results show the accuracy of OLSMC techniques when applied 
to swing options. We are now in a position to look at more complicated price processes to 
describe the underlying commodity spot price movements. We consider the MR-GARCH as a 
possible alternative to the MR model. 
6.5.2 MR-GARCH model 
Table 6.6 presents the calibrated model parameters for the GARCH(1,1) model, taken from 
Krkic [38]. Table 6.7 presents the swing option results using OLSMC for various strike, K, 
values. Table 6.8 presents the same swing option results but using different number of basis 
functions in the OLSMC. Table 6.9 produces results with increased number of simulations. 
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Strike 38 
- 
39 
- 
40 41 42 
Swing price T08-01 ý13-50 419-78 -32-6-83 235-84 
Table 6.7: MR-GARCH model: Swing option values using OLSMC, for different strikes. 4 
terms of the polynomial basis function and 100,000 simulations used 
Strike 38 39 40 41 42 
Swing price 605.29 511.62 418.40 326.74 235-65 
Table 6.8: MR-GARCH model: Swing option values using OLSMC, for different strikes. 7 
terms of polynomial basis function and 100,000 simulations used 
Strike I 38 39 40 41 42 
Swing price 607-39 512.93 419.01 326.32 235.35 
Table 6.9: MR-GARCH model: Swing option values using OLSMC, for different strikes. Using 
200,000 simulations and 4 basis function terms. 
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The swing option prices significantly decrease when we assume a GARCH spot volatility. 
The convergence of the MR-GARCH swing prices are supported by the results seen in Table 
6.8 and 6.9. We note the increase of the number of basis function terms and the number 
of simulations have little affect on the swing option results. These results have not been 
reproduced before in the literature. They display the superiority of OLSMC application to 
swing option valuation where exotic or complicated price processes can be assumed. 
6.6 Summary 
Swing options are considered as exotic options since they involve both price and volume risk. 
They are almost exclusive to energy markets, or more specifically natural gas markets. Natural 
gas spot prices are seasonally varying and highly volatile. The seasonality is often seen in the 
market observable forward gas prices. In this chapter we present swing option valuations in 
a framework that is not restricted by the exoticity of the option payoff and the complicated 
underlying spot price process required to describe it. 
The spot price diffusion models presented in this chapter have been used by market practi- 
tioners in energy markets. The main contribution to the literature has been to apply them to 
swing option valuation. In certain cases, combining the exotic characteristic of the swing op- 
tion and the complicated spot price processes, valuation has been difficult. In this chapter the 
swing option results highlights the flexibility and superiority of OLSMC where other numerical 
techniques fall short. 
The reader is introduced to swing option and their valuation. The general swing option is 
defined and its recursive pricing algorithm presented similar to the papers of Tompaidis [37] and 
Krkic [38]. We produced a spreadsheet example that explicitly illustrates the implementation 
of the OLSMC algorithm to swing option valuation. Also we present two spot price diffusion 
models, MR and MR-GARCH models. We also show how we are able to simulate these spot 
price processes using a drift term that fits the market observable forward curve. The swing 
option valuation is often dependent on the seasonality present over the contract period. The 
forward curve provides information of when the multiple exercising of the option is likely to 
occur. This is essentially going to be the intrinsic value of the option. 
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It is shown how ýGARCH volatility can be embedded into the spot price discretisation. 
GARCH volatility increases the degrees of freedom of an option pricing price process. By 
doing so, it is able to capture more stylised facts of natural gas price movements. 
We present results showing the accuracy and convergence of our OLSMC valuations to 
multinomial forest valuations. Furthermore we produce swing option results for a spot price 
diffusion, MR-GARCH model, potentially more appropriate for describing energy markets price 
behaviour, that other numerical techniques are unable to price. This valuation is an extension 
to approaches currently utilised in the market and literature. These results should encourage 
more realistic price processes to be used when valuing swing type contracts. 
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Chapter 7 
Conclusion and Suggestions for 
Further Research 
Here we summarise the main contributions of the thesis chapter by chapter. In each case we 
make suggestions for further research. 
7.1 Forward Curve models 
In Chapter 2 we described a general framework for forward price models. It is explained how the 
main underlying tradeable asset in energy markets are futures or forward prices. Modelling the 
tradeable asset directly allows your model to be consistent with the market observable forward 
prices. This differs from the classic approach of modelling spot prices and then inferring the 
forward price using a 'cost of carry' relationship. We consider a general one factor forward 
price model that has not been considered in the energy modelling literature. A complete 
derivation of the forward and spot price SDE is given. More importantly we describe how 
a two - dimensional system can be used to describe the whole evolution of forward prices to 
any maturity, MR-EV model. This model is shown to have a wide set of stochastic processes 
embedded in its structure. In fact many commodity price models are shown to be nested 
within its stochastic structure. This model can be seen as an extension of all the popular 
option pricing models considered in the literature. The two-dimensional system has many 
degrees of freedom that can be used to explain price dependent volatility and mean reverting 
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price behaviour. In essence the main contribution is in providing flexible price models, that 
are able to capture in more detail the price characteristics in energy commodities, like oil and 
natural gas markets. 
These forward price models are described in an option pricing world, i. e. an arbitrage free 
framework. An important part of option pricing concerns the model calibration of market 
instruments. In natural gas markets, the lack of market liquidity makes market calibration of 
volatility parameters difficult. Since the volatility input is price model dependent we often use 
a wide set of econometric tools for historical parameter estimation. Our forward price model, 
MR-EV, can contain numerous model parameters that will need to be historically calibrated. 
Further research would be required to investigate the parameter estimation of these models 
using oil and gas prices. The main hurdle to overcome would be the amount of price data 
available for natural gas markets and the stability of the estimated parameters with respect to 
changing market conditions. De-regulation of natural gas markets has only been very recent 
resulting in very different price behaviour. 
An important variable in the MR-EV model is the price dependent volatility parameter. 
Many market participants within oil and gas markets will often expect the magnitude of volatil- 
ity in a high price market to be different from a low price market. We would need to consider 
how we could quantify this within the context of our model. 
7.2 TYinomial M-ees 
Trinomial trees are very popular numerical techniques in the energy commodity pricing liter- 
ature. Their flexibility allows them to include many time varying structures. This includes 
the market forward prices, time varying volatility and even mean reversion rates. Generally 
trees are more efficient than Monte Carlo simulations for option pricing. Also they easily take 
care of derivatives structure that allow early exercise. We provide a general trinomial tree 
methodology that can be applied to our forward price model, MR-EV. This numerical scheme 
differs from the other trinomial trees since our model is two dimensional and its variance is his- 
tory dependent. This methodology provides good approximations using model parameters that 
includes both mean reversion and price dependent volatility. Results are provided for simple 
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vanilla options. However we also show that under certain model specifications the trinomial 
tree becomes unstable and option valuation becomes inaccurate. 
Further research will be required to overcome the tree instability for those set of parameters 
defined in Chapter 3. Trees can be considered to be explicit finite difference schemes. Other 
research would include applying the alternative implicit finite difference schemes. In the latter, 
the literature is vast since applications of those techniques have long been established in the 
physical sciences. 
An application of the two factor trinomial tree was considered in the valuation of European 
and American spread options. Spread option valuation, where the correlation of the spread 
components are imperfect, involves the evaluation of a double integral. This double integral 
cannot be evaluated analytically without making simplifying assumptions about the underlying 
spread distribution. By considering trinomial trees, we do not simplify the underlying price 
processes used for energy commodities. We were able to produce accurate valuations of price 
spreads that have low correlation. Also we showed how high mean reversion rates contribute 
to more accurate spread option valuations using trees. The high mean reversion rates would 
truncate the growth of our trinomial tree fibres allowing increased discretised time steps. The 
general two factor trinomial tree fibres increase exponentially at each time step. 
7.3 Early Exercise option valuation using simulations 
We make various contributions to the valuation of early exercise type options using simulations. 
More specifically we combine ordinary least squares regression and Monte Carlo simulations, 
OLSMC, to value American puts, spreads and swing options. Our main contribution to the 
technique of OLSMC was to investigate the theory of Glasserman and Yu [8] who proposed a 
variation on the now popular Longstaff and Schwartz [7] framework. These authors both use 
ordinary least squares but they implement the pricing algorithm at different time steps and 
use different basis functions. The main extension of the Glasserman and Yu [81 theory is the 
valuation of upper bound prices with very little extra computational cost. We implement this 
theory by valuing a American put option, using the MR model as the underlying price process. 
The upper bound prices were shown to be considerably less accurate with respect to the lower 
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bound estimates. Ideally the true option value should lie in the middle of the upper and lower 
bound estimates. Future research should involve exploring other approaches to estimating 
valid upper bound estimates. 
All techniques developed for the American put option were then extended to the American 
spread option. The spread option required a very different treatment with the increased 
number of basis functions and type of basis functions available to us. Results were shown to 
have good convergence. However our benchmark model, two factor trinomial trees, produced 
poor convergence results. These results highlighted the superiority of the OLSMC algorithm 
when valuing early exercise options with exotic payoffs. Future work should involve looking at 
other more robust benchmark numerical techniques to compare OLSMC valuations with. 
7.4 Swing Options 
We explored the application of simulation techniques using ordinary least squares, OLSMC, 
to the valuation of swing options. In the literature, swing option valuation are implemented 
using multiple trinomial trees, known as multinomial forests. Trinomial tree implementation 
is restricted by the types of underlying price processes used. The popular mean reverting price 
process can be used to value swing options using multinomial forests. We use these results to 
benchmark our OLSMC results. The results are shown to have good convergence and accuracy. 
Having shown the validity of our approach with other tried and tested approaches we are able 
to produce similar results using a more complicated price process. We produce results for a 
spot price model that incorporates both mean reversion and GARCH volatility. These results 
cannot be reproduced using multinomial trees. These results cannot be benchmarked against 
other numerical techniques but show good stability with similar computational effort required 
for the mean reverting case. 
These results open doors to the valuation of swing options using a wide spectrum of spot 
price processes. Future work would include looking at other complicated spot price models 
commonly used to describe energy prices. In particular, the growth of electricity swing contracts 
would require the valuation of swing contracts in the presence of spiky or jumpy prices. 
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Appendix A 
Deriving the Spot Price SDE 
In this section we derive the spot price SDE by differentiating its' solution equation (2.8): 
0 
[- 1 it 
. 
)2 
t 
-)dW(u) S(t) = F(t, t) = F(O, t) exp -a (u, t, du +a (u, t, 20 
fo 
Let introduce a variable, Y(t), representing the innovation term: 
t 
Y(t) = 
Jo 
a (u, t, . )dW(u) 
The differential of Y(t) (with respect to t) is computed as 
dY(t) = Y(t + dt) - Y(t) 
t+dt t 
= 
fo 
or (u, t+ dt, -)dW(u) - 
fo 
a(u, t, -)dW(u) 
t+dt at 
= 
fo [a 
(u, + -jt- a (u, t, -) dt] dW (u) - 
Jo 
o-(u, t, . )dW(u) 
= 
ft [a 
(u, t, +0 or (u, t, -) dt dW (u) + 
t+dt [0_(U, 
t+0 or (u, t, dt 
at 
it 
at 
t 
xdW(u) - 
10 
o-(u, t, -)dW(u) 
1ta t+dt 
-a(u, t, -)dW(u) dt + o-(u, t, -)dW(u) 
0 at t 
ta 
a (u, t, -) dW (u) dt + or (t, t, -)dW(t) 
Jo 
at 
I 
(A. 1) 
(A. 2) 
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Applying Ito's lemma to a function S(t, Y) we have 
(9s (9s 1 02S 2 02S 02S dS(t, Y) - dt + dY + (-dt +2 dtdY + dy2) Ot (9y 2 (9t2 otay ay2 
- 
as 
dt + 
as 
dY +I 
a2S 
dy2 
09t 09Y 2 (9y2 
substituting equation (A. 2): 
Since 
dS(t, Y) 
as 
dt + 09S 
t 09 o, (ut, -)dW(u) dt+o-(t, t, -)dW(t) at OY 
Jo 
at 
+I a(t, t'. )2 
02 S 
dt 
2 ay2 
0 
as 
+ 
as [it 0 
a(u, t, . )dW(u) + 
10, 
(t, t, .)2 
02S 
dt 
at OY 0 at 2 ay2 
+ 
as 
o, (t, t, . )dW(t) OY 
(1 
F (0, t) exp Y (t) -i 
it 
0- (U, 
120 
. 
)2 du] 
as 02S 
OY 5y--2 
S (t) 
as 0 In F(O, t) t 
or (u, t, 
Ou(u, t, 
at 
S(t) 
I 
at 
Jo 
at 
Putting the partial derivatives together we obtain: 
dS(t) (9 In F (0, t) 
S(t) 
I 
at 
10 
+ or (t, t, -) dW (t) 
0, (U, t, -) at 
du 
1 
(t, t . 
)2 
J 09a(u, t, -) dW (u) dt 
o 09t 
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Appendix B 
Deriving the Integrated Variance 
factor 
From equation (2.8) the natural log of the spot price process S(t): 
tt 
ln S(t) = In F(O, t) -1 or(u, t, S(u), F(u, 7-»2du + or(u, t, S(u), F(ur»dW(u) 2 
fo 10 
Ist Integral term: 
t 10 
or (u, t, S (u), F (u, F»2 du = 
2nd Integral term: 
t 
, r)]2 e-2A(t-u)du 
Jo 
g [S(u), F(u, 
e-2At 
fg 
[S(u), F(u, F)]2 e2Audu 
00 
e-2At I(t; 2A) 
o7(u, t, S(u), F(u,, T))dW(u) 
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t 
-At 
Ig 
[S(u), F(u, -r)l eAudu 
C Nt j (t; A) 
We can write shorthand: 
In S(t) = In F(O, t) -1 e-2Atl(t; 2A) + e-A'J(t; A) 2 
From equation (2.7) doing similar for forward price with fixed maturity -r : 
(B. 1) 
tt 
In F (t, 7-) = In F (0, -r) -2 
10 
or(uF, S(u), F(uF»2 du + 
10 
o, (u, 7-, S(u), F(u, -F»dW(u) 
Ist Integral term: 
t Jo 
cT (u, 7, S(u), F(u, F))2 du = e-2A-r_[(t; 2A) 
2nd Integral term: 
t 
a(u, -r, S(u), F(u, -r))dW(u) = e-A-rJ(t; A) 
we now have 
2A x7- i (t; \) ln F (t, -r) = In F (0, -r) -2 e- 'I(t; 2A) + e- 
T) - Imearranging equation (B. 1) and (B. 2) 
In S(t) - In F(O, t) +1 e-2At 1(t; 2A) = e-AtJ(t; A) 2 
In F (t, -r) - In F (0, -F) +1 e-2A-rj (t; 2A) = e-'X'J(t; A) 
multiply equation (B. 3) by eAtand (B. 4) by eAT and combine in terms of I(t; 2A) : 
eAt [In S(t) - In F(O, t)] +1 e-AtI(t; 2, N) 2 
e, X-r [In F(t, -F) - In F(0T)] +1 e-'X-rI(t; 2A) 
= J(t; A) 
= J(t; A) 
(B. 2) 
(B. 3) 
(B. 4) 
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1(t; 2A) -- 
2, A-r 
[In F (t I -r) - 
In F (0, -r)] - 
2eAt 
[in S In F (0, t) (B. 5) (e-At - e-AT ) (e-At - e- 7) 
Notice that, 
t 
0 (t) = 
10 
o, (uF, S(u), F(u,, F»2 du (B. 6) 
t 
g [S(u), F(u, 7-)] 2e -2, \(t-')du 
e-2, Xt 
lt 
g [S(u), F(u, _r)]2 e V`du 
0 
e-2, Xtj(t; 2A) 
Substituting we have 0(t) in terms of S(t) and F(t, -r) : 
-F) - In F(O,, T)] - 
2e-, xt In F(O, t)] (B. 7) j-+-- [In S(t) [In F (t 
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Appendix C 
Spot-Forward Price Relationship 
In this section we derive the analytic spot -forward price relationship which enables us to 
construct the whole forward curve from modelling a2 dimensional system. We can represent 
the forward price F(t,, r) to any maturity T as given by; 
From equation (B. 5): 
I(t; 2A) =2A [In F(t, -r) - ln F(O,, T)] - (e-, Xt - -A-r ) (e- 
From equation (B. 6): 
I(t; 2A) = 
JVO(t) 
2eAt [In S(t) - In F(O, t)] ý- e-A-r ) 
Substituting for 0(t), equation (B. 7) and solving we have the following: 
2eAt [In S(t) -In F(O, t)j + -re-17, \-t7 e-AT) 
2e, \t 
-. 
[lnS(t)-InF(O, t)]+ 
(e-, xt - e- ) 
2CAT 
- [In F(t, T) - In F(O 7 
T)] 
(e-At - e-AT) 
2, A-r 
- [In F(t,, T) - In F(O, -F)] (e-At - e- T) 
In F(t, T) - In F(O, T) = 
(e-At - e-, XT) x 2eAT 
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2eAt 2c At 
[In S(t) - In F(O, t)] + 
2eA-r 
[In F(t,, T) - ln F(O, T)l (e-At - e-AT) (e-At - -Ar)] (C-At - e-A-r )I 
Ist two terms: 
Where 
Last term: 
e- 
A(T-t) 
_ e- 
A(T-t) 
(e- At e-AT) 
In S(t) - In F(O, t)] 
- X(T-t) =e [I - a(t, T, T)] [In S(t) - In F(O, t)] 
(e-AT 
- e-AT) 
(e-A-r 
- e-, 
Xt ) 
A(T--r) 
(e-AT 
_ 6-At) [In F (t, T) - In F 
(0), T) (e-A, r - e-At) 
] 
a (t, T, -r) 
I [In F (t, T) - In F (0,, r) 
Put terms together we have our result: 
In F(t, T) - In F(O, T) 
[In F(tT) - In 
F(0F)] 
+e-, \(T-t) [I - a(t, -r)] [In S(t) - In F(O, t)] 
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Appendix D 
Analytic Option Valuations for 
Mean Reverting processes 
Having analytic formulas for forward contracts we use the MR spot price process to price plain 
vanilla options similarly. We present the derivation of the expectation and variance of the CS 
model in Appendix E. We use the analytic expressions for our price process centered moments 
to price plain vanilla options CO, that depend on the expiry date T, the initial commodity price 
So, the volatility of the spot process, (7, the mean reversion rate, A, the risk free rate r and the 
specification of the payoff function f (ST). The option value, at time 0, can be shown to be 
the expectation of the discounted payoff under a risk neutral measure: 
Co = -rT E [f (ST)] 
Taking the spot price process eqn. (2.13) and inserting the volatility function eqn. (2.22), 
we have the following price process: 
TT 
In S(T) - In F(O, T) a 
2C-2A(T-')du + ge-A(T-u)dW(u) 2jf 
00 
Therefore the change in InS between time 0 and T is normally distributed: 
2 
2AT] OrA2 e-2AT] In ST - In So - (D jA-- 
[i 
- e- 4A ý-A 
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(b(m, s) denotes the normal distribution with mean m and standard deviation s. This tells 
us that ST is lognormally distributed allowing us to use the similar results of Black -Scholes 
[31 to obtain analytical expressions for European call and put options. For completeness the 
algebra for the European call option is given. We use Put - Call parity to price the equivalent 
European put option. 
D. O. 1 Call Option on Spot Conunodity 
First we define a payoff for a call option on a spot commodity, 
CT =f (ST) = max(ST - K, 0) 
We know that if g(. ) is the probability density function (p. d. f)of ST, stated above, the 
discounted expectation payoff become 
00 
Co = e-rT 
1 
max(ST - K, 0)g(S7, 
)dST 
00 
ST is lognormally distributed and we would like the g(. ) p. d. f to be Gaussian, hence we 
make a substitution for ST that allows us to do this: 
00 TT 
Co = -rT rnax(F(O, T) exp(- 
1 
0,2e-2A(T-')du + 0-e-, ý(T-u)dW(u» - K, 0)g(WT)dWT 
1 
21 
1 
00 00 
dW(T) is a Weiner increment and is normally distributed with mean 0 and variance 
dT. 
Evaluating the integrals inside the maximum function we have, 
00 
Co = e-rT max(F(O, T) exp(- 
1u2+ 
uý» - K, 0)g(ý)de. 
1 
00 
u2-U2 e-2AT] 
2A 
This is obtained by substituting the first two moments 
(above) of our spot process. We 
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are able to define a random variable ý that has a standard normal distribution. Inserting the 
density function of a standard normal distribution, 
00 
ýco - 
e-rT 
max(F(O, T) exp(- 
1u2+ 
ue) - K, 0) exp(- 
1 
e2)dý 
122 
00 
In order to evaluate the integral we first need to remove the Max function. By noticing 
that this integral will only be non zero when 
(0, T) exp -u2 +uý) -K >0 
we rearrange such that the random variable ý is isolated, 
1 +P 
U 
Let ý* be the point at which equality is obtained, then 
iog( K)+ ! U2 F(O, T) 
_2 
u 
Since we don't need to evaluate the integral when ý* <0 our derivative price integral can 
be expressed as 
00 
Co 
-rT 
F (0, T) exp(- 
1u2+ 
Ue) -K exp(- 
1 
e2) de 
Splitting this integral into two where the first integral is 
00 
Intl 
e -rT F(O, T)exp(- 
Iu2+ 
uý) exp(- 
1ý2 
vý-2- --7r 22 
00 
-rT 
F (0, T) exp u2+ Uý ý2)dý 
Vf'2--F 2 
and the second integral is 
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Oo 
, -rT 1ý2 Int2 
f-Kexp(-- 
v27r 2 
Therefore GO = Intl + Int2. We first note that the definition of the standard normal 
distribution function is the following 
x 
N(x) exp(- 
I 
V2)dv. 
vF2-ýW 
f2 
00 
Relating this to Int2 we easily see that 
Int2 = 
Let d= -ý* so that we have 
Int2 -Ke-, 
TN(d) 
log(F(O, T)) + jU2 
dK2 
u 
log( K IU2 
F(O, T) 2 
u 
To evaluate Intl we have to 'complete the square' in the exponential function: 
00 
, -rT 1 2+Uý_ 1ý2 Intl - F(O, T) exp(- u 22 
00 
e-rT F (0, T) exp (- 
1 
(ý _ U)2)dý 
v'27 2 r- 
By changing integration variable to ;=ý-u, we then have d( =< and lower limit of 
ý t* -U, 
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Intl =: 
-rT 
F(O, T) exp(- 
I 
1ý 
2)dý. 
7727 
u2 
Using definition of standard normal p. d. f we have, 
Intl = e-, TF(O, T)N(-ý* + u) 
letting d= -C and combining Intl and Int2 we have finished, 
Co = -rT [F(O, T)N(d + u) - KN(d)] 
This result is similar to the Black and Scholes (1973)[3] call pricing formulae. The main 
practical difference between the two underlying processes used by Black and Scholes and 
Schwartz is the process variance. The Schwartz model has variance that is bounded for all 
durations. This difference can be significant when pricing long term contracts, because you 
will be assuming less risk (see table below). 
To price call options on forward contracts with maturity time s we would replace u with 
the following: 
This is defined as the variance of the change in the logarithm of the forward price. 
The following table displays the bounded volatility with respect to the maturity of a call 
option with the inputs: F(O, t) = 40.0, K= 40.0, rate = 0.06, volatility = 0.3. In the case of 
the MR model the mean reversion rate, A =::: 0.8. 
L7 
2 
2A 
le- 2A(s-T) 
_ e-2As 
Figure D-1: Comparing GBM and MR call prices with increasing maturity. 
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Table D-I results produces expected differences between GBM and MR price process call 
option values: There is little difference in shorter maturity option prices, but incresingly 
significant difference with increasing maturity. 
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Appendix E 
Expectation & Variance of Spot 
Price Returns 
In this appendix we derive the expectation and variance of the Clewlow and Strickland (CS) 
[12] spot price returns process. We start off rearranging the spot SDE eqn. (3-4): 
dS(t) 
S(t) =A 
[0 (t) - In S (t) ] dt + udW (t). 
[1 (o9lnF(O, t) 
+ 0,2 -2, (t) 
A Ot 4e 
Xt +In F(O, t)] 
We next change variables to the logarithm of the spot X= In S: 
dX(t) = AfO(t) - X(t)]dt + adW(t), 
= O(t) _ 
a2 
2A* 
Changing variables again Z =- XeAt : using Ito's lemma: 
dZ(t) = AeAtý(t)dt + aeAtdW(t), 
(E. 1) 
Integrating both sides from 0 to t we have the solution to SDE eqn. (E. 1): 
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tt 
Z(t) = Z(O) + 
in 
Ae\'ý(u)du + 
Jo 
oreAudW(u). (E. 2) 
This solution implies that Z(t) is normally distributed with the following expectation and 
variance (using ito's isometry): 
t 
EýZ(t)] = Z(O) + \e)"ý(u)du, 
t 
Var[Z(t)] = 
10 
01 2 e2>udu 
012 
e2, ýt 2A 
Next step is to return to our spot logarithm by substituting for Z in eqn. (E. 2): 
x(t) = e--11 
[x 
(0) + 
10 
\eXuý(u)du + 
10 
oe, ý'dW(u)1 . 
Finally, we have our expectation an, d variance of our spot return process: 
t 
E[X(t)] = e-At 
[x 
(0) + 
10 
\eXuý(u)du] , 
Var[X(t)] e-2, \tVar[Z(t)] 
0,2 -2Xtj - 2, \ 
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