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Given a smooth, bounded open set V ; Rn and a positive smooth function
g : ­ V ª R, we consider the numbers
2 < < 2 < < 2 1, 2m s min e Du dx q u dx : u g W V , u s g on ­ V .H H«  5
V V
 . 2  .  2 .and we obtain the asymptotic formula m s « C g q « C g q o « , where« 1 2
1
2 ny1 2 ny1C g s g d H , C g s y g K d H , .  .H H1 2 12­ V ­ V
K being the mean curvature of ­ V. This is related to phase transition problems.1
Asymptotic developments by G-convergence are used. Q 1996 Academic Press, Inc.
INTRODUCTION
In this paper we consider the following situation. Let V be an open-
n  .bounded subset of R with a smooth boundary, and let g : ­ V ª 0, q`
be a positive smooth function. For each « ) 0 let us consider a functional
1, 2 .F : W V ª R defined as«
2 < < 2 2F u s « Du dx q u dx , . H H«
V V
1. 2 .and let u g W V be the solution of the problem«
F u ª min .« P .« u s g on ­ V .
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the project SCIENCE of the Commission of the European Communities.
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 .  .We set m s F u . It is easy to see that F u F C, with C ) 0 a« « « « «
1 .constant independent of « . Moreover, m ª 0 and u ª 0 in L V as« «
« ª 0, while
< < 2lim Du dx s q`.H «q«ª0 V
If we look at the graph of the minimizers u for small « , we expect to«
notice steep walls near ­ V, as the function u decays exponentially fast«
from the prescribed value g on the boundary to zero. This entails that the
integrals
< < 2 < < 2u dx and Du dxH H« «
V V
are essentially concentrated in a thin tube around ­ V. In particular one is
lead to conjecture that m has some Taylor expansion similar in some way«
to Weyl’s formula for the volume of a tube around a manifold. In fact, we
prove here the following result:
THEOREM. If V has a C 2-regular boundary and g is of class C 2 we ha¨e
« 2
2 ny1 2 ny1 2m s « g y d H y y g y K y d H y q o « , .  .  .  .  .  .H H« 12­ V ­ V
where we denote by K the mean cur¨ ature of ­ V and by H ny1 the1
n y 1-dimensional Hausdorff measure.
Let us explain why we are interested in results of this kind. A reason is
that they are closely related to research connected with the so-called
Cahn]Hilliard or Modica]Mortola functional: we shall discuss this in
more detail in the next section. Another reason is the following one. The
functionals F make sense whenever ­ V and g are just Lipschitz regular.«
Let us consider the minimum values m as a function of the boundary«
datum g. It is easy to see that at least a portion of the above theorem is
still true: if ­ V and g are Lipschitz continuous, then
m g s « g 2 y d H ny1 y q o « . .  .  .  .H«
­ V
Now, one can consider the class C of the open sets V with Lipschitz
 .continuous boundaries for which there exists a unique signed Borel
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 .measure m : B ­ V ª R such thatV
« 2
2 ny1 2 2m g s « g y d H y y g y dm y q o « .  .  .  .  .  .H H« V2­ V ­ V
0.1 .
for all choice of g as above. Of course, that class contains at least those V
which have C 2-regular boundary: in this case
m A s K y d H ny1 y ;A g B ­ V .  .  .  .HV 1
Al­ V
 .by the theorem above. In general, if V g C and 0.1 hold, it is natural to
consider m as a kind of mean cur¨ ature measure on ­ V.V
This is very similar to the method used to define the curvatures of the
n boundary of a generic convex set in R or more generally of a set of
.positive reach : the curvature measure of order k associated to a portion
A of the boundary is roughly the coefficient of r kq1 in Weyl’s formula for
w xthe volume of a r-tube around A 7, 13, 14, 16 .
This possible approach to ‘‘weak curvatures’’ by means of the function-
als F presents advantages and disadvantages with respect to Weyl’s«
formula. A disadvantage is that it seems at the moment rather compli-
cated. On the other hand, the convexity assumption, or the weaker
requirement of the unique projection property in a tube which is neces-
sary in Weyl’s formula to define what is a r-tube around a portion of the
.boundary seems unnecessary in our setting.
1. G-ASYMPTOTIC DEVELOPMENTS AND THE
MODICA]MORTOLA FUNCTIONAL
Given a family of functionals F depending on a positive parameter « ,«
w xthe G-convergence 6 is a powerful tool to study the asymptotic behaviour
as « ª 0q of both minimizers and minimum values of the functionals.
However, it happens often that the G-limit of F gives far less informa-«
tion than the G-limit of a properly chosen rescaling of the family itself. The
w xG-asymptotic development setting 2 was introduced precisely to help find
the correct rescalings: the idea is to find recursively better and better
scalings of the family F by using the information already given by the«
G-limit of the previous ‘‘coarser’’ scalings.
Let us recall the basic definitions and results.
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DEFINITION 1.1. Let X be a metric space, F , F : X ª R. We say that« 0
F is the G-limit of the family F at a point u g X, and we write0 «
F u s G y lim F u .  .0 «qeª0
if and only if the following is true for each sequence « x0:j
 .  .  .i F u F lim inf F u whenever u ª u in X,0 « j jjjªq`
 .  .  .ii '¨ ª u in X such that F u s lim F ¨ .j 0 « jjjªq`
DEFINITION 1.2. Let X be a metric space, F , F 0., F 1., . . . , F k.:«
X ª R. We say that F has the asymptotic development in G-convergence«
of order k
F s F 0. q «F 1. q « 2F 2. q . . . qe kF k . q o « k .« G
if and only if the following holds:
 . 0. .  .i F u s G y lim F u for each u g X.«q«ª0
 .  iy1.  iy1. 0.ii If i s 1, . . . , k, m [ inf F , F [ F and« «
F  iy1. u y m iy1. .« i.F u [ .« «
then
F  i. u s G y lim F  i. u . .  .«q«ª0
 w x. 0. k .PROPOSITION 1.3 cf. 2 . Suppose X, F , F , . . . , F are as abo¨e«
and F admits the asymptotic de¨elopment of order k«
F s F 0. q « F 1. q « 2F 2. q ??? q« kF k . q o « k . .« G
For each « ) 0 let u g X be a minimizer of the functional F , and suppose« «
that u ª u in X for some subsequence « x0. Then the following holds:« 0 jj
 . 0. k .i u is a minimizer of each one of the functionals F , . . . , F ,0
 .  i.ii if U denotes the set of the minimizers of F in X, theni
F  i. u s q` ;u g X _ U , i s 1, . . . , k . .  .iy1
In particular
U > U > ??? > U .0 1 k
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 .iii If m denotes the infimum of F , then« «
m s m0. q « m1. q ??? q« k mk . q R « , .« j j jj
where
R « .j
lim s 0.k«jªq` j
 .A few words of comment. Statement i says that each limit point of
minimizers has to be a minimizer of each one of the limit functionals F i..
This is not a surprising fact, for indeed each one of the F  i. is the G-limit
of a certain rescaling of F , and rescaling does not change minimizers,«
while convergence of minimizers is the characterizing property of G-
 .  i.convergence. On the other hand, statement ii says that F gives better
information than F  iy1., because its set of minimizers is smaller. Finally,
 .iii gives a Taylor expansion of minimum values.
w xAs a first application of this G-asymptotic development procedure, in 2
was studied a modification of the so-called Cahn]Hilliard or
w xModica]Mortola functionals 12, 10, 15, 11, 4, 3, 1 . Those functionals arise
mainly from problems in mathematical physics related to phase transitions
and are of the following form:
¡ 22 1,2< <« Du dxq f u dx if u g W V and u s g on ­ V , .  .H H~F u s V V .« ¢ 1q` otherwise in L V . .
Here V ; Rn and f is a nonnegative potential having a finite number
 .of minima at the level zero sometimes called wells , which represent the
preferred states of the system. The gradient term with « 2 in front
penalizes a too rapid changing of u and creates a sort of surface tension
effect.
Roughly speaking, what has been known for a fairly long time is the
following: the minimizers of F for « small are almost piecewise constant«
functions, with values in the set of minima of f. Between the constancy
regions one observes thin transition layers where u is rapidly varying, and
these layers as « ª 0 approach some surfaces which are local minimizers
 .of the area functionals i.e., minimal surfaces . For a precise discussion, we
refer to the papers quoted above.
w xThe problem studied in 2 is the following. Suppose f has two flat
 .regions instead of a finite number of minima see Fig. 1 .
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FIGURE 1
By employing the methods of the quoted papers one discovers that the
minimizers of F approach as « ª 0 a two-phase configuration in which the«
set V is split in two regions, a region V where the limiting configuration1
takes values in the interval I , and a region V _ V where it takes values1 1
in I . Moreover, the boundary of V in V is a minimal surface.2 1
This result is easily proved by using G-convergence, but it is no longer
satisfactory: indeed it does not tell us anything about the limiting be-
haviour of minimizers inside the regions V , V _ V . The idea was then to1 1
compute further steps of the asymptotic development in order to get some
more information about the asymptotic behaviour of minimizers.
Unfortunately, this program was successful only in the particular case
 w xwhere V is an interval in R. In higher dimensions it was noticed cf. 2 ,
. 2.Example 2.1 that the second order G-limit F has to take into account
some effect due to the cur¨ atures of the jump surface and of the boundary
­ V. However, it was not well understood how these effects had to be
written down in the expression of F 2..
In order to come to a better understanding of these things, the present
paper is devoted to studying the simplest case in which such effects occur,
 . 2i.e., we take a single-well potential, i.e., f u s u , and we choose a
positive boundary condition g. This assumed, the minimizers have to
approach the function u s 0, but in this way the functional F 1. has a
term penalizing the detaching from the boundary condition g, while F 2.
depends both on g and on the mean curvature of ­ V.
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In Section 2 we write the second-order asymptotic development for F in«
this simpler case, while in Section 3 we say some more words of conclusion
and we present an inequality concerning the third term of the asymptotic
development.
2. ASYMPTOTIC DEVELOPMENT FOR THE
 . 2FUNCTIONALS WITH f u s u
Following the program outlined in the introduction, we compute the
first two terms of the asymptotic development in the simple case where f
 . 2is a single-well potential, more precisely f u s u .
Let us establish precisely our notation. Let V be a bounded, connected
n 3 2 .open set of R with C -regular boundary, g g C ­ V , g ) 0 and
¡ 22 2 1, 2< <« Du q u dx if u g W V , u s g on ­ V , .H~F u s V .« ¢ 1q` otherwise in L V . .
In the proof of the following statements we will often denote
V s x g V : dist x , ­ V - d . 4 .d
 .If d is sufficiently small, this set is diffeomorphic to ­ V = 0, d . The
  .  ..  .diffeomorphism carries x g V into the pair y x , t x , where t x sd
 .  .dist x, ­ V and y x is the orthogonal projection of x on the boundary.
 .If we denote by n y the inner normal at a point y g ­ V, the inverse
 .  .diffeomorphism carries y, t into y q tn y . The Jacobian determinant of
this last application is given by
J y , t s 1 q K y t q K y t 2 q ??? qK y t ny1 , .  .  .  .1 2 ny1
 .where K y denote the symmetric curvature of ­ V of order i at thei
point y.
All this assumed, we may state our main result.
 4THEOREM 2.1. The family of functionals F has the 2nd-order asymp-«
totic de¨elopment
F s F 0. q «F 1. q « 2F 2. q o « 2 , .« G
where




¡ 2 ny1g y d H y if u s 0 a.e. in V , .  .H1. ~F u s ­ V . ¢ 1q` otherwise in L V .
and
¡ 1 2 ny1y g y K y d H y if u s 0 a.e. in V , .  .  .H 122. ~F u s ­ V . ¢ 1q` otherwise in L V . .
This section is now entirely devoted to the proof of this theorem. Before
beginning the proof, let us say some words concerning the meaning of such
a result. The G-limit F 0. of the family of functionals has a single
minimizer, namely the function u s 0. This situation is rather different
from the usual one, because in this case the G-asymptotic development of
order zero gives already complete information on the limit of points of
minimizers: the unique possible limit of minimizers is the null function. By
the way, each one of the functionals F has a unique minimizer u , which« «
is the solution of the linear P.D.E.
Du s ur« 2 in V ,
2.1 . u s g on ­ V .
w xMoreover, by using for instance the methods of 11 , one may easily prove
 4 0.that the sequence u is compact, so that the knowledge of F assures«
1 .that u ª 0 in L V . Nevertheless, our theorem furnishes a second-order«
Taylor polynomial approximating the minimum values m , namely«
m s F 0. 0 q «F 1. 0 q « 2F 2. 0 q o « 2 .  .  .  .«
s « g 2 y dH ny1 y .  .H
­ V
« 2
2 ny1 2y g y K y dH y q o « . .  .  .  .H 12 ­ V
What we believe is interesting here, is the fact that the coefficient of « 2
w xdepends on the mean curvature of ­ V, as was conjectured in 2 in the
more general case of a double-well potential.
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Proof of Theorem 2.1. It is trivial to prove that
G y lim F u s F 0. u ;u g L1 V . .  .  .«q«ª0
 4Thus we have U s 0 and m s 0. As usual, we put0 0
F u y 0 .«1.F u s .« «
¡ 2 2 1, 2< <« Du dx q 1r« u dx if u g W V , u s g on ­ V .  .H H~s V V¢ 1q` otherwise in L V . .
w xBy proceeding as in 10, 2 one easily verifies that
G y lim F 1. u s F 1. u ;u g L1 V . .  .  .«q«ª0
Remark that we need to check G-convergence only at the function u s 0,
1 .for the G-limit is obviously q` at all other points of L V .
 4As before we have U s 0 , while1
m s g 2 y dH ny1 y . .  .H1
­ V
Thus we put
¡ 2 2 2< <Du dx q 1r« u dx .H H
V V
2. ~F u s . 2 ny1 1, 2« y 1r« g y d H y u g W V , u s g on ­ V .  .  .  .H
­ V¢ 1q` otherwise in L V . .
We have got to prove that F 2. G-converges to F 2., i.e., that the following«
holds:
'¨ ª 0 in L1 V such that lim F 2. ¨ s F 2. 0 , 2.2 .  .  .  .« « «
eª0
;w ª 0 in L1 V we have lim inf F 2. w G F 2. 0 . 2.3 .  .  .  .« « «
«ª0
 .Let us prove 2.2 . Choose d such that V is diffeomorphic to ­ V =d
w x   .  ..0, d . If x g V , let y x , t x be its tubular coordinates and setd
¨ s g x exp yt x r« ; x g V . .  . .« d
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On V _ V , define ¨ as the solution of the problemd «
D¨ s 0 in V _ Vd ¨ x s g y x exp ydr« on ­ V _ V . .  .  .  . . d
We have
12 22. 2< < < <F ¨ s D¨ q ¨ dx q D ¨ dx . H H« « « « T «2«V_V Vd d^ ` _ ^ ` _
I II
­ ¨ 1 1« 2 2 2 ny1< <q q ¨ dx y g y dH y . .  .H H«2­ n ««V ­ Vd^ ` _
III
In this formula we indicated, for x g V ,d
­ ¨ ­ ¨« «2 2 2< < < < < <x [ D¨ ? n y x , D ¨ [ D¨ y x , .  .  . .« T « «­ n ­ n
the ‘‘normal’’ and ‘‘tangential’’ components of Dv , respectively.«
By the maximum principle and trace inequality the term I is estimated
by
5 5 2g `2
1r25 5g exp y2dr« q exp y2dr« , .  .H 2«
so that I ª 0 as « ª 0.
Moreover,
d2 ny1< <II F D g y d H y exp y2 tr« J t , y dt .  .  .  .H HT
­ V 0
dr«2 ny1< <s « D g y dH y exp y2a J «a , y da ª 0, .  .  .  .H HT
­ V 0
and
1 2 ny1III s g y 1 y exp y2dr« d H y .  .  . .H« ­ V
2 ny1y g y d H y .  .H /
­ V
ny11 2dr«2 jny1y g y dH y exp ya «a K y da ; .  .  .  .  .H H j /2 ­ V 0 js1
 .computing the integral and passing to the limit as « ª 0 we obtain 2.2 .
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 .The main tool to prove 2.3 is the following lemma.
LEMMA 2.2. For e¨ery « ) 0, let us denote by u the minimizer of F 2..« «
Then, for e¨ery t ) 0 we find « ) 0 such that0
­ u K y .« 1 2y F yg y 1 « q q t « .  .  / /­ n 2
for all y g ­ V and for all « F « .0
 .Proof. Choose d ) 0 such that V is diffeomorphic to ­ V = 0, d andd
w xdefine the function h: ­ V = 0, d ª R
1 ­ J
h y , t s y , t , .  .
J y , t ­ t .
 .where as usual J y, t denotes the Jacobian determinant of the inverse
diffeomorphism. This function is the divergence of the vector field
  ..  .yn y x written in the tubular neighborhood coordinates y, t . Note that
 .  .h y, 0 s K y at every point of ­ V. As h is uniformly continuous, we1
may find r ) 0 and d ) 0 such that
˜ < <H [ sup h y , t : y y y - r , 0 F t F d F K y q t ; y g ­ V . 4 .  .y 1
Using these notations, we begin by proving a couple of lemmas concern-
  2 ..ing some local supersolutions of the operator D y Ir« . Those super-
solutions are relevant because the minimizer u of F 2. is a solution of« «
this same operator.
2 .  .LEMMA 2.3 Local supersolutions . Let y g ­ V, g g C ­ V , g ) 0.
Then the function
H˜ ty 2¨ x s g y x exp y t x « q q « .  .  . .«  /2 2 / /
I
 .is a supersolution for the operator D y in the set2«
U y s x g V : y x g B y , r 4 .  .  .r , d d
whene¨er « F « , where « ) 0 is a constant depending on1 1
< <D g y x . . .
M s sup ,g g y x . .Ur , d
but independent of y g ­ V.
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Proof. Let A g R, and define
t x .
z x s g y x exp y . .  . .«  /A
With easy computations we obtain
I g y x g y x .  . .  .
D y z x s D g y x q y .  . .«2 2 2 / « A «
g y x t x .  . .
q h y x , t x exp y , .  . .  //A A
whence we infer that z is a decreasing supersolution if and only if«
2h Dg Dg
2 2 2A G « h y x , t x q 2« 1 q « y 2 1 y « .  . . )  / /4 g g 0
Then, by defining
< <Dg ˜ < <M s sup , H s sup h y , t , .g g  . . yg­ V , tg 0, dU yr , d
we have that z is a supersolution, provided«
H˜
2 2 2˜A G « H q 2« 1 q « q M 2 1 y « M .)y g g /4 0
H˜y2s « q « q R « , .
2
 . 3where one easily verifies that R « F N« , where N ) 0 can be chosen
˜ ˜depending on H and M , but independent of H . In other words, we mayg y
˜ 2 .  ..find « ) 0 such that for all « - « and for A s « q H r2 q tr2 « ,˜ ˜1 1 y
 .the function z is a supersolution in U y . Q.E.D.« r , d
˜ .LEMMA 2.4 Global supersolutions . There exist A ) 0, « ) 0 such˜2
that, if
`5 5l s u L V _ V .«˜ 2 d2
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and
2d t x .
l x s g y x y l exp y exp y .  . .« 2 2 /  /˜ ˜« q A« « q A«
t x y 2d .
q l exp ,
2 /˜« q A«
then l G u in V whene¨er « - « .˜« « 2 d 2
Proof. We begin to claim that u ª 0 uniformly on the compact«
subsets of V. Indeed, we already know that u ª 0 almost everywhere.«
Moreover, if « ) « , then u is a supersolution for the operator D y1 2 « 1
 2 ..Ir« , whence we see that the sequence u is decreasing, and uniform2 «
convergence follows from Dini’s theorem.
In particular, if we choose « small enough, we may suppose that˜2
l - inf g.­ V
From the proof of Lemma 3 one easily sees that the first term in l is a«
2 ˜ ˜  ..supersolution of D y Ir« if for instance A s H q 1 and « are small˜2
enough. The same is true for the second term in the definition of l . Now,«
the function l is a supersolution which agrees with u on ­ V both« «
.  .functions take the boundary condition g . On the other hand, if t x s 2d ,
 .  .  .l x G l G u x G u x . Then, as l is greater than or equal to u on« « « « «˜2
­ V , the same is true on the whole V . Q.E.D.2 d 2 d
 .LEMMA 2.5 Local supersolutions dominating u . There exists « ) 0« 3
such that, if
`5 5q s u L V _ V .«˜ d3
max g .­ V ˜Q s exp 4 Ad , .2r
then the function
d2< <¨ x s g y x q Q y x y y y q exp y .  .  . .« , y 2 /˜« q A«
t x .
= exp y
H˜ ty 02« q q « /2 2
t x y d .
q q exp
2 /˜« q A«
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 .is greater or equal to u on U y pro¨ided « F « for e¨ery choice of˜« r , d 3
y g ­ V.
Proof. As in the proof of Lemma 4, if « is small enough we may˜3
suppose that q - inf g. By Lemma 3, the first term in the definition of ¨« , y
w  2 .x  .is a supersolution of D y Ir« it is enough to chose « F « . Notice˜ ˜1
that « may be chosen independent of y g ­ V because3
2< < < <sup sup D Q y x y y - q`. .
 .yg­ V yr , d
Also the second term in ¨ is easily seen to be a supersolution for« , y
 .« - « , so that ¨ is on the whole a supersolution on U y . If y g ­ V˜3 « , y r , d
 .  .  .one has ¨ y G g y , with equality holding if y s y. If x g U y and« , y r , d
  .  .  .  .  .t x s d then ¨ x G q G u x . Finally, if y x g ­ B y, r and« , y «
 .  .  .  .  .t x g 0, d we have ¨ x G l x G u x because of our choice of Q.« , y « «
 .Thus ¨ G u on ­U y and the assert follows. Q.E.D.e , y « r , d
 .Conclusion of the proof of Lemma 2.2. On the set U y we haver, d
 .  .  .  .  .u x F ¨ x . Moreover, ¨ y s g y s u y , so that« « , y « , y «
˜­ u ­ ¨ H t« « , y y 2 3y F y s y g y « q q « q o « .  .  .  . /­ n ­ n 2 2 /
K y .1 2 3F y g y « q q t « q o « , .  . / /2
provided « F « , with « independent of y. Q.E.D.0 0
 .Proof of inequality 2.3 . By using the minimality of u , the«
Gauss]Green formula, and Lemma 2 we obtain
2g y .22. 2. ny1< <F w G F u s Du q u Du dx y d H y .  .  .H H« « « « « « « «V ­ V
2g y .21 ny1s D u dx y d H y .  .H H«2 «V ­ V
­ u« ny1s y g y y q g y d H y .  .  .  .H
­ n­ V
K y 1 .12 2 ny1G g y 1 « q q t « y d H y .  .H  / /2 «­ V
K y k y .  .1 12 ny1s y g y q t 1 q q t « d H y , .  .H  /  / /2 2­ V
provided « F « .0
ANZELLOTTI, BALDO, AND ORLANDI922
Thus
K y K y .  .1 12. 2lim inf F w G lim y g y q t 1 q q t « .  .H« «  /  / /2 2«ª0 «ª0 ­ V
= dH ny1 y .
1 2 ny1s y K y q 2t g y d H y , .  .  . .H 12
­ V
 .and 2.3 follows since t is arbitrary. This concludes the proof of Theorem
2.1. Q.E.D.
3. HIGHER ORDER DEVELOPMENTS AND
CONCLUSIONS
Having found the second-order development of the family F , it would«
be desirable to know also the functional F 3. in the third-order develop-
ment. By definition, F 3. is the G-limit of the rescaled family
F 2. u y F 2. 0 .  .«3.F u s . .« «
3. .What we already know is that F u is identically q` unless u s 0 a.e.
3. . 3in V, and that F 0 is the coefficient of « in the power expansion of
 .the minimum values m s F u . The first naive idea for a guess at« « «
3. .  .  4F 0 is to compute the limit of the sequence F ¨ , where ¨ is the« « «
 .sequence we constructed to prove 2.2 in Theorem 2.1. With straight-
forward computations we obtain
3. < < ny1lim F ¨ s = g y d H y .  .  .H« « Tq«ª0 ­ V
1 2 ny1y g y K y d H y , .  .  .H 24
­ V
where = g denotes the tangential gradient of g and K is the secondT 2
symmetric curvature of ­ V if n G 3, while K s 0 if n s 2. This proves2
that
13. ny1 2 ny1< <F 0 F = g y d H y y g y K y d H y . .  .  .  .  .  .H HT 24
­ V ­ V
3.1 .
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 .By misfortune, we can certainly say that equality in 3.1 does not hold
for general g and V because of the following example.
 2 < < 4Let V s x g R : x - 1 be the unit ball in the plane, and let g ' 1 on
 .­ V. In this case the right-hand side of 3.1 vanishes, because g is constant
and the second symmetric curvature of a curve in R2 is zero. Nevertheless,
3. .we will show that F 0 is strictly less than zero by constructing a
 4 1 .sequence w such that w ª 0 in L V and« «
p
3.lim F w s y . .« «q 4«ª0
Now, Lemma 2.3 suggests to try the sequence
r y 1
w r , u s exp , .« « 0« 1 q /2
 . 2where r, u are the polar coordinates in R .
By a direct computation we get
p
2 3 3F w s 2p« y p« y « q o « , .  .« « 4
which proves our claim: in this particular case
p
3.F 0 F y , .
4
and we believe there is good hope in the equality sign.
Notice that the coefficients of « , « 2 in the above expression are
consistent with Theorem 2.1.
The bad thing here is that this construction relies heavily on the fact
that g and K are constant: if this is not the case it is not completely clear1
3. .how to guess F 0 , even if it seems clear that it should depend again on
 .K , and not only on K as the expression in 3.1 does.1 2
Another thing we have to mention is the following. The k th order
asymptotic development of a family of functionals F gives a Taylor«
expansion of order k of the minimum values m . However, even if we are«
able to write asymptotic expansions of any order, there is no reason to
expect that m is an analytic function of « . Indeed, in the simple case«
 .  .  .where V s 0, 1 ; R and g 0 y g 1 s 0, we can actually write down the
minimizers, and one discovers that m does not depend analytically on « ,«
k . .even if the asymptotic development is finite, in the sense that F 0 s 0«
for all k G 2.
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