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Abstract
This paper presents a brief review of the newly developed Extended Electrodynamics. The
relativistic and non-relativistic approaches to the extension of Maxwell equations are considered
briefly, and the further study is carried out in relativistic terms in Minkowski space-time. The non-
linear vacuum solutions are considered and fully described. It is specially pointed out that solitary
waves with various, in fact arbitrary, spatial structure and photon-like propagation properties exist.
The null character of all non-linear vacuum solutions is established and extensively used further.
Coordinate-free definitions are given to the important quantities amplitude and phase. The new
quantity, named scale factor, is introduced and used as a criterion for availability of rotational
component of propagation of some of the nonlinear, i.e. nonmaxwellian, vacuum solutions. The
group structure properties of the nonlinear vacuum solutions are analyzed in some detail, showing
explicitly the connection of the vacuum solutions with some complex valued functions. Connection-
curvature interpretations are given and a special attention is paid to the curvature interpretation of
the intrinsic rotational (spin) properties of some of the nonlinear solutions. Several approaches to
coordinate-free local description and computation of the integral spin momentum are considered.
Finally, a larage family of nonvacuum spatial soliton-like solutions is explicitly written down, and
a procedure to get (3+1) versions of the known (1+1) soliton solutions is obtained.
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1 Introduction
1.1 The concept of Physical Object
When we speak about free physical objects, e.g. classical particles, solid bodies, elementary particles,
etc., we always keep in mind that, although we consider them as free, they can not in principle be
absolutely free. What is really understood under ”free object” (or more precisely ”relatively free
object”) is, that some definite properties (e.g. mass, velocity) of the object under consideration do not
change in time during its evolution under the influence of the existing environment. The availability
of such time-stable features of any physical object guarantees its identification during its existence
in time. Without such an availability of constant in time properties (features), which are due to the
object’s resistance abilities, we could not speak about objects and knowledge at all. So, for example,
a classical mass particle in external gravitational field is free with respect to its mass, and it is not free
with respect to its behavior as a whole (its velocity changes), because in classical mechanics formalism
its mass does not change during the influence of the external field on its accelerated way of motion.
The above view implies that three kinds of quantities will be necessary to describe as fully as
possible the existence and the evolution of a given physical object:
1. Proper (identifying) characteristics, i.e. quantities which do NOT change during the
entire existence of the object. The availability of such quantities allows to distinguish a physical
object among the other ones.
2. Kinematical characteristics, i.e. quantities, which describe the allowed space-time evolution,
where ”allowed” means consistent with the constancy of the identifying characteristics.
3. Dynamical characteristics, i.e. quantities which are functions (explicit or implicit) of the
proper and of the kinematical characteristics.
Some of the dynamical characteristics have the following two important properties: they are uni-
versal, i.e. every physical object carries nonzero value of them (e.g. energy-momentum), and they
are conservative, i.e. they may just be transferred from one physical object to another (in various
forms) but no loss is allowed.
Hence, the evolution of a physical object subject to bearable/acceptable exterior influence (per-
turbation), coming from the existing environment, has three aspects:
1. constancy of the proper (identifying) characteristics,
2. allowed kinematical evolution, and
3. exchange of dynamical quantities with the physical environment.
If the physical object under consideration is space-extended (continuous) and is described by
a many-component mathematical object we may talk about internal exchange of some dynamical
characteristic among the various components of the object. For example, the electromagnetic field has
two vector components (E,B) and internal energy-momentum exchange between E and B should be
considered as possible.
The third feature suggests that the dynamical equations, describing locally the evolution of the
object, may come from giving an explicit form of the quantities controlling the local internal and
external exchange processes i.e. writing down corresponding local balance equations. Hence, denoting
the local quantities that describe the external exchange processes by Qi, i = 1, 2, . . . , the object should
be considered to be Qi-free, i = 1, 2, . . . , if the corresponding integral values are time constant, which
can be achieved only if Qi obey differential equations presenting appropriately (implicitly or explicitly)
corresponding local versions of the conservation laws (continuity equations). In the case of absence
of external exchange these equations should describe corresponding internal exchange processes. The
corresponding evolution in this latter case may be called proper evolution.
In trying to formalize these views we have to give some initial explicit formulations of some most
basic features (properties) of what we call physical object, which features would lead us to a, more or
less, adequate theoretical notion of our intuitive notion of a physical object. Anyway, the following
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properties of the theoretical concept ”physical object” we consider as necessary:
1. It can be created.
2. It can be destroyed.
3. It occupies finite 3-volumes at any moment of its existence, so it has structure.
4. It has a definite stability to withstand some external disturbances.
5. It has definite conservation properties.
6. It necessarily carries energy-momentum, and, possibly, other measurable (conservative or non-
conservative) physical quantities.
7. It exists in an appropriate environment (called usually vacuum), which provides all necessary
existence needs.
8. It can be detected by the rest of the world through allowed energy-momentum exchanges.
9. It may combine with other appropriate objects to form new objects of higher level structure.
10. Its death gives necessarily birth to new objects following definite rules of conservation.
Remark. The property to be finite we consider as a very essential one. So, the above features do NOT
allow the classical material points and the infinite classical fields (e.g. plane waves) to be considered
as physical objects since the former have no structure and cannot be destroyed, and the latter carry
infinite energy, so they cannot be created. Hence, the Born-Infeld ”principle of finiteness” stating that
a satisfactory theory should avoid letting physical quantities become infinite, declared in [9], may be
strengthened as follows: all real physical objects are spatially finite entities and NO infinite values of
the physical quantities carried by them are allowed.
Clearly, together with the purely qualitative features physical objects carry important quantita-
tively described physical properties, and any external interaction may be considered as an exchange
of such quantities provided both the object and the environment carry them. Hence, the more uni-
versal is a physical quantity the more useful for us it is, and this moment determines the exclusively
important role of energy-momentum, which modern physics considers as the most universal one, i.e.
every physical object necessarily carries energy-momentum.
From pure formal point of view a description of the evolution of a given continuous physical object
must include obligatory two mathematical objects:
1. First, the mathematical object Ψ which is meant to represent as fully as possible the integrity
of the object under consideration, and when subject to appropriate operators, Ψ must reproduce
explicitly all important information about the structure and admissible dynamical evolution of the
physical object;
2. Second, the mathematical object DΨ which represents the admissible changes, where D
is appropriately chosen differential operator acting mainly on the kinematical and dynamical char-
acteristics. If D does not depend on Ψ and its derivatives, and, so, on the corresponding proper
characteristics of Ψ, the relation DΨ = 0 then would mean that those kinematical and dynamical
properties of Ψ, which feel the action of D, are constant with respect to D, so the evolution prescribed
by DΨ = 0, would have ”constant” character and would say nothing about possible changes of those
characteristics, which do not feel D.
From principle point of view, it does not seem so important if the changes DΨ are zero, or not
zero, the significantly important point is that the changes DΨ are admissible. The changes DΨ
are admissible in the following two cases: first, when related to the very object Ψ through some
”projection” P upon Ψ, the ”projections” P (DΨ) vanish, and then the object is called free (with
respect to those characteristics which feel D); second, when the projections P (DΨ) do not vanish,
but the object still survives, then the object is called not free (with respect to the same characteristics).
In the first case the corresponding admissible changes DΨ have to be considered as having an intrinsic
for the object nature, and they should be generated by some necessary for the very existence of the
object internal energy-momentum redistribution during evolution (recall point 6 of the above stated
10 properties of a physical object). In the second case the admissible changes DΨ, in addition to
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the intrinsic factors, depend also on external factors, so, the corresponding projections P (DΨ) should
describe explicitly or implicitly some energy-momentum exchange with the environment.
Following this line of considerations we come to a conclusion that every description of a free
physical object must include some mathematical expression of the kind F(Ψ,DΨ;S) = 0, specifying
(through the additional quantities S) what and how changes, and specifying also what is projected
and how it is projected. If the object is not free but it survives when subject to the external influ-
ence, then it is very important the quantity F(Ψ,DΨ;S) 6= 0 to have, as much as possible, universal
character and to present a change of a conservative quantity, so that this same quantity to be ex-
pressible through the characteristics F of the external object(s). Hence, specifying differentially some
conservation/balance properties of the object under consideration, and specifying at every space-
time point the corresponding admissible exchange process with the environment through the equation
F(Ψ,DΨ;Q) = G(F , dF ; Ψ,DΨ, ...) we obtain corresponding equations of motion being consistent
with the corresponding integral conservation properties.
In accordance with these considerations it seems reasonable to note also that this two-sided
change-conservation nature of a physical object could be mathematically interpreted in terms of the
integrability-nonintegrability properties of a system of PDE. In fact, according to the Frobenius inte-
grability theorems (see Sec.9), integrability means that every Lie bracket of two vector fields of the
corresponding differential system is linearly expressible through the vector fields generating the very
system, so, the corresponding curvature is zero and nothing flows out of the system. From physi-
cal point of view this would mean that such physical objects are difficult to study, because, strictly
speaking, they seem to be strictly isolated, and, therefore, unobservable. When subject to appropriate
external perturbation they lose isolation, so they are no more integrable, and have to transform to
other physical objects, which demonstrate new integrability properties.
On the contrary, nonintegrability means nonzero curvature, so there are outside directed Lie brack-
ats [X,Y ] (called usually vertical projections) of the generators of the differential system, and the
correspondig flows of these Lie brackets carry the points of the expected integral manifold out of it,
so, something is possible to flow out of the system. These sticking out Lie brackets look like system’s
tools, or ”tentakles”, which carry out the necessary for its very existence contacts with the rest of the
world. We can say that namely these ”nonintegrability” features of the physical system makes it ac-
cessible to be studied. Figuratively speaking, ”the nonintegrability properties protect and support the
integrability properties” of the system, so these both kind of properties are important for the system’s
existence, and their coavailability/coexistence demonstrates the dual nature of physical systems.
We note that this viewpoint assumes somehow, that for an accessible to study time-stable physical
system it is in principle expected both, appropriate integrable and nonintegrable differential/Pfaff
systems to be associated. And this fits quite well with the structure of a fiber bundle: as we know,
the vertical subbundle of a fiber bundle is always integrable with integral manifolds the corresponding
fibers; a horizontal subbundle chosen may carry nonzero curvature, and this curvature characterizes
the system’s properties that make possible some local studies to be performed.
We recall that this idea of change-conservation has been used firstly by Newton in his momentum
balance equation p˙ = F which is the restriction of the nonlinear partial differential system ∇pp = mF,
or pi∇ipj = mFj, on some trajectory. This Newton’s system of equations just says that there are
physical objects in Nature which admit the ”point-like” approximation, and which can exchange
energy-momentum with ”the rest of the world” but keep unchanged some other of their properties,
and this allows these objects to be identified in space-time and studied as a whole, i.e. as point-like
ones. The corresponding ”tentakles” of these objects seem to carry out contacts with the rest of the
world by means of energy-momentum exchange.
In macrophysics, as a rule, the external influences are such that they do NOT destroy the sys-
tem, and in microphysics a full restructuring is allowed: the old ingredients of the system may fully
transform to new ones, (e.g. the electron-positron annihilation) provided the energy-momentum con-
servation holds. The essential point is that whatever the interaction is, it always results in appearing of
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relatively stable objects, carrying energy-momentum and some other particular physically measurable
quantities. This conclusion emphasizes once again the importance of having an adequate notion of
what is called a physical object, and of its appropriate mathematical representation.
Modern science requires a good adequacy between the real objects and the corresponding math-
ematical model objects. So, the mathematical model objects Ψ must necessarily be spatially finite,
and even temporally finite if the physical object considered has by its intrinsic nature finite life-time.
This most probably means that Ψ must satisfy nonlinear partial differential equation(s), which should
define in a consistent way the admissible changes and the conservation properties of the object un-
der consideration. Hence, talking about physical objects we mean time-stable spatially finite entities
which have a well established balance between change and conservation, and this balance is kept by a
permanent and strictly fixed interaction with the environment.
This notion of a (finite continuous) physical object sets the problem to try to consider and represent
its integral characteristics through its local dynamical properties, i.e. to try to understand its nature
and integral appearance as determined and caused by its dynamical structure. The integral appearance
of the local features may take various forms, in particular, it might influence the spatial structure
of the object. In view of this, the propagational behavior of the object as a whole, considered in
terms of its local translational and rotational components of propagation, which, in turn, should be
related to the internal energy-momentum redistribution during propagation, could be stably consistent
only with some distinguished spatial structures. We note that the local rotational components of
propagation NOT always produce integral rotation of the object, but if they are available, time stable,
and consistent with the translational components of propagation, some specific conserved quantity
should exist. And if the rotational component of propagation shows some consistent with the object’s
spatial structure periodicity, clearly, the corresponding frequency may be used to introduce such a
quantity.
Finally we note that the rotational component of propagation of a (continuous finite) physical
object may be of two different origins: relative and intrinsic. In the ”relative” case the corresponding
physical quantity, called angular momentum, depends on the choice of some external to the system
factors, usually these are relative axis and relative point. In the ”intrinsic” case the rotational com-
ponent (if it is not zero) is meant to carry intrinsic information about the system considered, so, the
corresponding physical quantity, usually called spin, should NOT depend on any external factors.
As an idealized (mathematical) example of an object as outlined above, let’s consider a spatial
region D of one-step piece of a helical cylinder with some proper (or internal) diameter ro, and let
D be winded around some straightline axis Z. Let at some (initial) moment to our mathematical
model-object Ψ be different from zero only inside D. Let now at t > to the object Ψ, i.e. the region D,
begin moving as a whole along the helical cylinder with some constant along Z (translational) velocity
c in such a way that every point of D follows its own (helical) trajectory around Z and never crosses
the (helical) trajectory of any other point of D. Obviously, the rotational component of propagation
is available, but the object does NOT rotate as a whole. Moreover, since the translational velocity c
along Z is constant, the spatial periodicity λ, i.e. the height of D along Z, should be proportional to
the time periodicity T , and for the corresponding frequency ν = 1/T we obtain ν = c/λ. Clearly, this
is an idealized example of an object with a space-time consistent dynamical structure, but any physical
interpretation would require to have explicitly defined D, Ψ, corresponding dynamical equations, local
and integral conserved quantities, λ, c and, probably, some other parameters. We shall show that in
the frame of EED such finite solutions of photon-like nature do exist and can be explicitly written
(see the pictures on pp.62-63).
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1.2 Notes on Faraday-Maxwell Electrodynamics
The 19th century physics, due mainly to Faraday and Maxwell, created the theoretical concept of
classical field as a model of a class of spatially continuous (extended) physical objects having dynamical
structure. As a rule, the corresponding free fields are considered to satisfy linear dynamical equations,
and the corresponding time dependent solutions are in most cases infinite. The most important
examples seem to be the free electromagnetic fields, which satisfy the charge-free Maxwell equations.
The concepts of flux of a vector field through a 2-dimensional surface and circulation of a vector field
along a closed curve were coined and used extensively. Maxwell’s equations in their integral form
establish where the time-changes of the fluxes of the electric and magnetic fields go to, or come from,
in both cases of a closed 2-surface and a 2-surface with a boundary. We note that these fluxes are
specific to the continuous character of the physical object under consideration and it is important
also to note that Maxwell’s field equations have not the sense of direct energy-momentum
balance relations as the Newton’s law p˙ = F has. Nevertheless, they are consistent with
energy-momentum conservation in finite regions, as it is well known, but they impose much stronger
requirements on the field components, so, the class of admissible solutions is much more limited
than the local conservation equations would admit. Moreover, from qualitative point of view, the
electromagnetic induction experiments show that a definite quantity of the field energy-momentum
is transformed to mechanical energy-momentum carried away by the charged particles, but, on the
contrary, the corresponding differential equation does not allow such energy-momentum transfer (see
further). Hence, the introduced by Newton basic approach to derive dynamics from local energy-
momentum balance equations had been left off, and this step is still respected today.
Talking about description of free fields by means of differential equations we mean that these
equations must describe locally the intrinsic dynamics of the field, so NO boundary conditions or any
other external influence should be present. The pure field Maxwell equations (although very useful
for considerations in finite regions with boundary conditions) have time-dependent vacuum solutions
(i.e free-field solutions, so, solutions in the whole space) that give an inadequate description of the
real free fields. As a rule, if these solutions are time-stable, they occupy the whole 3-space or an
infinite subregion of it, and they do not go to zero at infinity, hence, they carry infinite energy and
momentum. As an example we recall the (transverse with zero invariants) plane wave solution, given
by the electric and magnetic fields of the form
E =
{
u(ct+ εz), p(ct + εz), 0
}
; B =
{
εp(ct+ εz),−εu(ct + εz), 0
}
, ε = ±1,
where u and p are arbitrary differentiable functions. Even if u and p are soliton-like with respect to
the coordinate z, they do not depend on the other two spatial coordinates (x, y). Hence, the solution
occupies the whole R3, or its infinite subregion, and clearly it carries infinite integral energy
E =
∫
R3
(u2 + p2)dxdydz =∞.
In particular, the popular harmonic plane wave
u = Uocos(ωt± kz.z), p = Posin(ωt± kz.z), k2z = ω2, Uo = const, Po = const,
clearly occupies the whole 3-space, carries infinite energy
E =
∫
R3
(U2o + P
2
o )dxdydz =∞
and, therefore, could hardly be a model of a really created field, i.e. of really existing field objects.
We recall also that, according to Poisson’s theorem for the D’Alembert wave equation (which
equation is necessarily satisfied by every component of E and B in the pure field case), a spatially
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finite and smooth enough initial field configuration is strongly time-unstable [1]: the initial condition
blows up radially and goes to infinity. Hence, Maxwell’s equations cannot describe spatially finite
and time-stable time-dependent free field configurations with soliton-like behavior. The contradictions
between theory and experiment that became clear at the end of the 19th century were a challenge to
theoretical physics. Planck and Einstein created the notion of elementary field quanta, named later
by Lewis [2] the photon. The concept of photon proved to be adequate enough and very seminal,
and has been widely used in the 20th century physics. However, even now, after a century, we still
do not have a complete and satisfactory self-consistent theory of single (or individual) photons. It is
worth recalling at this point the Einstein’s remarks of dissatisfaction concerning the linear character
of Maxwell theory which makes it not able to describe the microstructure of radiation [3]. Along this
line we may also note here some other results, opinions and nonlinearizations [4]-[14].
According to the non-relativistic formulation of Classical Electrodynamics (CED) the electromag-
netic field has two aspects: electric and magnetic. These two aspects of the field are described by two
vector fields, or by the corresponding through the Euclidean metric 1-forms, on R3 : the electric field
E and the magnetic field B, and a parametric dependence of E and B on time is admitted. Maxwell’s
equations read (with j - the electric current and in Gauss units)
rotB− 1
c
∂E
∂t
=
4π
c
j, divE = 4πρ, (1)
rotE+
1
c
∂B
∂t
= 0, divB = 0. (2)
The pure field equations are
rotB− 1
c
∂E
∂t
= 0, divE = 0, (3)
rotE+
1
c
∂B
∂t
= 0, divB = 0. (4)
The first of equations (2) is meant to represent mathematically the results of electromagnetic induction
experiments. But, it does NOT seem to have done it quite adequately. In fact, as we mentioned earlier,
these experiments and studies show that field energy-momentum is transformed to mechanical energy-
momentum, so that the corresponding material bodies (magnet needles, conductors, etc.) change
their state of motion. The vector equation (2), which is assumed to hold inside all media, including
the vacuum, manifests different feature, namely, it gives NO information about any field energy-
momentum transformation to mechanical one in this way: the time change of B is compensated by
the spatial nonhomogenity of E, in other words, this is an intrinsic dynamic property of the field
and it has nothing to do with any direct energy-momentum exchange with other physical systems.
This is quite clearly seen in the relativistic formulation of equations (2) and the divergence of the
stress-energy-momentum tensor (see further eqns. (8)-(9)).
This interpretation of the electromagnetic induction experiments has had a very serious impact on
the further development of field theory. The dual vector equation (3), introduced by Maxwell through
the so called ”displacement current”, completes the time-dependent differential description of the field
inside the frame of CED. The two additional equations divB = 0, divE = 0 impose restrictions on
the admissible spatial configurations (initial conditions, spatial shape) in the pure field case. The
usual motivation for these last two equations is that there are no magnetic charges, and NO electric
charges are present inside the region under consideration. This interpretation is also much stronger
than needed: a vector field may have non-zero divergence even if it has no singularities, i.e. points
where it is not defined, e.g. the vector field (sech(x), 0, 0) has NO singularities and is not divergence-
free. The approximation for continuously distributed electric charge, i.e. divE = 4πρ, does not justify
the divergence-free case ρ = 0, on the contrary, it is consistent with the latter, since NO non-zero
divergences are allowed outside of the continuous charge distribution.
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All these clearly unjustified by the experiment and additionally tacitly imposed requirements lead,
in our opinion, to an inadequate mathematical formulation of the observational facts: as we mentioned
above, a mathematical consequence of (3)-(4) is that every component Φ of the field necessarily satisfies
the wave D’Alembert equation ✷Φ = 0, which is highly undesirable in view of the required by this
equation ”blow up” of the physically sensible initial conditions (see the comments in the next section).
Another feature of the vacuum Maxwell system (3)-(4), which brings some feeling of dissatisfaction
(especially to the mathematically inclined physicists) is the following. Let’s consider E and B as 1-
forms on the manifold R4 with coordinates (x, y, z, ξ = ct). It seems natural to expect that every
solution to (3)-(4) would define completely integrable Pfaff system (E,B). For example, the plane
wave solution given above defines such a completely integrable Pfaff system, which is easy to check
through verifying the relations
dE ∧E ∧B = 0, dB ∧E ∧B = 0,
with the plane wave E and B. Now, if we change slightly this plane wave E to E′ = E + const.dz,
const 6= 0, and keep the same plane wave B, the new couple (E′,B) will give again vacuum solution,
but will no more define completely integrable Pfaff system, since we obtain
dE′ ∧E′ ∧B = −1
2
const.(u2 + p2)ξdx ∧ dy ∧ dz ∧ dξ,
dB ∧E′ ∧B = const.(puξ − upξ)dx ∧ dy ∧ dz ∧ dξ.
These expressions are different from zero in the general case, i.e. for arbitrary functions u and p.
As for the charge-present case, i.e. equations (1)-(2), some dissatisfaction of a quite different nature
arises. In fact, every mathematical equation A = B means that A and B are different notations for the
same element, in other words, it means that on the two sides of ”=” stays the same mathematical
object, but expressed in two different forms. So, every physically meaningful equation necessarily
implies that the physical nature of A and B must be the same. For example, the Newton’s law p˙ = F
equalizes the same change of momentum expressed in two ways: through the characteristics of the
particle, and through the characteristics of the external field, and this energy-momentum exchange
does not destroy neither the particle nor the field. Now we ask: which physical quantity, that is well
defined as a local characteristic of the field Fµν , as well as a local characteristic of the charged particles,
is represented simultaneously through the field’s derivatives as δFµ, and through the characteristics of
the charged particles as jµ? All known experiments show that the field Fµν , considered as a physical
object, can NOT carry electric charge, only mass objects may be carriers of electric charge. So, from
this (physical) point of view δFµ should NEVER be made equal to jµ, these two quantities have
different physical nature and can NOT be equivalent. Equations (1) may be considered as acceptable
only if they formally, i.e. without paying attention to their physical nature, present some sufficient
condition for another properly from physical point of view justified relation to hold. For example, the
relativistic version of (1) is given by δFµ = 4πjµ, and it is sufficient for the relation FµνδF
ν = 4πFµνj
ν
to hold, but both sides of this last equation have the same physical nature (namely, energy momentum
change), therefore, it seems better justified and more reliable. Note, however, that an admission of
this last equation means that the very concept of electromagnetic field, considered as independent
physical object, has been DRASTICALLY changed (extended), e.g. it propagates NO MORE with
the velocity of light which is a Lorentz-invariant property. In our view, in such a case, any solution F
represents just one aspect, the electromagnetic one, of a very complicated physical system and should
not be considered as electromagnetic field in the proper sense, i.e. as a physical object.
The important observation at such a situation is that the adequacy of Maxwell description is
established experimentally NOT directly through the field equations, BUT indirectly, mainly through
the corresponding Lorentz force, i.e. through the local energy-momentum consevation law. Therefore,
it seems naturally to pass to a direct energy-momentum description, i.e to extend Maxwell equations
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to energy-momentum exchange equations, and in this way to overcome the above mentioned physically
qualitative difference between δFµ and jµ.
In this paper we present a concise review of the newly developed Extended Electrodynamics (EED)
[15]-[20], which was built in trying to find such a reasonable nonlinear extension of Maxwell equations
together with paying the corresponding respect to the soliton-like view on the structure of the
electromagnetic field. In the free field case EED follows the rules:
1. NO new objects should be introduced in the new equations.
2. The Maxwell energy-momentum quantities should be kept the same, and the local conservation
relations together with their symmetry (see further relation (7)) should hold.
So, the first main goal of EED is, of course, to give a consistent field description of single time-stable
and spatially finite free-field configurations that show a consistent translational-rotational propagation
as their intrinsic property. As for the electromagnetic fields interacting continuously with some clas-
sical medium, i.e. a medium carrying continuous bounded electric charges and magnetic moments,
and having abilities to polarize and magnetize when subject to external electromagnetic field, as we
mentioned above, our opinion is that the very concept of electromagnetic field in such cases is quite
different. The observed macro-phenomena concerning properties and propagation may have very little
to do with those of the free fields. We are not even sure that such fields may be considered as physical
objects (in the sense considered in Sec.1.1 to this paper), and to expect appearance of some kind of
proper dynamics. The very complicated nature of such systems seems hardly to be fully described at
elementary level, where at every space-time micro-region so many ”annihilation-creation” elementary
acts are performed, the exchanged energy-momentum acquires mechanical degrees of freedom, the
entropy change becomes significant, some reorganization of the medium may take place and new, not
electromagnetic, processes may start off, etc. So, the nature of the field-object that survives during
these continuous ”annihilation-creation” events is, in our view, very much different from the one we
know as electromagnetic free field; the corresponding solution F may be considered just as a seriously
transformed image of the latter, and it is just one component of a many-component system, and, in
some cases, even not the most important one. Shortly speaking, the free field solutions are meant to
represent physical objects, while the other solutions represent just some aspects of a much more com-
plicated physical system. In our view, only some macro-picture of what really happens at micro-level
we should try to obtain through solving the corresponding equations. And this picture could be the
closer to reality, the more adequate to reality are our free field notions and the energy-momentum
balance equations. That’s why the emphasis in our approach is on the internal energy-momentum
redistribution in the free field case.
As for the 4-potential approach to Maxwell equations we recall that in the vacuum case the two
equations dF = 0,d∗F = 0, considered on topologically non-trival regions, admit solutions having NO
4-potentials. For example, the field of a point source is given by (in spherical coordinates originating
at the source) F = (q/r2)dr ∧ d(ct), ∗F = q sinθdθ ∧ dϕ and is defined on S2 × R2. Now the new
couple F = aF + b ∗ F, ∗F = −bF + a ∗ F with a, b = const. is a solution admitting NO 4-potential
on S2 × R2. This remark suggests that the 4-potential does not seem to be a fundamental quantity.
Turning back to the free field case we note that, in accordance with the soliton-like view, which
we more or less assume and shall try to follow, the components of the field at every moment t have
to be represented by smooth, i.e. nonsingular, functions, different from zero, or concentrated, only
inside a finite 3-dimensional region Ωt ⊂ R3, and this must be achieved by the nonlinearization as-
sumed. Moreover, we have to take care for the various spatial configurations to be admissible, so, it
seems desirable the nonlinearization to admit time-stable solutions with arbitrary initial spatial shape.
Finally, the observed space-time periodical nature of the electromagnetic radiation (the Planck’s for-
mula W = hν in case of photons) requires the new nonlinear equations to be able to describe such a
periodical nature together with the corresponding frequency dependence during propagation.
The above remarks go along with Einstein’s view that ”the whole theory must be based on partial
differential equations and their singularity-free solutions” [21].
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2 From Classical Electrodynamics to Extended Electrodynamics
The above mentioned idea, together with the assumption for a different interpretation of the concept
of field: first, considered as independent physical object (field in vacuum), and second, considered
in presence of external charged matter, is strongly supported by the fact that Maxwell’s equations
together with the Lorentz force give very good and widely accepted expressions for the energy density
w, the momentum density (the Poynting vector) s˜, and for the intra-field energy-momentum exchange
during propagation - the Poynting equation:
w =
1
8π
(E2 +B2), s˜ =
c
4π
(E×B), ∂w
∂t
= −div s˜. (5)
Let’s consider now the D’Alembert wave equarion Φ = 0. A solution of this equation, meant to
describe a finite field configuration with arbitrary spatial structure and moving as a whole along some
spatial direction, which we choose for z-coodinate, would look like as Φ(x, y, z + εct), ε = ±1, where
Φ is a bounded finite with respect to (x, y, z) function. Substituting this Φ in the equation, clearly,
the second derivatives of Φ with respect to z and t will cancel each other, so, the equation requires Φ
to be a harmonic function with respect to (x, y) : Φxx +Φyy = 0. According to the Liouville theorem
in the theory of harmonic functions on R2 if a harmonic on the whole R2 function is bounded it must
be constant. Therefore, Φ shall not depend on (x, y), i.e. Φ = Φ(z + εct).
Considering now the Poynting equation we’ll find that it really admits spatially finite solutions
with soliton-like propagation along the direction chosen. In fact, it is immediately verified that if in
the above given plane wave expressions for E and B we allow arbitrary dependence of u and p on the
three spatial coordinates (x, y, z), i.e. u = u(x, y, ξ + εz), p = p(x, y, ξ + εz), then the corresponding
E and B will satisfy the Poynting equation and will NOT satisfy Maxwell’s vacuum equations. So,
the Poynting equation is able to describe collections of co-moving photons, which may be considered
classically as spatially finite radiation pulses with photon-like behavior. Such finite pulses do not ”blow
up” radially, so, this suggests to look for new dynamical equations which also must be consistent with
the Maxwell local conservation quantities and laws. Hence, if the equations we look for should be
consistent with the photon structure of electromagnetic radiation, i.e. with the view that any EM-
pulse consists of a collection of real spatially finite objects, and each one propagates as a whole in
accordance with the energy-momentum that it has been endowed with in the process of its creation, we
have to find new field equations.
We begin now the process of extension of Maxwell equations. First, we specially note the well
known invariance, usually called electric-magnetic duality, of the pure field equations (3)-(4) with
respect to the transformation
(E,B)→ (−B,E) : (6)
the first couple (3) is transformed into the second one (4), and vice versa. Hence, instead of assuming
equations (4) we could require invariance of (3) with respect to the transformation (6). Moreover, the
energy density w, the Poynting vector s˜, as well as the Poynting relation are also invariant with respect
to this transformation. This symmetry property of Maxwell equations we consider as a structure one
and we’ll make a serious use of it.
The above symmetry transformation (6) is extended to the more general duality transformation
(E,B)→ (E′,B′) = (E,B).α(a, b) = (E,B)
∥∥∥∥ a b−b a
∥∥∥∥ = (aE − bB, bE+ aB), a = const, b = const.
(7)
Note tnat we assume a ”right action” of the matrix α on the couple (E,B). The couple (E′,B′) gives
again a solution to Maxwell vacuum equations, the new energy density and Poynting vector are equal
9
to the old ones multiplied by (a2 + b2), and the Poynting equation is satisfied of course. Hence, the
space of all vacuum solutions factors over the action of the group of matrices of the kind
α(a, b) =
∥∥∥∥ a b−b a
∥∥∥∥ , (a2 + b2) 6= 0.
All such matrices with nonzero determinant form a group with respect to the usual matrix product
and further this group will be denoted by G.
This invariance is very important from the point of view of passing to equations having direct
energy-momentum exchange sense. In fact, in the vacuum case the Lorentz force
F = ρE+
1
c
(j×B) = 1
4π
[
E divE+
(
rotB− 1
c
∂E
∂t
)
×B
]
should be equal to zero for every solution, so, the transformed (E′,B′) must give also zero Lorentz
force for every couple (a, b). This observation will bring us later to the new vacuum equations.
In the relativistic formulation of CED the difference between the electric and magnetic components
of the field is already quite conditional, and from the invariant-theoretical point of view there is
no any difference. However, the 2-aspect (or the 2-component) character of the field is kept in a
new sense and manifests itself at a different level. To show this we go to Minkowski space-time M ,
spanned by the standard coordinates xµ = (x, y, z, ξ = ct) with the pseudometric η having components
ηµµ = (−1,−1,−1, 1), and ηµν = 0 for µ 6= ν in these coordinates. We shall use also the Hodge star
operator, defined by
α ∧ ∗β = −η(α, β)
√
|det(ηµν)|dx ∧ dy ∧ dz ∧ dξ,
where α and β are differential forms on M . With this definition of ∗ we obtain for a 2-form F in
canonical coordinates (∗F )µν = −12εµναβFαβ . The exterior derivative d and the Hodge ∗ combine
to give the coderivative (or divergence) operator δ = (−1)p ∗−1 d∗, which in our case reduces to
δ = ∗d∗, and on 2-forms we have (δF )µ = −∇νF ν µ. Note that, reduced on 2-forms, the Hodge
∗-operator induces a complex structure: ∗∗2 = −idΛ2(M), and the same property has transformation
(6). Explicitly, F and ∗F look as follows:
F12 = B3, F13 = −B2, F23 = B1, F14 = E1, F24 = E2, F34 = E3.
(∗F )12 = E3, (∗F )13 = −E2, (∗F )23 = E1, (∗F )14 = −B1, (∗F )24 = −B2, (∗F )34 = −B3.
So, if the non-relativistic vector couple (E,B) corresponds to the relativistic 2-form F , then the
transformed by transformation (6) couple (−B,E) obviously corresponds to the relativistic 2-form
∗F . Hence, the Hodge ∗ is the relativistic image of transformation (6).
Recall now the relativistic energy-momentum tensor, which can be represented in the following
two equivalent forms (see the end of this section):
Qνµ =
1
4π
[
1
4
FαβF
αβδνµ − FµσF νσ
]
=
1
8π
[
−FµσF νσ − (∗F )µσ(∗F )νσ
]
. (8)
It is quite clearly seen, that F and ∗F participate in the same way in Qνµ, so Qνµ is invariant with
respect to F → ∗F and the full energy-momentum densities of the field are obtained through summing
up the energy-momentum densities, carried by F and ∗F . That is how the above mentioned invariance
of the energy density and Poynting vector look like in the relativistic formalism. Now, the Poynting
relation corresponds to the zero-divergence of Qνµ:
∇νQνµ =
1
4π
[
Fµν(δF )
ν + (∗F )µν(δ ∗ F )ν
]
= 0. (9)
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The obvious invariance of the Poynting relation with respect to (6) corresponds here to the invariance
of (9) with respect to the Hodge ∗. Moreover, the above relation (9) obviously suggests that the field
is potentially able to exchange energy-momentum through F , as well as through ∗F independently,
provided appropriate external field-object is present.
Now, the idea of the generalization CED→EED could be formulated as follows. The above men-
tioned momentum balance interpretation of the second Newton’s law p˙ = F says: the momentum
gained by the particle is lost by the external field, this is the true sense of this relation. If there is no
external field, then F = 0, and giving the explicit form of the particle momentum p = mv = mr˙ we
obtain the equations of motion p˙ = mv˙ = 0 of a free particle, implying m˙ = 0. The same argument
should work with respect to the field: if there is no particles then m = 0, p = 0 and p˙ = 0, so, we
must obtain the equations of motion (at least one of them) for the free field: F = 0, after we give
the explicit form of the dependence of F on the field functions and their derivatives. In other words,
we have to determine in terms of the field functions and their derivatives how much
energy-momentum the field is potentially able to transfer to another physical system in
case of the presence of the latter and its ability to interact with the field, i.e. to accept
the corresponding energy-momentum.
Following this idea in non-relativistic terms we have to compute the expression
d
dt
[Pmech +~s]
making use of Maxwell equations (1)-(2), and to put the result equal to zero. In the free field case
d
dt
Pmech = 0. The corresponding relation may be found in the textbooks (for example see [22], ch.6,
Paragraph 9) and it reads(
rotB− ∂ E
∂ξ
)
×B+E divE+
(
rotE+
∂B
∂ξ
)
×E+BdivB = 0. (10)
In the frame of Maxwell theory the first two terms on the left of (10) give the Lorentz force in field
terms, so, in the free field case we must have(
rotB− ∂E
∂ξ
)
×B+E divE = 0. (11)
Hence, it follows now from (10) and (11) that we must also have(
rotE+
∂B
∂ξ
)
×E+BdivB = 0. (12)
If we forget now about the sourceless Maxwell equations (3)-(4) we may say that these two nonlinear
vector equations (11)-(12) describe locally some intrinsic energy-momentum redistribution during the
propagation.
In order to have the complete local picture of the intrinsic energy-momentum redistribution we
must take also in view terms of the following form:
1
c
(
∂E
∂t
×E+B× ∂B
∂t
)
, E× rotB, B× rotE, EdivB, BdivE.
A reliable approach to obtain the right expression seems to be the same invariance with respect to the
transformation (7) to hold for (11)-(12). This gives the additional vector equation:(
rotE+
∂B
∂ξ
)
×B−E divB+
(
rotB− ∂E
∂ξ
)
×E−BdivE = 0. (13)
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The above consideration may be put in the following way. According to our approach, the more
important aspects of the field from the point of view to write its proper dynamical equations are its
abilities to exchange energy-momentum with the rest of the world: after finding out the corresponding
quantities which describe quantitatively these abilities we put them equal to zero.
The important moment in such an approach is to have an adequate notion of the mathematical
nature of the field. The dual symmetry of Maxwell equations suggests that in the nonrelativistic
formalism the mathematical nature of the field is 1-form ω = E ⊗ e1 + B ⊗ e2 on R3 with values in
an appropriate 2-dimensional vector space G with the basis (e1, e2), where the group G acts as linear
transformations. In fact, if α(a, b) ∈ G, then consider the new basis (e′1, e′2) given by
e′1 =
1
a2 + b2
(ae1 − be2), e′2 =
1
a2 + b2
(be1 + ae2).
Accordingly, α ∈ G transforms the basis through right action by means of (α−1)∗ = α/det(α). Then
the ”new” solution ω′(E′,B′) is, in fact, the ”old” solution ω(E,B):
ω′ = E′ ⊗ e′1 +B′ ⊗ e′2 = (aE− bB)⊗
ae1 − be2
a2 + b2
+ (bE+ aB)⊗ be1 + ae2
a2 + b2
= E⊗ e1 +B⊗ e2 = ω,
i.e., the ”new” solution ω′(E′,B′), represented in the new basis (e′1, e
′
2) coincides with the ”old”
solution ω(E,B), represented in the old basis (e1, e2).
In view of this we may consider transformations (7) as nonessential, i.e. we may consider (E,B)
and (E′,B′) as two different representations in corresponding bases of G of the same solution ω, and
the two bases are connected with appropriate element of G.
Such an interpretation is approporiate and useful if the field shows some invariant properties with
respect to this class of transformations. We shall show further that the nonlinear solutions of (11)-(13)
do have such invariant properties. For example, if the field has zero invariants (the so called ”null
field”):
I1 = (B
2 −E2) = 0, I2 = 2E.B = 0,
then all transformations (7) keep unchanged these zero-values of I1 and I2. In fact, under the trans-
formation (7) the two invariants transform in the following way:
I ′1 = (a
2 − b2) I1 + 2ab I2, I ′2 = −2ab I1 + (a2 − b2) I2,
and the determinant of this transformation is (a2 + b2)2 6= 0. So, a null field stays a null field under
the dual transformations (7). Moreover, NO non-null field can be transformed to a null field by means
of transformations (7), and, conversely, NO null field can be transformed to a non-null field in this
way. Further we shall show that the ”null fields” admit also other G-invariant properties being closely
connected with availability of rotational component of propagation.
From thisG-covariant point of view, the well known Lorentz force appears to be just one component
of the corresponding covariant with respect to transformations (7), or to the group G, G-covariant
Lorentz force. So, in order to obtain this G-covariant Lorentz force we have to replace E and B in the
expression (
rotB− ∂E
∂ξ
)
×B+E divE,
by (E′,B′) given by (7). In the vacuum case, i.e. when the field keeps its integral energy-momentum
unchanged, the G-covariant Lorentz force F obtained must be zero for any values (a, b) of the trans-
formation parameters.
After the corresponding computation we obtain
a2
[(
rotB− ∂E
∂ξ
)
×B+E divE
]
+ b2
[(
rotE+
∂B
∂ξ
)
×E+BdivB
]
+
12
+ab
[(
rotE+
∂B
∂ξ
)
×B−E divB+
(
rotB− ∂E
∂ξ
)
×E−BdivE
]
= 0.
Note that the G − covariant Lorentz force F has three vector components given by the quantities in
the brackets. Since the constants (a, b) are arbitrary the equations (11)-(13) follow.
Another formal way to come to equations (11)-(13) is the following. Consider a 2-dimensional real
vector space G with basis (e1, e2), and the objects
Φ =
(
rotE+
∂B
∂ξ
)
⊗ e1 +
(
rotB− ∂E
∂ξ
)
⊗ e2, ω1 = E⊗ e1 +B⊗ e2
ω2 = −B⊗ e1 +E⊗ e2, θ = −(divB)⊗ e1 + (divE)⊗ e2.
Now define a new object by means of the bilinear maps ”vector product ×”, ”symmetrized tensor
product ∨” and usual product of vector fields and functions (denoted by ”.”) as follows:
(×, ∨)
[(
rotE+
∂B
∂ξ
)
⊗ e1 +
(
rotB− ∂ E
∂ξ
)
⊗ e2, E⊗ e1 +B⊗ e2
]
+
(.,∨) [−B⊗ e1 +E⊗ e2, −(divB)⊗ e1 + (divE)⊗ e2] =
=
[(
rotE+
∂B
∂ξ
)
×E+BdivB
]
⊗ e1 ∨ e1 +
[(
rotB− ∂E
∂ξ
)
×B+EdivE
]
⊗ e2 ∨ e2+[(
rotE+
∂B
∂ξ
)
×B−E divB+
(
rotB− ∂E
∂ξ
)
×E−BdivE
]
⊗ e1 ∨ e2 = F.
Now, putting this product equal to zero, we obtain the required equations.
The left hand sides of equations (11)-(13), i.e. the components of the 3-dimensional (nonrelativistic)
G-covariant Lorentz force F, define three vector quantities of energy-momentum change, which appear
to be the field’s tools controlling the energy-momentum exchange process during interaction. We can
also say that these three terms define locally the energy-momentum which the field is potentially able
to give to some other physical system, so, the field demonstrates three different abilities of possible
energy-momentum exchange.
Obviously, equations (11)-(13) contain all Maxwell vacuum solutions, and they also give new,
non-Maxwellean nonlinear solutions satisfying the following inequalities:(
rotE+
∂B
∂ξ
)
6= 0,
(
rotE− ∂B
∂ξ
)
6= 0, divE 6= 0, divB 6= 0. (14)
It is obvious that in the nonlinear case we obtain immediately from (11)-(13) the following relations:(
rotB− ∂E
∂ξ
)
.E = 0,
(
rotE+
∂B
∂ξ
)
.B = 0, E.B = 0, (15)
and combining with (13) we obtain additionally (in view of E.B = 0)
B.
(
rotB− ∂E
∂ξ
)
−E.
(
rotE+
∂B
∂ξ
)
= B.rotB−E.rotE = 0. (16)
So, in the nonlinear case, from (15) we obtain readily the Poynting relation, and (in hydrodynamic
terms) we may say that relation (16) requires the local helicities B.rotB and E.rotE of E and B [23,24]
to be always equal.
In relativistic terms we first recall Maxwell’s equations in presence of charge distribution:
δ ∗ F = 0, δF = 4πj. (17)
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In the pure field case we have
δ ∗ F = 0, δF = 0,
or, in terms of d
dF = 0, d ∗ F = 0.
Recall now from relations (8)-(9) the explicit forms of the stress-energy-momentum tensor and its
divergence. From Maxwell equations (17) it follows that field energy-momentum is transferred to an-
other physical system (represented through the electric current j) ONLY through the term 4πFµνj
ν =
Fµν(δF )
ν (the relativistic Lorentz force), since the term (∗F )µν(δ ∗F )ν is always equal to zero because
of the first of equations (17) which is meant to represent the Faraday’s induction law.
Following the same line of consideration as in the nonrelativistic case we extend Maxwell’s free
field equations δF = 0, δ ∗ F = 0 as follows. In the field expression of the relativistic Lorentz force
FµνδF
ν we replace F by aF + b ∗ F , so we obtain the relativistic components of the G − covariant
Lorentz force F:
a2FµνδF
ν + b2(∗F )µν(δ ∗ F )ν + ab
[
Fµν(δ ∗ F )ν + (∗F )µνδF ν
]
.
In view of the arbitrariness of the parameters (a, b) after putting this expression equal to zero we
obtain equations (11)-(13) in relativistic notation. The equation
FµνδF
ν = 0 (18)
extends the relativistic Maxwell’s equation δF = 0 and in standard coordinates (18) gives equations
(11) and the first of (15). Equations (12) and the second of (15) are presented by the equation
(∗F )µν(δ ∗ F )ν = 0. (19)
Looking back to the divergence relation (9) for the energy-momentum tensor Qνµ we see that (18)
and (19) require zero values for the two naturally arising distinguished parts of ∇νQνµ, and so the
whole divergence is zero. This allows Qνµ to be assumed as energy-momentum tensor for the nonlinear
solutions.
The relativistic version of (13) and (16) looks as follows:
Fµν(δ ∗ F )ν + (∗F )µνδF ν = 0. (20)
This relativistic form of the equations (11)-(13) and (15)-(16) goes along with the above inter-
pretation: equations (18)-(19), together with equation (9), mean that no field energy-momentum is
transferred to any other physical system through any of the two components F and ∗F , so, only
intra-field energy-momentum redistribution should take place; equation (20) characterizes this intra-
field energy momentum exchange in the following sense: the energy-momentum quantity, transferred
locally from F to ∗F and given by Fµν(δ ∗ F )ν , is always equal to that transferred locally from ∗F to
F which, in turn, is given by (∗F )µν(δF )ν .
In terms of the ”change-conservation” concept considered in Sec.1.1 , we could say that the self-
projections Fµν(δF )
ν and (∗F )µν(δ ∗ F )ν of the admissible changes δF and δ ∗ F on F and ∗F ,
respectively, vanish, and the cross-projections (∗F )µν(δF )ν and (F )µν(δ ∗F )ν have the same absolute
value.
So, we can think of the electromagnetic field as a 2-vector component field Ω = F ⊗ e1 + ∗F ⊗ e2,
where (e1, e2) is an appropriately chosen basis of the same real 2-dimensional vector space G, and later
the nature of G will be specially considered.
In presence of external fields (media), which exchange energy-momentum with our field F , the
right hand sides of (18)-(20) will not be zero in general. The energy-momentum local quantities that
flow out of our field through its two components (F, ∗F ) and are given by the left hand sides of (18)-
(20), in accordance with the local energy-momentum conservation law have to be absorbed by the
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external field. Hence, these same quantities have to be expressed in terms of the field functions of the
external field.
Maxwell equations give in the most general case only one such expression, namely, when the
external field is represented by continuously distributed free and bounded charged particles. This
expression reads:
4πFµνj
ν , jν = jνfree + j
ν
bound,
where jνfree = ρ u
ν is the standard 4-current for freely moving charged particles, jνbound is expressed
through the polarization P and magnetization M vectors of the (dielectric) medium by
jνbound = (jbound, ρbound) =
{
c rotM+
∂P
∂t
, −divP
}
.
So, Maxwell equations allow NO energy-momentum exchanges through ∗F . The usual justification
for this is the absence of magnetic charges. In our view this motivation is insufficient and has to be
left off.
In the frame of EED, in accordance with the concept of G−covariant Lorentz force, we reject this
limitation, in general. Energy-momentum exchanges through F , as well as, through ∗F are allowed.
Moreover, EED does not forbid some media to influence the energy-momentum transfers between F
and ∗F , favoring exchanges with F or ∗F in correspondence with medium’s own structure. Formally,
this means that the right hand side of (20), in general, may also be different from zero. Hence, in the
most general case, EED assumes the following equations:
FµνδF
ν = Fµν(α
1)ν , (21)
(∗F )µν(δ ∗ F )ν = (∗F )µν(α4)ν , (22)
Fµν(δ ∗ F )ν + (∗F )µνδF ν = Fµν(α2)ν + (∗F )µν(α3)ν . (23)
The new objects αi, i = 1, 2, 3, 4 are four 1-forms, and they represent the abilities of the corre-
sponding medium for energy-momentum exchange with the field. Clearly, their number corresponds
to the four different abilities of the field to exchange energy-momentum, which are represented by
FµνδF
ν , (∗F )µν(δ ∗F )ν , (∗F )µνδF ν and Fµν(δ ∗F )ν . These four 1-forms shall be expressed by means
of the external field functions and their derivatives. This is a difficult problem and its appropriate res-
olution requires a serious knowledge of the external field considered. In most practical cases however
people are interested only in how much energy-momentum has been transferred, and the transferred
energy-momentum is given by some bilinear functions on F and αi, i = 1, 2, 3, 4 as it is in the Maxwell
case.
Here is the 3-dimensional form of the above equations (the bold ai denotes the spatial part of the
corresponding αi): (
rotB− ∂E
∂ξ
)
×B+EdivE = a1 ×B+E(α1)4,
E.
(
rotB− ∂E
∂ξ
)
= E.a1,(
rotE+
∂B
∂ξ
)
×E+BdivB = a4 ×E−B(α4)4,
B.
(
rotE+
∂B
∂ξ
)
= B.a4,(
rotE+
∂B
∂ξ
)
×B+
(
rotB− ∂E
∂ξ
)
×E−BdivE−EdivB =
= a2 ×B+E(α2)4 + a3 ×E−B(α3)4,
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B.
(
rotB− ∂E
∂ξ
)
−E.
(
rotE+
∂B
∂ξ
)
= B.a3 −E.a2.
As an example we recall the case of availability of magnetic charges with density ρm and magnetic
current jm. Then the corresponding four 1-forms are
α1 =
[
4π
c
je, 4πρe
]
, α3 =
[
4π
c
je,−4πρe
]
, α2 = α4 =
[
−4π
c
jm,−4πρm
]
.
The corresponding three vector equations (we omit the scalar ones) look like(
rotE+
∂B
∂ξ
)
×E+BdivB = 4π
c
(−jm ×E) + 4πρmB,
(
rotB− ∂E
∂ξ
)
×B+EdivE = 4π
c
(je ×B) + 4πρeE,(
rotB− ∂E
∂ξ
)
×E+
(
rotE+
∂B
∂ξ
)
×B−BdivE−EdivB =
=
4π
c
(−jm ×B+ je ×E)− 4π(ρmE+ ρeB).
Returning to the general case we note that the important moment is that although the nature
of the field may significantly change, the interaction, i.e. the energy-momentum exchange, must
NOT destroy the medium. So, definite integrability properties of the medium MUST be available,
and these integrability properties should be expressible through the four 1-forms αi, i = 1, 2, 3, 4. In
the Maxwell case, where the charged particles represent any medium, this property implicitly presents
through the implied stability of the charged particles, and it is mathematically represented by the local
integrability of the electric current vector field jµ: the corresponding system of ordinary differential
equations x˙µ = jµ has always solution at given initial conditions.
If the physical system ”electromagnetic field+medium” is energy-momentum isolated, i.e. no
energy-momentum flows out of it, and the system does NOT destroy itself during interaction, EED
assumes, in addition to equations (21)-(23), the following:
Every couple (αi, αj), i 6= j, defines a completely integrable 2-dimensional Pfaff system.
This assumption means that the following equations hold:
dαi ∧ αi ∧ αj = 0, i, j = 1, 2, 3, 4. (24)
Equations (21)-(24) constitute the basic system of equations of EED. Of course, the various special
cases can be characterized by adding some new consistent with (21)-(24) equations and relations.
We are going now to express equations (21)-(23) as one relation, making use of the earlier in-
troduced object Ω = F ⊗ e1 + ∗F ⊗ e2 and combining the 1-forms αi, i = 1, 2, 3, 4 in two G-valued
1-forms:
Φ = α1 ⊗ e1 + α2 ⊗ e2, Ψ = α3 ⊗ e1 + α4 ⊗ e2.
The basis (e1, e2) defines two projections π1 and π2:
π1Ω = F ⊗ e1, π2Ω = ∗F ⊗ e2.
Every bilinear map ϕ : G × G → W , where W is some linear space, defines corresponding product in
the G-valued differential forms by means of the relation
ϕ(Ωi1 ⊗ ei,Ωj2 ⊗ ej) = Ωi1 ∧ Ωj2 ⊗ ϕ(ei, ej).
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Now, let ϕ = ∨, where ”∨” is the symmetrized tensor product. Recalling ∗◦∗2 = −id we obtain
∨(Φ, ∗π1Ω) + ∨(Ψ, ∗π2Ω) = α1 ∧ ∗F ⊗ e1 ∨ e1 − α4 ∧ F ⊗ e2 ∨ e2 + (−α3 ∧ F + α2 ∧ ∗F )⊗ e1 ∨ e2.
Now, equations (21)-(23) are equivalent to
∨(δΩ, ∗Ω) = ∨(Φ, ∗π1Ω) + ∨(Ψ, ∗π2Ω). (25)
The Maxwell case (with zero magnetic charges) corresponds to α2 = α4 = 0, α1 = α3 = 4π(δS + j),
where the 2-form S is defined by the polarization 3-vector P and the magnetization 3-vector M in the
similar way as F is defined by (E,B). Explicitly, π2δΩ = 0, π1δΩ = 4π(δS + j)⊗ e1.
In vacuum (25) reduces to
F = ∨ (δΩ, ∗Ω) = FµνδF νdxµ ⊗ e1 ∨ e1 + (∗F )µν(δ ∗ F )νdxµ ⊗ e2 ∨ e2+
+
[
Fµν(δ ∗ F )ν + (∗F )µνδF ν
]
dxµ ⊗ e1 ∨ e2 = 0,
which says that the relativistic G-covariant Lorentz force, denoted also by F, is equal to zero.
As for the energy-momentum tensor Qµν of the vacuum solutions, considered as a symmetric
2-form on M , it is defined in terms of Ω as follows:
Q(X,Y ) =
1
2
∗ g[i(X)Ω, ∗i(Y )Ω],
where (X,Y ) are two arbitrary vector fields on M , g is the metric in G defined by g(α, β) = 12tr(α.β∗),
and β∗ is the transposed to β.
Further we are going to consider the pure field (vacuum) case αi = 0 fully. As for the non-
vacuum case, we shall show explicitly some (3+1)-soliton solutions with well defined integral conserved
quantities. We note the following useful relations in Minkowski space-time. Let α be 1-form, F,G be
two 2-forms and H be a 3-form. Then we have the identities:
∗ (α ∧ ∗F ) = −ασFσµdxµ; (26)
∗ (F ∧ ∗H) = 1
2
F σνHσνµdx
µ; (27)
1
2
FαβG
αβδνµ = FµσG
νσ − (∗G)µσ(∗F )νσ . (28)
Making use of the identities (26)-(28) equations (21)-(23) can be represented equivalently and
respectively as follows:
(∗F )στ (d ∗ F )στµ = Fµν(α1)ν , σ < τ (29)
F στ (dF )στµ = (∗F )µν(α4)ν , σ < τ (30)
−(∗F )στ (dF )στµ − F στ (d ∗ F )στµ = Fµν(α2)ν + (∗F )µν(α3)ν , σ < τ. (31)
Finally we note the following. The identity (28) directly leads to relation (8). In fact, we put in
(28) G = F , after that we multiply by 12 , now we represent the so obtained first term on the right as
FµσF
νσ − 12FµσF νσ, and finally we transfer FµσF νσ to the left side.
Another suggestion comes if we put in (28) G = ∗F . Then multiplying by 12 , taking in view that
∗ ∗ F = −F , and transferring everything to the left we obtain the identity
1
4
Fαβ(∗F )αβδνµ − Fµσ(∗F )νσ = 0.
This last relation suggests that NO interaction energy-momentum exists between F and ∗F , which is in
correspondence with our equation (20) which states that even if some energy-momentum is transferred
locally from F to ∗F , the same quantity of energy-momentum is simultaneously locally transferred
from ∗F to F . We note also that these last remarks are of pure algebraic nature and they do NOT
depend on whether F satisfies or does not satisfy any equations or additional conditions.
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3 EED: General properties of the vacuum non-linear solutions
First we note the following coordinate free form of equations (18)-(20) in terms of δ and d:
(∗F ) ∧ ∗d ∗ F ≡ δF ∧ ∗F = 0, (32)
F ∧ ∗dF ≡ −F ∧ δ ∗ F = 0, (33)
F ∧ ∗d ∗ F + (∗F ) ∧ ∗dF ≡ δF ∧ F − δ ∗ F ∧ ∗F = 0, (34)
We begin with establishing some elementary symmetry properties of these equations.
Proposition 1. Equations (32)-(34) are invariant with respect to a conformal change of the metric.
Proof. Let η → g = f2η, where f2(m) > 0,m ∈ M . It is seen from the coordinate-free d-form of
the vacuum equations that only the restrictions ∗2 and ∗3 of the Hodge ∗ participate, moreover, ∗3 is
not differentiated. Since ∗2 is conformally invariant, the general conformal invariance of the equations
will depend on ∗3. But, for this restriction of ∗ we have (∗g)3 = f−2(∗η)3, so the left-hand sides of the
equations are multiplied by f 6= 0 of a given degree, which does not change the equations.
Proposition 2. Equations (29)-(31) are invariant with respect to the transformation:
F → ∗F, α1 → α4, α2 → (−α3), α3 → α2, α4 → (−α1).
Proof. Obvious.
Proposition 3. The vacuum equations (32)-(34) are invariant with respect to the transformation
F → F = aF − b ∗ F, ∗F → ∗F = bF + a ∗ F, a, b ∈ R.
Proof. We substitute and obtain:
δF ∧ ∗F = a2(δF ∧ ∗F )− b2(δ ∗ F ∧ F ) + ab(δF ∧ F − δ ∗ F ∧ ∗F )
δ ∗ F ∧ F = a2(δ ∗ F ∧ F )− b2(δF ∧ ∗F ) + ab(δF ∧ F − δ ∗ F ∧ ∗F )
δF ∧ F − δ ∗ F ∧ ∗F = (a2 − b2)(δF ∧ F − δ ∗ F ∧ ∗F )− 2ab(δF ∧ ∗F + δ ∗ F ∧ F ).
It is seen that if F defines a solution then F also defines a solution. Conversely, if F defines a solution
then subtracting the second equation from the first and taking in view that a2 + b2 6= 0 we obtain
δF ∧ ∗F = (δ ∗ F ) ∧ F . So, if δF ∧ ∗F = δ ∗ F ∧ F = 0 from the first two equations we obtain
δF ∧ F − δ ∗ F ∧ ∗F = −(δF ∧ F − δ ∗ F ∧ ∗F ) = 0. The proposition follows.
We recall the following property of vectors in Minkowski space-time (further referred to as BP1):
Basic property 1.: There are NO mutually orthogonal time-like vectors in Minkowski space-time.
We recall also [27] the following relation between the eigen properties of F νµ and Q
ν
µ.
Basic property 2: All eigen vectors of F and ∗F are eigen vectors of Q too.
(Further referred to as BP2).
It is quite clear that the solutions of our non-linear equations are naturally divided into three subclasses:
1. Linear (Maxwellean), i.e. those, satisfying δF = 0, δ ∗ F = 0. This subclass will not be of
interest since it is well known.
2. Semilinear, i.e. those, satisfying δ ∗ F = 0, δF 6= 0. (or δ ∗ F 6= 0, δF = 0). This subclass of
solutions, as it will soon become clear, does NOT admit rotational component of propagation, so it is
appropriate to describe just running wave kind behavior.
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3. Nonlinear, i.e. those, satisfying δF 6= 0, δ ∗ F 6= 0.
Further we shall consider only the nonlinear solutions, and the semilinear solutions will be char-
acterized as having the additional property δ ∗ F = 0, (or δF = 0).
The following Proposition is of crucial importance for all further studies of the nonlinear solutions.
Proposition 4. All nonlinear solutions have zero invariants:
I1 =
1
2
FµνF
µν = ±
√
det[(F ± ∗F )µν ] = 0,
I2 =
1
2
(∗F )µνFµν = ±2
√
det(Fµν) = 0.
Proof. Recall the field equations in the form:
Fµν(δF )
ν = 0, (∗F )µν(δ ∗ F )ν = 0, Fµν(δ ∗ F )ν + (∗F )µν(δF )ν = 0.
It is clearly seen that the first two groups of these equations may be considered as two linear homoge-
neous systems with respect to δFµ and δ ∗Fµ respectively. These homogeneous systems have non-zero
solutions, which is possible only if det(Fµν) = det((∗F )µν ) = 0, i.e. if I2 = 2E.B = 0. Further,
summing up these three systems of equations, we obtain
(F + ∗F )µν(δF + δ ∗ F )ν = 0.
If now (δF + δ ∗ F )ν 6= 0, then
0 = det||(F + ∗F )µν || =
[
1
4
(F + ∗F )µν(∗F − F )µν
]2
=
[
−1
2
FµνF
µν
]2
= (I1)
2.
If δF ν = −(δ ∗ F )ν 6= 0, we sum up the first two systems and obtain (∗F − F )µν(δ ∗ F )ν = 0.
Consequently,
0 = det||(∗F − F )µν || =
[
1
4
(∗F − F )µν(−F − ∗F )µν
]2
=
[
1
2
FµνF
µν
]2
= (I1)
2.
This completes the proof.
Corollary. All nonlinear solutions are null fields, so (∗F )µσF νσ = 0 and FµσF νσ = (∗F )µσ(∗F )νσ .
Corollary. The vector δFµ is an eigen vector of F νµ ; the vector (δ ∗ F )µ is an eigen vector of
(∗F )νµ.
Corollary. The vectors δFµ and (δ ∗ F )µ are eigen vectors of the energy tensor Qµν .
Basic Property 3.[27] In the null field case Qνµ has just one isotropic eigen direction, defined by
the isotropic vector ζ, and all of its other eigen directions are space-like. (Further referred to as BP3).
Proposition 5. All nonlinear solutions satisfy the conditions
(δF )µ(δ ∗ F )µ = 0, |δF | = |δ ∗ F | (35)
Proof. We form the inner product i(δ ∗ F )(δF ∧ ∗F ) = 0 and get
(δ ∗ F )µ(δF )µ(∗F ) − δF ∧ (δ ∗ F )µ(∗F )µνdxν = 0.
Because of the obvious nullification of the second term the first term will be equal to zero (at non-zero
∗F ) only if (δF )µ(δ ∗ F )µ = 0.
Further we form the inner product i(δ ∗ F )(δF ∧ F − δ ∗ F ∧ ∗F ) = 0 and obtain
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(δ ∗ F )µ(δF )µF − δF ∧ (δ ∗ F )µFµνdxν−
−(δ ∗ F )2(∗F ) + δ ∗ F ∧ (δ ∗ F )µ(∗F )µνdxν = 0.
Clearly, the first and the last terms are equal to zero. So, the inner product by δF gives
(δF )2(δ ∗ F )µFµνdxν − [(δF )µ(δ ∗ F )νFµν ] δF + (δ ∗ F )2(δF )µ(∗F )µνdxν = 0.
The second term of this equality is zero. Besides, (δ ∗ F )µFµνdxν = −(δF )µ(∗F )µνdxν . So,[
(δF )2 − (δ ∗ F )2] (δF )µ(∗F )µνdxν = 0.
Now, if (δF )µ(∗F )µνdxν 6= 0, then the relation |δF | = |δ ∗ F | follows immediately. If
(δF )µ(∗F )µνdxν = 0 = −(δ ∗ F )µFµνdxν according to the third equation of (22), we shall show
that (δF )2 = (δ ∗ F )2 = 0. In fact, forming the inner product i(δF )(δF ∧ ∗F ) = 0 , we get
(δF )2 ∗ F − δF ∧ (δF )µ(∗F )µνdxν = (δF )2 ∗ F = 0.
In a similar way, forming the inner product i(δ ∗ F )(δ ∗ F ∧ F ) = 0 we have
(δ ∗ F )2F − δ(∗F ) ∧ (δ ∗ F )µFµνdxν = (δ ∗ F )2F = 0.
This completes the proof. It follows from this Proposition and from BP1 that
1. δF and δ ∗ F can NOT be time-like,
2. δF and δ ∗ F are simultaneously space-like, i.e. (δF )2 = (δ ∗ F )2 < 0, or simultaneously
isotropic, i.e. |δF | = |δ ∗ F | = 0. We note that in this last case the isotropic vectors δF and δ ∗ F
are also eigen vectors of Qνµ, and since Q
ν
µ has just one isotropic eigen direction, which we denoted by
ζ, we conclude that δF, δ ∗ F and ζ are collinear.
In our further study of the nonlinear solutions we shall make use of the following. As it is shown
in [27] at zero invariants I1 = I2 = 0 the following representation holds:
F = A ∧ ζˆ , ∗F = A∗ ∧ ζˆ,
where A and A∗ are 1-forms, ζˆ is the corresponding to ζ through the pseudometric η 1-form: ζˆµ =
ηµνζ
ν . It follows that
F ∧ ζˆ = ∗F ∧ ζˆ = 0.
Remark. Further we are going to skip the ”hat” over ζ, and from the context it will be clear the
meaning of ζ: one-form, or vector field.
We establish now some useful properties of these quantities.
Proposition 6. The following relations hold:
1o.Aµζ
µ = A∗µζ
µ = 0
2o.Aσ(∗F )σµ = 0, (A∗)σFσµ = 0
3o.AσA∗σ = 0, A
2 = (A∗)2 < 0.
Proof. In order to prove 1o we note
0 = I1 =
1
2
FµνF
µν =
1
2
(Aµζν −Aνζµ)(Aµζν −Aνζµ)
=
1
2
(2AµA
µ.ζνζ
ν − 2(Aµζµ)2) = −(Aµζµ)2.
The second of 1o is proved in the same way just replacing F with ∗F and A with A∗.
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To prove 2o we make use of relation (26).
0 = ∗(A∗ ∧A∗ ∧ ζ) = ∗(A∗ ∧ ∗F ) = −(A∗)σFσµdxµ
Similarly
0 = ∗(A ∧A ∧ ζ) = ∗(A ∧ F ) = Aσ(∗F )σµdxµ.
Hence, A∗ is an eigen vector of F and A is an eigen vector of ∗F . Therefore, A2 < 0, (A∗)2 < 0,
i.e. these two vectors (or 1-forms) are space-like. The case |A| = 0 is not considered since then A is
collinear to ζ and F = A ∧ ζ = 0, so ∗F = 0 too.
Now, 3o follows from 2o because
0 = −(A∗)σFσµ = −(A∗)σ(Aσζµ −Aµζσ) = −(A∗.A)ζµ +Aµ(A∗.ζ) = −(A∗.A)ζµ.
Finally we express Qνµ in terms of A, or A
∗, and ζ. Since I1 = 0 and Q
ν
µ(F ) = Q
ν
µ(∗F ) we have
Qνµ = −
1
4π
[
FµσF
νσ
]
= − 1
4π
(Aµζσ −Aσζµ)(Aνζσ −Aσζν) = − 1
4π
A2ζµζ
ν = − 1
4π
(A∗)2ζµζ
ν.
Hence, since Q44 > 0 and ζ4ζ
4 > 0 we obtain again that A2 = (A∗)2 < 0.
We normalize ζ, i.e. we divide ζµ by ζ4 6= 0, so, we assume further that ζµ = (ζ1, ζ2, ζ3, 1). Now,
from the local conservation law ∇νQµν = 0 it follows that the isotropic eigen direction defined by ζ
defines geodesic lines: ζν∇νζµ = 0. In fact,
∇νQµν = ∇ν
(
− 1
4π
A2ζµζν
)
= − 1
4π
[
ζµ(∇νA2ζν) +A2ζν∇νζµ
]
= 0.
This relation holds for any µ = 1, 2, 3, 4. We consider it for µ = 4 and recall that for µ = 4 we
have ζ4 = 1. In our coordinates ∇ν = ∂ν , and we obtain that the second term becomes zero, so
∇ν(A2ζν) = 0. Therefore, ζν∇νζµ = 0, which means that all the trajectories of ζ are parallel
straight isotropic lines. Hence, with every nonlinear solution F we are allowed to introduce F -
adapted coordinate system by the requirement that the trajectories of ζ to be parallel to the plane
(z, ξ). In such a coordinate system we obtain ζµ = (0, 0, ε, 1), ε = ±1. From 3-dimensional point of
view this means that the field propagates along the coordinate z, and ε = −1 implies propagation
along z from −∞ to +∞, while ε = +1 implies propagation from ∞ to −∞.
Corollary. The translational direction of propagation of any null-field is determined intrinsically.
We note that in Maxwell theory, as well as in Born-Infeld theory [9] (the latter reduces to Maxwell
theory in the null-field case) all time stable null-field solutions are spatially infinite, otherwise they
have to blow-up radially according to Poisson theorem, i.e. ζ shall not be unique. We shall see that
EED has no problems in this respect, i.e. spatially finite and time stable null field solutions are
allowed.
We express now F, ∗F,A and A∗ in the corresponding F -adapted coordinate system making use of
the relations F = A ∧ ζ, ∗F = A∗ ∧ ζ, where ζ = εdz + dξ.
F12 = F34 = 0, F13 = εF14, F23 = εF24,
(∗F )12 = (∗F )34 = 0, (∗F )13 = ε(∗F )14 = −F24, (∗F )23 = ε(∗F )24 = F14.
(36)
Moreover, from A.ζ = A∗.ζ = 0 it follows that in an F -adapted coordinate system we obtain
A = A1dx+A2dy + f.ζ = (F14)dx+ (F24)dy + f.ζ
A∗ = A∗1dx+A
∗
2dy + f
∗.ζ = (−F23)dx+ (F13)dy + f∗.ζ = −(εA2)dx+ (εA1)dy + f∗.ζ,
(37)
where f and f∗ are two arbitrary functions.
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Having this in mind we prove the following
Proposition 6. All nonlinear solutions satisfy the relations:
ζµ(δF )µ = 0, ζ
µ(δ ∗ F )µ = 0. (38)
Proof. We form the inner product i(ζ)(δF ∧ ∗F ) = 0 :
[ζµ(δF )µ] ∗ F − δF ∧ (ζ)µ(∗F )µνdxν =
= [ζµ(δF )µ]A
∗ ∧ ζ − (δF ∧ ζ)ζµ(A∗)µ + (δF ∧A∗)ζµζµ = 0.
Since the second and the third terms are equal to zero and ∗F 6= 0, then ζµ(δF )µ = 0. Similarly, from
the equation (δ ∗ F ) ∧ F = 0 we get ζµ(δ ∗ F )µ = 0. The proposition is proved.
Proposition 7. If F 6= 0 is a nonlinear solution with |δF | 6= 0 then δF ∧ F = δ ∗ F ∧ ∗F 6= 0.
Proof. From F 6= 0 we have (δF )2 6= 0. Recall that ∗(δF ∧ F ) = i(δF ) ∗ F = (δF )µ(∗F )µνdxν .
Assume now the opposite, i.e. that δF ∧ F = 0. We compute
0 = i(δF )(δF ∧ ∗F ) = (δF )2 ∗ F − δF ∧ i(δF ) ∗ F = (δF )2 ∗ F,
i.e. (δF )2 = 0, or ∗F = 0, which contradicts the assumption F 6= 0.
Conversely, if δF ∧ F 6= 0 then surely δF 6= 0. So, we may have |δF | 6= 0, or |δF | = 0. If |δF | = 0
then δF must be colinear to ζ, i.e. ζ ∧ F 6= 0, which is not possible since F = A ∧ ζ.
We also note that the 3-form δF ∧ F is isotropic: (δF ∧ F )2 = 0. In fact
(δF ∧ F )µνσ(δF ∧ F )µνσ = Fµν
[
(δF )2Fµν
]− Fµν[δF ∧ i(δF )F ]
µν
= (δF )2FµνFµν = 0, µ < ν < σ.
Finally we note that there are no nonlinear spherically symmetric solutions, i.e. if F is a spherically
symmetric solution then it is a solution of Maxwell’s equations. In fact, the most general spherically
symmetric 2-form in spherical coordinates, originating at the symmetry center, is
F = f(r, ξ) dr ∧ dξ + h(r, ξ) sinθ dθ ∧ dϕ.
Now the equation F ∧ ∗dF = 0 requires h(r, ξ) = const, and the equation δF ∧ ∗F = 0 requires
f(r, ξ) = const/r2. It follows: dF = 0, δF = 0.
4 EED: Further properties of the nonlinear solutions
Let’s introduce the notations F14 ≡ u, F24 ≡ p, so, in an F -adapted coordinate system we can write
F = εudx ∧ dz + εpdy ∧ dz + udx ∧ dξ + pdy ∧ dξ
∗ F = −pdx ∧ dz + udy ∧ dz − εpdx ∧ dξ + εudy ∧ dξ. (39)
This form of F shows that every nonlinear solution defines a map
αF :M → R2, αF (x, y, z, ξ) = [u(x, y, z, ξ), p(x, y, z, ξ)].
We endow now R2 with the canonical complex structure J and identify (R2, J) with the complex
numbers C. Hence, our nonlinear solution F defines the complex valued function αF = u + ip. This
correspondence and its inverse will be studied further.
In the F -adapted coordinate system only 4 of the components Qνµ are different from zero, namely:
Q44 = −Q33 = εQ43 = −εQ34 =
∣∣A2∣∣ = u2 + p2.
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The complex valued function αF defined above by the nonlinear solution F has module |αF | =√
u2 + p2 and phase ψ = arctg(p/u) = arccos(u/
√
u2 + p2). We shall come now to these two quan-
tities in a coordinate free way. We show first how the nonlinear solution F defines at every point a
pseudoorthonormal basis in the corresponding tangent and cotangent spaces. The nonzero 1-forms
A˜ = A− fζ and A˜∗ = A∗− f∗ζ are normed to A˜ = A˜/|A˜| and A˜∗ = A˜∗/|A˜∗|. We note that |A| = |A˜|
and |A∗| = |A˜∗|. Two new unit 1-forms R and S are introduced through the equations:
R2 = −1, A˜νRν = 0, (A˜∗)νRν = 0, ζνRν = ε, S = ζ + εR.
The only solution of the first 4 equations in the F -adapted coordinate system is Rµ = (0, 0,−1, 0),
so, (R)2 = −1. Then for S we obtain Sµ = (0, 0, 0, 1), (S)2 = 1. This pseudoorthonormal co-tangent
basis (A˜, A˜∗,R,S) is carried over to a tangent pseudoorthonormal basis by means of η.
In this way at every point, where the field is different from zero, we have three frames: the
pseudoorthonormal (F -adapted) coordinate frame (dx, dy, dz, dξ), the pseudoorthonormal frame χ0 =
(A˜, εA˜∗,R,S) and the pseudoorthogonal frame χ = (A˜, εA˜∗,R,S). The matrix χµν of χ with respect
to the coordinate frame is
χµν =
∥∥∥∥∥∥∥∥
u −p 0 0
p u 0 0
0 0 −1 0
0 0 0 1
∥∥∥∥∥∥∥∥ .
We define now the amplitude φ > 0 of the solution F by
φ =
√
|det(χµν)|. (40)
Clearly, in an F -adapted coordinate system φ =
√
u2 + p2 =
√
Q44 = |αF | = |A|.
Each of these 3 frames defines its own volume form:
ω = dx ∧ dy ∧ dz ∧ dξ; ωχo = A ∧ εA ∧R ∧ S = −ω; ωχ = A ∧A∗ ∧R ∧ S = −(u2 + p2)ω.
We proceed further to define the phase of the nonlinear solution F . We shall need the matrix χ0µν of
the frame χ0 with respect to the coordinate basis. We obtain
χ0µν =
∥∥∥∥∥∥∥∥∥∥
u√
u2+p2
−p√
u2+p2
0 0
p√
u2+p2
u√
u2+p2
0 0
0 0 −1 0
0 0 0 1
∥∥∥∥∥∥∥∥∥∥
.
The trace of this matrix is
tr(χ0µν) =
2u√
u2 + p2
.
Obviously, the inequality |12 tr(χ0µν)| ≤ 1 is fulfilled. Now, by definition, the quantities ϕ and ψ defined
by
ϕ =
1
2
tr(χ0µν), ψ = arccos(ϕ) = arccos
(
1
2
tr(χ0µν)
)
(41)
will be called the phase function and the phase of the solution, respectively. Clearly, in the F -adapted
coordinate system ϕ = cos[arg(αF )].
Making use of the amplitude function φ, of the phase function ϕ and of the phase ψ, we can write
u = φ.ϕ = φ cosψ, p = φ (±
√
1− ϕ2) = φ sinψ. (42)
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We consider now the pair of 1-forms (A˜, A˜∗) on a region U ⊂M , where A˜ 6= 0, A˜∗ 6= 0, and since
A˜.A˜∗ = 0, we have a 2-dimensional Pfaff system on U .
Proposition 8. The above 2-dimensional Pfaff system (A˜, A˜∗) is completely integrable, i.e. the
following equations hold:
dA˜ ∧ A˜ ∧ A˜∗ = 0, dA˜∗ ∧ A˜ ∧ A˜∗ = 0.
Proof. In fact, A˜ ∧ A˜∗ = (u2 + p2)dx ∧ dy, and in every term of dA˜ and dA˜∗ at least one of the
basis vectors dx and dy will participate, so the above exterior products will vanish. The proposition
is proved.
Remark. As we shall see further, this property of Frobenius integrability is dually invariant for the
nonlinear solutions.
Remark. These considerations stay in force also for those time stable linear solutions, which have
zero invariants I1 = I2 = 0. But Maxwell’s equations require u and p to be infinite running plane
waves in this case, so the corresponding amplitudes will NOT depend on two of the spatial coordinates
and the phase functions will be also running waves. As we’ll see further, the phase functions for the
nonlinear solutions are arbitrary bounded functions.
We proceed further to define the new and important concept of scale factor L for a given nonlinear
solution F with |δF | 6= 0. First we recall a theorem from vector bundle theory, which establishes
some important properties of those vector bundles which admit pseudoriemannian structure [30].
The theorem says that if a vector bundle Σ with a base manifild B and standard fiber V admits
pseudoriemannian structure g of signature (p, q), p+ q = dimV , then it is always possible to introduce
in this bundle a riemannian structure h and a linear automorphism ϕ of the bundle, such that two
subbundles Σ+ and Σ− may be defined with the following properties:
1. g(Σ+,Σ+) = h(Σ+,Σ+),
2. g(Σ−,Σ−) = −h(Σ−,Σ−),
3. g(Σ+,Σ−) = h(Σ+,Σ−) = 0.
The automorphism ϕ is defined by
gx(ux, vx) = hx(ϕ(ux), vx), ux, vx ∈ TxB, x ∈ B.
In components we have
gij = hikϕ
k
j → ϕki = gimhmk.
In the tangent bundle case this theorem allows to separate a subbundle of the tangent bundle if the
manifold admits pseudoriemannian metric. In the simple case of Minkowski space (M,η), sign(η) =
(−,−,−,+), introducing the standard Euclidean metric h on M we may separate 1-dimensional sub-
bundle, i.e. a couple of vector fields ±Xo, being eigen vectors of ϕ, and to require η(Xo,Xo) = 1. In
our canonical coordinates we obtain Xo = ∂/∂ξ, so, the coordinate free relativistic definitions of the
electric E and magnetic B 1-forms through F and ∗F are:
E = −i(Xo)F, B = i(Xo)(∗F ).
Now, the scale factor L for a nonlinear solution F with |δF | 6= 0 is defined by
L = |i(Xo)F ||δF | =
|A|
|δF | =
|i(Xo)(∗F )|
|δ ∗ F | =
|A∗|
|δ ∗ F | . (43)
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It is interesting to see how L is defined in non-relativistic terms. Consider the vector fields
~F = rotE+ ∂B
∂ξ
+
E×B
|E×B|divB, (44)
~M = rotB− ∂E
∂ξ
− E×B|E×B|divE. (45)
It is obvious that on the solutions of Maxwell’s vacuum equations ~F and ~M are equal to zero.
Note also that under the transformation (6) we get ~F → − ~M and ~M→ ~F .
We shall consider now the relation between ~F and E, and between ~M and B on the nonlinear
solutions of our equations when ~F 6= 0 and ~M 6= 0.
Recalling eqns.(11)-(16) we obtain
(E×B)×E = −E× (E ×B) = −[E(E.B)−B(E.E)] = B(E2),
and since |E×B| = E2 = B2, we get
~F ×E =
(
rotE+
∂B
∂ξ
)
×E+BdivB = 0.
In the same way we get ~M×B = 0. In other words, on the nonlinear solutions we obtain that ~F is
co-linear to E and ~M is co-linear to B. Hence, we can write the relations
~F = f1.E, ~M = f2.B, (46)
where f1 and f2 are two functions, and of course, the interesting cases are f1 6= 0,∞; f2 6= 0,∞.
Note that the physical dimension of f1 and f2 is the reciprocal to the dimension of coordinates, i.e.
[f1] = [f2] = [length]
−1.
We shall prove now that f1 = f2. In fact, making use of the same formula for the double vector
product, used above, we easily obtain
~F ×B+ ~M×E =
=
(
rotE+
∂B
∂ξ
)
×B+
(
rotB− ∂E
∂ξ
)
×E−EdivB−BdivE = 0.
Therefore,
~F ×B+ ~M×E =
= f1E×B+ f2B×E = (f1 − f2)E×B = 0.
The assertion follows. The relation | ~F| = | ~M| also holds. It is readily verified now that the scale
factor L may be defined by
L(E,B) = 1|f1| =
1
|f2| =
|E|
| ~F|
=
|B|
| ~M|
. (47)
We go back to the 4-dimensional consideration. Obviously, for all nonlinear solutions F with
|δF | 6= 0 we have 0 < L(F ) < ∞, and for all other cases we readily obtain L → ∞. From the
definition (43) of L is seen that L depends on the point in general. Note that if the scale factor L,
defined by the nonlinear solution F , is a finite and constant quantity, we can introduce a characteristic
finite time-interval T (F ) by the relation
cT (F ) = L(F ),
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and also, in some cases, the corresponding characteristic frequency by
ν(F ) = 1/T (F ).
In these wave terms the modified scale factor 2πL acquires the meaning of wave length.
When L = const 6= 0 we can say that the inverse scale factor L−1 is a measure of ”how far” a
nonlinear solution F (with |δF | 6= 0) is from the linear Maxwell solutions.
We modify now the volume form ωχ to (−1cωχ). The integral of (−1cωχ) over the 4-region
R
3 × L,L = const, is well defined for all 3d-finite solutions, and its value is an integral invariant.
Making use of an F -adapted coordinate system we readily obtain
−1
c
∫
R3×L
ωχ =
1
c
∫
R3×L
(u2 + p2)dx ∧ dy ∧ dz ∧ dξ = 1
c
EL = ET,
where E is the integral energy of the solution in this frame. Note that this integral invariant depends
only on the 3d-finite nature of the solution and on the finite constant value of the scale factor L.
5 EED: Explicit non-linear vacuum solutions
As it was shown with every nonlinear solution F of our nonlinear equations a class of F -adapted
coordinate systems is associated, such that F and ∗F acquire the form (39):
F = εudx ∧ dz + udx ∧ dξ + εpdy ∧ dz + pdy ∧ dξ
∗ F = −pdx ∧ dz − εpdx ∧ dξ + udy ∧ dz + εudy ∧ dξ.
Since we look for non-linear solutions of (18)-(20), we substitute these F and ∗F and after some
elementary calculations we obtain
Proposition 9. Every F of the above kind satisfies the equation δF ∧ F − δ ∗ F ∧ ∗F = 0.
Proof. It is directly verified.
Further we obtain
δF = (uξ − εuz)dx+ (pξ − εpz)dy + ε(ux + py)dz + (ux + py)dξ,
δ ∗ F = −ε(pξ − εpz)dx+ ε(uξ − εpz)dy − (px − uy)dz − ε(px − uy)dξ,
Fµν(δF )
νdxν = (∗F )µν(δ ∗ F )νdxν =
= ε [p(pξ − εpz) + u(uξ − εuz)] dz + [p(pξ − εpz) + u(uξ − εuz)] dξ,
(δF )2 = (δ ∗ F )2 = −(uξ − εuz)2 − (pξ − εpz)2 = −φ2(ψξ − εψz)2.
We infer that our equations reduce to only one equation, namely
p(pξ − εpz) + u(uξ − εuz) = 1
2
[
(u2 + p2)ξ − ε(u2 + p2)z
]
= 0. (48)
The obvious solution to this equation is
u2 + p2 = φ2(x, y, ξ + εz), (49)
where φ is an arbitrary differentiable function of its arguments. The solution obtained shows that
the equations impose some limitations only on the amplitude function φ = |αF | and that the phase
function ϕ is arbitrary except that it is bounded: |ϕ| ≤ 1. The amplitude φ is a running wave along
the specially chosen coordinate z, which is common for all F -adapted coordinate systems. Considered
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as a function of the spatial coordinates, the amplitude φ is arbitrary, so it can be chosen spatially
finite. The time-evolution does not affect the initial form of φ, so it will stay the same in time, but the
whole solution may change its form due to ϕ . Since |ϕ| ≤ 1 and the two independent field components
are given by F14 = u = φϕ, F24 = p = ±φ
√
1− ϕ2 this shows, that among the nonlinear solutions of
our equations there are (3+1) soliton-like solutions. The spatial structure of φ can be determined by
initial condition, and the phase function ϕ can be used to describe additional structure features and
internal dynamics of the solution.
We compute δF ∧ F = δ ∗ F ∧ ∗F and obtain
δF ∧ F =
[
εp(uξ − εuz)− εu(pξ − εpz)
]
dx ∧ dy ∧ dz +
[
p(uξ − εuz)− u(pξ − εpz)
]
dx ∧ dy ∧ dξ.
In terms of φ and ψ = arccos(ϕ) we obtain
p(uξ − εuz)− u(pξ − εpz) = −φ2(ψξ − εψz),
and so
δF ∧ F = −εφ2(ψξ − εψz)dx ∧ dy ∧ dz − φ2(ψξ − εψz)dx ∧ dy ∧ dξ.
Applying ∗ from the left we get
∗(δF ∧ F ) = −φ2(ψξ − εψz)dz − εφ2(ψξ − εψz)dξ = −εφ2(ψξ − εψz)ζ.
Corollary. δF ∧ F is isotropic, and it is equal to zero iff ψ is a running wave along z.
Corollary. F is a running wave along z iff ψ is a running wave along z, i.e. iff δF ∧ F = 0.
Computing the 4-forms dA˜ ∧ A˜ ∧ ζ and dA˜∗ ∧ A˜∗ ∧ ζ we obtain
dA˜ ∧ A˜ ∧ ζ = dA˜∗ ∧ A˜∗ ∧ ζ = ε[u(pξ − εpz)− p(uξ − εuz)]dx ∧ dy ∧ dz ∧ dξ
= εφ2(ψξ − εψz)dx ∧ dy ∧ dz ∧ dξ.
Hence, since (δF )2 = −φ2(ψξ−εψz)2, and φ 6= 0 is a running wave, the nonlinear solutions F satisfying
|δF | = |δ ∗ F | = 0, imply ψξ − εψz = 0, i.e. absence of rotational component of propagation. The
following relations are equivalent:
1. δF ∧ F = 0.
2. |δF | = |δ ∗ F | = 0.
3. ψ is a running wave along z: Lζψ = 0.
4. dA˜ ∧ A˜ ∧ ζ = dA˜∗ ∧ A˜∗ ∧ ζ = 0.
We give now two other relations that are equivalent to the above four. First, consider a nonlinear
solution F , and the corresponding (1, 1) tensor F νµ = η
νσFσµ. We want to compute the corresponding
Fro¨licher-Nijenhuis tensor SF =
[
F,F
]
, which is a 2-form on M with values in the vector fields on M .
The components of SF in a coordinate frame are given by
(SF )
σ
µν = 2
[
Fαµ
∂F σν
∂xα
− Fαν
∂F σµ
∂xα
− F σα
∂Fαν
∂xµ
+ F σα
∂Fαµ
∂xν
]
.
We recall the two unit vector fields A˜ and εA˜∗, given by (in a F -adapted coordinate system)
A˜ = −ϕ ∂
∂x
−
√
1− ϕ2 ∂
∂y
, εA˜∗ =
√
1− ϕ2 ∂
∂x
− ϕ ∂
∂y
,
and we compute SF (A˜, εA˜∗).
(SF )
σ
µνA˜
µεA˜∗
ν
= (SF )
σ
12(A˜
1εA˜∗
2 − A˜2εA˜∗1).
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For (SF )
σ
12 we get
(SF )
1
12 = (SF )
2
12 = 0, (SF )
3
12 = −ε(SF )412 = 2ε{p(uξ − εuz)− u(pξ − εpz)}.
It is easily seen that A1εA∗2 − A2εA∗1 = 1, so, the relation SF (A˜, εA˜∗) = 0 is equivalent to the
above four.
Second, recall that if
[A, (+, .)] is an algebra (may graded), then the (anti)derivations D : A → A
satisfy: D(a.b) = Da.b+ εaa.Db, where a, b ∈ A and εa is the parity of a ∈ A. So, the derivations are
not morphisms of A, and satisfy the generalized Leibniz rule. The difference
∆D(a, b) =
[
Da.b+ εaa.Db
]
−D(a.b) , a, b ∈ A
is called the Leibniz bracket of the operator D, and D is a (anti)derivation if its Leibniz bracket
vanishes. If A is the exterior algebra of differential forms on a manifold M and D is the coderivative δ
with respect to a given metric, then the corresponding Leibniz bracket (sometimes called the Schouten
bracket) is denoted by {, }. So, if F,G are two forms on M then
{F,G} = δF ∧G+ (−1)pF ∧ δG − δ(F ∧G).
Note that the brackets {F,F} do not vanish in general.
Now, if the 2-form F on the Minkowski space is a nonlinear solution, then F ∧ F = 0 and
{F,F} = δF ∧ F + (−1)2F ∧ δF − δ(F ∧ F ) = 2δF ∧ F.
So, the above relations are equivalent to the requirement that the Leibniz/Schouten bracket {F,F}
vanishes.
Finally, all these conditions are equivalent to L =∞.
We note the very different nature of these seven conditions. The complete integrability of any of
the two Pfaff 2-dimensional systems (A˜, ζ) and (A˜∗, ζ) is equivalent to zero value of |δF | on the one
hand, and to the zero value of the quantity SF (A˜, εA˜∗) on the other hand, and both are equivalent
to the vanishing of the Leibniz/Schouten bracket and to the infinite value of L. This could hardly
be occasional, so, a physical interpretation of these quantities in the nonzero case, i.e. when ψ is not
a running wave, is strongly suggested. In view of the above conclusion that the condition |δF | = 0
implies absence of rotational component of propagation, our interpretation is the following:
A nonlinear solution will carry rotational component of propagation, i.e. intrinsic an-
gular (spin) momentum, only if ψ is NOT a running wave along the direction of translational
propagation.
Natural measures of this spin momentum appear to be δF∧F 6= 0, or |δF | 6= 0, or SF (A˜, εA˜∗). The
most attractive seems to be δF∧F , because it is a 3-form, and imposing the requirement d(δF ∧F ) = 0
we obtain both: the equation for ψ and the corresponding conserved (through the Stokes’ theorem)
quantity H = ∫ i∗(δF ∧ F )dx ∧ dy ∧ dz, where i∗(δF ∧ F ) is the restriction of δF ∧ F to R3.
Making use of the relations u = φ cosψ and p = φ sinψ, we get
A = φ cosψ dx+ φ sinψ dy + fζ, A∗ = −εφ sinψ dx+ εφ cosψ dy + f∗ζ,
δF = −φ sinψ (ψξ − εψz) dx+ φ cosψ (ψξ − εψz) dy + (ux + py)ζ
= −ε(Lζψ)A∗ + (εf∗Lζψ + ux + py)ζ
δ ∗ F = −εφ cosψ (ψξ − εψz) dx− εφ sinψ (ψξ − εψz) dy − ε(px − uy)ζ
= ε(Lζψ)A− ε(fLζψ + px − uy)ζ,
(50)
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where Lζ is the Lie derivative with respect to ζ. We obtain also
|δF | = |δ ∗ F | = φ|ϕξ − εϕz|√
1− ϕ2
= φ|ψξ − εψz | = φ|Lζψ|,
L = |A||δF | =
√
1− ϕ2
|ϕξ − εϕz|
=
1
|ψξ − εψz|
= |Lζψ|−1.
(51)
Now we can write
δF = ±εA
∗
L +
(
∓εf
∗
L + (ux + py)
)
ζ, δ ∗ F = ∓εAL +
(
±ε fL − ε(px − uy)
)
ζ. (52)
Corollary. Obviously, the following relations hold:
Aµ(δF )
µ = 0, (A∗)µ(δ ∗ F )µ = 0, Aµ(δ ∗ F )µ = ±εφ
2
L = −(A
∗)µ(δF )
µ.
Finally we note that since the propagating along the given ζ nonlinear solutions in canonical
coordinates are parametrized by one function φ of 3 independent variables and one bounded function
ϕ of 4 independent variables, the separation of various subclasses of nonlinear solutions is made by
imposing additional conditions on these two functions.
6 Homological Properties of the Nonlinear Solutions
From pure algebraic point of view we speak about homology (or, cohomology) every time when we
meet a linear map D in a vector space V over a field (e.g. R, or C), or in a moduleW over some ring,
having the property D ◦D = 0. Then we have two related subspaces, Ker(D) = {x ∈ V : D(x) = 0}
and Im(D) = D(V). Since Im(D) is a subspace of Ker(D), we can factorize, and the corresponding
factor space H(D,V) = Ker(D)/Im(D) is called the homology space for D. The dual linear map D∗
in the dual space V∗ has also the property D∗ ◦D∗ = 0, so we obtain the corresponding cohomology
space H∗(D∗,V∗). In such a situation the map D (resp. D∗) is called boundary operator (resp
coboundary operator). The elements of Ker(D) (resp. Ker(D∗)) are called cycles (resp. cocycles),
and the elements of Im(D) (resp. Im(D∗)) are called boundaries (resp. coboundaries).
The basic property of a boundary operator D is that every linear map B : V→ V which commutes
with D: D ◦ B = B ◦D, induces a linear map B∗ : H(D) → H(D). So, a boundary operator realizes
the general idea of distinguishing some properties of a class of objects which properties are important
from a definite point of view, and to find those transformations which keep invariant these properties.
The basic example for boundary operator used in theoretical physics is the exterior derivative d
(the so called de Rham cohomology). This operator acts in the space of differential forms over a
manifold, e.g. the Euclidean space (R3, g), or the Minkowski space-time M = (R4, η). The above
mentioned basic property of every boundary operator D appears here as a commutation of d with the
smooth maps f of the manifold considered: d ◦ f∗ = f∗ ◦d. A well known physical example for cocycles
of d (which are called here closed differential forms) comes when we consider a spherically symmetric
gravitational or electrostatic field generated by a point source. Since the field is defined only outside
of the point-source, i.e. on the space N = R3 − {0}, then a natural object representing the field is a
closed differential 2-form ω,dω = 0. In view of the spherical symmetry such a (spherically symmetric
or SO(3)-invariant) closed 2-form is defined up to a constant coefficient q, and in standard spherical
coordinates originating at the point-source we obtain ω = q sin θ dθ ∧ dϕ. The Hodge star on N gives
∗ω = (q/r2)dr, which is usually called electric field generated by the point source q. Now, the Stokes’
theorem establishes the charge q as a topological invariant, characterizing the nontrivial topology of
the space N .
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The above mentioned boundary operator d is a differential operator. Pure algebraic boundary
operators in a linear space V also exist and one way to introduce such operators is as follows. Let V ∗
be the dual to V space and 〈, 〉 denotes the canonical conjugation: (x∗, x) → 〈x∗, x〉, where x∗ ∈ V ∗
and x ∈ V . Now fix x ∈ V and let x∗ be such that 〈x∗, x〉 = 0. Consider now the decomposable
element x∗ ⊗ x ∈ V ∗ ⊗ V . The isomorphism between V ∗ ⊗ V and L(V, V ) allows to consider x∗ ⊗ x
as a linear map ϕ(x∗,x) : V → V as follows:
ϕ(x∗,x)(y) = (x
∗ ⊗ x)(y) = 〈x∗, y〉x, y ∈ V.
Hence, the linear map ϕ(x∗,x) sends all elements of V to the 1-dimensional space determined by the
non-zero element x ∈ V . Clearly, ϕ(x∗,x) is a boundary operator since
ϕ(x∗,x) ◦ ϕ(x∗,x)(y) = ϕ(x∗,x)(〈x∗, y〉x) = 〈x∗, y〉ϕ(x∗,x)(x) = 〈x∗, y〉〈x∗, x〉x = 0, y ∈ V.
So, if {ei} and {εj} are two dual bases in the n-dimensional linear spaces V and V ∗ respectively, then
every couple (εj , ei), i 6= j, determines the linear boundary operators ϕ(εj ,ei) = εj ⊗ ei, i 6= j.
If g is an inner product in V and the two elements (x, y) are g-orthogonal: g(x, y) = 0, then
denoting by g˜ the linear isomorphism g˜ : V → V ∗ (lowering indices) we can define the linear map
g˜(x)⊗ y, which is obviously a boundary operator in V :
(g˜(x)⊗ y) ◦ (g˜(x)⊗ y)(z) = 〈g˜(x), z〉(g˜(x)⊗ y)(y) = 〈g˜(x), z〉g(x, y)(y) = 0, z ∈ V.
In particular, if (V, η) is the Minkowski space, then every isotropic vector ζ : η(ζ, ζ) = ζ2 = 0 defines
a boundary operator η˜(ζ)⊗ ζ = ζ˜ ⊗ ζ. In fact,
(η˜(ζ)⊗ ζ) ◦ (η˜(ζ)⊗ ζ)(x) = (ζ˜ ⊗ ζ) ◦ (ζ˜ ⊗ ζ)(x) = 〈ζ˜, x〉(ζ˜ ⊗ ζ)(ζ) = 〈ζ˜ , x〉〈ζ˜ , ζ〉(ζ) = 0, x ∈ V.
We note that the duality between V and V ∗ allows to consider the element x∗ ⊗ x as a linear map
in V ∗ as follows (x∗ ⊗ x)(y∗) = 〈y∗, x〉x∗, and to build the corresponding boundary operators in V ∗.
Also, in the finite dimensional case we always get dim(V )− 2 = dim[Ker(x∗⊗x)/Im(x∗ ⊗x)], where
< x∗, x >= 0.
The above mentioned property that the image space of any such boundary operator x∗⊗ x, where
〈x∗, x〉 = 0, is 1-dimensional, implies that the natural extensions of these boundary operators to
derivations in the graded exterior algebras Λ(V ) and Λ(V ∗) [28] define boundary operators of degree
zero in these graded algebras (see further).
Further in this section we show that the energy-momentum tensors of the nonlinear vacuum so-
lutions in EED give examples of such boundary operators, and we also present some initial study of
the corresponding homology. We have the following property of the electromagnetic stress-energy-
momentum tensor Q(F )νµ established by Rainich [29]
Q(F )σµQ(F )
ν
σ =
1
4
(I21 + I
2
2 )δ
ν
µ, (53)
where I1 =
1
2FµνF
µν and I2 =
1
2Fµν(∗F )µν are the two invariants. Considering Q(F )νµ as a linear
map in the module of vector fields, or 1-forms, over the Minkowski space-time, we see that if the two
invariants are equal to zero, as it is in the case of nonlinear solutions of our equations, we obtain
a boundary operator at all points of M where F 6= 0. Our purpose now is to consider how the
corresponding homology is connected with the structure of the nonlinear solutions F of the vacuum
EED equations.
Proposition 10. The image space Im(QF ) coincides with the only isotropic eigen direction of
QF .
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Proof. The linear map QF is given in an F -adapted coordinate system by
QF = −φ2dz ⊗ ∂
∂z
+ εφ2dz ⊗ ∂
∂ξ
− εφ2dξ ⊗ ∂
∂z
+ φ2dξ ⊗ ∂
∂ξ
. (54)
Clearly, QF = φ
2ζ˜ ⊗ ζ, where ζ˜ = εdz + dξ in the F -adapted coordinate system and ζ = −ε∂z + ∂ξ
defines the only isotropic eigen direction of QF . Let in this coordinate system the arbitrary vector
field X be presented by its components (Xµ), µ = 1, . . . , 4. We obtain
QF (X) = −φ2dz(X) ∂
∂z
+ εφ2dz(X)
∂
∂ξ
− εφ2dξ(X) ∂
∂z
+ φ2dξ(X)
∂
∂ξ
= −φ2X3 ∂
∂z
+ εφ2X3
∂
∂ξ
− εφ2X4 ∂
∂z
+ φ2X4
∂
∂ξ
= εφ2X3ζ + φ2X4ζ = φ2(εX3 +X4)ζ.
If α = αµdx
µ is a 1-form then in the same way we obtain
QF (α) = (QF )
ν
µανdx
µ = φ2(−εα3 + α4)ζ.
The proposition is proved.
Proposition 11. The kernel space Ker(QF ) coincides with the 3-space spanned by the vectors
A,A∗ and ζ.
Proof. We know that QF (A) = QF (A
∗) = QF (ζ) = 0. Now, if X is an arbitrary vector, then
from the above Prop.10 follows that QF (X) = φ
2(εX3 + X4)ζ, so we conclude that QF (X) will be
equal to zero only if X is a linear combination of A,A∗ and ζ. The proposition is proved,
Hence, we may write Ker(QF ) = {A} ⊕ {A∗} ⊕ {ζ}. The corresponding factor space
H(QF ) = Ker(QF )/Im(QF )
is isomorphic to {A} ⊕ {A∗}. The classes defined by A and A∗ are given by [A] = A + fζ and
[A∗] = A∗ + f∗ζ, where f and f∗ are functions. Recall now that QF (δF ) = QF (δ ∗ F ) = 0, so
[δF ] = δF + hζ and [δ ∗ F ] = δ ∗ F + h∗ζ, where h and h∗ are functions, give the corresponding
homology classes.
According to the above mentioned property, every symmetry of a boundary operator induces a
linear map inside the homology space. Therefore, the homology spaces are invariant with respect to the
linear isomorphisms which commute with the boundary operators. In our case we have to find those
linear maps Φ in the module of vector fields over M , which commute with QF , i.e. Φ ◦QF = QF ◦Φ.
It is readily obtained that in the F -adapted coordinate system every such Φ is given by a matrix of
the following kind:
Φ =
∥∥∥∥∥∥∥∥
a b c −εc
m n q −εq
r s w 0
εr εs 0 w
∥∥∥∥∥∥∥∥ ,
where all nine independent entries of this matrix are functions of the coordinates. It follows that the
QF - homology spaces are invariant with respect to all diffeomorphisms ϕ : M → M which generate
isomorphisms dϕ : TM → TM of the tangent bundle of M given in the F -adapted coordinate system
by a nondegenerate matrix of the above kind.
An important property of the boundary operator QF is that its image space Im(QF ) is 1-
dimensional. As it was mentioned earlier, this allows to extend QF as a boundary operator in the
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graded exterior algebra of differential forms over M . In fact, recall that a linear map ϕ in a linear
space V induces derivation ϕ∧ in the exterior algebra Λ(V ) according to the rule
ϕ∧(x1 ∧ x2 ∧ · · · ∧ xp) = ϕ(x1) ∧ x2 ∧ · · · ∧ xp + x1 ∧ ϕ(x2) ∧ · · · ∧ xp + · · ·+ x1 ∧ x2 ∧ · · · ∧ ϕ(xp).
Remark. If we try to extend QF to antiderivation with respect to the usual involution
ω(α) = (−1)pα, α ∈ Λp(M) we’ll find that this is not possible since the necessary condition for
this, given by QF (α) ∧ α+ ω(α) ∧QF (α) = 0, does not hold for every α ∈ Λ1(M).
Hence, if Im(ϕ) = ϕ(V ) is 1-dimensional, then every summond of ϕ∧ ◦ ϕ∧(x1 ∧ x2 ∧ · · · ∧ xp) will
contain two elements of the kind ϕ(xi) and ϕ(xj), and if these two elements are collinear, their exterior
product is zero and the corresponding summond is zero. In our case ϕ = QF and Im(QF ) = {ζ} is
1-dimensional, so we shall have Q∧F ◦Q∧F (α) = 0, α ∈ Λ(M).
Corollary. The extension Q∧F defines a boundary operator of degree zero in Λ(M).
Remark. Further the extension Q∧F will be denoted just by QF .
Corollary. The extension of QF to derivation in Λ(M) introduces in Λ(M) some structure of
graded differential algebra with corresponding graded homology algebra H(QF )(Λ(M)).
The following relations are readily verified:
QF (F ) = 0, QF (∗F ) = 0, QF (δF ∧ F ) = 0.
For example, QF (F ) = QF (A∧ ζ) = QF (A)∧ ζ+A∧QF (ζ) = 0. So, F, ∗F and δF ∧F are QF -cycles.
From relations (50) we obtain
[δF ] = −ε(Lζψ)[A∗], [δ ∗ F ] = ε(Lζψ)[A],
i.e. δF and A∗ define the same QF -homology classes, and δ ∗ F and A define the same QF -homology
classes in Λ1(M).
Proposition 12. The scale factor L = |A|/|δF | depends only on the classes of A and δF .
Proof. Since |[A]| = |A+ fζ| = |A| and |[δF ]| = |δF + hζ| we obtain L = |A|/|δF | = |[A]|/|[δF ]|.
Clearly, ([A], [A∗]) and ([δF ], [δ ∗ F ]) represent two bases of H(QF ) in Λ1(M).
Corollary. The transformation ([A], [A∗])→ ([δF ], [δ ∗ F ]) is given by
([A], [A∗])
∥∥∥∥ 0 εLζψ−εLζψ 0
∥∥∥∥ = (−εLζψ[A∗], εLζψ[A]) = ([δF ], [δ ∗ F ]). (55)
The above formula (55) shows that the transformation matrix, further denoted by M, between these
two bases is (±εL)−1J , where J is the canonical complex structure in a real 2-dimensional space. This
fact may give another look on the duality symmetry (Recall Prop.3), because of the invariance of J
with respect to the transformation J → S.J.S−1, where S is given on p.7 :∥∥∥∥ a b−b a
∥∥∥∥∥∥∥∥ 0 1−1 0
∥∥∥∥∥∥∥∥a −bb a
∥∥∥∥ 1a2 + b2 =
∥∥∥∥ 0 1−1 0
∥∥∥∥ .
One could say that the duality symmetry of the nonlinear solutions is a consequence of the null-field
homology presented. In other words, every initial null-field configuration given by (A,A∗, ζ), with
|δF | 6= 0, |δ ∗ F | 6= 0, ζ2 = 0, compulsory has rotational-translational dynamical nature, so, it is
intrinsically forced to propagate with rotational component of propagation in space-time, because,
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according to relation (55), the nonzero Fµν , i.e. the nonzero (A,A
∗), imply nonzero values of the
derivatives of Fµν including the nonzero value of Lζψ even if ψ is time-independent, and the basis
([A], [A∗)] is continuously forced to rotate. In fact, the running-wave character of φ = |A| drags the
solution along the coordinate z and the nonzero Lζψ implies cosψ 6= 0, sinψ 6= 0. The evolution
obtained is strongly connected with the nonzero finite value of the scale factor L = |Lζψ|−1, which,
in turn, determines rotation in the homology space HF (Q). This rotation is determined entirely by
the Lie derivative of the phase ψ with respect to ζ, and it is intrinsically consistent with the running
wave translational propagation of the energy-density φ2. It is seen that the field configuration has
a rotational component of propagation, while the energy density has just translational component of
propagation.
It is interesting to see the action of QF as derivation in Λ(M). We shall do this in a F -adapted
coordinate system. Let F define a nonlinear solution and QF : Λ(M) → Λ(M) be the corresponding
derivation with φ2 = u2 + p2 the corresponding energy-density. We give first the action of QF as
derivation on the bases elements.
QF (dx) = QF (dy) = 0, QF (dz) = −εφ2ζ, QF (dξ) = φ2ζ
QF (dx ∧ dy) = 0, QF (dx ∧ dz) = −εφ2dx ∧ ζ, QF (dy ∧ dz) = −εφ2dy ∧ ζ,
QF (dx ∧ dξ) = φ2dx ∧ ζ, QF (dy ∧ dξ) = φ2dy ∧ ζ, QF (dz ∧ dξ) = 0.
QF (dx ∧ dy ∧ dz) = −εφ2dx ∧ dy ∧ ζ, QF (dx ∧ dy ∧ dξ) = φ2dx ∧ dy ∧ ζ,
QF (dx ∧ dz ∧ dξ) = 0, QF (dy ∧ dz ∧ dξ) = 0,
QF (dx ∧ dy ∧ dz ∧ dξ) = 0.
Let now the arbitrary 2-form G be represented in this coordinate system by G = Gµνdx
µ∧dxν , µ <
ν. Making use of the above given explicit form for the action of QF on the basis elements as derivation
we obtain
QF (G) = εφ
2(−εG13 +G14)dx ∧ dz + εφ2(−εG23 +G24)dy ∧ dz+
φ2(−εG13 +G14)dx ∧ dξ + φ2(−εG23 +G24)dy ∧ dξ.
(56)
This result makes possible the following conclusions concerning 2-forms:
1. The space Im(QF ) consists of null fields, i.e. every nonlinear solution F determines a
subspace Im(QF ) ⊂ Λ2(M) of null-fields .
2. The spaceKer(QF ) consists of 2-forms, which in this coordinate system satisfy: εG13 =
G14, εG23 = G24, and (G12, G34)-arbitrary.
3. The eigen spaces of QF (G) coincide with the eigen spaces of F for every (nonzero)
G ∈ Λ2(M).
If G is a 3-form with components G123, G124, G134, G234 in the same F -adapted coordinate system,
we obtain
QF (G) = εφ
2(−εG123 +G124)dx ∧ dy ∧ dz + φ2(−εG123 +G124)dx ∧ dy ∧ dξ.
So, QF (G) is isotropic, and a 3-form G is in Ker(QF ) only if εG123 = G124 in this coordinate system.
Moreover, since QF (G) does not depend on G134dx ∧ dz ∧ dξ and G234dy ∧ dz ∧ dξ we conclude that
the kernel of QF in this case consists of time-like 3-forms.
Finally, if G is a 4-form, then QF (G) = 0.
Corollary. If G ∈ Λ(M) lives in Im(QF ) where F is a nonlinear solution, then QF (G) is isotropic.
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This may be extended to the smooth functions f ∈ C∞(M) if we assume QF (f) = 0.
Let’s resume. Every space-like (straight-line) direction may be chosen for z-coordinate on M , and
the 1-form ζ = εdz + dξ determines an isotropic direction along which a class of null-fields F are
defined by the formula (39). The corresponding linear map QF satisfies QF ◦ QF = 0 and defines
homology in the spaces of 1-forms and of vector fields.
Since the image space QF (Λ
1M) is 1-dimensional, QF extends to a boundary operator in the whole
exterior algebras over the 1-forms and vector fields. The image space of the extended QF consists of
isotropic (null) objects. If G is a 2-form then QF (G) has, in general, the same eigen properties as F .
Hence, every 2-form F with zero invariants lives in just one such subclass and the whole set of these
2-forms divides to such nonintersecting subclasses. Moreover, every 2-form G has its (null-field) image
in every such subclass.
For every nonlinear solution F (u, p), (δF 6= 0) the corresponding φ2 = u2 + p2 propagates trans-
lationally, i.e. is a running wave, along the space-like direction chosen (considered as the coordinate
z). The 4-dimensional versions of the corresponding electric and magnetic fields are presented by
the nonisotropic parts of the homology classes defined by the mutually orthogonal space-like 1-forms
A and (−A∗). The nonlinear solutions with |δF | = |δ ∗ F | = 0 propagate only translationally, i.e.
without rotation. Rotational components of propagation, or spin-momentum, may have just those
nonlinear solutions having nonzero finite scale factor L = |A|/|δF |, or equivalently, satisfying one
of the conditions given above (pp.27-28). The isotropic 3-form δF ∧ F defines a QF -homology class
since QF (δF ∧F ) = 0, and it appears as a natural candidate representing locally the spin-momentum
if we assume the additional equation d(δF ∧ F ) = 0, which should reduce to an equation for the
phase ψ. The two mutually orthogonal space-like 1-forms δF and δ ∗ F define the same homology
classes as A∗ and A respectively. The transformation matrix M between the two bases (A,A∗) and
(δ ∗ F, δF ) defines a complex structure in the 2-dimensional homology space through the scale factor:
M[A] =M(A+ fζ) =M(A)+ fζ = δ ∗F + fζ = [δ ∗F ] andM = ±εL−1J , where J is the canonical
complex structure in a 2-dimensional space. The 2-parameter duality symmetry coincides with the
symmetries of M and transforms solutions to solutions inside the subclass of solutions propagating
along the spatial direction chosen.
7 Structure of the Nonlinear Solutions
We return now to the correspondence F → αF .
7.1 Properties of the duality matrices
We consider the set G of matrices α of the kind
α =
∥∥∥∥ a b−b a
∥∥∥∥ , where a, b ∈ R. (57)
As we mentioned earlier, the nonzero matrices of this kind form a group G with respect to the usual
matrix multiplication. Together with the zero 2 × 2 matrix Io they also form a 2-dimensional linear
space G = G⋃{Io} over R with respect to the usual addition of matrices. As is well known G gives
the real representation of the field of complex numbers.
A natural basis of the linear space G is given by the two matrices
I =
∥∥∥∥1 00 1
∥∥∥∥ , J = ∥∥∥∥ 0 1−1 0
∥∥∥∥ .
The group G is commutative, in fact∥∥∥∥ a b−b a
∥∥∥∥ .∥∥∥∥m n−n m
∥∥∥∥ = ∥∥∥∥m n−n m
∥∥∥∥ .∥∥∥∥ a b−b a
∥∥∥∥ = ∥∥∥∥ am− bn (an + bm)−(an+ bm) am− bn
∥∥∥∥ .
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Every element α ∈ G can be represented as α = aI + bJ, a, b ∈ R. Recall the natural representation
of G in G given by
ρ(α)(aI + bJ) = a (α−1)∗(I) + b (α−1)∗(J) =
1
a2 + b2
[
aα(I) + b α(J)
]
.
From now on we shall consider α(I) and α(J) just as matrix product, so we have
α(I) = α.I = α = aI + bJ, α(J) = α.J = −bI + aJ.
Since (J−1)∗ = J , J generates a complex structure in G: J ◦ J(x) = −x, x ∈ G.
The product of two matrices α = aI+bJ and β = mI+nJ looks like α.β = (am−bn)I+(an+bm)J .
The commutativity of G means symmetry, in particular, every α ∈ G is a symmetry of J : α.J = J.α.
Finally we note, that the inner product ge in G = Te(G), where e is the identity of G, given by
ge(α, β) =
1
2
tr(α ◦ β∗), α, β ∈ G,
generates a (left invariant) riemannian metric on G by means of the (left) group multiplication:
gσ = (Lσ−1)
∗ge, σ ∈ G.
7.2 The action of G in the space of 2-forms on M
We consider now the space Λ2(M) - the space of 2-forms on M with its natural basis:
dx ∧ dy, dx ∧ dz, dy ∧ dz, dx ∧ dξ, dy ∧ dξ, dz ∧ dξ.
We recall that the Hodge ∗ acts in Λ2(M) as a complex structure ∗ = J and on the above basis its
action is given by:
J (dx ∧ dy) = −dz ∧ dξ J (dx ∧ dz) = dy ∧ dξ J (dy ∧ dz) = −dx ∧ dξ
J (dx ∧ dξ) = dy ∧ dz J (dy ∧ dξ) = −dx ∧ dz J (dz ∧ dξ) = dx ∧ dy.
Hence, in this basis the matrix of J is off-diagonal with entries (1,−1, 1,−1, 1,−1).
Let now I be the identity map in Λ2(M). We define a representation ρ of G in Λ2(M) as follows:
ρ(α) = ρ(aI + bJ) = aI + bJ , α ∈ G. (58)
The map ρ may be considered as a restriction of a linear map G → LΛ2(M) to the nonzero elements of
G, i.e. to the elements of G. Every ρ(α) is a linear isomorphism, in fact, its determinant det||ρ(α)||
is equal to (a2 + b2)3. The identity I of G is sent to the identity transformation I of Λ2(M), and the
complex structure J of the vector space G is sent to the complex structure J of Λ2(M). This map is
surely a representation, because ρ(α.β) = ρ(α).ρ(β), α, β ∈ G. In fact,
ρ(α.β) = ρ
[
(aI + bJ).(mI + nJ)
]
=
ρ
[
(am− bn)I + (aε2n+ bm)J
]
= (am− bn)I + (an+ bm)J .
On the other hand
ρ(α).ρ(β) = ρ(aI + bJ).ρ(mI + nJ)
= (aI + bJ ).(mI + nJ ) = (am− bn)I + (an+ bm)J .
We consider now the space Λ2(M,G) of G-valued 2-forms on M . Every such 2-form Ω can be
represented as Ω = F1 ⊗ I + F2 ⊗ J , where F1 and F2 are 2-forms. We have the joint action of G in
Λ2(M,G) as follows:
[ρ(α)× α](Ω) = ρ(α).F1 ⊗ (α−1)∗(I) + ρ(α).F2 ⊗ (α−1)∗(J).
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We obtain
det(α).[ρ(α) × α](Ω) =[
(a2I + abJ )F1 − (b2J + abI)F2
]⊗ I + [(b2J + abI)F1 + (a2I + abJ )F2]⊗ J.
In the special case Ω = F ⊗ I + J .F ⊗ J it readily follows that
[ρ(α) × α] (Ω) = Ω. (59)
In this sense the forms Ω = F ⊗ I + J .F ⊗ J are equivariant with respect to the joint action of G.
Explicitly for a general 2-form F we have
ρ(α).F = aI.F + bJ .F
= (aF12 + bF34)dx ∧ dy + (aF13 − bF24)dx ∧ dz + (aF23 + bF14)dy ∧ dz
+ (aF14 − bF23)dx ∧ dξ + (aF24 + bF13)dy ∧ dξ + (aF34 − bF12)dz ∧ dξ.
If Fε is of the kind (39) we modify correspondingly the representation as follows: ρ(α) = aI + εbJ ,
and obtain
ρ(α).Fε = ε(au − bp)dx ∧ dz + ε(ap+ bu)dy ∧ dz
+ (au− bp)dx ∧ dξ + (ap+ bu)dy ∧ dξ. (60)
Recalling now equation (48) the above formula (60) shows that if Fε is a nonlinear solution then
ρ(α).Fε will be a nonlinear solution if the quantity[
(ρ(α).Fε)14
]2
+
[
(ρ(α).Fε)24
]2
= (au− bp)2 + (ap+ bu)2
is a running wave along z. But this quantity is equal to (a2+ b2)(u2+ p2) and since (a2+ b2) = const,
we see that ρ(α).Fε is again a nonlinear solution for any α ∈ G. In other words, the group G acts as
group of symmetries of our nonlinear equations. Moreover, in view of the conclusions at the end of the
preceding section, G acts inside every subclass of solutions defined by the chosen space-like direction
(the coordinate z). Hence, if F is a nonlinear solution, we may write G.F ⊂ QF (Λ2(M)), i.e. any
orbit G.F lives entirely and always inside the subclass QF (Λ
2(M)).
As for the phase ψ of the solution (60) we obtain (in this coordinate system)
ψ = arccos
[
ε(au− bp)√
(a2 + b2)(u2 + p2)
]
= ψ(Fε(u, p)) + ψ(α(a, b)),
where ψ(Fε(u, p)) is the phase of the solution Fε(u, p) and ψ(α(a, b)) = arccos
[
a/
√
a2 + b2
]
is the
phase of the complex number α = aI + bJ . Now, since ψ(α(a, b)) = const we obtain the
Corollary. The 1-form dψ and the scale factor L = |Lζψ|−1 are G-invariants: d(ψ(F )) =
d(ψ(ρ(α).F )), L(F ) = L(ρ(α).F ).
We are going to show now that the action ρ(α) : Fε → ρ(α).Fε can be generated by an appropriate
action T : G×M →M of G on the space-time M . The term appropriate here means that the action
T takes in view some isotropic straight-line direction, which will be considered to lie inside the planes
(z, ξ). The action T is defined by
(α(a, b);x, y, z, ξ) → (x′, y′, z, ξ) =
(
ax− by
a2 + b2
,
bx+ ay
a2 + b2
, z, ξ
)
, α(a, b) ∈ G.
Since x = ax′ + by′, y = −bx′ + ay′ and writing again (x, y) instead of (x′, y′)) we obtain:
T ∗Fε = ε(au− bp)dx ∧ dz + ε(ap + bu)dy ∧ dz + (au− bp)dx ∧ dξ + (ap + bu)dy ∧ dξ
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We obtain also
T ∗ζ = ζ, T ∗A = (au− bp)dx+ (ap+ bu)dy, T ∗(A∗) = −ε(ap+ bu)dx+ ε(au− bp)dy,
δ(T ∗F ) =
[
a(uξ − εuz)− b(pξ − εpz)
]
dx+
[
b(uξ − εuz) + a(pξ − εpz)
]
dy+
+ε
[
a(ux + py)− b(px − uy)
]
dz +
[
a(ux + py)− b(px − uy)
]
dξ,
|T ∗A|2 = |T ∗(A∗)|2 = (a2 + b2)(u2 + p2), |δ(T ∗F )|2 = (a2 + b2)|δF |2.
The invariance of the scale factor follows directly now from the above relations.
The corresponding fundamental vector fields ZI and ZJ , generated by the basis (I, J) of G are
ZI = −
(
x
∂
∂x
+ y
∂
∂y
)
, ZJ = −y ∂
∂x
+ x
∂
∂y
.
From the above corollary and from the commutation relation d ◦LX = LX ◦d it follows now that the
phase ψ satisfies the equations
LZI (dψ) = LZJ (dψ) = 0.
The G-invariance of the scale factor L, considered in this coordinate system, implies the relations
ZI(L) = ZJ(L) = 0, which lead to the conclusion that L may depend only on (z, ξ) in this coordinate
system. In fact, we obtain the linear system
xLx + yLy = 0, −yLx + xLy = 0,
and since x2 + y2 6= 0, the only solution is Lx = Ly = 0, i.e. L = L(z, ξ).
Now we have the following result:
Corollary: The scale factor L is a constant quantity: L = const, only if it is a Lorentz-invariant
quantity.
In fact, every constant is Lorentz invariant. On the other hand, the invariance of L with respect
to rotations in the plane (x, y) is obvious in this coordinate system:
y
∂L(z, ξ)
∂x
− x∂L(z, ξ)
∂y
= 0.
Further, the generators of the proper Lorentz rotations are
L1 = x
∂
∂ξ
+ ξ
∂
∂x
, L2 = y
∂
∂ξ
+ ξ
∂
∂y
, L3 = z
∂
∂ξ
+ ξ
∂
∂z
.
So, any of the relations L1(L) = 0, L2(L) = 0 implies that L does not depend on ξ, and, finally, the
relation L3(L) = 0 requires not-dependence on z.
Corollary. If the scale factor is Lorentz invariant: L = const, then the 3-form F ∧ δF is closed:
d(F ∧ δF ) = 0.
In fact, from relation (51) it follows that if L = const then ψξ − εψz = const too. We recall that
δF ∧ F = −εφ2(ψξ − εψz)dx ∧ dy ∧ dz − φ2(ψξ − εψz)dx ∧ dy ∧ dξ.
The assertion now follows from the notice that Φ2 is a running wave along z. Hence, when the scale
factor L is Lorentz-invariant we obtain another conservative quantity, namely, the integral of the
restriction of δF ∧ F on R3 over the whole 3-space will not depend on time.
We also note that under the action of α(a, b) we have
A→ A′ = [au− bp, ap+ bu, 0, 0], A∗ → (A∗)′ = [ap + bu,−(au− bp), 0, 0],
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and this is equivalent to
A′ = aA− bA∗, (A∗)′ = bA+ aA∗.
Hence, in the F -adapted coordinate systems the dual transformation, as given above, restricts to
transformations in the (x, y)-plane, so we have the
Corollary. The Frobenius integrability of the 2-dimensional Pfaff system (A,A∗) is a G-invariant
property.
Corollary. The Frobenius nonintegrability of the 2-dimensional Pfaff systems (A, ζ) and (A∗, ζ)
is a G-invariant property.
Remark. For a possible connection of δF ∧ F to the Godbillon-Vey closed 3-form Γ = dθ ∧ θ see
further in sec.11.
Finally we note that inside an orbit G.F a limited superposition rule holds: if F is a solution and
if [α(a, b) + β(m,n)] ∈ G then, obviosly, α(a, b).F + β(m,n).F is also a solution.
7.3 Point dependent group parameters
We are going now to see what happens if the group parameters become functions of the coordinates:
α = a(x, y, z, ξ)I + b(x, y, z, ξ)J . Consider the nonlinear solution F given by
F = εudx ∧ dz + εpdy ∧ dz + udx ∧ dξ + pdy ∧ dξ,
and the matrix
βF = β(u, p) =
∥∥∥∥ u p−p u
∥∥∥∥ .
Since F is a nonlinear solution then u and p satisfy the equation
Lζ
[
det||β(u, p)||
]
= (u2 + p2)ξ − ε(u2 + p2)z = 0, (61)
where Lζ is the Lie derivative with respect to the intrinsically defined by F isotropic vector field ζ.
Consider now the 2-form (in the F -adapted coordinate system)
Fo = dx ∧ ζ = εdx ∧ dz + dx ∧ dξ,
which, obviously, defines a (linear constant) solution, and define a map β :M → G as follows:
β(x, y, z, ξ) = u(x, y, z, ξ)I + εp(x, y, z, ξ)J,
The action of
ρ(β(x, y, z, ξ)) = u(x, y, z, ξ)I + εp(x, y, z, ξ)J
on Fo gives exactly F , i.e. the (linear) solution Fo is transformed to a nonlinear solution:
ρ(β(x, y, z, ξ))(Fo) = F = εudx ∧ dz + εpdy ∧ dz + udx ∧ dξ + pdy ∧ dξ.
This suggests to check if this is true in general, i.e. if we have a solution F defined by the two
functions u and p, and we consider a map α : M → G ⊂ G, such that the components a(x, y, z, ξ)
and b(x, y, z, ξ) of α = a(x, y, z, ξ)I + b(x, y, z, ξ)J determine a solution, then whether the 2-form
F˜ = α(x, y, z, ξ).F =
[
a(x, y, z, ξ)I + εb(x, y, z, ξ)J ].F will be a solution?
For F˜ we obtain
F˜ = ρ(α).F = (aI + εbJ ).F =
ε(au− εbp)dx ∧ dz + ε(ap + εbu)dy ∧ dz + (au− εbp)dx ∧ dξ + (ap + εbu)dy ∧ dξ,
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which looks the same as given by (60), but here a and b are functions of the coordinates.
Now, F˜ will be a solution iff[
(au− εbp)2 + (ap+ εbu)2]
ξ
− ε[(au− εbp)2 + (ap + εbu)2]
z
= 0. (62)
This relation is equivalent to[
(a2 + b2)ξ − ε(a2 + b2)z
]
(u2 + p2) +
[
(u2 + p2)ξ − ε(u2 + p2)z
]
(a2 + b2) = 0.
This shows that if F (u, p) is a solution, then F˜ (u, p; a, b) = ρ(α(a, b)).F (u, p) will be a solution iff
F (a, b) is a solution, i.e. iff ρ(α(a, b)).Fo is a solution. So we have the
Proposition 14. Every nonlinear solution F (a, b) =
[
aI + εbJ ]Fo, defines a map Φ(a, b) :
F (u, p)→ (ΦF )(u, p; a, b), such that if F (u, p) is a solution then (ΦF )(u, p; a, b) is also a solution.
Further in this section we shall denote by the same letter F the solution F and the corresponding
map Φ(F ) : F1 → F.F1.
The above Prop.14 says that the set Σ(Fo) of nonlinear solutions, defined by the chosen Fo, has
a commutative group structure with group multiplication
F (a, b).F (u, p) = ρ(α(a, b))Fo.ρ(β(u, p))Fo = ρ(α.β)Fo = ρ(β.α)Fo = F (u, p).F (a, b).
Clearly, Fo should be identified with ρ(I).Fo because ρ(1.I + 0.εJ)(Fo) = I(Fo) = Fo.
The identification of a nonlinear solution F (u, p) with the corresponding map Φ(u, p) = ρ(α(u, p)) =
uI+εpJ according to the rule F (u, p) = Φ(u, p).Fo = (uI+εpJ ).Fo gives the possibility to introduce in
an obviously invariant way the concept of amplitude of a nonlinear solution. Together with the solution
F (u, p) we have its conjugate solution F (u,−p). We identify these two solutions with the correspond-
ing linear maps Φ(u, p) and Φ(u,−p) in Λ2(M) and compute the quantity 16tr
[
Φ(u, p) ◦ Φ(u,−p)].
1
6
tr
[
Φ(u, p) ◦ Φ(u,−p)] = 1
6
tr
[(
uI + εpJ ) ◦ (uI − εpJ )] = 1
6
tr
[
(u2 + p2)I] = u2 + p2 = φ2(u, p).
In the general case α = αp.αp−1 . . . α1 we readily obtain F (α) = F (αp).F (αp−1) . . . F (α1), and for
the corresponding amplitude φ(Fp.Fp−1 . . . F1) and phase ψ(Fp.Fp−1 . . . F1) we obtain
φ(Fp.Fp−1 . . . F1)) = φ(Fp).φ(Fp−1) . . . φ(F1), ψ(Fp.Fp−1 . . . F1) =
p∑
i=1
(ψi). (63)
The corresponding scale factor is
L(Fp.Fp−1 . . . F1) = 1|Lζψ| =
1
|∑pi=1(ψi)ξ − ε∑pi=1(ψi)z | .
Denoting Lk = L(Fk) we obtain the nonequality
L(Fp.Fp−1...F1) ≥ L1.L2...LpL2.L3...Lp + L1.L3...Lp + ...+ L1.L2...Lp−1 =
1
L−11 + L−12 + ...+ L−1p
.
If α(a, b) 6= 0 at some point of M then we have F−1 = ρ(α−1ε ).Fo given by
(F )−1 =
(
u
u2 + p2
I − εp
u2 + p2
J
)
.Fo.
Clearly ψ(Fo) = 0, which corresponds to L(Fo) =∞.
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Finally, we note that, in general, there is no superposition inside the subclass of solutions defined
by a given solution F (u, p). The verification shows that if α(a, b) generates the solution F (a, b) and
α(m,n) generates the solution F (m,n) inside the same ζ-subclass, then the sum F (a, b).F (u, p) +
F (m,n).F (u, p) will be a solution only if the phase difference ψF (a,b) − ψF (m,n) is a running wave
along the corresponding z-coordinate. In particular, if this phase difference is a constant, then the
superposition will work, which recalls the interference rule in Maxwell vacuum electrodynamics, that
two waves may interfere only if their phase difference is a constant quantity.
The considerations in this section allow the following conclusions and interpretations. The whole
set of nonlinear solutions divides to subclasses S(Fo) of the kind (39) (every such subclass is determined
by the spatial direction along which the solution propagates translationally, it is the coordinate z in our
consideration, or by the corresponding ζ). Every solution F of a given subclass is obtained by means of
the action of a solution α(u, p) of equation (61) on the corresponding Fo through the representation ρ,
namely, F = ρ(α).Fo. We also note that every such subclass divides to subsubclasses G.F , determined
by a given solution F and the action of G with constant coefficients. Every such subsubclass may be
considered as one solution represented in different bases of G.
Further, the relation ρ(α(u, p))Fo = F suggests to consider Fo, as a ”vacuum state along ζ” of
the subclass considered, and the action of ρ(α) on Fo as a ”creation operator along ζ”, provided
a(x, y, z, ξ) 6= 0, b(x, y, z, ξ) 6= 0, (x, y, z, ξ) ∈ D ⊂ M , and α = aI + bJ satisfies (61) in D. Since
ρ(α).ρ(α−1).Fo = Fo we see that every such ”creation operator along ζ” in D may be interpreted also
as an ”annihilation operator along ζ” in D, i.e. in the same subclass of solutions. A given α may
generate a creation operator with respect to some subclass of solutions only if |α| is a running wave
along the corresponding isotropic vector ζ. Finally, the only universal ”annihilation” operator is the
ρ-image of the zero element of G.
Clearly, every solution F = ρ(α).Fo of a given subclass may be represented in various ways in terms
of other solutions to (61) in the same domainD, i.e. we have an example of a nonlinear ”superposition”
inside a given subclass, represented by the above mentioned commutative group structure.
The interpretation of a given subsubclass determined by a given solution F and the action of G
with constant coefficients as one solution, suggests also the extension of this interpretation to the point
dependent case. In fact, at every point m = (x, y, z, ξ) ∈M we may consider an isomorphic image Gm
of G with basis {e1(m), e2(m)}, where
e1(m) =
∥∥∥∥u(m) 00 u(m)
∥∥∥∥ , e2(m) = ∥∥∥∥ 0 p(m)−p(m) 0
∥∥∥∥ .
Now, the element [e1(m) + e2(m)] ∈ Gm is sent through the representation ρm : Gm → LΛ2m(M) to the
linear map Φ(m) = u(m)I+ p(m)J , and when (u2+ p2) satisfies equation (61) we obtain the solution
Φ(Fo). Hence, all solutions F (u, p) of a given subclass may be considered as one solution represented
in different point dependant bases {e1(m), e2(m)} of Gm, m ∈M . In fiber bundle terms we could say
that the nonlinear solutions are determined by sections of the bundle M × G which satisfy (61) and
their ρ-actions on corresponding ”vacuums” Fo.
Looking back we see that in the frame of linear solutions (Maxwell solutions) we have additive
commutative group structure (any linear combination with constant coefficients of linear solutions is
again a solution), while in the frame of the nonlinear solutions we have a multiplicative commutative
group structure: a product (as given above) of any number of nonlinear solutions along ζ is again a
solution along ζ. The important difference between these two structures is that the additive structure
of the linear solutions holds for all solutions, and the multiplicative group structure holds just inside a
given ζ-subclass. So, the whole set of nonlinear solutions consists of orbits of the (multiplicative) group
of those complex valued functions α(x, y, z, ξ) (the product is point-wise), the module |α| = √a2 + b2
of which is a running wave along some fixed isotropic direction ζ.
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We see also that the amplitude and the phase of a solution in a natural way acquire the inter-
pretations of the amplitude φ = |α| = √a2 + b2 and phase ψ = arccos(ϕ) (see relation (41)) of the
corresponding complex fields α(x, y, z, ξ). Clearly, through the well known Moivre formulae, every
F = ρ(α).Fo generates (F )
n = ρ(αn).Fo and
n
√
F = ρ( n
√
α).Fo, and in this way we obtain new
solutions of the same subclass.
8 A Heuristic Approach to the Vacuum Nonlinear Equations
In this section we give a heuristic, in our view, approach as for how to come to the nonlinear vacuum
equations of EED. Only two things turn out to be needed: first, accepting that the time dependent
EM fields propagate along straight lines, second, some experience with differential geometry concepts.
Our basic assumption reads: The translational component of propagation of time depen-
dent vacuum EM fields is along isotropic straight lines in Minkowski space-time.
We shall denote by M the Minkowski space-time, endowed with the canonical coordinates (x, y, z, ξ =
ct). From the above assumption it follows that at any particular case we may find isotropic vector
field the integral (isotropic) lines of which can be described by the vector field ζ = −ε∂z+∂ξ or by the
corresponding through the (flat) Lorentz metric η, sign(η) = (−,−,−,+), 1-form ζ = εdz + dξ. This
1-form ζ is closed, so, it defines 1-dimensional completely integrable Pfaff system. The corresponding
3-dimensional differential system (or distribution) on M is spanned by the vector fields
A¯ = −u∂x − p∂y, A¯′ = −m∂x − n∂y, ζ¯ = −ε∂z + ∂ξ,
which are η-images of the space-like 1-forms (A,A′), given by
A = udx+ pdy, A′ = mdx+ ndy,
and of ζ = εdz+ dξ, where (u, p,m, n) are four independent functions on M . We form now the tensor
Q = φ2 ζ ⊗ ζ¯, where the function φ is still to be determined. This tensor field defines linear map in
the spaces of vector fields and 1-forms on M . Clearly, ImQ is spanned by ζ, and KerQ is spanned
by (A,A′, ζ), where A and A′ are linearly independent. The factor space KerQ/ImQ is isomorphic
to the plane spanned by (A,A′), and further we choose η(A,A′) = 0, i.e. A′ = −pdx + udy, and we
shall denote this choice of A′ by A∗. It is easily verified that the 2-dimensional Pfaff system (A,A∗)
is completely integrable, and that the relations A.ζ = A∗.ζ = 0 hold.
We define now the 2-forms
F = A ∧ ζ, F ∗ = A∗ ∧ ζ.
The following relations hold:
i(A¯)F ∗ = 0, i(A¯∗)F = 0, i(ζ)F = i(ζ)F ∗ = 0.
Moreover, if ∗F is the Hodge-η dual to F we have F ∗ = ∗F .
Obviously, F ∧ F = 0 and F ∧ ∗F = 0, so F is a null field. Now, the tensor field
−1
2
[FµσF
νσ + (∗F )µσ(∗F )νσ ]
is equal to (u2 + p2)ζµζ¯
ν , so we define φ2 = u2 + p2 = −A2 = −(A∗)2. We compute dF and d ∗ F :
dF = ε(px − uy)dx ∧ dy ∧ dz + (px − uy)dx ∧ dy ∧ dξ−
ε(uξ − εuz)dx ∧ dz ∧ dξ − ε(pξ − εpz)dy ∧ dz ∧ dξ,
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d ∗ F = (py + ux)dx ∧ dy ∧ dz + ε(py + ux)dx ∧ dy ∧ dξ−
(pξ − εpz)dx ∧ dz ∧ dξ + (uξ − εuz)dy ∧ dz ∧ dξ.
The relation F ∧ ∗d ∗ F + (∗F ) ∧ ∗dF = 0 is now immediately verified. We compute the quantities
i(F¯ )dF = i(A¯∧ ζ¯)dF = i(ζ¯)◦ i(A¯)dF and i(∗F )d∗F = i(A¯∗ ∧ ζ¯)d∗F = i(ζ¯)◦ i(A¯∗)d∗F , and obtain
i(A¯ ∧ ζ¯)dF = i(A¯∗ ∧ ζ¯)d ∗ F = 1
2
[
(u2 + p2)ξ − ε(u2 + p2)z
]
ζ.
The equations
F ∧ ∗d ∗ F + (∗F ) ∧ ∗dF = 0, i(F¯ )dF = 0, i(∗¯F )d ∗ F = 0
now give ∇νQνµ = 0 and that the amplitude function φ is a running wave along the z-coordinate. From
these relations we can derive everything that we already know.
The above considerations in this section made use, more or less, of the metric structure of
Minkowski space and of the corresponding Hodge ∗-operator. A more careful look into the details,
however, shows that we can come to the important relations of EED without using any metric. We
proceed now to consider this possibility.
Instead of Minkowski space M we consider the manifold R4 together with its tangent tensor and
exterior algebra, and standard coordinates (x, y, z, ξ). The main tool to be used is the Poincare´
isomorphism between the p-vectors and (4−p)-forms on R4 [28]. For convenience we briefly recall how
it is introduced. Let Λp(V ) be the space of p-tensors, i.e. all antisymmetric (contravariant) tensors,
and Λ(n−p)(V ∗) be the space of (n − p)-forms, i.e. all antisymmetric covariant tensors, over the pair
of dual n-dimensional real vector spaces (V, V ∗), and p = 1, . . . , n. If {ei} and {εi} are two dual
bases we have the n-tensor ω = e1 ∧ · · · ∧ en and the n-form ω∗ = ε1 ∧ · · · ∧ εn. The duality requires
< εi, ej >= δ
i
j and < ω
∗, ω >= 1. If x ∈ V and α ∈ Λp(V ∗) then by means of the insertion operator
i(x) we obtain the (p− 1)-form i(x)α. If α is decomposable: α = α1 ∧ α2 ∧ · · · ∧ αp, where α1, . . . , αp
are 1-forms, then
i(x)α = < α1, x > α2 ∧ · · · ∧ αp− < α2, x > α1 ∧ α3 ∧ · · · ∧ αp + . . .
+ (−1)p−1 < αp, x > α1 ∧ · · · ∧ αp−1.
Now let x1∧x2∧ · · · ∧xp ∈ Λp(V ). The Poincare´ isomorphism P : Λp(V )→ Λn−p(V ∗) acts as follows:
Pp(x1 ∧ x2 ∧ · · · ∧ xp) = i(xp)◦i(xp−1)◦ . . .◦ i(x1)ω∗.
In the same way
Pp(α1 ∧ · · · ∧ αp) = i(αp)◦ . . .◦ i(α1)ω.
For nondecomposable tensors P is extended by linearity. We note also the relations:
Pn−pP
p = (−1)p(n−p)id, Pn−pPp = (−1)p(n−p)id,
< Pp(α1 ∧ · · · ∧ αp),Pp(x1 ∧ · · · ∧ xp) >=< α1 ∧ · · · ∧ αp, x1 ∧ · · · ∧ xp > .
On an arbitrary basis element P acts in the following way:
Pp(εi1 ∧ · · · ∧ εip) = (−1)
p∑
k=1
(ik − k)
eip+1 ∧ · · · ∧ ein ,
where i1 < · · · < ip and ip+1 < · · · < in are complementary p− and (n − p)− tuples.
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On the manifold R4 we have the dual bases {dxi} and { ∂
∂xi
}
of the two modules of 1-forms and
vector fields. The corresponding ω and ω∗ are
ω =
∂
∂x
∧ ∂
∂y
∧ ∂
∂z
∧ ∂
∂ξ
, ω∗ = dx ∧ dy ∧ dz ∧ dξ.
Our basic initial objects of interest are the 1-form ζ and the vector field ζ¯ defined by
ζ = εdz + dξ, ζ¯ = −ε ∂
∂z
+
∂
∂ξ
.
Note that no unknown functions are introduced with these two objects. We introduce now the tensor
field Q := φ2ζ ⊗ ζ¯, where the function φ is to be determined. The tensor Q defines linear maps in the
two spaces of vector fields and 1-forms on R4 by the relations
Q(X) = φ2 < ζ,X > ζ¯, Q∗(α) = φ2 < α, ζ¯ > ζ,
whereX is an arbitrary vector field, α is an arbitrary 1-form, and< α,X > is the canonical conjugation
between TR4 and T ∗R4. Clearly, the image space ImQ of Q is generated by ζ¯, and the image space
ImQ∗ of Q∗ is generated by ζ. The kernel space KerQ is 3-dimensional and looks like: KerQ =
{a} ⊕ {b} ⊕ {ζ¯}, where the two vectors (a,b) are linearly independent: a ∧ b 6= 0. The kernel space
KerQ∗ is also 3-dimensional and looks like: KerQ∗ = {α} ⊕ {β} ⊕ {ζ}, where the two 1-forms (α, β)
are linearly independent: α ∧ β 6= 0. The corresponding 2-dimensional factor spaces KerQ/ImQ and
KerQ∗/ImQ∗ naturally arise, and further we shall consider mainly the second one. The elements of
KerQ∗/ImQ∗ have the form α + fζ and β + fζ. Inside each of these two classes there is only one
element that has no component along ζ, we denote these two elements by A and A′ correspondingly.
These two 1-forms live in the planes (x, y). So, we have A = udx+ pdy, A′ = mdx+ ndy, with the
relation un− pm 6= 0.
It is now readily verified the following
Corollary. The 2-dimensional Pfaff system (A,A′) is completely integrable, and the two Pfaff
systems (A, ζ) and (A,′ ζ) are not, in general, completely integrable.
Hence, the following relations hold:
dA ∧A ∧A′ = 0, dA′ ∧A ∧A′ = 0, dA ∧A ∧ ζ 6= 0, dA′ ∧A′ ∧ ζ 6= 0.
Intuitively, the integrable Pfaff system (A,A′) carries information about those properties of the
physical system under consideration which do not change during the evolution, and the other two
nonintegrable Pfaff systems carry information about the admissible interaction of the physical system
with the rest of the world. Therefore, namely these two Pfaff systems, (A, ζ) and (A′, ζ), should be
of primary interest for us, (from the point of view of studying this physical system) because studying
them, we may get some knowledge about the proper, or identifying, properties of the system (Recall
Sec.1). The objects A⊗ ζ¯ and A′ ⊗ ζ¯ are also expected to be of use.
Since A and A′ are linearly independent we choose them as follows:
A = udx+ pdy, A′ = −pdx+ udy, so A ∧A′ 6= 0.
According to the above remark we turn our attention to the two 2-forms A ∧ ζ and A′ ∧ ζ, and
our first observation is that they are defined on the classes determined by A and A′ respectively. Our
second observation is that the corresponding curvatures, given by
dA ∧A ∧ ζ = dA′ ∧A′ ∧ ζ = −ε[p(uξ − εuz)− u(pξ − εpz)]ω∗,
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give the same coefficient (Sec.5) which introduces rotational component of propagation. As we shall
see further (Sec.9) this is not occasional.
We compute now P2(A ∧ ζ) and P2(A′ ∧ ζ) and obtain
P2(A ∧ ζ) = −εu ∂
∂y
∧ ∂
∂ξ
+ εp
∂
∂x
∧ ∂
∂ξ
+ u
∂
∂y
∧ ∂
∂z
− p ∂
∂x
∧ ∂
∂z
,
P2(A′ ∧ ζ) = −u ∂
∂x
∧ ∂
∂z
− p ∂
∂y
∧ ∂
∂z
+ εu
∂
∂x
∧ ∂
∂ξ
+ εp
∂
∂y
∧ ∂
∂ξ
.
The following relations are readily verified:
i(A)
[
P2(A ∧ ζ)] = 0, i(A′)[P2(A′ ∧ ζ)] = 0,
i(A ∧ ζ)[P2(A ∧ ζ)] = 0, i(A′ ∧ ζ)[P2(A ∧ ζ)] = 0.
We compute P3
[
d(A ∧ ζ)]:
P3
[
d(A ∧ ζ)] = ε(px − uy)ζ¯ + ε [(uξ − εuz) ∂
∂y
− (pξ − εpz) ∂
∂x
]
.
The two objects A ⊗ ζ¯ and A′ ⊗ ζ¯ may be considered as 1-forms with values in the tangent bundle,
so we can use the insertion operator i(X) as follows: i(X)(A ⊗ ζ¯) =< A,X > ζ¯. Denoting the two
vector fields P3(d(A ∧ ζ)) and P3(d(A′ ∧ ζ)) by Z and Z ′ respectively, we obtain
i(Z)(A⊗ ζ¯) = i(Z ′)(A′ ⊗ ζ¯) = ε[p(uξ − εuz)− u(pξ − εpz)]ζ¯,
and
i(Z)(A′ ⊗ ζ¯) = −i(Z ′)(A⊗ ζ¯) = ε[u(uξ − εuz) + p(pξ − εpz)]ζ¯ .
Recalling now from Sec.5 the explicit forms of δF ∧F = (δ ∗F )∧∗F, δF ∧∗F and (δ ∗F )∧F , and the
equations they satisfy, the same equations may be written as follows: the two equations δF ∧ ∗F = 0
and (δ ∗ F ) ∧ F = 0 are equivalent to
i(Z)(A′ ⊗ ζ¯) = −i(Z ′)(A⊗ ζ¯) = 0,
and the equation δF ∧ F = (δ ∗ F ) ∧ ∗F is equivalent to
i(Z)(A ⊗ ζ¯) = i(Z ′)(A′ ⊗ ζ¯).
The additional equation d(δF ∧ F ) = 0 is equivalent to
d
[
P1
[
i(Z)(A⊗ ζ¯)]] = 0.
Finally, choosing the two vector fields a and b in the form a = u∂x + p∂y and b = −p∂x + u∂y, the
function φ in Q = φ2ζ ⊗ ζ¯ is obtained through the relation
Q = (<,>,⊗)(A ∧ ζ,a ∧ ζ¯) =< A,a > ζ ⊗ ζ¯ = (u2 + p2)ζ ⊗ ζ¯,
or through the relation
Q = (<,>,⊗)(A′ ∧ ζ,b ∧ ζ¯) =< A′,b > ζ ⊗ ζ¯ = (u2 + p2)ζ ⊗ ζ¯,
The considerations made so far were limited, more or less, inside a given subclass of (nonlinear)
solutions, which propagate translationally along the same isotropic 4-direction in M , or along a given
spatial direction which we choose for z-coordinate. A natural question arises: is it possible to write
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down equations which would simultaneously describe a set of N such non-interacting solutions, which
propagate translationally along different spatial directions. The answer to this question is positive,
and the equations look like:
N∑
k=1
(
δF 2k−1 ∧ ∗F 2k−1
)
⊗ e2k−1 ∨ e2k−1 −
N∑
k=1
(
δ ∗ F 2k−1 ∧ F 2k−1
)
⊗ e2k ∨ e2k+
N∑
k=1
(
−δF 2k−1 ∧ F 2k−1 + δ ∗ F 2k−1 ∧ ∗F 2k−1
)
⊗ e2k−1 ∨ e2k = 0,
where the index k enumerates the 2-space (R2)k for the corresponding couple (F k, ∗F k). So, for every
k = 1, 2, . . . , N we obtain the system (32)-(34), i.e. the corresponding couple (e2k−1, e2k) defines,
in fact, the direction of translational propagation of the solution (F k, ∗F k). The case of possible
interaction of nonlinear solutions (e.g. through ”interference”) will be considered elsewhere.
9 Connection-Curvature Interpretations
The concepts of connection and curvature have proved to be very useful in field theory, for example,
General Relativity and the later Yang-Mills theory were built entirely in terms of these (geometric in
nature) concepts. So, it seems interesting to try to find corresponding interpretation of EED.
The concept of connection manifests itself in three main forms: general connection on a manifold,
principal connection in a principal bundle, and linear connection in a vector bundle. In the first
case the general connection gives an appropriate geometric picture of a system of partial differential
equations, and the corresponding (general) curvature shows when this system of equations is integrable
and when it is not integrable: the nonzero curvature forbids integrability. The principal connection
adapts appropriately the concept of general connection to the special case of principal bundles making
use of the rich geometric structure of Lie groups and free Lie group actions on manifolds. The linear
connection allows to differentiate sections of vector bundles along vector fields, obtaining new sections
of the same vector bundle.
First we are going to introduce the necessary concepts in view of their use for corresponding
interpretation of EED.
9.1 Integrability and Connection
The problem for integration of a system of partial differential equations of the kind
∂ya
∂xi
= fai (x
k, yb), i, k = 1, ..., p; a, b = 1, ..., q, (64)
where fai (x
k, yb) are given functions, obeying some definite smoothness conditions, has contributed to
the formulation of a number of concepts, which in turn have become generators of ideas and research
directions, and most of them have shown an wide applicability in many branches of mathematics and
mathematical physics. A particular case of the above system (nonlinear in general) of equations is
when there is only one independent variable, i.e. when all xi are reduced to x1, which is usually
denoted by t and the system acquires the form
dya
dt
= fa(yb, t), a, b = 1, ..., q. (65)
We recall now some of the concepts used in considering the integrability problems for these equations,
making use of the geometric language of manifold theory.
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Let X be a vector field on the q-dimensional manifold M and the map c : I → M , where I is an
open interval in R, defines a smooth curve in M . Then if Xa, a = 1, 2, . . . , q, are the components of X
with respect to the local coordinates (y1, ..., yq) and the equality c′(t) = X(c(t)) holds for every t ∈ I,
or in local coordinates,
dya
dt
= Xa(yb),
c(t) is the integral curve of the vector field X, i.e. c(t) defines a 1-dimensional manifold such that X is
tangent to it at every point c(t). As it is seen, the difference with (65) is in the additional dependence
of the right side of (65) on the independent variable t. Mathematics approaches these situations in an
unified way as follows. The product R ×M is considered and the important theorem for uniqueness
and existence of a solution is proved: For every point p ∈ M and point τ ∈ R there exist a vicinity
U of p, a positive number ε and a smooth map Φ : (τ − ε, τ + ε) × U → M , Φ : (t, y) → ϕt(y), such
that for every point y ∈ U the following conditions are met: ϕτ (y) = y, t→ ϕt(y) is an integral curve
of X, passing through the point y ∈ M ; besides, if two such integral curves of X have at least one
common point, they coincide. Moreover, if (t′, y), (t + t′, y) and (t, ϕ(y)) are points of a vicinity U ′
of {0} × R in R ×M , we have ϕt+t′(y) = ϕt(ϕt′(y)). This last relation gives the local group action:
for every t ∈ I we have the local diffeomorphism ϕt : U → ϕt(U). So, through every point of M there
passes only one trajectory of X and in this way the manifold M is foliated to non-crossing trajectories
- 1-dimensional manifolds, and these 1-dimensional manifolds define all trajectories of the defined by
the vector field X system of ODE. This fibering of M to nonintersecting submanifolds, the union of
which gives the whole manifold M , together with considering t and y(t) as 1-d submanifolds of the
same manifold, is the leading idea in treating the system of partial differential equations (64), where
the number of the independent variables is more than 1, but finite. For example, if we consider two
vector fields on M , then through every point of M two trajectories will pass and the question: when
a 2-dimensional surface, passing through a given point can be built, and such that the representatives
of the two vector fields at every point of this 2-surface to be tangent to the surface, naturally arises.
The answer to this problem is given by the following Frobenius theorems.
For simplicity, further we consider regions of the space Rp×Rq, but this is not essentially important
since the Frobenius theorems are local statements, so the results will hold for any (p+ q)-dimensional
manifold.
Let U be a region in Rp×Rq, and (x1, ..., xp, y1 = xp+1, ..., yq = xp+q) are the canonical coordinates.
We set the question: for which points (x0, y0) of U the system of equations (64) has a solution
ya = ϕa(xi), defined for points x, sufficiently close to x0 and satisfying the initial condition ϕ(x0) = y0?
The answer to this question is: for this to happen it is necessary and sufficient the functions fai on
the right hand side of (64) to satisfy the following conditions:
∂fai
∂xj
(x, y) +
∂fai
∂yb
(x, y).f bj (x, y) =
∂faj
∂xi
(x, y) +
∂faj
∂yb
(x, y).f bi (x, y). (66)
This relation is obtained as a consequence of two basic steps: first, equalizing the mixed partial
derivatives of ya with respect to xi and xj , second, replacing the obtained first derivatives of ya with
respect to xi on the right hand side of (64) again from the system (64). If the functions fai satisfy
the equations (66), the system (64) is called completely integrable. In order to give a coordinate free
formulation of (66) and to introduce the curvature, as a measure for non-integrability of (64), we shall
first sketch the necessary terminology [23].
Let M be an arbitrary n = p + q dimensional manifold. At every point x ∈ M the tangent space
Tx(M) is defined. The union of all these spaces with respect to the points of M defines the tangent
bundle. On the other hand, the union of the co-tangent spaces T ∗x (M) defines the co-tangent bundle.
At every point now of M we separate a p dimensional subspace ∆x(M) of Tx(M) in a smooth way,
i.e. the map x → ∆x ix smooth. If this is done we say that a p-dimensional distribution ∆ on M is
defined. From the elementary linear algebra we know that every p-dimensional subspace ∆x of Tx(M)
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defines unique (n− p) = q dimensional subspace ∆∗x of the dual to Tx(M) space T ∗x (M), such that all
elements of ∆∗x annihilate (i.e. send to zero) all elements of ∆x. In this way we get a q-dimensional
co-distribution ∆∗ on M . We consider those vector fields, the representatives of which at every point
are elements of the distribution ∆, and those 1-forms, the representatives of which at every point are
elements of the co-distribution ∆∗. Clearly, every system of p independent vector fields, belonging to
∆, defines ∆ equally well, and in this case we call such a system a differential p-system P on M . The
corresponding system P∗ of q independent 1-forms is called q-dimensional Pfaff system. Clearly, if
α ∈ P∗ and X ∈ P, then α(X) = 0.
Similarly to the integral curves of vector fields, the concept of integral manifold of a p-dimensional
differential system is introduced. Namely, a p-dimensional submanifold V p of M is called integral
manifold for the p-dimensional differential system P, or for the p-dimensional distribution ∆, to which
P belongs, if the tangent spaces of V p at every point coincide with the subspaces of the distribution
∆ at this point. In this case V p is called also integral manifold for the q-dimensional Pfaff system
P∗. If through every point of M there passes an integral manifold for P, then P and P∗ are called
completely integrable.
Now we shall formulate the Frobenius theorems for integrability [25,26].
A differential system P is completely integrable if and only if the Lie bracket of any two vector
fields, belonging to P, also belongs to P.
So, if (X1, ...,Xp) generate the completely integrable differential system P, then
[Xi,Xj ] = C
k
ijXk, (67)
where the coefficients Ckij depend on the point. If we form the p-vector X1 ∧X2 ∧ · · · ∧Xp then the
above relatin (67) is equivalent to
[Xi,Xj ] ∧X1 ∧X2 ∧ · · · ∧Xp = 0, i, j = 1, 2, . . . , p.
We turn now to the integrability criterion for the corresponding Pfaff systems. If the 1-forms
(α1, ..., αq) define the q-dimensional Pfaff system P∗ the following integrability criterion holds (the
dual Frobenius theorem):
The Pfaff system P∗ is completely integrable if and only if
dαa = Kabcα
b ∧ αc, b < c. (68)
Now, it is easily shown, that the above equations (68) are equivalent to the following equations:
(dαa) ∧ α1 ∧ . . . ∧ αa ∧ . . . ∧ αq = 0, a = 1, ..., q. (69)
We note that these criteria do not depend on the special choice of the vector fieldsXi, i = 1, . . . , p, or 1-
forms αa, a = 1, . . . , q, where p+q = dimM , which represent the distribution P and the codistribution
P∗.
When a given Pfaff system P∗, or the corresponding differential system P, are not integrable,
then the relations (67)-(69) are not fulfilled. From formal point of view this means that there is at
least one couple of vector fields (X,Y ), belonging to P, such that the Lie bracket [X,Y ] does not
belong to P. Therefore, if at the corresponding point x ∈ M we choose a basis of Tx(M) such, that
the first p basis vectors form a basis of ∆x, then [X,Y ]x will have some nonzero components with
respect to those basis vectors, which belong to some complimentary to ∆x subspace Γx : Tx(M) =
∆x⊕Γx. As a rule, the distribution Γ is chosen to be integrable, so the choice of a projection operator
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Vx : Tx(M) → Γx(M), x ∈ M with constant rank defines a new distribution ∆ = Ker(V ), such
that KerVx(M) ⊕ Γx(M) = Tx(M). Then the distribution Γ is called vertical and the distribution
∆ = Ker(V ) is called horizontal.
Now, the curvature K of the horizontal distribution ∆ is defined by
K(X,Y ) = V ([X,Y ]), X, Y ∈ ∆. (70)
It is clear, that the curvature K is a 2-form on M with values in the vertical distribution Γ. In fact,
if f is a smooth function and X,Y are two horizontal vector fields, then
K(X, fY ) = V ([X, fY ]) = V (f [X,Y ] +X(f)Y ) =
= fV ([X,Y ]) +X(f)V (Y ) = fK(X,Y )
because V (Y ) = 0, Y − horizontal.
The corresponding q-dimensional co-distribution ∆∗ (or Pfaff system P∗) is defined locally by the
1-forms (θ1, ..., θq), such that θa(X) = 0 for all horizontal vector fields X. In this case the 1-forms θa
are called vertical, and clearly, they depend on the choice of the horizontal distribution ∆. In these
terms the non-integrability of ∆ means
dθa 6= Kabcθb ∧ θc, b < c.
This non-equality means that at least one of the 2-forms dθa is not vertical, i.e. it has a nonzero
horizontal projection H∗dθa, which means that it does not annihilate all horizontal vectors. In these
terms it is naturally to define the curvature by
H∗dθa = dθa −Kabcθb ∧ θc, b < c.
Now we see how this picture is defined by the equations (64).
Consider now the manifold M = Rp × Rq with coordinates (x1, . . . , xp, y1, . . . , yq). The vertical
distribution is defined by
∂
∂ya
, a = p+ 1, ..., p + q = n.
Now, making use the equations of the system (64), i.e. the functions fai , we have to define the
horizontal spaces at every point (x, y), i.e. local linearly independent vector fields Xi, i = 1, ..., p. The
definition is:
Xi =
∂
∂xi
+ fai
∂
∂ya
. (71)
The corresponding Pfaff system shall consist of 1-forms θa, a = p+ 1, ..., p + q and is defined by
θa = dya − fai dxi. (72)
In fact,
θa(Xi) = dy
a
(
∂
∂xi
)
+ dya
(
f bi
∂
∂yb
)
− faj dxj
(
∂
∂xi
)
− faj dxj
(
f bi
∂
∂yb
)
=
= 0 + f bi δ
a
b − faj δji − 0 = 0.
Remark. The coordinate 1-forms dya are not vertical and the local vector fields ∂
∂xi
are not
horizontal with respect to the so defined horizontal distribution (X1, . . . ,Xp).
In this way the system (64) defines unique horizontal distribution. On the other hand, if a hori-
zontal distribution is given and the corresponding vertical Pfaff system admits at least 1 basis, then
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this basis may be chosen of the kind (72) always. Moreover, in this kind it is unique. In fact, let
(θ′1, ..., θ′q) be any local basis of ∆∗. Then in the adapted coordinates we’ll have
θ′a = Aabdy
b +Bai dx
i,
where Aab , B
a
i are functions on M . We shall show that the matrix A
a
b has non-zero determinant, i.e.
it is non-degenerate. Assuming the opposite, we could find scalars λa, not all of which are equal to
zero, and such that the equality λaA
a
b = 0 holds. We multiply now the above equality by λ
a and sum
up with respect to a. We get
λaθ
′a = λaB
a
i dx
i.
Note now that on the right hand side of this last relation we have a horizontal 1-form, while on the
left hand side we have a vertical 1-form. This is impossible by construction, so our assumption is
not true, i.e. the inverse matrix (Aab )
−1 exists, so multiplying on the left θ′a by (Aab )
−1 and putting
(Aab )
−1θ′b = θa we obtain
θa = dya + (Aab )
−1Bbi dx
i.
We denote now (Aab )
−1Bbi = −fai and get what we need. The uniqueness part of the assertion is proved
as follows. Assume there is another basis (θa)′′ of the same kind. So, there must be a non-degenerate
matrix Cab , such that (θ
a)′′ = Cab θ
b. We get
dya − (fai )′′dxi = Cab dyb −Cab f bi dxi,
and from this relation it follows that the matrix Cab is the identity.
Let’s see now the explicit relation between the integrability condition (66) of the system (64) and
the curvature H∗dθa of the defined by this system horizontal distribution. We obtain
dθa = −∂f
a
i
∂xj
dxj ∧ dxi − ∂f
a
i
∂yb
dyb ∧ dxi.
In order to define the horizontal projection of dθa we note that H∗(dxi) = dxi, so, H∗(dya) =
H∗(θa + fai dx
i) = fai dx
i, because θa are vertical. That’s why for the curvature Ω = H∗dθa ⊗ ∂
∂ya
we
get
Ω = (H∗dθa)⊗ ∂
∂ya
=
(
∂faj
∂xi
− ∂f
a
i
∂xj
+
∂faj
∂yb
f bi −
∂fai
∂yb
f bj
)
dxi ∧ dxj ⊗ ∂
∂ya
, i < j. (73)
It is clearly seen that the integrability condition (66) coincides with the requirement for zero curvature.
The replacement of dya, making use of the system (64), in order to obtain (66), acquires now the status
of ”horizontal projection”.
We verify now that the curvature, defined by V ([Xi,Xj ]) gives the same result.
V ([Xi,Xj ]) = V
([
∂
∂xi
+ fai
∂
∂ya
,
∂
∂xj
+ f bj
∂
∂yb
])
=
= V
(
∂f bj
∂xi
∂
∂yb
− ∂f
a
i
∂xj
∂
∂ya
+ fai
∂f bj
∂ya
∂
∂yb
− f bi
∂fai
∂yb
∂
∂ya
)
=
=
(
∂faj
∂xi
− ∂f
a
i
∂xj
+
∂faj
∂yb
f bi −
∂fai
∂yb
f bj
)
∂
∂ya
.
The basic moment in these considerations is that the system (64) defines a vertical projection
operator V and a horizontal projection operator H = id− V in the tangent bundle T (M). Explicitly,
H is defined in the basis ( ∂
∂xi
, ∂
∂ya
) by
H
(
∂
∂xi
,
∂
∂ya
)
=
(
∂
∂xi
,
∂
∂ya
)∥∥∥∥ I 0fai 0
∥∥∥∥ = ( ∂∂xi + fai ∂∂ya , 0, . . . , 0
)
,
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where I denotes the identity (p×p)-matrix and 0 denotes the zero (p×p) and the zero (q×q) matrices.
So, Hx projects the basis (
∂
∂xi
, ∂
∂ya
) at x ∈ M on the horizontal subspace basis (X1(x), . . . ,Xp(x)).
The projection Vx = (idTxM − Hx) projects every tangent space TxM to the corresponding vertical
subspace V Tx, so, the transposed matrix (Vx)
∗ = (idTxM −Hx)∗ projects every cotangent space to the
vertical cotangent subspace. Explicitly we have (we omit to write the point x ∈M)
(id−H)∗(dxi, dya) = (dxi, dya)
∥∥∥∥0 −fai0 I
∥∥∥∥ = (0, . . . , 0,−fai dxi + dya).
Hence, a general connection on a manifold M is defined by a projection operator H (or V = (idT (M)−
H)) in T (M) with constant rank. As a rule, if H denotes the horizontal projection as it is in our case,
the image space of the corresponding vertical projection V = (idT (M) − H) is considered to define
an integrable distribution, so the kernel subspace Ker(idT (M) − H) = KerV defines the horizontal
distribution, and the corresponding curvature carries information about the integrability of KerV .
9.2 General Connection Interpretation of EED
We go back now to EED. According to Proposition 8. the 1-forms (A˜, A˜∗), which live in the planes
(x, y), define a completely integrable 2-dimensional Pfaff system. We choose the vertical subspaces
to live inside also in the (x, y)-planes, so, accordingly, the coordinates are given in a different order,
namely: (z, ξ, x, y). The horizontal spaces are defined by
X1 =
∂
∂z
+ εu
∂
∂x
+ εp
∂
∂y
, X2 =
∂
∂ξ
+ u
∂
∂x
+ p
∂
∂y
,
which corresponds to the partial differential system
∂x
∂z
= εu,
∂x
∂ξ
= u,
∂y
∂z
= εp,
∂y
∂ξ
= p.
Recalling from Sec.4 the unit 1-forms R and S, and denoting by prime (’) the corresponding (through
the metric η) vector fields, we have the
Corollary: The following relations hold:
X1 = R
′ + (i(R′)F )′, X2 = S
′ + (i(S′)F )′.
The horizontal projection H∗ in TM is defined as follows (in the F -adapted coordinate system)
H∗
(
∂
∂z
,
∂
∂ξ
,
∂
∂x
,
∂
∂y
)
=
(
∂
∂z
,
∂
∂ξ
,
∂
∂x
,
∂
∂y
)∥∥∥∥∥∥∥∥
1 0 0 0
0 1 0 0
εu u 0 0
εp p 0 0
∥∥∥∥∥∥∥∥ = (X1,X2, 0, 0).
In coordinate free form, i.e. as a section of T ∗(M)⊗ T (M), this projection is given by
H∗ = −R⊗
[
R′ + (i(R′)F )′
]
+ S⊗ [S′ + (i(S′)F )′].
The corresponding vertical 1-forms are
θ1 = dx− εudz − udξ, θ2 = dy − εpdz − pdξ,
which corresponds to the vertical projection V ∗ = (id −H∗)∗:
(id −H∗)∗(dz, dξ, dx, dy) = (dz, dξ, dx, dy)
∥∥∥∥∥∥∥∥
0 0 −εu −εp
0 0 −u −p
0 0 1 0
0 0 0 1
∥∥∥∥∥∥∥∥ = (0, 0, θ
1, θ2).
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Respectively, for the horizontal projection of the coordinate 1-forms we obtain
H∗(dz, dξ, dx, dy) =
∥∥∥∥∥∥∥∥
1 0 0 0
0 1 0 0
εu u 0 0
εp p 0 0
∥∥∥∥∥∥∥∥

dz
dξ
dx
dy
 = (dz, dξ, εudz + udξ, εpdz + pdξ).
Recalling our isotropic 1-form ζ = εdz + dξ, we may write
H∗(dz) = dz, H∗(dξ) = dξ, H∗(dx) = dx− θ1 = u ζ, H∗(dy) = dy − θ2 = p ζ.
Making use of these relations we obtain
H∗dθ1 = ε(uξ − εuz)dz ∧ dξ, H∗dθ2 = ε(pξ − εpz)dz ∧ dξ.
Hence, for the curvature Ω, determined by the nonlinear solution F (u, p) we obtain
Ω(u, p) = ε(uξ − εuz)dz ∧ dξ ⊗ ∂
∂x
+ ε(pξ − εpz)dz ∧ dξ ⊗ ∂
∂y
.
Corollary. The nonlinear solution F (u, p) is a running wave only if the curvature Ω(u, p) is equal
to zero.
Denoting by η(X1) and η(X2) the η-corresponding 1-forms to X1 and X2, we compute the expres-
sions < η(X1),Ω(u, p) > and < η(X2),Ω(u, p) >:
< η(X1),Ω(u, p) >=
[
ε(uξ − εuz) < η(X1), ∂
∂x
> +ε(pξ − εpz) < η(X1), ∂
∂y
>
]
dz ∧ dξ =
= −1
2
[
(u2 + p2)ξ − ε(u2 + p2)z
]
dz ∧ dξ = ε < η(X2),Ω(u, p) > .
So, relations < η(X1),Ω(u, p) >=< η(X2),Ω(u, p) >= 0 give equation (48).
For the square of Ω we obtain
ΩσµνΩ
µν
σ = (uξ − εuz)2 + (pξ − εpz)2 = φ2(ψξ − εψz)2, µ < ν.
Recalling now the formulas in Sec.5 we have
Corollary: The square of the tensor field Ω is equal to −(δF )2, so |Ω| = |δF |.
Corollary: A nonlinear solution may have rotational component of propagation only if the cur-
vature form Ω is time-like, i.e. if Ω2 > 0.
In order to define the scale factor L in these terms we observe that the vertical components of the
two coordinate vector fields ∂z and ∂ξ, given by
V∗ (∂z) = ∂z −H∗ (∂z) = ∂z −X1 = −εu ∂x − εp ∂y,
and
V∗ (∂ξ) = ∂ξ −H∗ (∂ξ) = ∂ξ −X2 = −u∂x − p ∂y,
have the same modules equal to
√
u2 + p2. So, the scale factor L is given by
L = |V∗ (∂z)||Ω| =
|V∗ (∂ξ)|
|Ω| .
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Another way to introduce the scale factor only in terms of H∗ and Ω is the following. Recall that
the space LW of linear maps in a linear space W is isomorphic to the tensor product W
∗⊗W , so, the
space LW ∗ of linear maps inW
∗ is isomorphic toW⊗W ∗. We shall define a map F : LW×LW ∗ → LW .
Let Φ ∈ LW and Ψ ∈ LW ∗ and {ei} and {εj} be two dual bases in W and W ∗ respectively. Then we
have the representations
Φ = Φjiε
i ⊗ ej , Ψ = Ψmn em ⊗ εn.
Now we define F(Φ,Ψ) as follows:
F(Φ,Ψ) = F(Φji εi ⊗ ej ,Ψmn em ⊗ εn) = ΦjiΨmn < εi, em > εn ⊗ ej = ΦjiΨinεn ⊗ ej
For the composition tr ◦ F(Φ,Ψ) we obtain
tr ◦ F(Φ,Ψ) = ΦjiΨij .
We compute now the matrix A of F(H∗, (id −H∗)∗) making use of the corresponding matrix repre-
sentations of these two linear maps given above.
A(F(H∗, (id−H∗)∗)) =
∥∥∥∥∥∥∥∥
0 0 −εu −εp
0 0 −u −p
0 0 −2u2 −2up
0 0 −2up −2p2
∥∥∥∥∥∥∥∥ , tr(A) = −2(u
2 + p2).
Hence, the relation Lζ(tr(A)) = 0 gives equation (48): (u2+ p2)ξ − ε(u2+ p2)z = 0, and we can define
the scale factor L as
L =
√
1
2 |tr ◦ F(H∗, (id−H∗)∗)|
|Ω| .
On the other hand since L = |Lζψ|−1 (cf. relation (51)), where ψ is the phase of the solution, we
obtain that ψ satisfies the differential equation
|Lζψ| = |Ω|√
1
2 |tr ◦ F(H∗, (id −H∗)∗)|
.
9.3 Principal Connection Interpretation
The principal connections are general connections on principal bundles [30] appropriately adapted
to the available bundle structure of the manifold. A principal bundle (P, π,B,G) consists of two
manifolds: the total space P and the base space B, a Lie group G, and a surjective smooth map
π : P → B. There is a free smooth right action R : P × G → P of G on P, such, that the fibers
π−1(x), x ∈ B, are orbits Gx of G through x ∈ B, and every fiber Gx is diffeomorphic to G. Since
locally P is diffeomorphic to Uα × G, where Uα ⊂ B is an open subset of B, the right action of
G on P is made appropriately consistent with the group product G × G → G, namely, there is a
coordinate representation (Uα, ψα), where ψα : Uα × G → π−1(Uα) is a diffeomorphism such, that
R(ψα(x, a), b) = ψα(x, a).b = ψα(x, ab); a, b ∈ G.
If G is the Lie algebra of G then the right action R carries the elements h ∈ G to fundamental
(vertical) vector fields Zh on P, and Zh, h ∈ G, define integrable distribution VG on P. So, choosing
additional to VG distribution H, we obtain a general connection on P. To make this general connection
a principal connection we make it consistent with the right action R of G on P in a natural way: the
subspace Hz.a at the point z.a ∈ P coincides with the image of Hz through (dRa)z, i.e. Hz.a =
(dRa)z(Hz). The projection on the horizontal distribution is denoted by H∗.
The horizontal distribution can be defined by a connection form ω on P, which is G-valued 1-form
and satisfies the conditions: ω(Zh) = h, h ∈ G; ω ◦H∗ = 0 and R∗aω = Ad(a−1) ◦ ω, a ∈ G. Then the
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curvature Ω of the connection ω is given by Ω = dω ◦H∗ = dω + 12 [ω, ω]. If the group is abelian, as
it is our case, then Ω = dω.
If the bundle is trivial, i.e. P =M×G then the projection π is the projection on the first member:
π(x, a) = x, x ∈ M,a ∈ G. In this case with every connection form ω can be associated a G-valued
1-form θ on the base space such, that ω(x, e;X,Zh) = h+ θ(x;X), where x ∈M,X ∈ TxM,h ∈ G and
e is the identity of G [30, p.290]. For the curvature in the abelian case we obtain Ω = π∗dθ.
We go back now to EED. The base manifold of our trivial principal bundle P = M × G is, of
course, the Minkowski space-time M , and the abelian Lie group G is given by the (2×2)-real matrices
α(u, p) =
∥∥∥∥ u p−p u
∥∥∥∥ , u2 + p2 6= 0.
The corresponding Lie algebra G, considered as a vecttor space, has the natural basis (I, J) and, as
a set, it differs from G just by adding the zero (2 × 2)-matrix. According to the above, in order to
introduce a connection on P =M ×G it is sufficient to have a G-valued 1-form on M . We recall now
that a nonlinear solution F in the F -adapted coordinate system defines the 1-form ζ = εdz + dξ and
the two functions (u, p). So, we define θ as
θ = uζ ⊗ I + pζ ⊗ J.
For the curvature we obtain
Ω = Ω1 ⊗ I +Ω2 ⊗ J = dθ = [uxdx ∧ ζ + uydy ∧ ζ − ε(uξ − εuz)dz ∧ dξ]⊗ I
+
[
pxdx ∧ ζ + pydy ∧ ζ − ε(pξ − εpz)dz ∧ dξ
]⊗ J.
Since Ω is horizontal and, in our case, it is also G-invariant, there is just one G-valued 2-form Φ on M
such, that π∗Φ = Ω. Further we identify Φ and Ω and write just Ω since in our coordinates they look
the same. So, we can find ∗Ω with respect to the Minkowski metric in M :
∗Ω = (∗Ω1)⊗ I + (∗Ω2)⊗ J = ε[uxdy ∧ ζ − uydx ∧ ζ − ε(uξ − εuz)dx ∧ dy]⊗ I
+ε
[
pxdy ∧ ζ − pydx ∧ ζ − ε(pξ − εpz)dx ∧ dy
]⊗ J.
We recall that the canonical conjugation α→ α∗ in G, given by (I, J)→ (I,−J), defines the inner
product in G by < α, β >= 12tr(α ◦β∗). We have < I, I >= 1, < J, J >= 1, < I, J >= 0. We compute
the expressions ∗ < Ω, ∗Ω >, < θ, ∗Ω >, ∧(θ, ∗Ω), and obtain respectively:
∗ < Ω, ∗Ω >= ∗(Ω1 ∧ ∗Ω1) < I, I > + ∗ (Ω2 ∧ ∗Ω2) < J, J >
= (uξ − εuz)2 + (pξ − εuz)2 = −(δF )2.
< θ, ∗Ω >= −[u(uξ − εuz) + p(pξ − εpz)]dx ∧ dy ∧ dz
−ε[u(uξ − εuz) + p(pξ − εpz)]dx ∧ dy ∧ dξ,
∧(θ, ∗Ω) =
{[
p(uξ − εuz)− u(pξ − εpz)
]
dx ∧ dy ∧ dz
+ε
[
p(uξ − εuz)− u(pξ − εpz)
]
dx ∧ dy ∧ dξ
}
⊗ I ∧ J = δF ∧ F ⊗ I ∧ J.
Corollary. Equations (18)-(20) are equivalent to the equation < θ, ∗Ω >= 0; a non-linear solution
may have rotational component of propagation only if < Ω, ∗Ω > 6= 0; the equation d(δF ∧ F ) = 0 is
equivalent to d
[ ∧ (θ, ∗Ω)] = 0.
Since our principal bundle is trivial, the fundamental vector fields ZI and ZJ on M ×G, generated
by the basis vectors (I, J) in G coincide with the corresponding left invariant vector fields on G. Since
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we have a linear group action, a left invariant vector field Zσ on G, at the point α ∈ G, generated by
σ ∈ G is given by Zσ = (α,α ◦ σ). So, in our case, at the point
(
x, β = (u, p)
) ∈ M × G we obtain
ZI = uI + pJ ; ZJ = −pI + uJ . Hence, the metric on G gives |ZI | = |ZJ | =
√
u2 + p2. Therefore, for
the scale factor L we readily obtain
L = |ZI ||Ω| =
|ZJ |
|Ω| .
Corollary: The 1-form θ, the curvature 2-form Ω and the scale factor L are invariant with respect
to the group action (M ×G,G)→ (M ×G).
Finally we note that we could write the 1-form θ in the form
θ = uζ ⊗ I + pζ ⊗ J = ζ ⊗ uI + ζ ⊗ pJ = ζ ⊗ ZI .
If we start with the new 1-form
θ′ = ζ ⊗ ZJ = ζ ⊗ (−pI) + ζ ⊗ (uJ) = −pζ ⊗ I + uζ ⊗ J
then, denoting dθ′ = Ω′, we obtain
∗ < Ω′, ∗Ω′ >= ∗ < Ω, ∗Ω >, < θ′, ∗Ω′ >= − < θ, ∗Ω >, ∧(θ′, ∗Ω′) = − ∧ (θ, ∗Ω).
Hence the last corollary and the definition of L stay in force with respect to θ′ too.
Remark. The group G acts on the right on the basis (I, J) of G. So, the transformed basis with
β(u, εp) ∈ G is Rβ(I, J) = (uI − εpJ, εpI + uJ). Now let ω be 1-form on M such that ω2 < 0 and
ω ∧ ∗ζ = 0. Then the corresponding generalized field is given by
Fω ⊗ I + ∗Fω ⊗ J == (ω ∧ ζ)⊗ (uI − εpJ) + ∗(ω ∧ ζ)⊗ (εpI + uJ).
In particular, ω = dx defines the field in an F -adapted coordinate system.
9.4 Linear connection interpretation
Linear connections ∇ are 1st-order differential operators in vector bundles. If such a connection ∇ is
given and σ is a section of the bundle, then ∇σ is 1-form on the base space valued in the space of
sections of the vector bundle, so if X is a vector field on the base space then i(X)∇σ = ∇Xσ is a new
section of the same bundle. If f is a smooth function on the base space then ∇(fσ) = df ⊗ σ + f∇σ,
which justifies the differential operator nature of ∇: the components of σ are differentiated and the
basis vectors are linearly transformed.
Let ea and ε
b, a, b = 1, 2, . . . , r be two dual local bases of the corresponding spaces of sections:
< εb, ea >= δ
b
a, then we can write
σ = σaea, ∇ = d⊗ id+ Γbµadxµ ⊗ (εa ⊗ eb), ∇(ea) = Γbµadxµ ⊗ eb,
so
∇(σmem) = dσm ⊗ em + σmΓbµadxµ < εa, em > ⊗ eb =
[
dσb + σaΓbµadx
µ
]
⊗ eb,
and Γbµa are the components of ∇ with respect to the coordinates {xµ} on the base space and with
respect to the bases {ea} and {εb}. Since the elements (εa ⊗ eb) define a basis of the space of (local)
linear maps of the local sections, it becomes clear that in order to define locally a linear connection it
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is sufficient to have some 1-form θ on the base space and a linear map φ = φbaε
a ⊗ eb in the space of
sections. Then
∇(σ) = dσa ⊗ ea + θ ⊗ φ(σ)
defines a linear connection with components Γbµa = θµφ
b
a in these bases. So, locally, a linear connection
∇ may be written as
∇ = d⊗ (εa ⊗ ea) + Ψbµadxµ ⊗ (εa ⊗ eb).
If Ψ1 and Ψ2 are two such 1-forms then a map (Ψ1,Ψ2)→ (∧,⊚)(Ψ1,Ψ2) is defined by (we shall write
just ⊚ for (∧,⊚) and the usual ◦ will mean just composition)
⊚(Ψ1,Ψ2) = (Ψ1)
b
µa(Ψ2)
n
νmdx
µ ∧ dxν ⊗ [ ◦ (εa ⊗ eb, εm ⊗ en)]
= (Ψ1)
b
µa(Ψ2)
n
νmdx
µ ∧ dxν ⊗ [ < εa, en > (εm ⊗ eb)] = (Ψ1)bµa(Ψ2)aνmdxµ ∧ dxν ⊗ (εm ⊗ eb), µ < ν.
Now, in the case of trivial vector bundles, the curvature of ∇ is given by [30, p.328][
d(Ψbµadx
µ)
]
⊗ (εa ⊗ ea) +⊚(Ψ,Ψ).
We go back now to EED. The vector bundle under consideration is the (trivial) bundle Λ2(M) of
2-forms on the Minkowski space-time M . From Section 7 we know that a representation ρ′ of G is
defined by relation (58). So, if α(u, p) ∈ G then ρ′(α) is a linear map in Λ2(M), and recalling our
1-form ζ = εdz + dξ we define a linear connection ∇ in Λ2(M) by
∇ = d⊗ idΛ2(M) + ζ ⊗ ρ′(α(u, p)) = d⊗ idΛ2(M) + ζ ⊗ (uI + pJ ), α ∈ G.
Two other connections ∇¯ and ∇∗ are defined by
ρ′(α¯(u, p)) = ρ′(α(u,−p)) = uI − pJ , and (ρ′)∗(α(u, p)) = ρ′(α.J) = ρ′(α(−p, u)) = −pI + uJ ,
and we shall denote:
χ = uI + pJ , χ¯ = uI − pJ , χ∗ = −pI + uJ .
So, we may say that χ represents F and χ∗ represents ∗F .
Denoting Ψ = ζ ⊗ χ, Ψ¯ = ζ ⊗ χ¯, Ψ∗ = ζ ⊗ χ∗, we note that (since ζ ∧ ζ = 0)
⊚(Ψ,Ψ) = ⊚(Ψ, Ψ¯) = ⊚(Ψ,Ψ∗) = 0.
Now, since Ψ = uζ⊗I+pζ⊗J , Ψ¯ = uζ⊗I−pζ⊗J , Ψ∗ = −pζ⊗I+uζ⊗J for the corresponding
curvatures we obtain
R = d(uζ)⊗ I + d(pζ)⊗ J , R¯ = d(uζ)⊗ I − d(pζ)⊗ J , R∗ = d(−pζ)⊗ I + d(uζ)⊗ J .
Remark. We have omitted here ε in front of pJ , but this is not essential since, putting p → εp in
the expressions obtained, we easily restore the desired generality.
By direct calculation we obtain:
∗1
6
Tr
[
⊚(Ψ¯, ∗dΨ)] = −ε[u(uξ − εuz) + p(pξ − εpz)]dz − [u(uξ − εuz) + p(pξ − εpz)]dξ;
1
6
Tr [⊚(Ψ∗, ∗dΨ)] = ε
[
p(uξ − εuz)− u(pξ − εpz)
]
dx ∧ dy ∧ dz+[
p(uξ − εuz)− u(pξ − εpz)
]
dx ∧ dy ∧ dξ = δF ∧ F ;
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Denoting by |R|2 the quantity 16 | ∗ Tr
[
⊚(R ∧ ∗R¯)] | we obtain
|R|2 = 1
6
| ∗ Tr [⊚(dΨ, ∗dΨ¯)] | = (uξ − εuz)2 + (pξ − εpz)2 = |δF |2.
Finally, since in our coordinates
1
6
tr(χ) =
1
6
tr(uI + pJ ) = u, and 1
6
tr
[
(χ ◦ χ¯)] = 1
6
tr
[
(uI + pJ ) ◦ (uI − pJ )] = u2 + p2,
for the phase ψ and for the scale factor L we obtain respectively
ψ = arccos
1
6trχ√
1
6tr(χ ◦ χ¯)
, L =
√
1
6tr(χ ◦ χ¯)√
1
6 |R|
=
√
tr(χ ◦ χ¯)
|R| .
These results allow to say that choosing such a linear connection in Λ2(M) then our nonlinear equations
are given by Tr
[
⊚(Ψ¯, ∗dΨ)] = 0, and that the non-zero value of the squared curvature invariant |R|2
guarantees availability of rotational component of propagation.
As a brief comment to the three connection-curvature interpretations of the basic relations of EED
we would like to especially note the basic role of the isotropic 1-form ζ: in the general connection
approach ζ defines the horizontal projection of the coordinate 1-forms dx, dy: H∗(dx) = uζ and
H∗(dy) = pζ; in the principal connection approach ζ defines the 1-form θ = ζ ⊗ ZI , or θ′ = ζ ⊗ ZJ ;
in the linear connection approach it defines the components of ∇ through ζ ⊗ ρ′(α(u, p)). It also
participates in defining the 2-form Fo = dx ⊗ ζ, which gives the possibility to identify a nonlinear
solution F (u, p) with an appropriately defined linear map ρ′(α(u, p)) = uI + pJ in Λ2(M).
This special importance of ζ is based on the fact that it defines the direction of translational
propagation of the solution, and its uniqueness is determined by the EED equations (18)-(20): zero
invariants FµνF
µν = Fµν(∗F )µν = 0 are required for all nonlinear solutions.
For all nonlinear solutions we have δF 6= 0, and all finite nonlinear solutions have finite amplitude
φ: 0 < φ2 = 16tr(F ◦ F¯ ) = 16tr(χ ◦ χ¯) <∞. The scale factor L separates the finite nonlinear solutions
to two subclasses: if L →∞, i.e. |δF | = |Ω| = |R| = 0, the solution has no spin properties; if L <∞,
i.e. |δF | = |Ω| = |R| 6= 0, the solution carries spin momentum.
Hence, in terms of curvature we can say that the nonzero curvature invariant |Ω|, or |R|, is
responsible for availability of rotational component of propagation, in other words, the spin properties
of a nonlinear solution require non-zero curvature.
10 Nonlinear Solutions with Intrinsic Rotation
Before to start with spin-carrying solutions we briefly comment the nonlinear solutions with running
wave character. These solutions require |δF | = |δ ∗ F | = 0, so, for the two spatially finite functions u
and p we get in an F -adapted coordinate system u = u(x, y, ξ+ εz) and p = p(x, y, ξ + εz). Whatever
the spatial shape and spatial structure of these two finite functions could be the whole solution will
propagate only translationally along the coordinate z with the velocity of light c without changing its
shape and structure. In this sense this class of nonlinear solutions show soliton-like behavior: finite
3d spatial formations propagate translationally in vacuum. If we forget about the spin properties of
electromagnetic radiation, we can consider such solutions as mathematical models of classical finite
electromagnetic macro-formations of any shape and structure, radiated by ideal parabolic antennas.
Maxwell equations can NOT give such solutions.
Now we turn to spin-carrying solutions. The crucial moment here is to find reasonable additional
conditions for the phase function ϕ, or for the phase ψ = arccosϕ.
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10.1 The Basic Example
The reasoning here follows the idea that these additional conditions have to express some internal
consistency among the various characteristics of the solution. A suggestion what kind of internal
consistency to use comes from the observation that the amplitude function φ is a first integral of the
vector field ζ, i.e.
ζ(φ) =
(
−ε ∂
∂z
+
∂
∂ξ
)
(φ) = −ε ∂
∂z
φ(x, y, ξ + εz) +
∂
∂ξ
φ(x, y, ξ + εz) = 0.
In order to extend this consistency between ζ and φ we require the phase function ϕ to be first integral
of some of the available F -generated vector fields. Explicitly, we require the following:
The phase function ϕ is a first integral of the three vector fields A,A∗ and S:
A(ϕ) = A∗(ϕ) = S(ϕ) = 0,
and the scale factor L is a first integral of R : R(L) = 0.
The first two requirements A(ϕ) = A∗(ϕ) = 0 define the following system of differential equations
for ϕ:
−ϕ∂ϕ
∂x
−
√
1− ϕ2 ∂ϕ
∂y
= 0,
√
1− ϕ2∂ϕ
∂x
− ϕ∂ϕ
∂y
= 0.
Noticing that the matrix ∥∥∥∥∥ −ϕ −
√
1− ϕ2√
1− ϕ2 −ϕ
∥∥∥∥∥
has non-zero determinant, we conclude that the only solution of the above system is the zero-solution:
∂ϕ
∂x
=
∂ϕ
∂y
= 0.
We conclude that in the coordinates used the phase function ϕ may depend only on (z, ξ). The third
equation S(ϕ) = 0 requires ϕ not to depend on ξ in this coordinate system, so, ϕ = ϕ(z). For L we
get
L =
√
1− ϕ2
|ϕz | .
Now, the last requirement, which in these coordinates reads
R(L) = ∂L
∂z
=
∂
∂z
√
1− ϕ2
|ϕz | = 0,
means that the scale factor L is a pure constant: L = const. In this way the defining relation for L
turns into a differential equation for ϕ:
L =
√
1− ϕ2
|ϕz| →
∂ϕ
∂z
= ∓ 1L
√
1− ϕ2. (74)
The obvious solution to this equation is
ϕ(z) = cos
(
κ
z
L + const
)
, (75)
where κ = ±1. We note that the naturally arising in this case spatial periodicity 2πL and characteristic
frequency ν = c/2πL have nothing to do with the corresponding concepts in CED. In fact, the quantity
L can not be defined in Maxwell’s theory.
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The above considerations may be slightly extended and put in terms of the phase ψ, and in these
terms they look simpler. In fact, we have the equation
ψξ − εψz = κ 1L , κ = ±1,
where L = const. So, we get the two basic solutions
ψ1 = κ
z
L + const, ψ2 = κ
ξ
L + const.
We get two kinds of periodicity: spatial periodicity along the coordinate z and time-periodicity
along the time coordinate ξ. The two values of κ = ±1 determine the two possible rotational structures:
left-handed (left polarized), and right-handed (right polarized). Further we are going to concentrate
on the spatial periodicity because it is strongly connected with the spatial shape of the solution. In
particular, it suggests to localize the amplitude function φ inside a helical cylinder of height 2πL, so,
the solution will propagate along the prolongation of this finite initial helical cylinder in such a way
that all points of the spatial support shall follow their own helical trajectories without crossings. For
such solutions with |δF | 6= 0 we are going to consider various ways for quantitative description of
the available intrinsic rotational momentum, or the spin momentum, of these solutions. We call it
spin-momentum by obvious reasons: it is of intrinsic nature and does not depend on any external point
or axis as it is the case of angular momentum. And it seems quite natural to follow the suggestions
coming from the corresponding considerations in Sec.5.
10.2 The G-Approach
In this first approach we make use of the corresponding scale factor L = const, of the isotropic 1-form
ζ and of the two objects ZI = uI + pJ and ZJ = −pI + uJ , considered as G-valued functions on M .
By these quantities we build the following G ∧ G-valued 1-form H:
H = 2πκ
L
c
ζ ⊗ (ZI ∧ ZJ). (76)
In components we have
Habµ = 2πκ
L
c
ζµ(Z
a
IZ
b
J − ZbIZaJ).
In our system of coordinates we get
H = 2πκ
L
c
φ2 (εdz + dξ)⊗ I ∧ J,
hence, the only non-zero components are
H123 = 2πκε
L
c
φ2, H124 = 2πκ
L
c
φ2.
It is easily seen that ∗H is closed: d ∗H = 0. In fact,
d ∗H = 2πκL
c
[(
φ2
)
ξ
− ε(φ2)
z
]
(dx ∧ dy ∧ d ∧ dξ)⊗ (I ∧ J) = 0
because φ2 is a running wave along the coordinate z. We restrict now ∗H to R3 and obtain
(∗H)R3 = 2πκ
L
c
φ2(dx ∧ dy ∧ dz)⊗ (I ∧ J).
58
According to Stokes theorem, for finite solutions, we obtain the finite (conserved) quantity
H =
∫
R3
∗HR3 = 2πκ
L
c
E = κET I ∧ J,
which is a volume form in G, T = 2πL/c, and E is the integral energy of the solution. The module
|H| of H is |H| = ET .
We see the basic role of the two features of the solutions: their spatially finite/concentrated
nature, giving finite value of all spatial integrals, and their translational-rotational dynamical nature
with |δF | 6= 0, allowing finite value of the scale factor L.
10.3 The FN-Bracket Approach
We proceed to the second approach to introduce spin-momentum. We recall the Fro¨liher-Nijenhuis
bracket SF of the finite nonlinear solution F , evaluated on the two unit vector fields A and εA
∗:
(SF )
σ
µνA
µεA∗ν = (SF )
σ
12(A
1εA∗2 −A2εA∗1).
For (SF )
σ
12 we get
(SF )
1
12 = (SF )
2
12 = 0, (SF )
3
12 = −ε(SF )412 = 2ε{p(uξ − εuz)− u(pξ − εpz)}.
It is easily seen that the following relation holds: A1εA∗2−A2εA∗1 = 1. Now, for the above obtained
solution for ϕ we have
u = φ(x, y, ξ + εz) cos
(
κ
z
L + const
)
, p = φ(x, y, ξ + εz) sin
(
κ
z
L + const
)
.
We obtain
(SF )
3
12 = −ε(SF )412 = −2ε
κ
Lφ
2,
(SF )
σ
µνA
µεA∗ν =
[
0, 0,−2ε κLφ
2, 2
κ
Lφ
2
]
.
Since φ2 is a running wave along the z-coordinate, the vector field SF (A, εA
∗) has zero divergence:
∇ν [SF (A, εA∗)]ν = 0. Now, defining the helicity vector of the solution F by
ΣF =
L2
2c
SF (A, εA
∗),
then ΣF has also zero divergence, and the integral quantity∫
(ΣF )4dxdydz
does not depend on time and is equal to κET .
10.4 The d(F ∧ δF ) = 0 Approach
Here we make use of the equation d(F ∧ δF ) = 0 and see what restrictions this equation imposes on
ψ. In our system of coordinates this equation is reduced to
d(F ∧ δF ) = εΦ2 (ψξξ + ψzz − 2εψzξ) dx ∧ dy ∧ dz ∧ dξ = 0, (77)
i.e.
ψξξ + ψzz − 2εψzξ = (ψξ − εψz)ξ − ε (ψξ − εψz)z = 0. (78)
Equation (78) has the following solutions:
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1o. Running wave solutions ψ = ψ(x, y, ξ + εz),
2o. ψ = ξ.g(x, y, ξ + εz) + b(x, y),
3o. ψ = z.g(x, y, ξ + εz) + b(x.y),
4o. Any linear combination of the above solutions with coefficients which are allowed to depend
on (x, y).
The functions g(x, y, ξ + εz) and b(x, y) are arbitrary in the above expressions.
The running wave solutions ψ1, defined by 1
o, lead to F ∧ δF = 0 and to |δF | = 0, and by this
reason they have to be ignored. The solutions ψ2 and ψ3, defined respectively by 2
o and 3o, give the
scale factors L = 1/|g|, and since L is dually invariant it should not depend on (x, y) in this coordinate
system. Hence, we obtain g = g(ξ + εz), so, the most natural choice seems g = const, which implies
also L = const. A possible dependence of ψ on (x, y) may come only through b(x, y). Note that the
physical dimension of L is length and b(x, y) is dimensionless.
We turn now to the integral spin-momentum computation. In this approach its density is given
by the correspondingly normalized 3-form F ∧ δF . So we normalize it as follows:
β = 2π
L2
c
F ∧ δF = 2πL
2
c
[−εφ2(ψξ − εψz)dx ∧ dy ∧ dz − φ2(ψξ − εψz)dx ∧ dy ∧ dξ] . (79)
The physical dimension of β is ”energy-density × time”. We see that β is closed: dβ = 0, so we may
use the Stokes’ theorem. The restriction of β to R3 is:
βR3 = 2π
L2
c
[−εφ2(ψξ − εψz)dx ∧ dy ∧ dz] .
Let’s consider first the solutions 3o of equation (78) with L = const. The corresponding phase
ψ = κ z
L
+ b(x, y), κ = ±1, requires spatial periodicity of 2πL along the coordinate z. So, if we
restrict the spatial extension of the solution along z to one such period lo = 2πL, our solution
will occupy at every moment a one-step part of a helical (screw) cylinder. Its time evolution will
be a translational-rotational propagation along this helical cylinder. So, we have an example of an
object with helical spatial structure and with intrinsical rotational component of propagation, and
this rotational component of propagation does NOT come from a rotation of the object as a whole
around some axis.
On the contrary, the solutions defined by 2o, are NOT obliged to have spatial periodicity. Their
evolution includes z-translation and rotation around the z-axis as a whole together with some rotation
around themselves.
For the case 3o with L = const we can integrate
βR3 =
2πL
c
κφ2dx ∧ dy ∧ dz
over the 3-space and obtain ∫
R3
β = κE
2πL
c
= κET = ±ET, (80)
where E is the integral energy of the solution, T = 2πL/c is the intrinsically defined time-period,
and κ = ±1 accounts for the two polarizations. According to our interpretation this is the integral
spin-momentum of the solution for one period T .
10.5 The Nonintegrability Approach
Here we make use of the observation that the two Pfaff systems (A, ζ) and (A∗, ζ) are nonintegrable
when L 6= 0. From Sec.5 we have
dA˜ ∧ A˜ ∧ ζ = dA˜∗ ∧ A˜∗ ∧ ζ = ε[u(pξ − εpz)− p(uξ − εuz)]dx ∧ dy ∧ dz ∧ dξ
= εφ2(ψξ − εψz)dx ∧ dy ∧ dz ∧ dξ.
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Integrating the 4-form
2πεL
c
dA˜ ∧ A˜ ∧ ζ
on the 4-volume R3 × L we obtain κET .
We recall also that for finite solutions the electromagnetic volume form ωχ = −1c A˜ ∧ ˜εA∗ ∧R ∧ S
gives the same quantity ET when integrated over the 4-volume R3 × L, L = const.
10.6 The Godbillon-Vey 3-form as a Conservative Quantity
According to the Frobenius integrability theorems having a completely integrable (n− 1)-dimensional
differential system on a n-manifold M is equivalent to having a suitable completely integrable 1-
dimensional Pfaff system on the same manifold. This Pfaff system is determined by a suitable 1-form
ω, defined up to a nonvanishing function: fω, f(x) 6= 0, x ∈M , and ω satisfies the equation dω∧ω = 0
(so obviously, fω also satisfies d(fω)∧ fω = 0). From this last equation it follows that there is 1-form
θ such, that dω = θ ∧ ω. Now, the Godbillon-Vey theorem [31] says that the 3-form β = dθ ∧ θ is
closed: dβ = d(dθ ∧ θ) = 0, and, varying θ and ω in an admissible way: θ → (θ+ gω); ω → fω, leads
to adding an exact 3-form to β, so we have a cohomological class Γ defined entirely by the integrable 1-
dimensional Pfaff system. From physical point of view the conclusion is that each completely integrable
1-dimensional Pfaff system on Minkowski space generates a conservation law through the restriction
of β on R3.
Recall now the following objects on our Minkowski space-time: A, A∗ and ζ. These are 1-forms.
We form the corresponding vector fields through the Lorentz-metric and denote them by ~A, ~A∗, ~ζ.
Let’s consider the 1-form ω = fζ = εfdz + fdξ, where f is a nonvanishing function on M . We have
the relations:
ω( ~A) = 0, ω( ~A∗) = 0, ω(~ζ) = 0.
Moreover, since ζ is closed, ω = fζ satisfies the Frobenius integrability condition:
dω ∧ ω = fdf ∧ ζ ∧ ζ = 0.
Therefore, the corresponding 1-dimensional Pfaff system, defined by ω = fζ, is completely integrable,
and there exists a new 1-form θ, such that dω = θ ∧ ω, and d(dθ ∧ θ) = 0.
From the point of view of generating a conservative quantity through integrating the restriction
i∗β of β = dθ∧θ to R3, through the imbedding i : (x, y, z)→ (x, y, z, 0) it is not so important whether
Γ is trivial or nontrivial. The important point is the 3-form β to have appropriate component β123
in front of the basis element dx ∧ dy ∧ dz, because only this component survives after the restriction
considered is performed, which formally means that we put dξ = 0 in β. The value of the corresponding
conservative quantity will be found provided the integration can be carried out successfully, i.e. when
(i∗β)123 has no singularities and (i
∗β)123 is concentrated in a finite 3d subregion of R
3.
In order to find appropriate θ in our case we are going to take advantage of the freedom we have
when choosing θ: the 1-form θ is defined up to adding to it an 1-form γ = g ω, where g is an arbitrary
function on M , because θ is defined by the relation dω = θ∧ω, and (θ+ g ω)∧ω = θ∧ω always. The
freedom in choosing ω consists in choosing the function f , and we shall show that f may be chosen in
such a way: ω = f ζ, that the corresponding integral of i∗β to present a finite conservative quantity.
Recalling that dζ = 0, we have
dω = d(fζ) = df ∧ ζ + fdζ = df ∧ ζ.
Since dω must be equal to θ ∧ ω we obtain
dω = df ∧ ζ = θ ∧ ω = θ ∧ (fζ) = fθ ∧ ζ.
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It follows
θ ∧ ζ = 1
f
df ∧ ζ = d(ln f) ∧ ζ =
[
d(ln f) + hζ
]
∧ ζ,
where h is an arbitrary function. Hence, in general, we obtain θ = d(ln f) + hζ. Therefore, since
dθ = dh ∧ ζ for dθ ∧ θ we obtain
dθ ∧ θ = d(ln f) ∧ dh ∧ ζ.
Denoting for convenience (ln f) = ϕ for the restriction i∗β we obtain
i∗β = ε(ϕxhy − ϕyhx)dx ∧ dy ∧ dz.
In order to find appropriate interpretation of i∗β we recall that ∗(δF ∧F ) = −εφ2(ψξ − εψz)ζ, so,
∗(δF ∧F ) is of the kind f ζ, and it defines the same 1-dimensional Pfaff system as f ζ does. We recall
also that if the scale factor L = 1/|ψξ−εψz| is a nonzero constant then φ2(ψξ−εψz) is a running wave
and the 3-form δF ∧F is closed. Hence, the interpretation of i∗β as i∗(δF ∧F ) = − 1
L
εκφ2dx∧dy∧dz
requires appropriate definition of the two functions f and h. So we must have
ϕxhy − hxϕy = −κLφ
2.
If we choose
f = exp(ϕ) = exp
[∫
φ2dx
]
, h = −κLy + const
all requirements will be fulfilled, in particular, ϕxy = ϕyx = (φ
2)y and hxy = hyx = 0.
Hence, the above choice of f and h allows the spatial restriction of the Godbillon-Vey 3-form β to
be interpreted as the spatial restriction of F ∧ δF . So, the curvature expressions found in the previous
sections, as well as the corresponding spin-properties of the nonlinear solutions being available when
δF ∧ F 6= 0, are being connected with the integrability of the Pfaff system ω = f ζ.
On the two figures below are given two theoretical examples with κ = −1 and κ = 1 respectively,
amplitude function φ located inside a one-step helical cylinder with height of 2πL, and phase function
ϕ = cos(κz/L). The solutions propagate left-to-right along the coordinate z.
Figure 1: Theoretical example with κ = −1. The Poynting vector is directed left-to-right.
Figure 2: Theoretical example with κ = 1. The Poynting vector is directed left-to-right.
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In the case κ = −1 the magnetic vector is always directed to the rotation axis, i.e. it is normal
to the rotation, and the electric vector is always tangent to the rotation, so, looking from behind (i.e.
along the Poynting vector) we find clock-wise rotation. In the case κ = 1 the two vectors exchange
their roles and, looking from behind again, we find anti-clock-wise rotation. From structural point of
view the case κ = −1 is obtained from the case κ = 1 through rotating the couple (E,B) anti-clock-
wise to the angle of π/2, hence we get the (dual) transformation (E,B) → (−B,E). The dynamical
roles of the two vectors are exchanged: now the electric vector drags the points of the object towards
rotation axis, the magnetic vector generates rotation. In both cases the Poynting vector ”pushes” the
object along the rotation axis.
The above pictures suggest the interpretation that the rotation axis directed vectors keep the object
from falling apart, and such kind of dynamical structure seems to be the only possible time-stable
one.
If we project the object on the plane orthogonal to the Poynting vector we shall obtain a sector
between two circles with the same center, and this sector has nontrivial topology. One of the two
vectors is always directed to the center of the circles and this stabalizes the solution, and the other is
tangent to the circles and correspondingly oriented. The stability of the construction is in accordance
also with the fact that, when z runs from zero to 2πL any of the two vectors performs just one full
rotation. Any other rotaional evolution would make the center-directed vector leave its directional be-
havior and this would bring to structural changes and, most probably, to falling apart of the structure.
Choosing orientation and computing the corresponding rotation numbers of E and B we shall obtain,
depending on the orientation chosen, (+1), or (−1), and in definite sense these values guarantee from
mathematical viewpoint the dynamical stability of the solution-object.
11 Explicit Non-vacuum Solutions
Before to start searching solutions with nonzero αi, i = 1, 2, 3, 4, we must keep in mind that the field
F now will certainly be of quite different nature compare to the vacuum case, and its interpretation
as electromagnetic field is much conditional: no more propagation with the Lorentz invariant speed,
no more photon-likeness, etc. The solution is meant to represent a field interacting continuously
with other physical system, so the situation is quite different and, correspondingly, the properties of
the solution may differ drastically from the vacuum solutions properties. For example, contrary to
the nonlinear vacuum case where the solutions propagate translationally with the velocity of light,
here it is not excluded to find solutions which do not propagate with respect to an appropriate
Lorentz frame. In integrability-nonintegrability terms this would mean that at least some of the
proper integrability properties of the vacuum solutions have been lost. On the other hand, the proper
integrability properties of the external field are, at least partially, guaranteed to hold through the
requirement for the Frobenius integrability of the 2-dimensional Pfaff systems (αi, αj).
As a first step we expect possible physical interpretation just in the frame of macro phenomena,
where the continuity of the energy-momentum exchange is easily understood, but we do not exclude
interpretations in the frame of microworld in view of the large quantity of variables we have (in fact, 22
functions), and in view of the universality of the physical process described, namely, energy-momentum
exchange.
From purely formal point of view finding a solution, whatever it is, legitimizes the equations con-
sidered as a consistent system. Our purpose in looking for solutions in the nonvacuum case, however,
is not purely formal, we’d like to consider the corresponding solutions as physically meaningful, in
other words, we are interested in solutions, which can be, more or less, physically interpretable, i.e.
presenting more or less approximate models of real objects and processes. That’s why we’ll try to meet
the following. First, the solutions must be somehow physically clear, which means that the anzatz
assumed should be comparatively simple and its choice should be made on the base of a preliminary
analysis of the physical situation in view of the mathematical model used. Second, it is absolutely
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obligatory the solutions to have well defined local and integral energy and momentum. Third, the
solutions are desirable to be in the spirit of the soliton-like consideration of the real natural objects
when a corresponding physical interpretation is meant to be done. Finally, it would be nice, the solu-
tions found to be comparatively simple and to have something to do with ”popular” and well known
solutions of ”well liked” equations.
11.1 Choice of the anzatz and finding the solutions
Let’s now get started. We shall be interested in time-dependent solutions, therefore, the ”electric”
and the ”magnetic” components should present. The simplest (F, ∗F ), meeting this requirement, look
as follows (we use the above assumed notations):
F = −udy ∧ dz − vdy ∧ dξ, ∗F = vdx ∧ dz + udx ∧ dξ, (81)
where u and v are two functions on M . Second, when choosing the 1-forms αi we shall follow the
requirement, that the ”medium” does not influence the F ↔ ∗F exchange, so we put
α2 = α3 = 0. (82)
Third, since the rest two 1-forms , α1 and α4 must be linearly independent (they must define a 2-
dimensional Pfaff system), we choose them to be mutually orthogonal and let α4 be time-like, and the
other to be space-like. The simplest time-like 1-form looks like α = A(x, y, z, ξ)dξ, moreover, any such
1-form defines integrable 1-dimensional Pfaff system:
dα ∧ α = (Axdx ∧ dξ +Aydy ∧ dξ +Azdz ∧ dξ) ∧Adξ = 0.
So, we choose α4 = A(x, y, z, ξ)dξ. Finally, for α1, denoted further by β, we obtain in general,
β = β1dx + β2dy + β3dz. Clearly, β
2 < 0, and α.β = 0, so they are linearly independent. Now, β
participates in the equations through the expression β ∧ ∗F , and from the explicit form of ∗F is seen,
that the coefficient β1 in front of dx does not take part in β∧∗F , therefore, we put β1 = 0. So, putting
β2 = b and β3 = −B for convenience, we get
α1 ≡ β = bdy −Bdz, α4 ≡ α = Adξ, α2 = α3 = 0. (83)
We note, that the so chosen β does not define in general an integrable 1-dimensional Pfaff system, so,
accordingly: dα ∧ α = 0, dβ ∧ β 6= 0.
At these conditions our equations
δ ∗ F ∧ F = α ∧ F, δF ∧ ∗F = β ∧ ∗F, δ ∗ F ∧ ∗F − δF ∧ F = 0,
dα ∧ α ∧ β = 0, dβ ∧ α ∧ β = 0
take the form: δ ∗ F ∧ ∗F − δF ∧ F = 0 is reduced to
−vuy + uvy = 0, −uvx + vux = 0,
the Frobenius equations dα ∧ α ∧ β = 0, dβ ∧ α ∧ β = 0 reduce to
(−bxB +Bxb) .A = 0,
δ ∗ F ∧ F = α ∧ F is reduced to
u (uξ − vz) = 0, v (uξ − vz) = 0, uux − vvx = Au,
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finally, δF ∧ ∗F = β ∧ ∗F reduces to
v (vξ − uz) = −bv, u (vξ − uz) = −bu, uuy − vvy = Bu.
In this way we obtain 7 equations for 5 unknown functions u, v,A,B, b.
The equations −vuy + uvy = 0, −uvx + vux = 0 have the following solution:
u(x, y, z, ξ) = f(x, y)U(z, ξ), v(x, y, z, ξ) = f(x, y)V (z, ξ).
That’s why
AU = fx
(
U2 − V 2) , BU = fy (U2 − V 2) , f (Vξ − Uz) = −b, Uξ − Vz = 0.
It follows that b should be of the kind b(x, y, z, ξ) = f(x, y)bo(z, ξ), so the equation Bxb − Bbx = 0
takes the form
ffxy = fxfy.
The general solution of this last equation is f(x, y) = g(x)h(y). The equation gh (Vξ − Uz) = −b
reduces to
Vξ − Uz = −bo.
The relations obtained show how to build a solution of this class. Namely, first, we choose the
function V (z, ξ), then we determine the function U(z, ξ) by
U(z, ξ) =
∫
Vzdξ + l(z),
where l(z) is an arbitrary function, which may be assumed equal to 0. After that we define bo = Uz−Vξ.
The functions g(x) and h(y) are arbitrary, and for A and B we find
A(x, y, z, ξ) = g′(x)h(y)
U2 − V 2
U
, B(x, y, z, ξ) = g(x)h′(y)
U2 − V 2
U
.
In this way we obtain a family of solutions, which is parametrized by one function V of the two
variables (z, ξ) and two functions g(x), h(y), each depending on one variable.
In order to find corresponding conserved quantities we sum up the nonzero right-hand sides of the
equations and obtain ∗(α∧F +β ∧∗F ). We represent this expression in a divergence form as follows:
∗(α ∧ F + β ∧ ∗F ) = Audx−Budy − budz − bvdξ =
=
1
2
(U2 − V 2) [(gh)2]
x
dx− 1
2
(U2 − V 2) [(gh)2]
y
dy−
−(gh)2
(∫
Ubodz
)
z
dz − (gh)2
(∫
V bodξ
)
ξ
dξ == −
{
∂
∂xν
P νµ
}
dxν ,
where the interaction energy-momentum tensor is defined by the matrix
P νµ =
∥∥∥∥∥∥∥∥
−12(gh)2Z 0 0 0
0 12(gh)
2Z 0 0
0 0 (gh)2
∫
Ubodz 0
0 0 0 (gh)2
∫
V bodξ
∥∥∥∥∥∥∥∥ ,
and the notation Z ≡ U2 − V 2 is used. For the components of the full energy tensor T νµ = Qνµ + P νµ
we obtain
T 33 = (gh)
2
[∫
Ubodz − 1
2
(U2 + V 2)
]
,
T 43 = −T 34 = (gh)2UV,
T 44 = (gh)
2
[∫
V bodξ +
1
2
(U2 + V 2)
]
,
and all other components are zero.
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11.2 Examples
In this subsection we consider some of the well known and well studied (1+1)-dimensional soliton
equations as generating procedures for choosing the function V (z, ξ), and only the 1-soliton solutions
will be explicitly elaborated. Of course, there is no anything standing in our way to consider other
(e.g. multisoliton) solutions. We do not give the corresponding formulas just for the sake of simplicity.
We turn to the soliton equations mainly because of two reasons. First, most of the solutions have
a clear physical sense in a definite part of physics and, according to our opinion, they are sufficiently
attractive for models of real physical objects with internal structure. Second, the soliton solutions
describe free and interacting objects with no dissipation of energy and momentum, which corresponds
to our understanding of the Frobenius integrability equations as criteria for availability of integral
properties of the medium considered.
1. Nonlinear (1+1) Klein-Gordon Equation. In this example we define our functions U and V through
the derivatives of the function k(z, ξ) in the following way: U = kz, V = kξ. Then the equation
Uξ − Vz = kzξ − kξz = 0 is satisfied automatically, and the equation Uz − Vξ = bo takes the form
kzz − kξξ = bo. Since bo is unknown, we may assume bo = bo(k), which reduces the whole problem to
solving the general nonlinear Klein-Gordon equation when bo depends nonlinearly on k. Since in this
case V = kξ we have∫
V bo(k)dξ =
∫
kξb
o(k)dξ =
∫ [
∂
∂ξ
∫
bo(k)dk
]
dξ =
∫
bo(k)dk.
For the full energy density we get
T 44 =
1
2
(gh)2
{
k2z + k
2
ξ + 2
∫
bo(k)dk
}
.
Choosing bo(k) = m2sin(k), m = const, we get the well known and widely used in physics Sine-Gordon
equation, and accordingly, we can use all solutions of this (1+1)-dimensional nonlinear equation to
generate (3+1)-dimensional solutions of our equations following the above described procedure. When
we consider the (3+1) extension of the soliton solutions of this equation, the functions g(x) and h(y)
should be localized too. The determination of the all 5 functions in our approach is straightforward,
so we obtain a (3+1)-dimensional version of the soliton solution chosen. As it is seen from the above
given formulas, the integral energy of the solution differs from the energy of the corresponding (1+1)-
dimensional solution just by the (x, y)-localizing factor [g(x)h(y)]2.
For the 1-soliton solution (kink) we have:
k(z, ξ) = 4arctg
{
exp
[
±m
γ
(z − w
c
ξ)
]}
, γ =
√
1− w
2
c2
U(z, ξ) = kz =
±2m
γch
[
±m
γ
(
z − w
c
ξ
)] , V (z, ξ) = kξ = ±2mw
cγch
[
±m
γ
(
z − w
c
ξ
)] ,
A = g′(x)h(y)
±2mγ
ch
[
±m
γ
(
z − w
c
ξ
)] , B = g(x)h′(y) ±2mγ
ch
[
±m
γ
(
z − w
c
ξ
)] ,
bo = Uz − Vξ =
−2m2sh
[
±m
γ
(
z − w
c
ξ
)]
ch
[
±m
γ
(
z − w
c
ξ
)] , T 44 = (gh)24m2
γ2ch2
[
±m
γ
(
z − w
c
ξ
)]
and for the 2-form F we get
F = − ±2mg(x)h(y)
γch
[
±m
γ
(z − w
c
ξ)
]dy ∧ dz + w
c
±2mg(x)h(y)
γch
[
±m
γ
(z − w
c
ξ)
]dy ∧ dξ.
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In its own frame of reference this soliton looks like
F = −±2mg(x)h(y)
ch(±mz) dy ∧ dz.
From this last expression and from symmetry considerations, i.e. at homogeneous and isotropic
medium, we come to the most natural (but not necessary) choice of the functions g(x) and h(y):
g(x) =
1
ch(mx)
, h(y) =
1
ch(my)
.
2.Korteweg-de Vries equation. This nonlinear equation has the following general form:
fξ + a1ffz + a2fzzz = 0,
where a1 and a2 are 2 constants. The well known 1-soliton solution is
f(z, ξ) =
ao
ch2
[
z
L
− w
cL
ξ
] , L = 2√ 3a2
aoa1
, w =
caoa1
3
,
where ao is a constant. We choose V (z, ξ) = f(z, ξ) and get
U = −aoc
w
1
ch2
[
z
L
− w
cL
ξ
] , bo = Uz − Vξ = ( c
Lw
− w
c
) 2ao
ch3
[
z
L
− w
cL
ξ
] ,
T 44 = (gh)
2 a
2
oc
2(1 + L)
2w2Lch4
[
z
L
− w
cL
ξ
] .
3. Nonlinear Schro¨dinger equation. In this case we have an equation for a complex-valued function,
i.e. for two real valued functions. The equation reads
ifξ + fzz + |f |2f = 0,
and its 1-soliton solution, having oscillatory character, is
f(z, ξ) = 2β2
exp
[−i (2αz + 4(α2 − β2)ξ − θ)]
ch (2βz + 8αβξ − δ) ,
where α, β, δ and θ are constants. The natural substitution f(z, ξ) =
√
ρ.exp(iϕ) brings this equation
to the following two equations
ρξ + (2ρϕz)z = 0, 4ρ+
2ρρzz − ρ2z
ρ2
= 4(ϕξ + ϕ
2
z).
For the 1-soliton solution we get
ρ =
4β4
ch2 (2βz + 8αβξ − δ) , ϕ = −
[
2αz + 4(α2 − β2)ξ − θ] .
We put U = ρ, V = −2ρϕz and obtain
U = ρ =
4β4
ch2 (2βz + 8αβξ − δ) , V = −2ρϕz =
16αβ4
ch2 (2βz + 8αβξ − δ) ,
A = g′(x)h(y)
4β4(1− 16α2)
ch2 (2βz + 8αβξ − δ) , B = g(x)h
′(y)
4β4(1− 16α2)
ch2 (2βz + 8αβξ − δ) ,
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bo =
16β3(16α2β2 − 1)sh(2βz + 8αβξ − δ)
ch3(2βz + 8αβξ − δ) ,
T 44 = (gh)
2 16β
8
ch4(2βz + 8αβξ − δ) .
We note that the solution of our equations obtained has no the oscillatory character of the original
Schro¨dinger 1-soliton solution, it is a (3+1)-localized running wave and moves as a whole with the
velocity 4cα, so in the relativistic frame we must require 4cα < c.
4.Boomerons. The system of differential equations, having soliton solutions, known as boomerons,
is defined by the following functions: K : R2 → R3, H : R2 → R, and besides, two constant
3-dimensional vectors r and s, where s is a unit vector: |s| = 1. The equations have the form
Hξ − s.Kz = 0, Kzξ = Hzzs+ r×Kz − 2Kz × (K× s).
Now we have to define our functions U(z, ξ), V (z, ξ) and bo(z, ξ). The defining relations are:
U = Hz = |s|2Hz, V = s.Kz = (s.K)z , bo = −s. [r×Kz − 2Kz × (K× s)] .
Under these definitions our equations Uξ − Vz = 0, Vξ − Uz = −bo look as follows:
[Hz − s.Kz ]z = 0, s. [Kzξ −Hzzs− r×Kz + 2Kz × (K× s)] = 0.
It is clear that every solution of the ”boomeron” system determines a solution of our system of
equations according to the above given rules and with the multiplicative factors g(x) and h(y). The
two our functions A(z, ξ) and B(z, ξ) are easily then computed.
Following this procedure we can generate a spatial soliton solution to our system of equations by
means of every solution, in particular every soliton solution, to any (1+1)-soliton equation, as well as to
compute the corresponding conserved quantities. It seems senseless to give here these easily obtainable
results. The richness of this comparatively simple family of solutions, as well as the availability of
corresponding correctly defined integral conserved quantities, are obvious and should not be neglected
as a generating procedure for obtaining (3+1) one-soliton, as well as, (3+1) many-soliton solutions.
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12 Retrospect and Outlook
In trying to understand our observational knowledge of the real world we must be able to separate the
important structural and behavioral properties of the real objects from those, the changes of which
during time-evolution do not lead to annihilation of the objects under consideration. One of the basic
in our view lessons that we more or less have been taught is that the physical objects are spatially finite
entities, and that for their detection and further study some energy-momentum exchange is necessarily
required. So, every physical object necessarily carries energy-momentum and every interaction between
two physical objects has such an energy-momentum exchange aspect. The second lesson concerning
any interaction is that, beyond its universality, energy-momentum is a conserved quantity, so NO loss
of it is allowed: it may only pass from one object to another. This means that every annihilation
process causes creation process(es), and the full energy-momentum that has been carried by the
annihilated objects, is carried away by the created ones. Energy-momentum always needs carriers,
as well as every physical object always carries energy-momentum. Hence, the energy-momentum
exchange abilities of any physical object realize its protection against external influence on one side,
and reveal its intrinsic nature, on the other side. Therefore, our knowledge about the entire complex
of properties of a physical object relies on getting information about its abilities in this respect and
finding corresponding quantities describing quantitatively these abilities.
The spatially finite nature of a physical object implies spatial structure and finite quantity of
energy-momentum needed for its creation, so NO structureless and infinite objects may exist. The
approximations for ”point object” and ”infinite field”, although useful in some respects, seem the-
oretically inadequate and should not be considered as basic ones. More reliable appears to be the
approximation ”finite continuous object”, which we tried to follow throughout our exposition. This
last approximation suggests that nonlinear partial differential equations should be the basic tool for
building mathematical models of local nature of such objects. The natural physical sense of these
equations is naturally supposed to be local energy-momentum exchange.
Another useful observation is that physical objects are many-aspect entities, they have complicated
structure and their very existence is connected with internal energy-momentum exchange/redistribution
among the various structural components. So, the mathematical model objects should be many-
component ones, and with appropriate mathematical structure. Of basic help in finding appropriate
mathematical objects is having knowledge of the internal symmetry properties of the physical object
under consideration. This ”step by step” process of getting and accumulating important information
about the physical properties of natural objects reflects in the ”step by step” process of refining the
corresponding mathematical models.
The greatest discovery at the very beginning of the last century was that the notion of electro-
magnetic field as suggested by Maxwell equations is inadequate: the time dependent electromagnetic
field is not an infinite smooth perturbation of the aether, on the contrary, it consists of many individ-
ual time-stable objects, called later photons, which are created/destroyed mainly during intra-atomic
energy-transition processes. Photons are finite objects, they carry energy-momentum and after they
have been radiated outside their atom-creator, they propagate as a whole translationally by the speed
of light. Moreover, their propagation is not just translational, it includes rotational component, which
is of intrinsic and periodical nature. The corresponding intrinsic action for one period T is h = ET ,
where E is the full energy of the photon, and all photons carry the same intrinsic action h. During
the entire 20th century physicists have tried to understand the dynamical structure/nature of photons
from various points of view, and this process is still going on today.
Extended Electrodynamics, as presented in the preceding sections, is an attempt in this direc-
tion. The basic starting observation for approaching the problem is that the energy-momentum local
quantities and relations of Maxwell theory do agree with the experiment, but the free field equations
δF = 0, δ ∗ F = 0 give non-realistic free time-dependent solutions: they are either strongly time-
unstable, or infinite. Hence, these solutions can not be used as mathematical models of photons, since
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the latter are time-stable and finite objects. The basic idea of writing down new nonlinear equa-
tions was to pass to local energy-momentum relations, describing how the internal energy-momentum
exchanges are carried out. The mathematical structure of Maxwell equations and local conserva-
tion relations allowed the extension procedure to be used, so the new nonlinear equations contain all
Maxwell solutions as exact solutions. This feature is important from the point of view of applications.
In order to come to the new equations we made use of the dual symmetry of the linear solutions,
which suggested to consider the field as having two vector components (F, ∗F ), and introduced the
concept of G-covariant Lorentz force as a natural generalization of the known Lorentz force. The G-
covariant Lorentz force has three vector components, and each component has a clear physical sense
of corresponding local energy-momentum change, as it should be. The two components FµνδF
ν and
(∗F )µν(δ ∗ F )ν determine how much energy-momentum the field is potentially able to give out to
some other physical object through any of the two components F and ∗F , and the third component
Fµν(δ ∗ F )ν + (∗F )µνδF ν characterizes the internal energy-momentum exchange between the two
components F and ∗F . We concluded that in case of energy-momentum isolation, i.e. in vacuum,
these three components must be zero, so, the dynamics obtained is of intrinsic nature.
In studying the vacuum nonlinear solutions, i.e. those with δF 6= 0 and δ ∗ F 6= 0, we found
their basic property: every nonlinear solution has zero-invariants: FµνF
µν = (∗F )µνFµν = 0. Then
the eigen properties of F , ∗F and of the energy-momentum tensor Qνµ determine unique isotropic
direction ζ along which the solution propagates translationally as a whole, which fits well with the
photons’ way of propagation . The obtained simple form of F = A ∧ ζ and ∗F = A∗ ∧ ζ allowed
a complete analysis of the nonlinear solutions to be made. The whole set of nonlinear solutions
consists of nonoverlapping subsets, and each subset is characterized by the corresponding isotropic
eigen direction. Every solution of a given subclass is uniquely determined by two functions: the
amplitude function φ which is arbitrary with respect to the spatial variables and is a running wave
along ζ; the phase function ϕ, |ϕ| ≤ 1, where ϕ depends arbitrarily on all space-time variables (we
made use of the function ψ = arccos(ϕ)). The components of F have the form φ cosψ and φ sinψ, so,
finite solutions with photon-like behavior are allowed.
A basic characteristic of the nonlinear solutions with |δF | 6= 0 turned out to be the scale factor L
defined by the relation L = |A|/|δF | and having physical dimension of [length]. Hence, every nonlinear
solution with |δF | 6= 0 defines its own scale. As it was shown further, the case L = const is allowed,
so corresponding intrinsically defined time-period T = L/c and frequency ν = T−1 can be introduced,
and the corresponding finite solutions with integral energy E admit the characteristic intrinsic action
given by ET .
The natural question ”do there exist nonlinear finite solutions with rotational component of prop-
agation” was answered positively. Seven equivalent conditions of quite different nature, determining
when this is possible, were found to exist. It is remarkable that the condition L 6= 0 is one of them.
So, for finite solutions with L = const, we have a natural and intrinsically defined measure of this
rotational component of propagation, namely, the elementary action ET , which recalls the correspond-
ing invariant characteristic of photons h, the Planck constant. Anyway, these solutions deserve to be
called ”photon-like”. It is also remarkable that completely integrable and nonintegrable 2-dimensional
Pfaff systems can be associated with a nonlinear solution, and a natural integral characteristic of the
nonintegrable Pfaff systems is also the quantity ET . This point shows that both, integrable and non-
integrable features of a solution are important, the nonintegrability characteristics give information
about the contacts between the system and the physical environment.
It was very interesting to find that the energy-momentum tensor Q of a nonlinear solution defines
a boundary operator in the tangent and cotangent bundles of the Minkowski space-time. The corre-
sponding homology/cohomology spaces are 2-dimensional, the classes represented by the electric and
magnetic components of the field F form a basis of the corresponding homology/cohomology space.
Moreover, since for each nonlinear solution the corresponding image spaces of Q are 1-dimensional, Q
is extended to boundary operator in the whole algebra of exterior forms and antisymmetric tensors.
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The Q-image of any differential 2-form is collinear to the nonlinear solution that generates Q, and the
Q-image Q(α) of any p-form α is isotropic: [Q(α)]2 = 0.
The natural representation of G in the space of 2-forms leaves the scale factor L invariant. As
a consequence we obtained that L is Lorentz-invariant only if it is a constant, and in this case the
3-form δF ∧ F is closed, which generates a conserved quantity through Stokes theorem, and this
conserved quantity is proportional to the elementary action ET . If the group parameters depend on
the space-time points, then the commutative group structure of G generates a group structure inside
the subset of solutions with the same ζ. In such a case a ”vacuum state” Fo can be defined such, that
every solution of the subclass is defined by an action upon Fo of a point-dependent group element
with determinant (a2 + b2) having running wave character along ζ.
The connection-curvature interpretations showed that rotational component of propagation may
have only those nonlinear solutions which generate non-zero curvature in the three cases of general,
principal amd linear connection, so, roughly speaking, nonzero curvature means nonzero spin.
We gave five ways to compute the integral spin ET of a nonlinear solution. It worths noting that
an appropriate representative of the Godbillon-Vey class determined by the completely integrable 1-
dimensional Pfaff system ζ, or fζ, can be made equal to δF ∧ F , and so it can be used to compute
the elementary action ET .
Finally, in presence of external fields, we showed that our general system of nonlinear equations
together with the additional Pfaff equations is consistent, and we found a large family of solutions.
This family is parametrized by one function of one-space (say z) and one-time independent variables:
V (z, ξ), and two other functions g(x) and h(y). So, choosing V (z, ξ) to be any (one, or many)
soliton solution of any soliton equation, and g(x)and h(y) to be finite, we obtain its (3+1) image as a
finite/concentrated solution of our nonlinear equations with well defined energy-momentum quantities.
We illustrated our approach with examples from the 1-soliton solutions of the well known Sine-Gordon,
KdV and NLS equations.
We would like to note also that the nonlinear vacuum equations obtained follow the idea that
was formulated in Sec.1.1: the admissible changes (in our case δ ∗ F and δF , or correspondingly,
dF and d ∗ F ) are projected upon the field components (F, ∗F ), and these projections are assumed
to be zero, or intrinsically connected. This leads directly to nonlinear equations with corresponding
physical sense of energy-momentum balance relations. From mathematical point of view this suggests
a natural generalization of the geometrical concept of parallelism, and this idea is developed and
illustrated with many examples from differential geometry and theoretical physics in the Appendix.
This generalization, in turn, suggests natural ways to nonlinearization of important physical linear
and nonlinear equations.
The development of theoretical physics during the last century, and especially during the past
30 years, shows growing interest to nonlinearization of the widely used linear equations. At the
beginning of the century Einstein declared [32] that the fundamental equation of Optics φ = 0 must
be replaced by nonlinear equation(s), and he had worked in trying to find appropriate one(s). General
Relativity made a decisive step along the road of nonlinearization. Mie’s [44] and Born-Infeld’s [9]
nonlinearizations of CED are also steps in this direction. One of the greatest achievements was the
Yang-Mills approach, which dominates nowadays the various models of field theory (the ”standard
model”). Unfortunately, spatially finite solutions of the vacuum Yang- Mills equations with soliton
behavior were not found.
The later studies with appropriate interaction term in the Yang-Mills lagrangian brought the
monopole solutions [33]. A somewhat curious example is presented by the instanton solutions [34]
because of their mathematical significance on one side, and because of the interpretational difficulties
coming from the necessary zero value of their energy-momentum tensor, on the other side. Some
development should be noted of the theory of the so called ”nontopological solitons”, or Q-balls,
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[35,36,37,38], dyons [39], vortices [40], sphalerons [41], skyrmeons [42], knots [43], which in most cases
give spherically symmetric static solutions of equations obtained from correspondingly nonlinearized
lagrangians. We have to mention that all these examples follow the rule: ”add nonlinear interaction
term to the ”free” lagrangian giving linear equations and see what happens”. We do not share the view
that this is the right way to pass to (3+1)-dimensional nonlinear equations. We explained our view
in the preceding sections and showed that our approach works in the important case of the vacuum
photon-like finite solutions and in presence of external fields. All free and not-free time-stable objects
in Nature are finite, so, the widely used ”free” terms in any lagrangian could play some misleading
role, especially those ”free” terms that generate, or imply, D’Alembert-like wave equations.
Finally, we just mention (without any comments) the (super)string and brane approaches, which
also try to incorporate in theoretical physics spatially finite solutions.
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A Appendix: Extended Parallelism. Applications in Physics
Abstract
This appendix considers a generalization of the existing concept of parallel (with respect to a
given connection) geometric objects and its possible usage as a suggesting rule in searching for
adequate field equations and local conservation laws in theoretical physics. The generalization tries
to represent mathematically the two-sided (or dual) nature of the physical objects, the change
and the conservation. The physical objects are presented mathematically by sections Ψ of vector
bundles, the admissible changesDΨ are described as a result of the action of appropriate differential
operatorsD on these sections, and the conservation proprieties are accounted for by the requirement
that suitable projections of DΨ on Ψ and on other appropriate sections must be zero. It is shown
that the most important equations of theoretical physics obey this rule. Extended forms of Maxwell
and Yang-Mills equations are also considered.
A.1 The general Rule
We are going to consider here a more general view on the geometrical concept of parallelism, more
or less already implicitly used in some physical theories. The concept of parallelism appropriately
unifies two features: change and conservation, through suitable differential operators and suitable
”projections”. In some cases this concept may be applied to produce dynamical equations, and in other
cases the corresponding physical interpretation is conservation (balance) equations (mainly energy-
momentum balance). The examples presented further show how it has been used so far, and how it
could be used as a generating tool for producing new useful relations and for finding natural ways to
extension of the existing equations in physics. An important feature, that deserves to be noted even
at this moment, is that the corresponding equations may become nonlinear in a natural way, so we
might be fortunately surprised by appearing of spatially finite (or soliton-like) solutions.
We begin with the algebraic structure to be used further in the bundle picture. The basic concepts
used are the tensor product ⊗ of two linear spaces (we shall use the same term linear space for a vector
space over a field, and for a module over a ring, and from the context it will be clear which case is
considered) and bilinear maps. The bilinear maps used are as a rule assumed to be nondegenerate [1].
Also, all linear spaces, manifolds and bundles are assumed to be finite dimensional, and the dimensions
will be pointed out only if needed.
Let (U1, V1), (U2, V2) and (U3, V3) be three couples of linear spaces. Let Φ : U1 × U2 → U3 and
ϕ : V1 × V2 → V3 be two bilinear maps. We consider the decomposable elements
(u1 ⊗ v1) ∈ U1 ⊗ V1 and (u2 ⊗ v2) ∈ U2 ⊗ V2.
Now we make use of the given bilinear maps as follows:
(Φ, ϕ)(u1 ⊗ v1, u2 ⊗ v2) = Φ(u1, u2)⊗ ϕ(v1, v2),
and on nondecomposable elements we extend this map by linearity:
(Φ, ϕ)((u1)
i ⊗ (v1)i, (u2)j ⊗ (v2)j) = Φ((u1)i, (u2)j)⊗ ϕ((v1)i, (v2)j),
where summation over the repeated indecies is assumed. The obtained elements are in U3 ⊗ V3. Note
that if {ei} is a basis of V then for every element u⊗ v ∈ U ⊗V we have u⊗ v = u⊗ viei = viu⊗ ei =
Ki ⊗ ei, where Ki ≡ viu ∈ U , so further we may use such a representation.
We give now the corresponding bundle picture. Let M be a smooth real manifold. We assume
that the following vector bundles over M are constructed: ξi, ηi, with standard fibers Ui, Vi and sets
of sections Sec(ξi), Sec(ηi), i = 1, 2, 3.
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Assume the two bundle maps are given: (Φ, idM ) : ξ1 × ξ2 → ξ3 and (ϕ, idM ) : η1 × η2 → η3. Let
{ei} and {τj} be local bases of Sec(η1) and Sec(η2) respectively. Then if Ai ⊗ ei and Bj ⊗ τj are
sections of ξ1 ⊗ η1 and ξ2 ⊗ η2 respectively, we can form an element of Sec(ξ3 ⊗ η3) by the rule :
(Φ, ϕ)(Ai ⊗ ei, Bj ⊗ τj) = Φ(Ai, Bj)⊗ ϕ(ei, τj). (84)
Note that this rule assumes that the summation commutes with the bilinear maps Φ and ϕ.
Let now ξ˜ be a new vector bundle on M and w ∈ Sec(ξ˜). Assume that we have a differential
operator D : Sec(ξ˜)→ Sec(ξ2 ⊗ η2) so we can form the section Dw ∈ Sec(ξ2 ⊗ η2) and represent it as
(Dw)j ⊗ τj ∈ Sec(ξ2 ⊗ η2). Applying now the two bilinear maps we obtain
Φ(Ai, (Dw)j)⊗ ϕ(ei, τj) ∈ Sec(ξ3 ⊗ η3).
We give now the following
Definition: The section w ∈ Sec(ξ˜), called further the section of interest, will be called (Φ, ϕ;D)-
parallel/conservative with respect to Ai ⊗ ei ∈ Sec(ξ1 ⊗ η1) if
(Φ, ϕ;D)(Ai ⊗ ei, w) = (Φ, ϕ)(Ai ⊗ ei, (Dw)j ⊗ τj) = Φ(Ai, (Dw)j)⊗ ϕ(ei, τj) = 0. (85)
The term parallel seems more appropriate when, making use of (85), the relation obtained is interpreted
as equation of motion (field equation), and the term conservative is more appropriate when the relation
obtained is interpreted as local conservation law.
The above relation (85) we call the GENERAL RULE (GR). The bilinear maps Φ, ϕ ”project”
the ”changes” Dw of the section w on the section Ai ⊗ ei in the bases chosen. If the relation (85)
holds we understand it in the following sense: those characteristics of w which do feel the operator D
may be NOT constant with respect to D, but the ”projections” of the possible nonzero changes Dw
on an appropriate section Ai ⊗ ei do vanish. In particular, if Ai ⊗ ei = w, then we may say that w is
(Φ, ϕ;D)-autoparallel. In this sense the above definition (85) goes along with our concept of physical
object as given in Sec.1 of this paper.
As an example of a differential operator we note the exterior derivative d : Λp(M) → Λp+1(M).
In the case of the physically important example of Lie algebra g-valued differential forms, with ”Φ =
exterior product” and ”ϕ = Lie bracket [, ]”, ξ1 = Λ
p(M), ξ2 = Λ
p+1(M), ξ˜ = Λp(M) ⊗ g, η1 = η2 =
M × g, the GR (85) looks as follows:
(∧, [, ];d × idg)(αi ⊗ Ei, βj ⊗ Ej) = (∧, [, ])(αi ⊗ Ei,dβj ⊗ Ej) = αi ∧ dβj ⊗ [Ei, Ej ] = 0,
where {Ei} is a basis of g, and a summation over the repeated indexes is understood. Further we are
going to consider particular cases of the (GR) (85) with explicitly defined operators D and additional
operators whenever they participate in the definition of the corresponding section of interest.
A.2 The General Rule in Action
A.2.1 Examples from Geometry and Mechanics
We begin with some simple examples from differential geometry and classical mechanics.
1. Integral invariance relations
These relations have been introduced and studied from the point of view of applications in me-
chanics by Lichnerowicz [2].
We specify the bundles over the real finite dimensional manifold M :
ξ1 = TM ; ξ2 = T
∗(M); η1 = η2 = ξ3 = η3 =M × R, denote Sec(M × R) ≡ C∞(M)
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Φ=substitution operator, denoted by i(X),X ∈ Sec(TM);
ϕ=point-wise product of functions.
We denote by 1 the function f(x) = 1, x ∈M . Consider the sections
X ⊗ 1 ∈ Sec(TM ⊗ (M × R)); α⊗ 1 ∈ Sec(T ∗M ⊗ (M × R)). Then the GR leads to
(Φ, ϕ)(X ⊗ 1, α ⊗ 1) = i(X)α ⊗ 1 = i(X)α = 0. (86)
We introduce now the differential operator d: if α is an exact 1-form, α = df , so that ξ˜ = M × R,
the GR gives
(Φ, ϕ;d)(X ⊗ 1, f) = (Φ, ϕ)(X ⊗ 1,df ⊗ 1) = i(X)df ⊗ (1⊗ 1) = i(X)df = X(f) = 0.
i.e. the derivative of f along the vector field X is equal to zero. So, we obtain the well known relation,
defining the first integrals f of the dynamical system determined by the vector field X. In this sense
f may be called (Φ, ϕ,d)-conservative with respect to X, where Φ and ϕ are defined above.
2.Absolute and relative integral invariants
These quantities have been introduced and studied in mechanics by Cartan [3]. By definition, a
p-form α is called an absolute integral invariant of the vector field X if i(X)α = 0 and i(X)dα = 0.
And α is called a relative integral invariant of the field X if i(X)dα = 0. So, in our terminology (the
same bundle picture as above), we can call the relative integral invariants of X (Φ, ϕ;d)-conservative
with respect to X, and the absolute integral invariants of X are additionally (Φ, ϕ)-conservative with
respect to X, with (Φ, ϕ) as defined above. A special case is when p = n, and ω ∈ Λn(M) is a volume
form on M .
3. Symplectic geometry and mechanics
Symplectic manifolds are even dimensional and have a distinguished nondegenerate closed 2-form
ω, dω = 0. This structure may be defined in terms of the GR in the following way. Choose ξ1 =
η1 = η2 =M ×R, ξ2⊗ η2 = Λ3(T ∗M)⊗R, and d as a differential operator. Consider now the section
1 ∈ Sec(M × R) and ω ∈ Sec(Λ2(T ∗M), with ω - nondegenerate. The map Φ is the product f.ω and
the map ϕ is the product of functions. So, we have
(Φ, ϕ;d)(1 ⊗ 1, ω) = Φ(1,dω)⊗ ϕ(1, 1) = dω = 0.
Hence, the relation dω = 0 is equivalent to the requirement ω to be (Φ, ϕ;d)-parallel with respect to
the section 1⊗ 1.
The hamiltonian vector fields X are defined by the condition LXω = di(X)ω = 0. If Φ = ϕ is the
point-wise product of functions we have
(Φ, ϕ;d)(1 ⊗ 1, i(X)ω) = (Φ, ϕ)(1 ⊗ 1,di(X)(ω) ⊗ 1) = LXω ⊗ 1 = LXω = 0.
In terms of the GR we can say that X is hamiltonian if i(X)ω is (Φ, ϕ;d)-parallel with respect to
1⊗ 1.
The induced Poisson structure {f, g}, is given in terms of the GR by setting Φ = ω−1, where
ω−1.ω = idTM , ϕ=point-wise product of functions, and 1 ∈ Sec(M × R). We get
(Φ, ϕ)(df ⊗ 1,dg ⊗ 1) = ω−1(df,dg)⊗ 1.
A closed 1-form α, dα = 0, is a first integral of the hamiltonian system Z, di(Z)ω = 0, if i(Z)α =
0. In terms of the GR we can say that the first integrals α are (i, ϕ)-parallel with respect to Z:
(i, ϕ)(Z ⊗ 1, α ⊗ 1) = i(Z)α ⊗ 1 = 0. From LZω = 0 it follows LZω−1 = 0. The Poisson bracket
(α, β) of two first integrals α and β is equal to [−d(ω−1(α, β))] [6]. The well known property that
the Poisson bracket of two first integrals of Z is again a first integral of Z may be formulated as: the
function ω−1(α, β) is (i, ϕ;d)-parallel with respect to Z,
(i, ϕ;d)(Z ⊗ 1, ω−1(α, β)) = i(Z)dω−1(α, β) ⊗ 1 = 0.
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A.2.2 Frobenius integrability theorems and linear connections
1.Frobenius integrability theorems [4]
Let ∆ = (X1, . . . ,Xr) be a differential system on M , i.e. the vector fields Xi, i = 1, . . . , r define
a locally stable submodule of Sec(TM) and at every point p ∈ M the subspace ∆rp ⊂ Tp(M) has
dimension r. Then ∆r is called involutive (or integrable) if [Xi,Xj ] ∈ ∆r, i, j = 1, . . . , r. Denote by
∆n−rp ⊂ Tp(M) a complimentary subspace: ∆rp ⊕∆n−rp = Tp(M), and let π : Tp(M) → ∆n−rp be the
corresponding projection. So, the corresponding Frobenius integrability condition means π([Xi,Xj ]) =
0, i, j = 1, . . . , r.
In terms of the GR we set D(Xi) = π ◦ LXi , Φ=”product of functions and vector fields”, and ϕ
again the product of functions. The integrability condition now is
(Φ, ϕ;D(Xi))(1⊗ 1,Xj)
= (Φ, ϕ)(1 ⊗ 1, π([Xi,Xj ]⊗ 1)) = 1.π([Xi,Xj ])⊗ 1 = 0, i, j = 1, . . . , r.
In the dual formulation we have the Pfaff system ∆∗n−r, generated by the linearly independent
1-forms (α1, . . . , αn−r), such that αm(Xi) = 0, i = 1, . . . r;m = 1, . . . n− r. Then ∆∗n−r is integrable if
dα ∧ α1 ∧ · · · ∧ αn−r = 0, α ∈ ∆∗n−r. In terms of GR we set ϕ the same as above, Φ = ∧ and d as
differential operator and obtain
(Φ, ϕ;d)(α1 ∧ · · · ∧ αn−r ⊗ 1, α) = (∧, ϕ)(α1 ∧ · · · ∧ αn−r ⊗ 1,dα ⊗ 1)
= dα ∧ α1 ∧ · · · ∧ αn−r ⊗ ϕ(1, 1) = dα ∧ α1 ∧ · · · ∧ αn−r = 0,
i.e. α is (Φ, ϕ;d)-parallel with respect to α1 ∧ · · · ∧ αn−r ⊗ 1.
2. Linear connections
The concept of a linear connection in a vector bundle has proved to be of great importance in
geometry and physics. In fact, it allows to differentiate sections of vector bundles along vector fields,
which is a basic operation in differential geometry, and in theoretical physics the physical fields are
represented mainly by sections of vector bundles. We recall now how one comes to it.
Let f : Rn → R be a differentiable function. Then we can find its differential df . The map f → df
is R-linear: d(κ.f) = κ.df , κ ∈ R, and it has the derivative property d(f.g) = fdg+ gdf . These two
properties are characteristic ones, and they are carried to the bundle situation as follows.
Let ξ be a vector bundle over M . We always have the trivial bundle ξo = M × R. Consider now
f ∈ C∞(M) as a section of ξo. We note that Sec(ξo) = C∞(M) is a module over itself, so we can
form df with the above two characteristic properties. The new object df lives in the space Λ1(M)
of 1-forms on M , so it defines a linear map df : Sec(TM) → Sec(ξo),df(X) = X(f). Hence, we
have a map ∇ from Sec(ξo) to the 1-forms with values in Sec(ξo), and this map has the above two
characteristic properties. We say that ∇ defines a linear connection in the vector bundle ξo.
In the general case the sections Sec(ξ) of the vector bundle ξ form a module over C∞(M). So, a
linear connection ∇ in ξ is a R-linear map ∇ : Sec(ξ)→ Λ1(M, ξ). In other words, ∇ sends a section
σ ∈ Sec(ξ) to a 1-form ∇σ valued in Sec(ξ) in such a way, that
∇(k σ) = k∇(σ), ∇(f σ) = df ⊗ σ + f ∇(σ), (87)
where k ∈ R and f ∈ C∞(M). If X ∈ Sec(TM) then we have the composition i(X) ◦ ∇, so that
i(X) ◦ ∇(f σ) = X(f)σ + f ∇X(σ),
where ∇X(σ) ∈ Sec(ξ).
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In terms of the GR we put ξ1 = TM = ξ˜ and ξ2 = Λ
1(M) ⊗ ξ, and η1 = η2 = ξo. Also,
Φ(X,∇σ) = ∇Xσ and ϕ(f, g) = f.g. Hence, we obtain
(Φ, ϕ;∇)(X ⊗ 1, σ) = (Φ, ϕ)(X ⊗ 1, (∇σ) ⊗ 1) = ∇Xσ ⊗ 1 = ∇Xσ, (88)
and the section σ is called ∇-parallel with respect to X if ∇Xσ = 0.
3. Covariant exterior derivative
The space of ξ-valued p-forms Λp(M, ξ) onM is isomorphic to Λp(M)⊗Sec(ξ). So, if (σ1, . . . , σr) is
a local basis of Sec(ξ), every Ψ ∈ Λp(M, ξ) is represented by ψi ⊗ σi, i = 1, . . . , r, where ψi ∈ Λp(M).
Clearly the space Λ(M, ξ) = Σnp=0Λ
p(M, ξ), where Λo(M, ξ) = Sec(ξ), is a Λ(M) = Σnp=0Λ
p(M)-
module: α.Ψ = α ∧Ψ = (α ∧ ψi)⊗ σi.
A linear connection ∇ in ξ generates covariant exterior derivative D : Λp(M, ξ) → Λp+1(M, ξ) in
Λ(M, ξ) according to the rule
DΨ = D(ψi ⊗ σi) = dψi ⊗ σi + (−1)pψi ∧ ∇(σi)
= (dψi + (−1)pψj ∧ Γiµjdxµ)⊗ σi = (DΨ)i ⊗ σi.
We may call now a ξ-valued p-form Ψ ∇-parallel if DΨ = 0, and (X,∇)-parallel if i(X)DΨ = 0. This
definition extends in a natural way to q-vectors with q ≤ p. Actually, the substitution operator i(X)
extends to (decomposable) q-vectors X1 ∧X2 ∧ · · · ∧Xq as follows:
i(X1 ∧X2 ∧ · · · ∧Xq)Ψ = i(Xq) ◦ i(X)q−1 ◦ · · · ◦ i(X1)Ψ,
and extends to nondecomposable q-vectors by linearity. Hence, if Θ is a section of Λq(TM) we may
call Ψ (Θ,∇)-parallel if i(Θ)DΨ = 0.
Denote now by Lξ the vector bundle of (linear) homomorphisms (Π, id) : ξ → ξ, and let Π ∈
Sec(Lξ). Let χ ∈ Sec(Λq(TM)⊗Lξ) be represented as Θ⊗Π. The map Φ will act as: Φ(Θ,Ψ) = i(Θ)Ψ,
and the map ϕ will act as: ϕ(Π, σi) = Π(σi). So, if ∇(σk) = Γjµkdxµ ⊗ σj , we may call Ψ (∇)-parallel
with respect to χ = Θ⊗Π if
(Φ, ϕ;D)(Θ ⊗Π,Ψ = ψi ⊗ σi) = (Φ, ϕ)(Θ ⊗Π, (DΨ)i ⊗ σi) = i(Θ)(DΨ)i ⊗Π(σi) = 0. (89)
If we have isomorphisms ⊗pTM ∽ ⊗pT ∗M,p = 1, 2, . . . , defined in some natural way (e.g. through
a metric tensor field), then to any p-form α corresponds unique p-vector α˜. In this case we may talk
about ”∽”- autopaparallel objects with respect a (point-wise) bilinear map ϕ : (ξ × ξ) → η, where η
is also a vector bundle over M . So, Ψ = αk ⊗ σk ∈ Λp(M, ξ) may be called (i, ϕ;∇)-autoparallel with
respect to the isomorphism ”∽” if
(i, ϕ;∇)(α˜k ⊗ σk, αm ⊗ σm)
= i(α˜k)dαm ⊗ ϕ(σk, σm) + (−1)pi(α˜k)(αj ∧ Γmµjdxµ)⊗ ϕ(σk, σm)
=
[
i(α˜k)dαm + (−1)pi(α˜k)(αj ∧ Γmµjdxµ)
]⊗ ϕ(σk, σm) = 0. (90)
Although the above examples do not, of course, give a complete list of the possible applications of the
GR (85), they will serve as a good basis for the physical applications we are going to consider further.
A.3 Physical applications of GR
1. Autoparallel vector fields and 1-forms
In nonrelativistic and relativistic mechanics the vector fields X on a manifold M are the local
representatives (velocity vectors) of the evolution trajectories for point-like objects. The condition
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that a particle is free is mathematically represented by the requirement that the corresponding vector
field X is autoparallel with respect to a given connection ∇ (covariant derivative) in TM :
i(X)∇X = 0, or in components, Xσ∇σXµ + ΓµσνXσXν = 0. (91)
In view of the physical interpretation of X as velocity vector field the usual latter used instead of
X is u. The above equation (91) presents a system of nonlinear partial differential equations for the
components Xµ, or uµ. When reduced to 1-dimensional submanifold which is parametrized locally by
the appropriately chosen parameter s, (91) gives a system of ordinary differential equations:
d2xµ
ds2
+ Γµσν
dxν
ds
dxν
ds
= 0, (92)
and (92) are known as ODE defining the geodesic (with respect to Γ) lines in M . When M is
riemannian with metric tensor g and Γ the corresponding Levi-Civita connection, i.e. ∇g = 0 and
Γµνσ = Γ
µ
σν , then the solutions of (92) give the extreme (shortest or longest) distance
∫ b
a
ds between
the two points a, b ∈M , so (92) are equivalent to
δ
(∫ b
a
ds
)
= δ
(∫ b
a
√
gµν
dxµ
ds
dxν
ds
)
= 0.
A system of particles that move along the solutions to (92) with g-the Minkowski metric and gµν
dxµ
ds
dxν
ds
>
0, is said to form an inertial frame of reference.
It is interesting to note that the system (91) has (3+1)-soliton-like (even spatially finite) solutions
on Minkowski space-time [5]. In fact, in canonical coordinates (x1, x2, x3, x4) = (x, y, z, ξ = ct) let
uµ = (0, 0,± v
c
f, f) be the components of u, where 0 < v = const < c, and c is the velocity of light, so
v
c
< 1 and uσuσ =
(
1− v2
c2
)
f2 > 0. Then every function f of the kind
f(x, y, z, ξ) = f
(
x, y, α(z ∓ v
c
ξ)
)
, α = const, for example α =
1√
1− v2
c2
,
defines a solution to (91). If uσu
σ = 0 then equations (91) (X = u), are equivalent to uµ(du)µν =
0, where d is the exterior derivative. In fact, since the connection used is riemannian, we have
0 = ∇µ 12 (uνuν) = uν∇µuν , so the relation uν∇νuµ − uν∇µuν = 0 holds and is obviously equal to
uµ(du)µν = 0. The soliton-like solution is defined by u = (0, 0,±f, f) where the function f is of the
form
f(x, y, z, ξ) = f(x, y, z ∓ ξ).
Clearly, for every autoparallel vector field u (or one-form u) there exists a canonical coordinate system
on the Minkowski space-time, in which u takes such a simple form: uµ = (0, 0, αf, f), α = const. The
dependence of f on the three spatial coordinates (x, y, z) is arbitrary , so it is allowed to be chosen
soliton-like and, even, finite. Let now ρ be the mass-energy density function, so that ∇σ(ρuσ) = 0
gives the mass-energy conservation, i.e. the function ρ defines those properties of our physical system
which identify the system during its evolution. In this way the tensor conservation law
∇σ(ρuσuµ) = (∇σρuσ)uµ + ρuσ∇σuµ = 0
describes the two aspects of the physical system: its dynamics through equations (91) and its mass-
energy conservation properties.
The properties described give a connection between free point-like objects and (3+1) soliton-like
autoparallel vector fields on Minkowski space-time. Moreover, they suggest that extended free ob-
jects with more complicated space-time dynamical structure may be described by some appropriately
generalized concept of autoparallel mathematical objects.
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2. Electrodynamics
2.1 Maxwell equations
The Maxwell equations dF = 0,d ∗F = 0 in their 4-dimensional formulation on Minkowski space-
time (M,η), sign(η) = (−,−,−,+) and the Hodge ∗ is defined by η, make use of the exterior derivative
as a differential operator. The field has, in general, 2 components (F, ∗F ), so the interesting bundle
is Λ2(M) ⊗ V , where V is a real 2-dimensional vector space. Hence the adequate mathematical field
will look like Ω = F ⊗ e1 + ∗F ⊗ e2, where (e1, e2) is a basis of V . The exterior derivative acts on Ω
as: dΩ = dF ⊗ e1 + d ∗ F ⊗ e2, and the equation dΩ = 0 gives the vacuum Maxwell equations.
In order to interpret in terms of the above given general view (GR) on parallel objects with respect
to given sections of vector bundles and differential operators we consider the sections (see the above
introduced notation) (1⊗ 1,Ω ⊗ 1) and the differential operator d. Hence, the GR acts as follows:
(Φ, ϕ;d)(1 ⊗ 1,Ω ⊗ 1) = (Φ, ϕ)(1 ⊗ 1,dΩ ⊗ 1) = (1.dΩ ⊗ 1.1) = dΩ.
The corresponding (Φ, ϕ;d)-parallelism leads to dΩ = 0. In presence of electric j and magnetic m
currents, considered as 3-forms, the parallelism condition does not hold and on the right-hand side
we’ll have non-zero term, so the full condition is
(Φ, ϕ)[1 ⊗ 1, (dF ⊗ e1 + d ∗ F ⊗ e2)⊗ 1] = (Φ, ϕ)[1 ⊗ 1, (m ⊗ e1 + j⊗ e2)⊗ 1] (93)
The case m = 0, F = dA is, obviously a special case.
2.2 Extended Maxwell equations
The extended Maxwell equations (on Minkowski space-time) in vacuum read [6]-[7]:
F ∧ ∗dF = 0, (∗F ) ∧ (∗d ∗ F ) = 0, F ∧ (∗d ∗ F ) + (∗F ) ∧ (∗dF ) = 0 (94)
They may be expressed through theGR in the following way. On (M,η) we have the bijection between
Λ2(TM) and Λ2(T ∗M) defined by η, which we denote by F˜ ↔ F . So, equations (94) are equivalent
to
i(F˜ )dF = 0, i(∗˜F )d ∗ F = 0, i(F˜ )d ∗ F + i(∗˜F )dF = 0.
We consider the sections Ω˜ = F˜ ⊗ e1+ ∗˜F ⊗ e2 and Ω = F ⊗ e1+∗F ⊗ e2 with the differential operator
d. The maps Φ and ϕ are defined as: Φ is the substitution operator i, and ϕ = ∨ is the symmetrized
tensor product in V . So we obtain
(Φ, ϕ;d)(F˜ ⊗ e1 + ∗˜F ⊗ e2, F ⊗ e1 + ∗F ⊗ e2)
= i(F˜ )dF ⊗ e1 ∨ e1 + i(∗˜F )d ∗ F ⊗ e2 ∨ e2 + (i(F˜ )d ∗ F + i(∗˜F )dF ) ⊗ e1 ∨ e2 = 0.
(95)
Equations (95) may be written down also as
(
(i,∨)Ω˜)dΩ = 0.
Equations (95) are physically interpreted as describing locally the intrinsic energy-momentum
exchange between the two components F and ∗F of Ω: the first two equations i(F˜ )dF = 0 and
i(∗˜F )d ∗F = 0 say that every component keeps locally its energy-momentum, and the third equation
i(F˜ )d∗F + i(∗˜F )dF = 0 says (in accordance with the first two) that if F transfers energy-momentum
to ∗F , then ∗F transfers the same quantity of energy-momentum to F .
If the field exchanges (loses or gains) energy-momentum with some external systems, Extended
Electrodynamics describes the potential abilities of the external systems to gain or lose energy-
momentum from the field by means of 4 one-forms (currents) Ja, a = 1, 2, 3, 4, and explicitly the
exchange is given by [7]
i(F˜ )dF = i(J˜1)F, i(∗˜F )d ∗ F = i(J˜2)F, i(F˜ )d ∗ F + i(∗˜F )dF = i(J˜3)F + i(J˜4) ∗ F. (96)
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It is additionally assumed that every couple (Ja, Jb) defines a completely integrable Pfaff system, i.e.
the following equations hold:
dJa ∧ Ja ∧ Jb = 0, a, b = 1, . . . , 4. (97)
The system (95) has (3+1)-localized photon-like (massless) solutions, and the system (96)-(97) admits
a large family of (3+1)-soliton solutions [7].
3. Yang-Mills theory
3.1 Yang-Mills equations
In this case the field is a connection, represented locally by its connection form ω ∈ Λ1(M) ⊗ g,
where g is the Lie algebra of the corresponding Lie group G. If D is the corresponding covariant
derivative, and Ω = Dω is the curvature , then Yang-Mills equations read D ∗ Ω = 0. The formal
difference with the Maxwell case is that G may NOT be commutative, and may have, in general,
arbitrary finite dimension. So, the two sections are 1⊗ 1 and ∗Ω⊗ 1, the maps Φ and ϕ are product
of functions and the differential operator is D. So, we may write
(Φ, ϕ;D)(1 ⊗ 1, ∗Ω ⊗ 1) = D ∗Ω⊗ 1 = 0. (98)
Of course, equations (98) are always coupled to the Bianchi identity DΩ = 0.
3.2 Extended Yang-Mills equations
The extended Yang-Mills equations are written down in analogy with the extended Maxwell equa-
tions. The field of interest is an arbitrary 2-form Ψ on (M,η) with values in a Lie algebra g, dim(g) = r.
If {Ei}, i = 1, 2, . . . , r is a basis of g we have Ψ = ψi ⊗Ei and Ψ˜ = ψ˜i ⊗Ei. The map Φ is the substi-
tution operator, the map ϕ is the corresponding Lie product [, ], and the differential operator is the
exterior covariant derivative with respect to a given connection ω: DΨ = dΨ+ [ω,Ψ]. We obtain
(Φ, ϕ;D)(ψ˜i ⊗ Ei, ψj ⊗ Ej) = i(ψ˜i)(dψm + ωj ∧ ψk Cmjk)⊗ [Em, Ei] = 0, (99)
where Cmjk are the corresponding structure constants. If the connection is the trivial one, then ω = 0
and D→ d, so, (99) gives
i(ψ˜i)dψj Ckij ⊗ Ek = 0. (100)
If, in addition, instead of [, ] we assume for ϕ some bilinear map f : g× g→ g, such that in the basis
{Ei} f is given by f(Ei, Ei) = Ei, and f(Ei, Ej) = 0 for i 6= j the last relation reads
i(ψ˜i)dψi ⊗ Ei = 0, i = 1, 2, . . . , r. (101)
The last equations (101) define the components ψi as independent 2-forms (of course ψi may be
arbitrary p-forms). If the bilinear map ϕ is chosen to be the symmetrized tensor product ∨ : g× g→
g ∨ g, we obtain
i(ψ˜i)dψj ⊗ Ei ∨ Ej = 0, i ≦ j = 1, . . . , r. (102)
Equations (100) and (102) may be used to model bilinear interaction among the components of Ψ. If
the components of i(ψ˜i)dψj ⊗Ei ∨Ej have the physical sense of energy-momentum exchange we may
say that every component ψi gets locally as much energy-momentum from ψj as it gives to it. Since
Ckij = −Ckji, equations (100) consider only the case i < j, while equations (102) consider i ≤ j, in fact,
for every i, j = 1, 2, . . . , r we obtain from (102)
i(ψ˜i)dψi = 0, and i(ψ˜i)dψj + i(ψ˜j)dψi = 0.
Clearly, these last equations may be considered as a natural generalization of equations (94), so spatial
soliton-like solutions are expectable.
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4. General Relativity
In General Relativity the field function of interest is in a definite sense identified with a Lorentz
pseudometric g on a 4-dimensional manifold, and only those g are considered as appropriate to describe
the real gravitational fields in vacuum which satisfy the equations Rµν = 0, where Rµν are the
components of the Ricci tensor. The main mathematical object which detects possible gravity is the
Riemann curvature tensor Rαµ,βν , which is a second order nonlinear differential operator R : g → R(g).
We define the map Φ to be the contraction, or taking a trace:
Φ : (gαβ , Rαµ,βν) = g
αβRαµ,βν = Rµν ,
so it is obviously bilinear. The map ϕ is a product of functions, so the GR gives
(Φ, ϕ;R)(g ⊗ 1, g) = Φ[g ⊗ 1, R(g) ⊗ 1] = Φ[g,R(g)] ⊗ ϕ(1, 1) = Ric[R(g)] = 0. (103)
In presence of matter fields Ψa, a = 1, 2, . . . , r, the system of equations is
Rµν − κ
(
Tµν − 1
2
gµνT
)
= 0.
It is easily obtained through the GR if we modify the differential operator Rαµ,βν to
Rαµ,βν − κ
2
(Tαβgµν + Tµνgαβ − Tανgµβ − Tµβgαν) + κ
3
(gαβgµν − gανgµβ)T,
where κ is the gravitational constant, Tµν(Ψ
a) = Tνµ(Ψ
a) is the corresponding stress energy momen-
tum tensor, and T = gµνTµν .
5. Schro¨dinger equation
The object of interest in this case is a map Ψ : R4 → C, and R4 = R3 × R is parametrized by the
canonical coordinates (x, y, z; t), where t is the (absolute) time ”coordinate”. The operator D used
here is
D = i~
∂
∂t
−H,
where H is the corresponding hamiltonian. The maps Φ and ϕ are products of functions, so the GR
gives
(Φ, ϕ;D)(1 ⊗ 1,Ψ) =
(
1⊗
(
i~
∂Ψ
∂t
−HΨ
))
⊗ 1 = 0. (104)
6. Dirac equation
The original free Dirac equation on the Minkowski space-time (M,η) makes use of the following
objects: C4 - the canonical 4-dimensional complex vector space, LC4-the space of C-linear maps
C
4 → C4, Ψ ∈ Sec(M × C4), γ ∈ Sec(T ∗M ⊗ LC4), and the usual differential d : ψi ⊗ ei → dψi ⊗ ei,
where {ei}, i = 1, 2, 3, 4, is a basis of C4. We identify further LC4 with (C4)∗⊗C4 and if {εi} is a basis
of (C4)∗, dual to {ei}, we have the basis εi ⊗ ej of LC4 . Hence, we may write
γ = γjµidx
µ ⊗ (εi ⊗ ej),
and
γ(Ψ) = γjµidx
µ ⊗ (εi ⊗ ej)(ψk ⊗ ek)
= γjµidx
µ ⊗ ψk < εi, ek > ej = γjµidxµ ⊗ ψkδikej = γjµiψidxµ ⊗ ej.
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The 4 matrices γµ satisfy γµγν+γνγµ = 2ηµνidC4 , so they are nondegenerate: det(γµ) 6= 0, µ = 1, 2, 3, 4,
and we can find (γµ)
−1 and introduce γ−1 by
γ−1 = ((γµ)
−1)jidx
µ ⊗ (εi ⊗ ej)
We introduce now the differential operators D± : Sec(M×C4)→ Sec(T ∗M⊗C4) through the formula:
D± = id ± 12mγ−1, i =
√−1,m ∈ R. The corresponding maps are: Φ = η, ϕ : LC4 × C4 → C4 given
by ϕ(α∗ ⊗ β, ρ) =< α∗, ρ > β. We obtain
(Φ, ϕ;D±)(γ,Ψ) = (Φ, ϕ)(γjµidxµ ⊗ (εi ⊗ ej), i
∂ψk
∂xν
dxν ⊗ ek ± 1
2
m(γ−1ν )
s
rdx
ν ⊗ (εr ⊗ es)ψmem)
= iγjµi
∂ψk
∂xν
η(dxµ, dxν) < εi, ek > ej ± 1
2
mγjµi(γ
−1
ν )
s
rψ
rη(dxµ, dxν) < εi, es > ej
= iηµνγjµi
∂ψk
∂xν
δikej ±
1
2
mηµνγjµi(γ
−1
ν )
s
rψ
rδisej
= iγµji
∂ψi
∂xµ
ej ± 1
2
m(−2δjrψr)ej =
(
iγµji
∂ψi
∂xµ
∓mψj
)
ej = 0
(105)
In terms of extended parallelism we can say that the Dirac equation is equivalent to the requirement
the section Ψ ∈ Sec(M × C4) to be (η, ϕ;D±)-parallel with respect to the given γ ∈ Sec(M × LC4).
Finally, in presence of external electromagnetic field A = Aµdx
µ the differential operators D± modify
to D± = (id− eA)± 12mγ−1, where e is the electron charge.
A.4 Conclusion
It was shown that the GR, defined by relation (85), naturally generalizes the geometrical concept of
parallelism, and that it may be successfully used as a unified tool to represent formally important
equations in geometry and theoretical physics. If Ψ is the object of interest then the GR specifies
mainly the following things: the change DΨ of Ψ, the object Ψ1 with respect to which we consider the
change, the ”projection” of the change DΨ on Ψ1 through the bilinear map Φ, and the bilinear map ϕ
determines the space where the final object takes values. When Ψ = Ψ1 we may speak about autopar-
allel objects in the corresponding sense, and in this case, as well as when the differential operator D
depends on Ψ and its derivatives, we obtain nonlinear equation(s). In most of the examples considered
the main differential operator used was the exterior derivative d and its covariant generalization.
In the case of vector fields and one-forms on the Minkowski space-time we recalled our previous
result that among the corresponding autoparallel vector fields there are finite (3+1) soliton-like ones,
time-like, as well as isotropic. This is due to the fact that the trajectories of these fields define straight
lines, so their ”transverse” components should be zero if the spatially finite (or localized) configuration
must move along these trajectories. Moreover, the corresponding equation can be easily modified to
be interpreted as local energy-momentum conservation relation.
It was further shown that Maxwell vacuum equations appear as d-parallel with somewhat trivial
projection procedure. This determines their linear nature and leads to the lack of spatial soliton-like
solutions. The vacuum extended Maxwell equations are naturally cast through the GR in the form
of autoparallel (nonlinear) equations, and, as it was shown in our former works and in this review,
they admit photon-like (3+1) spatially finite solutions, and some of them admit naturally defined spin
properties [8]. The general extended Maxwell equations (96) may also be given such a form if we
replace the operator d with (d− i(Ja)), and (3+1) soliton solutions of this system were also found [7].
The Yang-Mills equations were also described in this way. The corresponding extended Yang-Mills
equations are expected to give spatial soliton solutions. The Einstein equations of General Relativity
also admit such a formulation.
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In quantum physics the Schro¨dinger equation admits the ”parallel” formulation with trivial pro-
jection. A bit more complicated was to put the Dirac equation in this formulation, and this is due to
the bit more complicated mathematical structure of γ = γjµidx
µ ⊗ (εi ⊗ ej).
These important examples make us think that the introduced here extended concept for (Φ, ϕ;D)-
parallel/conservative objects as a natural generalization of the existing geometrical concept for ∇-
parallel objects, may be successfully used in various directions, in particular, in searching for appro-
priate nonlinearizations of the existing linear equations in theoretical and mathematical physics. It
may also turn out to find it useful in looking for appropriate lagrangians in some cases. In our view,
this is due to the fact that it expresses in a unified manner the dual change-conservation nature of
the physical objects.
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