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Résumé
Les systèmes de recommandation ont pour objectif de proposer automatique-
ment aux usagers des objets en relation avec leurs intérêts. Ces outils d’aide à
l’accès à l’information sont de plus en plus présents sur les plateformes de conte-
nus. Dans ce contexte, les intérêts des usagers peuvent être modélisés à partir
du contenu des documents visités ou des actions réalisées (clics, commentaires,
. . . ). Cependant, ces intérêts ne peuvent être modélisés en cas de démarrage à
froid, c’est-à-dire pour un usager inconnu du système ou un nouveau document.
Cette modélisation s’avère donc complexe à obtenir, et demeure parfois incom-
plète, conduisant à des recommandations bien souvent éloignées des intérêts réels
des usagers. De plus, les approches existantes ne sont généralement pas en me-
sure de garantir des performances satisfaisantes sur des plateformes à fort trafic et
hébergeant une volumétrie de données conséquente.
Pour tendre vers des recommandations plus pertinentes, nous proposons un
modèle de système de recommandation qui construit une liste de recommandations
répondant à un large spectre d’intérêts potentiels, et ce même dans un contexte où
le système ne possède que peu d’informations sur l’usager. L’originalité de notre
modèle est qu’il repose sur la notion de diversité. Cette diversité est obtenue en
agrégeant le résultat de di érentes mesures de sélection pour construire la liste de
recommandations finale.
Après avoir démontré l’intérêt de notre approche en utilisant des corpus
des références, ainsi qu’au travers d’une évaluation auprès d’usagers réels, nous
évaluons notre modèle sur la plateforme de blogs OverBlog. Nous validons ainsi
notre proposition dans un contexte industriel à grande échelle.
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Abstract
Recommender Systems aim at automatically providing objects related to user’s
interests. These tools are increasingly used on content platforms to help the
users to access information. In this context, user’s interests can be modeled from
the visited content and/or user’s actions (clicks, comments, etc). However, these
interests can not be modeled for an unknown user (cold start issue). Therefore,
modeling is complex and recommendations are often far away from the real user’s
interests. In addition, existing approaches are generally not able to guarantee good
performances on platforms with high tra c and which host a significant volume
of data.
To obtain more relevant recommendations for each user, we propose a
recommender system model that builds a list of recommendations aiming at
covering a large range of interests, even when only few information about the user
is available. The recommender system model we propose is based on diversity. It
uses di erent interest measures and an aggregation function to build the final set
of recommendations.
We demonstrate the interest of our approach using reference collections and
through a user study. Finally, we evaluate our model on the OverBlog platform to
validate its scalability in an industrial context.
v
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Introduction générale
Le Web est une source considérable de contenus qui ne cesse d’être enrichie
par de nouvelles contributions des usagers. A titre d’exemple, sur la plateforme de
blogs OverBlog 1, le nombre d’articles publiés est passé de 7,2 millions en 2010 à
12,5 millions en 2011, ce qui représente une croissance de plus de 70%.
Cette augmentation de la quantité de contenus disponibles est liée à l’évolution
des pratiques : les usagers ne se contentent plus d’être consommateurs d’informa-
tion ; ils sont également auteurs de contenus. Cette production de contenus va au
delà de la simple création d’articles. Les internautes peuvent en e et interagir avec
les autres ainsi qu’avec l’ensemble des contenus qu’ils consultent. Ces interactions
se manifestent sous diverses formes, comme par l’ajout de commentaires sur les
plateformes de blogs ou encore par la notation de produits sur des sites marchands.
Vis-à-vis de l’usager, l’enjeu est donc de l’aider à accéder à l’information
pertinente noyée dans la masse. Il n’est pas le seul acteur à satisfaire. Les éditeurs
de plateformes de blogs doivent également être considérés.
Pour ces derniers, l’enjeu est d’attirer les usagers en leur proposant notam-
ment des contenus intéressants et qualitatifs en vue de satisfaire leur “appétit
informationnel”. L’objectif est de les maintenir captifs le plus longtemps possible
et ainsi générer un trafic plus conséquent. En e et, le modèle économique de ces
plateformes repose généralement sur cette notion de trafic (ou audience) puisque
la principale source de bénéfices réside dans les revenus publicitaires. Ces revenus
étant proportionnels à l’audience 2, les plateformes ont tout intérêt à la maximiser
afin d’augmenter leurs revenus publicitaires.
L’objectif général des systèmes d’accès à l’information est d’établir une relation
gagnant/gagnant entre l’usager et les éditeurs en permettant aux éditeurs de
mettre en place des outils d’accès à l’information e caces pour satisfaire l’usager et
le fidéliser. Pour cela, deux axes ont été privilégiés par la littérature : les systèmes
de recherche d’information et les systèmes de recommandation.
1. http ://www.over-blog.com/
2. http ://www.abc-netmarketing.com/Le-role-du-financement.html, Le rôle du financement
publicitaire dans l’économie du web et ses facteurs explicatifs, 28 novembre 2001
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Les systèmes de recherche d’information permettent à l’usager d’exprimer son
besoin, sous la forme d’une requête, généralement exprimée en langage naturel.
Les documents restitués sont ordonnés selon leur degré de pertinence pour la
requête. Bien que les usagers soient familarisés à l’utilisation de ce type d’outil,
la formulation du besoin sous forme de requête est souvent complexe et peut
rendre cette requête imprécise (ambiguïté, trop généralisée ou au contraire trop
spécialisée, . . . ).
Les systèmes de recommandation constituent une alternative intéressante vers
laquelle nous avons orienté nos travaux. L’usager n’est pas sollicité : le système
lui propose automatiquement des éléments potentiellement pertinents. L’e ort
nécessaire pour obtenir de l’information nouvelle s’en trouve réduit. Les systèmes
de recommandation présentent cependant quelques inconvénients. En premier lieu,
un tel outil peut être jugé comme intrusif si les éléments recommandés ne sont
pas pertinents. Il est donc primordial pour le système de qualifier les intérêts
réels de l’usager afin d’y répondre de manière adéquate. Di érentes stratégies
sont envisageables et dépendent de la possibilité ou non de qualifier l’usager.
Cette qualification constitue une autre di culté, et plus particulièrement dans
le contexte de la blogosphère où nous ne disposons généralement que d’un nombre
limité d’informations sur l’usager (profil).
La diversité, notion à laquelle la communauté s’intéresse de plus en plus,
permet d’apporter des réponses à un certain nombre de problématiques évoquées
précédemment.
La diversité vise à maximiser les chances de restituer au moins un document
pertinent pour l’usager (Santos et al., 2010). Elle permet également de faire
émerger des besoins implicites, non nécessairement évidents mais présents, en
positionnant l’usager dans un processus de découverte. Elle constitue également
un moyen de faire face à la méconnaissance de l’usager et de son besoin, parfois
ambigu ou imprécis.
Bien que cette notion de diversité ait été largement abordée dans le contexte des
systèmes de recherche d’information (Clarke et al., 2008) (Agrawal et al., 2009),
elle n’en est qu’à ses prémices dans le domaine des systèmes de recommandation.
De plus, la communauté s’est jusqu’à présent essentiellement focalisée sur la di-
versité de contenu.
Cette thèse vise à apporter des solutions aux problèmes de recommandation
dans le contexte de la blogosphère, et plus précisément lorsqu’aucune identification
de l’usager n’est possible, en intégrant de manière originale la notion de diversité.
Nous avons choisi l’axe de la recommandation afin de limiter l’engagement de
l’usager pour obtenir des documents pertinents, c’est-à-dire répondant à ses
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attentes, et ce tout en s’a ranchissant de la formulation de requête parfois
complexe et/ou approximative.
Nous proposons un modèle de système de recommandation qui, à partir du
seul document visité et de la collection disponible, produit une liste de recom-
mandations diversifiée permettant de répondre aux di érents intérêts potentiels
de l’usager. Cette liste est obtenue par l’agrégation de multiple mesures de sé-
lection, chaque mesure traduisant une perception particulière de l’information et
répondant par conséquent à des besoins spécifiques.
Afin de tendre vers les intérêts réels de l’usager, notre modèle intègre une phase
d’apprentissage qui exploite les jugements de pertinence implicites des usagers
pour identifier les intérêts qu’un document suscite. En accord avec la littérature
(Joachims et al., 2005) (Chapelle et Zhang, 2009), nous utilisons les clics comme
jugements de pertinence.
Enfin, nous prenons également en compte une dimension souvent occultée par
la littérature : les contraintes industrielles propres aux plateformes à fort trafic et
le passage à l’échelle dans ces environnements contraints.
L’ensemble de nos propositions sont validées au travers de plusieurs évaluations
impliquant des usagers réels ainsi que des collections de référence. La viabilité du
modèle, d’un point de vue industriel et économique, est également montrée. Nous
avons d’ailleurs intégré nos propositions au sein de la plateforme en ligne OverBlog.
Le mémoire est organisé de la manière suivante.
Une première partie regroupant les chapitres 1, 2 et 3 présente l’état de l’art
en lien avec nos travaux, c’est-à-dire l’accès à l’information dans la blogosphère :
— Le chapitre 1 définit le contexte de nos travaux, à savoir l’accès à
l’information dans la blogosphère. Les particularités de cet écosystème
numérique sont tout d’abord mises en exergue. Les deux principaux axes
de recherche considérés par la littérature pour aider l’usager à accéder à
l’information pertinente, à savoir les systèmes de recherche d’information
et les systèmes de recommandation sont ensuite décrits.
— Le chapitre 2 introduit les notions de pertinence et de similarité, puis se
focalise sur la définition de la diversité qui en découle. La diversité est définie
dans le cadre de la recherche d’information et dans celui des systèmes de
recommandation.
— Le chapitre 3 précise quant à lui les méthodes d’évaluation existantes et
auxquelles nous faisons référence tout au long du manuscrit.
La seconde partie est consacrée à nos contributions et comporte deux chapitres :
— Le chapitre 4 décrit notre modèle qui consiste à agréger des mesures de sé-
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lection diversifiées. L’étude préliminaire validant les hypothèses fondatrices
de notre proposition précède la description des di érents composants du
modèle. Ce dernier est ensuite évalué au travers d’une expérience utilisa-
teur, où nous mettons également en évidence l’intérêt de la diversité pour
la satisfaction de l’usager.
— Enfin le chapitre 5 présente l’implantation du modèle au sein de la
plateforme de blogs OverBlog, c’est-à-dire dans un contexte industriel réel
soumis à un fort trafic. Après avoir défini les contraintes posées par ce
contexte, ainsi que les outils mis en place pour évaluer les performances
de notre modèle, nous évoquons les résultats obtenus qui démontrent la
viabilité de notre approche.
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Première partie
État de l’art
La Blogosphère et l’accès à
l’information
1
Chapitre 1
Blogs et accès à l’information
1.1 Introduction
Un blog est défini par Agarwal et Liu (2008) comme un site web dynamique qui
propose de manière antéchronologique des contenus appelés billets (“blog posts”).
Les billets peuvent être commentés par les lecteurs, ce qui rend les blogs interactifs.
Un blog est fréquemment mis à jour et alimenté par de nouveaux billets rédigés
et maintenus par un auteur appelé blogueur. L’univers constitué par les blogs est
appelé blogosphère.
Un blog comporte des caractéristiques particulières qui le distingue d’un autre
site web, et que nous détaillons dans la section 1.2. Ces spécificités impliquent
également des axes de recherche particuliers évoqués en section 1.3. Dans ce
chapitre, nous détaillons ensuite les principes généraux d’accès à l’information
qui s’appliquent au cas de la blogosphère, en distinguant l’accès via une requête
de l’utilisateur (section 1.4) et celui par recommandation du système (section 1.5).
1.2 Caractéristiques des blogs et de la blogo-
sphère
Les éléments qui distinguent les blogs, et par extension la blogosphère, des
autres contenus web sont nombreux.
Les blogs sont en premier lieu centrés sur les individus (Mishne, 2006). Un billet
se focalise sur les réactions et le ressenti des évènements par une personne plutôt
que sur les évènements eux-mêmes. De plus, Mishne (2006) précise que dans la
plupart des cas, il existe une relation un-à-un entre un blog et une personne donnée
(l’auteur). Un blog représente donc un individu et o re un aperçu de sa vie, de son
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environnement, de ses sentiments ou encore de ses centres intérêts. Dans certains
cas, un blog peut être collaboratif et ainsi être l’œuvre de plusieurs auteurs.
Une seconde caractéristique fondamentale de la blogosphère est son hétérogé-
néité, tant au niveau de la forme qu’au niveau du fond. Ainsi, un billet peut contenir
une combinaison de médias de natures diverses comme du texte, des images, des
vidéos ou encore des liens vers d’autres billets, pages web ou média en rapport ou
non avec le thème du billet. N’imposant aucune règle de mise en forme, le blog se
veut simple et accessible. Le style d’écriture est également très libre, mêlant à la
fois du langage écrit et du langage parlé, du vocabulaire issu de registres di érents,
. . . (Mishne, 2006).
L’acte de publication est quant à lui facilité par l’utilisation de plateformes
dédiées (par exemple les plateformes Overblog 1, Wordpress 2, Tumblr 3, . . . ),
souvent gratuites, et qui o rent un ensemble de services permettant à l’auteur
de se détacher de tout aspect technique. Il peut ainsi se concentrer sur le contenu.
Les blogs constituent donc un outil d’expression accessible à tous et qui ne nécessite
pas un haut niveau de compétence informatique (Agarwal et Liu, 2008).
L’interactivité est une autre composante importante de la blogosphère. Un
auteur partage sa vision des faits, ses sentiments, ce qui suscite des réactions de
la part de ses lecteurs, souvent des habitués (Kumar et al., 2005). Ces réactions
se manifestent au travers des commentaires associés au billet, auxquels l’auteur
peut répondre à son tour, produisant ainsi de véritables discussions publiques.
Contrairement aux wikis et aux newsgroups dans lesquels les internautes élaborent
des contenus de manière collaborative, c’est-à-dire qu’ils sont tous auteurs, les
billets sont généralement l’œuvre d’un seul individu (Kumar et al., 2005).
La blogosphère se caractérise également par de nombreuses interconnexions. Un
blog propose généralement une liste de liens hypertextes (“blogrolls”) pointant vers
d’autres blogs. Il est d’usage que les blogs cibles pointent également vers le blog
d’origine : on parle alors de rétro-lien (“backlink”). Les étiquettes (“tags”) associées
aux blogs et aux billets permettent d’identifier des réseaux de blogs gravitant
autour d’une thématique commune. On parle également de micro-communautés,
auxquelles participent trois à vingt blogueurs, et qui, malgré leur petite taille, sont
particulièrement actives (Kumar et al., 2005). Du fait qu’un blog est associé à un
individu, la blogosphère peut être assimilée à un réseau social (Mishne, 2006).
Enfin, la dernière caractéristique à considérer est la temporalité et la dynamique
de la blogosphère. La fréquence de mise à jour, la soumission de nouveaux
commentaires ou encore l’historique produit par les billets précédemment publiés
1. http ://www.overblog.com
2. http ://www.wordpress.com
3. http ://www.tumblr.com
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rythment la vie du blog. Chaque blog di use des flux d’information XML
permettant de suivre cette dynamique. Les standards de flux RSS et Atom sont les
plus utilisés. D’autre part, la littérature met en évidence l’importance des aspects
temporels pour un blog. En association à ces contenus personnels apparaissent de
nouvelles notions permettant de les qualifier : la confiance, la réputation ou encore
la popularité du blog (Tayebi et al., 2007).
1.3 Axes de recherche liés à la blogosphère
Plusieurs axes de recherche visent à comprendre et analyser la blogosphère.
Ainsi, Mishne (2006) identifie quatre axes liés aux particularités des blogs
qu’il convient d’approfondir pour répondre aux problématiques induites par cet
écosystème numérique :
— le profil des blogueurs ;
— les communautés ;
— la recherche d’information au sein des blogs ;
— la qualité des données avec notamment la détection et l’élimination du
spam.
En plus des aspects évoqués précédemment, Hearst et al. (2008) suggèrent de
s’intéresser également à la détection de tendances et d’opinions.
Cette thèse se focalise principalement sur les aspects liés à l’accès à l’informa-
tion pour les visiteurs pour lesquels, contrairement aux blogueurs, il est di cile
d’établir un profil du fait de leurs sessions de navigation très courtes. La notion
de qualité des contenus et la lutte contre le spam sont également brièvement abor-
dées, puisqu’elles influent directement sur la qualité des outils d’aide à l’accès à
l’information.
Les plateformes d’édition de blogs mises à disposition des usagers sont bien
souvent gratuites et leur modèle économique repose essentiellement sur la di usion
de publicités. Pour les sociétés éditant ces outils, le principal enjeu est de maintenir
l’usager sur leur plateforme, après l’avoir capté depuis di érentes sources de trafic
comme les moteurs de recherche commerciaux (Google 1, Bing 2, Yahoo 3, . . . ), les
réseaux sociaux (Facebook 4, Twitter 5, Google Plus 6, . . . ), ou encore depuis des
liens directs sur des sites référents.
1. http ://www.google.fr
2. http ://www.bing.com
3. http ://www.yahoo.com
4. http ://www.facebook.com
5. http ://www.twitter.com
6. http ://plus.google.com
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Enfin, il est primordial de mettre à disposition de l’usager, qu’il soit blogueur
ou simple visiteur, des outils internes à la plateforme lui permettant d’explorer la
blogosphère et de l’aider à extraire les contenus répondant à ses intérêts.
Les sections suivantes présentent les deux principaux axes de recherche
envisagés dans la littérature pour aider l’usager à accéder à l’information dans
la blogosphère, à savoir les systèmes de recherche d’information (section 1.4) et les
systèmes de recommandation (section 1.5).
1.4 Systèmes de recherche d’information
La recherche d’information est une activité qui a pour objectif de permettre à
l’usager d’obtenir des documents pertinents, c’est-à-dire en lien avec ses besoins
d’information, et de lui permettre l’accès à ces documents (Lancaster, 1968).
Le fonctionnement d’un système de recherche d’information est communément
schématisé par le modèle dit “en U” présenté en figure 1.
Figure 1 – Le modèle en U de la recherche d’information
La collection de documents disponibles, appelée corpus, est analysée lors de la
phase d’indexation qui produit des représentations des documents interprétables
par un système informatique. Le besoin d’information est quant à lui exprimé par
l’usager lui-même au travers d’une requête en langage naturel. Cette requête est
à son tour interprétée au cours d’un processus analogue à la phase d’indexation
de la collection afin d’obtenir une représentation de la requête comparable à celles
des documents.
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La mise en correspondance du besoin de l’utilisateur avec les documents
disponibles est possible grâce à des mesures d’appariement. Elles permettent au
système de recherche d’information de déterminer les documents potentiellement
pertinents pour l’usager. La majorité des mesures utilisées sont des mesures de
similarité qui évaluent le degré de ressemblance entre les représentations des
documents et la représentation de la requête.
L’évaluation par l’usager des documents proposés peut conduire à une reformu-
lation de la requête si le besoin n’est pas satisfait ou s’il l’est de manière incomplète.
Face à la volumétrie croissante des documents 1, l’indexation manuelle, géné-
ralement réalisée par des documentalistes, a progressivement été remplacée par
une indexation automatique e ectuée directement par les systèmes de recherche
d’information.
Les sous-sections suivantes présentent le processus d’indexation des documents
et de la requête, ainsi que la mise en relation des représentations obtenues grâce
aux mesures d’appariement.
1.4.1 Processus d’indexation
Figure 2 – Lois de Zipf et de Luhn (Li et al., 2011)
La mise en relation de la requête et des documents disponibles est possible après
en avoir produit une représentation en utilisant un langage commun. Cette phase
de construction des représentations des documents et de la requête est appelée
indexation. Le langage d’indexation résultant de l’analyse des documents doit o rir
un compromis entre compacité et expressivité. Les principes sur lesquels repose la
1. http ://www.worldwidewebsize.com/
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définition du langage d’indexation découlent des lois de Zipf (1949) et Luhn (1958),
illustrées par la figure 2 et selon lesquelles :
— un terme apparaissant trop fréquemment dans un texte ne joue qu’un rôle
syntaxique et ne doit pas être utilisé dans le langage d’indexation ;
— un terme présent dans l’ensemble des documents n’apporte aucun pouvoir
discriminant lors de la sélection de documents ;
— un terme de fréquence moyenne est considéré comme significatif. Il repré-
sente le contenu sémantique du document et doit appartenir au langage
d’indexation.
Le langage d’indexation se doit donc d’être su samment compact pour
permettre à un système informatique de manipuler e cacement les représentations,
tout en maintenant un niveau d’expressivité su sant pour traduire aussi fidèlement
que possible le contenu sémantique des documents.
L’indexation se décompose généralement en six étapes :
— L’analyse syntaxique : elle consiste à extraire des documents les termes
ou groupes de termes servant d’unité sémantique. La ponctuation et la
mise en page des documents sont ignorées. Les termes sont également mis
en minuscules, voire désaccentués.
— L’anti-dictionnaire : l’utilisation d’un anti-dictionnaire a pour but d’éli-
miner les termes athématiques, ordinaires ou n’ayant qu’un rôle syntaxique.
Il s’agit par exemple des pronoms, des articles, des prépositions, dont la
fréquence est très importante dans les documents, mais qui ne sont pas
porteurs de sens.
— La lemmatisation : lors de cette étape, les verbes conjugués sont
remplacés par leur infinitif et les autres termes (noms, adjectifs, . . . ) par
leur forme au masculin singulier.
— La radicalisation : plus agressive que la lemmatisation, elle vise à repré-
senter les di érentes formes morphologiques d’un terme par son radical.
Pour la langue anglaise, l’algorithme de Porter (1980) est couramment em-
ployé. Il repose sur un ensemble de règles permettant d’obtenir les radicaux
des termes. Ces règles varient d’une langue à l’autre.
— L’analyse statistique : elle est utilisée pour pondérer les termes d’indexa-
tion en fonction de leur pouvoir discriminant et de leur fréquence dans le
document. La distribution des termes dans les documents doit également
être considérée (Spärck Jones, 2003).
Chacune de ces étapes a une influence sur la qualité des représentations
produites et a par conséquent un impact direct sur la qualité des résultats
de la phase de recherche. Le processus d’indexation peut être adapté selon les
caractéristiques du corpus (langue, type et taille des documents, . . . ).
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1.4.2 Processus de recherche
Le processus de recherche est initié par la requête de l’usager, généralement
exprimé en langage naturel ou via une suite de termes. À partir des représentations
des documents du corpus et de la représentation de cette requête, obtenue par
un traitement analogue à l’indexation et exprimée elle aussi à l’aide du langage
d’indexation, le système de recherche d’information est capable de déterminer
leur degré de ressemblance. Cette ressemblance est évaluée par l’intermédiaire de
mesures d’appariement. Ces mesures reposent sur des modèles di érents :
— Le modèle booléen : inspiré des théories ensemblistes et de l’algèbre
de Boole, il s’agit d’un des premiers modèles utilisés en recherche d’infor-
mation pour la fouille automatique de corpus. La présence des termes du
langage d’indexation dans les représentations est déterminée de manière bi-
naire (présence ou absence du terme), c’est-à-dire que leur poids prend soit
la valeur 0 ou soit la valeur 1. La définition de requêtes utilise des opéra-
teurs logiques (“AND”, “OR”, . . . ). Pour traiter une requête, le système
recherche pour chaque terme de la requête l’ensemble des documents dont
la représentation contient ce terme et réalise ensuite les opérations ensem-
blistes sur les ensembles de documents ainsi constitués, en conformité avec
les opérateurs logiques utilisés (union des ensembles pour le “OR”, inter-
section pour le “AND”, . . . ). Selon ce modèle, les documents ne peuvent
pas être ordonnés lors de la restitution. Une version étendue du modèle,
proposée par Salton et al. (1983), permet l’ordonnancement des documents
retrouvés.
— Le modèle vectoriel : proposé par Salton (1971), le modèle vectoriel
représente les documents et les requêtes par des vecteurs à N dimensions, où
N correspond au nombre de termes du langage d’indexation. Chacune des
coordonnées du vecteur correspond au poids du terme associé. Le corpus
peut être logiquement représenté par un ensemble de vecteurs ou par une
matrice de dimension NxM , où M est le nombre de documents du corpus.
Le principe de recherche associé consiste à représenter la requête dans le
même espace vectoriel que les documents et à calculer la ressemblance de
celle-ci avec chacun des documents en calculant le produit scalaire des deux
vecteurs correspondants. Alternativement, la mesure Cosinus est également
utilisée dans ce modèle ou toute autre mesure permettant d’estimer la
similarité entre les représentations. Il est alors possible d’ordonner les
documents à restituer à l’usager. Le système SMART implante ce modèle.
Les modèles qualifiés de TF.IDF se basent sur cette approche en utilisant
une pondération de chacun des termes d’indexation qui prend en compte à
la fois la fréquence des termes dans le document considéré (tf et le nombre
de documents de la collection contenant le terme idf).
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— Le modèle probabiliste : le modèle probabiliste vise à produire une
estimation de la probabilité de pertinence d’un document sachant une
requête donnée (Robertson et Spärck Jones, 1976). Le modèle s’appuie sur
la théorie des probabilités conditionnelles. Les documents restitués sont
classés dans l’ordre décroissant de probabilité de pertinence. Le système
OKAPI implante ce modèle ; il est basé sur une formule connue sous le nom
de BM25 (Robertson et Spärck Jones, 1976).
De nombreux autres modèles ont été proposés dans la littérature comme les
modèles à base de réseaux de neurones (Boughanem, 1992) (Mothe, 1994), les
modèles reposant sur l’analyse de sémantique latente (Dumais et al., 1988) ou
les modèles de langue (Ponte et Croft, 1998). Cependant, ces modèles n’étant
pas utilisés dans nos expérimentations, nous ne nous attarderons pas sur leur
présentation.
A l’issue du processus de recherche, une liste ordonnée de documents suscep-
tibles de satisfaire la requête est proposée à l’usager qui peut juger de leur perti-
nence pour son besoin.
1.4.3 Jugements de pertinence de l’usager
Les jugements de pertinence de l’usager sont soit explicites soit implicites.
Dans le premier cas, l’usager indique au système les documents qui répondent
e ectivement à son besoin. Ce jugement peut être binaire (pertinent, non
pertinent) ou peut traduire un certain degré de pertinence à l’aide par exemple
d’une échelle de Likert (1932).
En l’absence de retours explicites de l’usager, il convient de déduire les
jugements de ses actions vis-à-vis des documents. Il est alors possible d’inférer
la pertinence des documents proposés au travers de ceux e ectivement a chés par
l’usager (clics), du temps nécessaire à leur lecture, de la consultation par l’usager
de la liste de résultats suite à la lecture d’un premier document (rebond), . . .
Les jugements implicites s’avèrent toutefois di ciles à obtenir du fait de la
complexité du comportement de l’usager et des pratiques de navigation liées au
Web. Par exemple, en tenant compte du temps de consultation du document, rien
ne garantit que l’usager l’a e ectivement lu et apprécié. En e et, le document peut
avoir été ouvert en arrière plan dans un nouvel onglet du navigateur. Dans ce cas,
le temps de consultation est biaisé.
Plusieurs approches se sont donc orientées vers l’analyse des clics afin de
capter les retours de l’usager. Les modèles proposés di èrent essentiellement par
les principes retenus pour déduire la probabilité de pertinence d’un document à
partir des clics. Ainsi, le modèle présenté par Craswell et al. (2008) suppose que
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la probabilité de pertinence d’un document diminue avec son rang, et qu’un seul
document est choisi par l’utilisateur (le premier document cliqué est considéré
comme pertinent).
Guo et al. (2009) étendent ce modèle pour considérer des sessions, c’est-à-dire
des clics multiples sur une même liste de résultats. La pertinence d’un document
est alors définie comme le rapport du nombre total de clics pour le document par
le nombre de sessions où il apparait dans la liste de résultats. Dans ce contexte, la
pertinence est donc évaluée globalement pour l’ensemble des utilisateurs.
Au travers du modèle bayésien dynamique, Chapelle et Zhang (2009) dis-
tinguent deux niveaux de pertinence : la pertinence perçue et la pertinence ef-
fective. La pertinence perçue représente la probabilité qu’un document soit cliqué.
En d’autres termes, il s’agit de la probabilité qu’un utilisateur puisse être attiré
par ce document avant sa consultation. La satisfaction de l’utilisateur suite à la
lecture du document est traduite par la pertinence e ective.
D’autres approches considèrent qu’il existe plusieurs types de pertinence.
Laporte et al. (2012) utilisent les clics dans le cadre de moteurs de recherche
géoréférencés. Chaque élément de la liste de résultats est représenté par une
fiche comportant plusieurs caractéristiques cliquables (titre, lien hypertexte, lieu,
numéro de téléphone, . . . ). Plusieurs clics sont donc possibles pour un même
résultat. Laporte et al. (2012) indiquent que chaque couple clic/caractéristique
répond à un besoin particulier de l’usager et proposent un modèle permettant de
prendre en compte cette spécificité.
Plusieurs études ont montré que l’utilisation des taux de clics comme jugements
de pertinence conduisait à des résultats comparables aux jugements explicites
(Joachims et al., 2005) (Chapelle et Zhang, 2009).
1.4.4 Limites des systèmes de recherche d’information
Les systèmes de recherche d’information présentent un certain nombre de
limites. Ils exigent tout d’abord à l’usager un certain engagement, puisque par
la saisie d’une requête, il est à l’origine du processus de recherche. Sans action de
la part de l’usager, aucun document n’est restitué.
L’interprétation de la requête peut également s’avérer problématique. En
e et, l’expression de son besoin d’information via une requête est une tâche
complexe. Il en résulte bien souvent une requête approximative, imprécise, voire
ambiguë, di cilement interprétable par le système et qui ne permet pas toujours
de sélectionner les documents pertinents (Spärck-Jones et al., 2007).
En proposant automatiquement des documents à l’usager, les systèmes de
recommandation tentent d’apporter des solutions à ce type de problèmes.
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1.5 Systèmes de recommandation
1.5.1 Principes généraux
Les systèmes de recommandation sont définis comme étant “des outils logiciels
et des techniques qui suggèrent aux usagers des éléments utiles” (Ricci et al.,
2011). Le terme général “item” est employé pour dénoter ces éléments qui peuvent
être de formes très di érentes : documents textuels, images, vidéos, lieux, produits
commerciaux, . . .
Afin d’identifier les informations à recommander, plusieurs stratégies ont été
proposées dans la littérature. Elles sont généralement classées en trois catégories
(Malone et al., 1987) (BalabanoviÊ et Shoham, 1997) (Montaner et al., 2003)
(Burke, 2007) (Candillier et al., 2009) :
— les approches basées sur le contenu : la pertinence des items à recommander
est estimée par la similarité entre les caractéristiques ou le contenu des
items, et le profil de l’usager reflétant ses besoins en termes de contenu
(Magnini et Strapparava, 2001). Ce profil est établi à partir des items qu’il
a déjà vus ;
— le filtrage collaboratif : le système estime la pertinence des informations en
se basant sur les interactions entre les informations et les autres usagers
du système (leurs jugements de pertinence). Il s’agit de recommander des
items vus par d’autres usagers ayant des goûts similaires ou des intérêts
communs. Ainsi, une information est considérée d’autant plus pertinente
que la proportion d’usagers ayant un profil similaire et ayant apprécié cette
information est élevée (Resnick et al., 1994) (Breese et al., 1998) (Schafer
et al., 2007) ;
— les systèmes hybrides : ils exploitent la complémentarité des deux approches
précédentes en les combinant (Joachims et al., 1997) (Wang et al., 2006).
Ces trois typologies de systèmes de recommandation sont présentées plus en
détail dans les sous-sections suivantes.
1.5.2 Approches basées sur le contenu
Les systèmes de recommandation basés sur le contenu tentent de proposer
à l’usager des items similaires à ceux auxquels il s’est intéressé. Un profil est
ainsi construit à partir de son historique pour représenter ses préférences ou ses
intérêts. Le système met en relation ce profil avec les attributs des items afin de
recommander de nouveaux items intéressants.
Les items sont représentés par un ensemble de caractéristiques (on parle
également d’attributs ou de propriétés). Si certaines d’entre elles sont définies
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à l’aide de données structurées, la plupart des caractéristiques prend la forme de
données textuelles non structurées (Picot-Clémente, 2011) qui conduisent à des
problématiques abordées par le domaine de la recherche d’information, comme
l’extraction des termes représentatifs (discrimimants et porteurs de sens). Les
solutions mises en œuvre sont comparables à celles évoquées en section 1.4.
Un exemple de système de ce type est le système de recommandation “Letizia”
(Lieberman, 1995) qui s’appuie sur les actions de l’usager. Prenant la forme d’une
extension d’un navigateur web, il traque le comportement de l’usager pour établir
un profil alimenté à l’aide des termes relatifs aux intérêts de l’usager. Ses intérêts
sont déterminés par ses jugements de pertinence implicites comme les requêtes
soumises aux moteurs de recherche, les liens suivis ou encore l’ajout d’une page
dans les favoris. Le profil ainsi établi est alors utilisé pour proposer à l’usager des
recommandations au cours de sa navigation.
Les approches sémantiques vont plus loin que les approches basées uniquement
sur des vecteurs de termes, notamment en permettant le rapprochement de
concepts (Semeraro et al., 2007).
Des mesures de similarité utilisées en recherche d’information sémantique
(comme (Wu et Palmer, 1994), (Lin, 1998) ou (Dudognon et al., 2010b)) peuvent
être utilisées pour déterminer la pertinence des documents vis-à-vis d’un profil.
Une limite du filtrage basé sur le contenu est la sur-spécialisation. Ce
phénomène fait référence au fait que les recommandations sont très proches
d’informations déjà vues (Adomavicius et Tuzhilin, 2005).
1.5.3 Filtrage collaboratif
Les systèmes de recommandation de type filtrage collaboratif reposent sur une
communauté d’usagers et sur leurs jugements de pertinence. Contrairement aux
systèmes de recommandation basés sur le contenu qui ne se focalisent que sur un
usager, les approches collaboratives s’appuient sur tous les usagers du système.
Des systèmes de ce type sont par example : Amazon (Linden et al., 2003), Netflix,
Grouplens (Konstan et al., 1997).
Il est maintenant bien admis que le filtrage collaboratif permet généralement
de meilleures recommandations que le filtrage basé sur le contenu mais qu’il
sou re d’un problème de démarrage à froid, le système étant incapable de gérer
de nouveaux éléments ou de nouveaux utilisateurs (Koren et al., 2009). Ainsi, le
problème du traitement des nouveaux objets et celui de la nécessaire densité des
appréciations ont été identifiés et des solutions y sont proposées (Sarwar et al.,
2000b).
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1.5.4 Modèles hybrides
Les limitations de ces deux types de système de recommandation a conduit
à la proposition d’approches hybrides les combinant afin de tirer partie de
leurs avantages respectifs. Ces systèmes combinent les résultats des di érentes
techniques de recommandation (BalabanoviÊ et Shoham, 1997) (Burke, 2002).
Melville et al. (2002) montrent que les systèmes hybrides sont particulièrement
utiles lorsque peu d’information est connue sur l’utilisateur ou sur les items. Les
systèmes Fab (BalabanoviÊ et Shoham, 1997) et Webwatcher (Joachims et al.,
1997) sont de ce type.
Les combinaisons pondérées sont probablement les modèles hybrides les plus
simples. Dans les modèles hybrides pondérés, les scores des di érentes composantes
de recommandation sont combinées, généralement en utilisant une combinaison li-
néaire (Claypool et al., 1999) (Burke, 2002). Les pondérations sont définies de
façon empirique sur des données d’apprentissage. D’autres méthodes reposent sur
une combinaison de fonctionnalités. Dans ce type de méthodes, les caractéristiques
d’une source, par exemple celles d’une recommandation collaborative, sont injec-
tées dans les caractéristiques d’un système de recommandation basé sur le contenu
(Basu et al., 1998).
Cependant, ces approches restent di cilement applicables dans un contexte
semblable à celui de la blogosphère où l’hétérogénéité des contenus (typologies des
médias publiés, qualité, format, données manquantes, . . . ), ainsi que les sessions
de navigation des usagers très courtes, rendent la construction de profils di cile.
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Chapitre 2
Diversité pour l’accès à
l’information dans la blogosphère
Les outils d’aide à l’accès à l’information se donnent comme objectif de fournir
aux usagers des informations “pertinentes”. Par ailleurs, les outils s’appuient sur le
calcul de similarité, entre la requête et les contenus pour les systèmes de recherche
d’information, entre les contenus des items et/ou les profils des utilisateurs pour
les systèmes de recommandation.
La section 2.1 tente de faire le lien entre pertinence et similarité et d’en
indiquer la variété. Pour répondre au mieux à la variété des attentes des usagers,
de nombreuses recherches s’intéressent à la diversité. La section 2.2 présente
la diversité en recherche d’information ; la section 2.3 dans les systèmes de
recommandation.
2.1 Pertinence et similarité
Quel que soit le moyen employé pour accéder à l’information, qu’il s’agisse d’un
moteur de recherche ou d’un système de recommandation, l’objectif est de répondre
aux besoins de l’usager en lui proposant des documents pertinents. Il convient donc
de définir cette notion de pertinence sur laquelle reposent les di érents outils. Cette
notion s’avère cependant particulièrement complexe à définir compte tenu du fait
qu’elle est intrinsèquement liée à un usager. Mizzaro (1998) indique en e et qu’il
n’existe pas de consensus pour la définition d’une pertinence universelle, c’est-à-
dire répondant à l’ensemble des intérêts de tous les usagers, mais qu’il existe un
ensemble de pertinences définies selon plusieurs dimensions que sont :
— les sources d’information ;
— la représentation du problème de l’usager ;
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— l’évolution du besoin dans le temps ;
— et les composants du besoin.
En accord avec cette approche, Borlund (2003) souligne le caractère dynamique
de la pertinence. En e et, les intérêts de l’usager changent dans le temps en
fonction de l’expérience qu’il acquiert par son vécu ou encore selon l’évolution
de l’information, dans le cas par exemple d’un fait d’actualité.
Traditionnellement en recherche d’information, la pertinence est déterminée
au travers de mesures d’appariement (également appelées mesures de similarité)
entre les documents disponibles et un besoin exprimé par une requête. Ces mesures
sont une façon d’exprimer un point de vue ou une perception particulière de
l’information. La diversité des pertinences peut se traduire par une diversité des
mesures permettant d’identifier des documents proches. Un score est associé à
chaque document ainsi identifié pour estimer à quel point il répond au besoin. Dans
la littérature, nous trouvons donc un large éventail de mesures. Nous pouvons citer
par exemple :
— les mesures de similarité de contenu qui déterminent les documents
similaires à partir des termes (mesure Cosinus (Salton et McGill, 1983))
ou des concepts (mesure de similarité sémantique (Wu et Palmer, 1994)
(Dudognon et al., 2010a)) présents dans les documents ;
— les mesures de similarité basées sur la popularité des documents telles que
le BlogRank qui permet de calculer la popularité d’un blog (Kritikopoulos
et al., 2006) ;
— les mesures de similarité collaborative utilisées dans le filtrage collaboratif.
Dans ce cas, une fonction calcule le score d’un document pour un utilisateur
par agrégation des scores de ce document donnés par d’autres utilisateurs
(généralement les plus similaires) (Adomavicius et Tuzhilin, 2005) ;
— les mesures de similarité organisationnelle entre documents qui traduisent
le fait que des documents se retrouvent souvent ensemble classés par les
usagers dans des répertoires ou des catégories (Cabanac et al., 2007) ;
— les mesures de similarité navigationnelle : la similarité est identifiée au
travers des chemins de navigation empruntés par les usagers (Esslimani
et al., 2009) ;
— les mesures de similarité sociale qui reposent sur les liens individu/individu,
individu/contenu et contenu/contenu. Ces mesures, de plus en plus nom-
breuses du fait de l’émergence des réseaux sociaux, sont appliquées dans
le cadre de réseaux d’auteurs dans (Mothe et al., 2006) et (Jabeur et al.,
2010).
Les systèmes de recommandation reposent sur des mécanismes similaires. Les
systèmes de recommandation basés sur le contenu emploient des mesures reposant
sur les caractéristiques des documents, alors que le filtrage collaboratif se focalise
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davantage sur la ressemblance des usagers et des traces laissées au cours de leur
tâche d’accès à l’information.
Concernant les systèmes à base d’un filtrage sur le contenu, les systèmes
de recommandation “Letizia” (Lieberman, 1995) et “NewT” (Sheth et Maes,
1993) utilisent par exemple la mesure Cosinus comme mesure de similarité. Ces
systèmes de recommandation n’utilisent qu’une seule mesure de similarité pour
produire des recommandations. Ils supposent alors que la mesure de similarité
employée est à même de satisfaire les intérêts de tous les usagers. Les résultats
proposés par les systèmes de recommandation construits autour d’une seule mesure
sont souvent très proches. Or, comme le précisent Ziegler et al. (2005), des
recommandations très similaires ne présentent que peu d’intérêt pour l’usager.
McNee et al. (2006) indiquent également que la précision des recommandations
n’est pas nécessairement gage de pertinence. Enfin, selon Santos et al. (2010),
en diversifiant les résultats, la probabilité de satisfaire les intérêts de l’usager est
maximisée.
Face à ce constat de pertinences multiples, et pour faire face à cette variété des
intérêts, les travaux de la communauté se sont orientés vers la notion de diversité.
La majorité des propositions s’est focalisée en premier lieu sur le domaine de la
recherche d’information (Bradley et Smyth, 2001) (Agrawal et al., 2009), l’objectif
recherché étant de maximiser les chances de restituer au moins un document
pertinent pour l’usager (Santos et al., 2010). Ces propositions ont conduit à
plusieurs définitions essentiellement liées aux besoins de l’usager.
Bien que plus tardif, l’intérêt de la communauté pour la diversité s’est
également manifesté dans le cadre de la recommandation, avec des approches
souvent dérivées de celles employées en recherche d’information.
C’est pourquoi nous nous focalisons d’abord dans les sous-sections suivantes
sur la définition de la diversité en recherche d’information, en évoquant quelques
propositions de la littérature. Nous nous intéressons ensuite à leur application pour
la recommandation.
2.2 Diversité et recherche d’information
En recherche d’information, la littérature (Clarke et al., 2008) (Radlinski et al.,
2009) distingue deux formes de diversité (cf. figure 3) : la diversité intrinsèque et
la diversité extrinsèque.
La diversité intrinsèque, également nommée “nouveauté” (Clarke et al., 2008),
vise à proposer à l’usager, dont le besoin est clairement identifié, un ensemble
de documents limitant la redondance de l’information. Elle est a ectée par la
connaissance que l’usager possède sur le sujet (Xu et Yin, 2008). Cette notion
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Figure 3 – La notion de diversité en Recherche d’Information
s’oppose à la précision, parfois appelé “topicalité” (Xu et Chen, 2006), c’est-à-dire
à des résultats très similaires à la requête. Radlinski et al. (2009) ajoutent que ce
type de diversité peut être nécessaire lorsque :
— un document seul ne permet pas de répondre complètement au besoin
d’information ;
— l’usager souhaite plusieurs points de vue ;
— l’usager souhaite une sélection d’options parmi lesquelles choisir ;
— le besoin d’information est d’obtenir un aperçu du sujet ;
— plusieurs résultats provenant de di érentes sources sont nécessaires pour
renforcer la validité d’une réponse pour le besoin d’information.
La diversité extrinsèque s’applique quant à elle lorsque le besoin de l’usager
est incertain ou ambigu. Cette incertitude peut provenir de l’ambiguïté des entités
auxquelles la requête fait référence ou de l’usager lui-même. Par exemple, pour la
requête “orange”, il est di cile pour le système de savoir si l’usager souhaite des
documents concernant le fruit, la couleur ou la société. Dans ce cas, il convient de
lui proposer des documents couvrant un large panel d’intérêts potentiels (Radlinski
et al., 2009).
La “sérendipité” (Toms, 2000) est une alternative permettant d’obtenir ou
d’améliorer la diversité. Elle consiste à proposer à l’usager des documents attractifs
bien qu’inattendus, et qu’il n’aurait pas obtenus autrement (Herlocker et al., 2004).
Bien que nombreuses, les approches proposées pour diversifier les résultats se
focalisent généralement sur la phase de réordonnancement des résultats et il est
possible de les regrouper en deux catégories :
— un premier ensemble d’approches peut être assimilé à un problème de
classification, où l’on cherche à extraire des groupes correspondant aux
divers intérêts exprimés par les documents ;
— le second type d’approches s’apparente à une méthode de sélection des
documents comme l’approche MMR (“Maximal Marginal Relevance”)
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proposée par Carbonell et Goldstein (1998).
Concernant les propositions reposant sur la classification, He et al. (2009)
utilisent un algorithme de classification “simple passe” (“Single Pass Clustering”).
Le premier document de la liste de résultats initiale est sélectionné et a ecté à
un premier groupe. L’algorithme traite ensuite de manière séquentielle les autres
résultats. Chaque document est associé au groupe duquel il est le plus proche. Si la
distance document-groupe est au dessus d’un certain seuil, le document est a ecté
à un nouveau groupe. Bi et al. (2009) obtiennent de meilleurs résultats en utilisant
l’algorithme des K-Moyennes (MacQueen, 1967).
Quel que soit l’algorithme utilisé, l’a ectation aux di érents groupes s’e ectue
généralement à l’aide d’une mesure de distance, comme la distance euclidienne ou
la mesure Cosinus. Une pondération est parfois employée, en utilisant par exemple
la fréquence des termes présents dans les documents.
He et al. (2009) appliquent quant à eux une méthode de classification
hiérarchique combinée à un modèle de langage aux cinquante premiers documents
de la liste de résultats. Des indicateurs de qualité et de stabilité des groupes
guident la phase d’a ectation au groupe. Le meilleur résultat de chaque groupe
est sélectionné.
Dans toutes ces propositions, l’étape de classification intervient après la
restitution d’un premier ensemble de documents, qui sont alors regroupés selon les
intérêts identifiés par les regroupements réalisés. Elles posent l’hypothèse qu’un
groupe représente un intérêt thématique particulier.
Le second type d’approche se focalise sur des méthodes de sélection des
documents qui dérive généralement de l’approche MMR (Carbonell et Goldstein,
1998). On parle également de “fenêtre glissante” (Järvelin et Kekäläinen, 2002).
L’approche MMR vise à sélectionner des documents qui maximisent la similarité
avec la requête de l’usager, et dans le même temps, qui minimisent la similarité
avec les documents déjà sélectionnés, afin de diversifier la liste de résultats finale.
La mesure employée pour évaluer le degré de similarité entre un nouveau
document et les documents précédemment retenus peut di érer de celle utilisée
pour estimer la pertinence de ce document pour la requête. Ainsi, Kaptein et al.
(2009) proposent par exemple deux indicateurs pour sélectionner les documents :
— le premier repose sur le nombre de nouveaux termes qu’un document
apporte à l’ensemble déjà sélectionné ;
— le second considère quant à lui les nouveaux liens hypertextes entrant et
sortant de ce document.
Les approches précédemment citées reposent pour la plupart sur le contenu
des documents. Cependant, certains besoins de l’usager ne peuvent être traduits,
et donc satisfaits, par une relation thématique. C’est dans ce cadre que la
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“sérendipité” est employée. Plusieurs approches proposent donc des alternatives
aux mesures de similarité reposant sur le contenu. Cabanac et al. (2007) proposent
par exemple de considérer la similarité organisationnelle des documents qui repose
sur l’analyse de leur classification au sein de dossiers par les usagers.
Les approches utilisées dans le contexte de la recherche d’information sont
en grande partie transposables au domaine des systèmes de recommandation.
Certaines spécificités propres à la recommandation doivent cependant être prise
en compte.
2.3 Diversité et systèmes de recommandation
Depuis le début des années 2000, la diversité est devenue un challenge dans le
domaine des systèmes de recommandation (Bradley et Smyth, 2001). L’objectif
de la diversité dans les systèmes de recommandation est double : d’une part
réduire la redondance dans la liste de recommandations et d’autre part tenir
compte des divers intérêts des usagers, souvent peu ou mal spécifiés. Nous sommes
par conséquent confrontés à des problématiques analogues à celles rencontrées en
recherche d’information. L’idée, dans le domaine des systèmes de recommandation,
est donc de maximiser l’usage de l’ensemble des informations disponibles et non
de se limiter à recommander les informations “les plus populaires” ou les “plus
similaires”.
Pour répondre à cet objectif, la littérature (Adomavicius et Kwon, 2012) fait
mention d’une dimension supplémentaire en distinguant :
— la diversité individuelle, qui considère chaque usager indépendamment ;
— de la diversité agrégée s’appliquant à l’ensemble des usagers du système.
Par ailleurs, la définition des notions de diversité et de nouveauté di ère
des définitions utilisées en recherche d’information, et revêt une dimension
temporelle. La diversité peut se traduire par le fait que les éléments recommandés
sont di érents les uns par rapport aux autres, au moment où la liste de
recommandations est présentée à l’usager. La nouveauté traduit quant à elle le
fait que les recommandations apportent des éléments que l’utilisateur n’a pas déjà
vus par le passé. Ainsi, comme le soulignent Vargas et Castells (2011), cette notion
de diversité est étroitement liée à la notion de nouveauté.
Plusieurs approches se sont intéressées à introduire de la diversité dans les
recommandations. Par exemple, Ziegler et al. (2005) définissent une mesure de
similarité intra-liste (entre les di érentes informations recommandées) sur la
base d’une diversité thématique uniquement. Leur proposition est très proche de
l’approche MMR.
Jabeur et al. (2010) proposent un modèle qui combine une mesure de similarité
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de contenu et une mesure de similarité sociale. Le problème posé par ce type
d’approche réside dans la manière de combiner les mesures de similarité. Ces
combinaisons, qu’elles soient e ectuées sous forme de combinaisons linéaires ou
qu’elles soient appliquées successivement, reviennent à attribuer une certaine
importance à chacune des mesures.
Une alternative à la combinaison est d’employer indépendamment di érentes
mesures de similarité. Le site marchand Amazon 1 propose par exemple plusieurs
listes de recommandations à l’usager et indique le type de mesure utilisée en
nommant ces listes (par exemple “Les clients ayant regardé cet article ont
également regardé”, “Inspirés par les tendances générales de vos achats”, . . . ).
Néanmoins, cette indépendance des mesures conduit parfois à une redondance de
l’information.
Les approches de fusion o rent un moyen de solutionner ce problème. En e et,
la fusion de résultats provenant de divers mesures de similarité permet d’éliminer
les éventuels doublons. Schafer et al. (2002) et Jahrer et al. (2010) proposent de
fusionner plusieurs sources de recommandations et présentent un “Méta système
de recommandation”. Selon les approches de fusion employées, il est possible de
favoriser ou non les documents apparaissant dans plusieurs listes (Vogt et Cottrell,
1999).
Enfin, les approches basées sur les graphes peuvent également être utilisées pour
fusionner un ensemble de mesures de similarité (Chevalier et al., 2011). Le résultat
de chaque mesure de similarité conduit à la définition de nouveaux liens entre les
documents. Dans le graphe, les documents sont représentés par des nœuds, et les
liens entre ces documents sont matérialisés par des arcs, éventuellement pondérés
par les scores de similarité. Le nombre maximal d’arcs entre deux documents est
défini par le nombre de mesures de similarité utilisées.
1. http ://www.amazon.com
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Chapitre 3
Evaluation
Le domaine attache une grande importance à l’évaluation depuis ses débuts.
Cleverdon a posé les principes de l’évaluation des systèmes de recherche d’infor-
mation (Cleverdon et Kean, 1968) en termes de performances qualitatives toujours
utilisés aujourd’hui. Dans le cadre des systèmes opérationnels, d’autres critères de
performances se sont rajoutés. Cette section présente ces éléments en se focalisant
sur ceux utilisés dans cette thèse.
3.1 Principes de l’évaluation des systèmes d’ac-
cès à l’information
C’est Cleverdon dans le projet Cranfield (Cleverdon et Kean, 1968) qui a
posé les bases de l’évaluation moderne des systèmes de recherche d’information.
Il a ainsi proposé l’utilisation d’une collection de tests composée d’un ensemble
de documents fixe, un ensemble de besoins d’information ou de requêtes et les
jugements de pertinence exhaustifs binaires (un document est pertinent ou non
pour un besoin d’information) et produits manuellement.
A partir d’une collection ainsi composée, l’évaluation d’un système est réalisée
de la manière suivante : le système exécute les requêtes sur la collection de
documents et renvoie pour chacune une liste ordonnée de documents qu’il
considère comme potentiellement pertinents. Chaque liste est ensuite comparée aux
jugements de pertinence et des mesures d’e cacité sont calculées (Pinel-Sauvagnat
et Mothe, 2013).
Les premières collections de test comprenaient quelques milliers de documents.
Au début des années 1990, le projet d’évaluation grande échelle TREC (Text
Retrieval Conference) débute sponsorisé par le NIST (National Institute of
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Standards and Technology) et le département de la défense américain. TREC se
donne comme ambition de fournir une base commune en termes de collection et de
méthodologie d’évaluation et de démontrer la capacité des systèmes à fonctionner
dans des environnements réels (Harman, 1993). Les premières collections de TREC
comprennent plusieurs milliers de documents. La dernière collection distribuée
par ce programme en 2009 (ClueWeb09) contient un milliard de pages web dans
di érentes langues, correspondant à vingt cinq téra-octets décompressés (Clarke
et al., 2009). D’autres collections existent dans le domaine, développées en lien
avec les projets CLEF, NTCIR, . . .
Compte tenu de la taille des collections de documents l’évaluation de la
pertinence n’est plus réalisée de façon exhaustive mais par un principe de
sondage : plusieurs moteurs de recherche renvoient un ensemble de documents
qu’ils considèrent comme pertinents et ce sont ces seuls documents qui sont jugés
et constituent les documents pertinents de référence.
Les moteurs de recherche commerciaux utilisent également les informations
dont ils disposent pour évaluer leurs algorithmes. Dans ce cadre, il est en e et
possible d’utiliser les retours implicites des usagers via leurs clics plutôt qu’un
jugement de pertinence explicite (Craswell et al., 2008) (Guo et al., 2009). Ce
point est détaillé dans la section 1.4.3.
3.2 Mesures d’évaluation qualitatives
Trec_eval 1 est l’outil utilisé dans les campagnes d’évaluation pour mesurer
la performance en termes qualitatifs des systèmes. Il permet de calculer de
nombreuses mesures sur les requêtes individuelles ou sur un ensemble de requêtes.
Nous ne détaillons ici que celles utilisées dans ce mémoire : les courbes rappel /
précision, la précision moyenne (Mean Average Precision ou MAP) et le –-nDCG.
Ces mesures sont largement utilisées dans la littérature, ce qui a justifié leur choix.
3.2.1 Rappel, précision et courbes rappel précision
Le rappel mesure la proportion de documents pertinents restitués et la précision
mesure la proportion de documents pertinents dans l’ensemble de documents
restitués. Pour une requête q donnée, ces mesures sont définies par :
Rappel(q) = RP (q)
P (q)
1. http ://trec.nist.gov/trec_eval/
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Precision(q) = RP (q)
R(q)
avec :
— RP (q) le nombre de documents restitués et pertinents pour q ;
— P (q) (respectivement R(q)) le nombre de documents pertinents (respecti-
vement restitués) pour q.
Les valeurs de ces mesures sont comprises entre 0 et 1 et sont optimales pour 1. Ces
deux mesures varient en sens inverse ; aussi il est commun de montrer l’évolution
de la précision à di érents niveaux de rappel donnés de 0 à 1 par pas de 0,1. La
précision pour une valeur de rappel r donné est alors interpolée par :
Precr(q) = max (Precm(q)) quel que soit m > r
r variant de 0 à 1 par pas de 0,1.
3.2.2 Précision moyenne
La précision moyenne (Average Precision ou AP) est définie pour une requête
q donnée par :
AP (q) =
qR(q)
r=1 [P@r .rel (r)]
P (q)
où :
— P (q) est le nombre de documents pertinents pour la requête q ;
— R(q) le nombre de documents restitués ;
— r le rang ;
— et P@r la précision lorsque les r premiers documents retrouvés sont
considérés.
rel (r) vaut 1 si le document au rang r est pertinent et 0 sinon.
La moyenne des précisions moyennes (Mean Average Precision ou MAP) est
la moyenne arithmétique des précisions moyennes sur l’ensemble des requêtes
considérées.
MAP =
qQ
q=1AP (q)
Q
avec Q le nombre de requêtes évaluées.
Ces mesures considèrent deux niveaux de pertinence : un document est soit
pertinent, soit non pertinent pour une requête donnée.
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3.2.3 –-nDCG
Le –-nDCG (Normalized Discounted Cumulative Gain) proposé dans (Clarke
et al., 2008) dérive du DCG (Discounted Cumulative Gain) proposé dans (Järvelin
et Kekäläinen, 2002) et qui permet, au contraire des mesures précédentes, de
considérer plus de deux niveaux de pertinence. Il s’agit de la mesure retenue pour
évaluer la tâche diversité de TREC Web 2009.
Le gain G est défini par :
G[k] =
mÿ
i=1
J(dk, i)(1≠ –)ri,k≠1
où :
— dk le document de rank k ;
— ri,k≠1 le nombre de documents positionné avant le rank k ≠ 1 ;
— J une fonction indiquant la pertinence du document.
DCG est alors déterminé par les formules suivantes :
CG[k] =
kÿ
j=1
G[j]
DCG[k] =
kÿ
j=1
G[j]
log2(1 + j)
Le nDCG est le ratio entre le DCG et le DCGÕ (DCG idéal) :
nDCG[k] = DCG[k]
DCGÕ[k]
Généralement, – vaut 0, 5 comme proposé dans (Clarke et al., 2008).
3.3 Autres mesures d’évaluation de la performance
D’autres mesures doivent être utilisées dès lors que le moteur de recherche est
utilisé dans un cadre réel. Il s’agit en particulier du temps de réponse. Au-delà
du temps de réponse moyen par requête, il est parfois intéressant de connaître
également le taux de requêtes traitées dans un intervalle de temps donné ; la
majeure proportion de requêtes devant être traitée en un minimum de temps.
Certaines études indiquent en e et qu’au-delà d’un temps de chargement d’une
page de trois secondes, l’utilisateur est susceptible de changer de moteur de
recherche (Brutlag et al., 2008).
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Enfin, le taux de clics est une mesure importante dans les moteurs de recherche
commerciaux dans la mesure où le modèle économique sous-jacent est lié à un taux
de clics, par exemple le taux de clics sur des publicités associées aux informations
renvoyées à l’utilisateur pour sa requête.
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Deuxième partie
Contributions
Les systèmes de recommandation
et la notion de diversité
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Chapitre 4
Un modèle de système de
recommandation favorisant la
diversité
4.1 Vers une diversification basée sur l’agréga-
tion des recommandations issues de plusieurs
méthodes
Face à l’hétérogénéité des contenus produits par les usagers sur le Web, et plus
particulièrement sur les plateformes de blogs et face à la diversité des usagers et
de leurs besoins, les modèles de recommandation doivent s’adapter pour satisfaire
au mieux les attentes de leurs utilisateurs.
Les systèmes de filtrage basés sur les contenus fonctionnent bien pour la
recommandation de produits sur des boutiques en ligne, mais sont di cilement
applicables dans le cas de contenus textuels riches et hétérogènes. C’est le cas
notamment des plateformes de blogs où les contenus, générés par les usagers eux-
mêmes, sont très hétérogènes. Le manque de structure commune, la forte variabilité
des caractéristiques en termes de longueur ou de richesse sémantique sont autant
de freins à une approche unique.
Par ailleurs, le filtrage collaboratif conduit souvent à une similarité de
l’information : les recommandations sont bien souvent toutes semblables et cette
redondance excessive a un intérêt limité pour l’usager.
De plus, les systèmes de recommandation collaboratifs sont di ciles à utiliser
dans le contexte qui nous intéresse : la méconnaissance des usagers, liée à des
sessions très courtes et au fait qu’ils ne sont généralement pas identifiés, rend la
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construction de profils des usagers di cile et/ou imprécise.
Dans ce contexte, notre proposition se matérialise par un modèle de système de
recommandation favorisant la diversité par l’utilisation conjointe d’une diversité de
mesures de sélection. Cette diversité des mesures et des recommandations répond
à un double objectif :
— améliorer la satisfaction de l’usager en lui proposant des contenus en
adéquation avec ses intérêts, mais su samment diversifiés pour susciter
chez lui de nouveaux intérêts, tout en limitant la redondance excessive des
recommandations ;
— et satisfaire un plus grand nombre d’usagers en élargissant le spectre des in-
térêts couverts par les recommandations, et ce afin d’augmenter les chances
d’obtenir au moins une recommandation pertinente pour chaque usager.
Notre proposition repose sur trois hypothèses :
Hypothèse 1 Di érentes mesures de sélection, y compris lorsqu’elles s’attachent
à satisfaire un objectif commun, ne produisent pas les mêmes résultats
et conduisent par conséquent à des ensembles de documents pertinents
di érents.
Hypothèse 2 L’agrégation de di érentes mesures de sélection améliore la préci-
sion.
Hypothèse 3 L’agrégation de di érentes mesures de sélection a également un
impact positif sur la diversité des recommandations.
Ce chapitre présente notre proposition en détail. Tout d’abord, afin de nous
assurer de la pertinence de notre proposition,c’est-à-dire de l’apport d’agréger
des mesures de sélection diversifiées, nous avons mené une étude préliminaire
permettant de vérifier les hypothèses posées. Cette étude est présentée en section
4.2. Nous exposons ensuite une vue générale de notre modèle fondé sur ces
hypothèses (section 4.3). Nous développons dans la section 4.4 les di érentes
mesures de sélection du modèle. Nous présentons ensuite le processus d’agrégation
(section 4.5) du modèle et son modèle d’apprentissage (section 4.6). Enfin, la
section 4.7 détaille l’évaluation de notre modèle au travers d’une expérience
utilisateur.
4.2 Étude préliminaire
L’objectif de cette étude est de valider des hypothèses sur lesquelles repose notre
proposition. Dans un premier temps, nous souhaitons montrer que des mesures de
sélection di érentes restituent des ensembles de documents pertinents di érents,
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pour ensuite montrer que l’agrégation des résultats issus de cette variété de mesures
impacte positivement la précision et la diversité de l’ensemble de résultats final.
Après avoir exposé le protocole expérimental mis en oeuvre ainsi que le corpus
d’évaluation utilisé, nous analysons les résultats obtenus et nous montrons qu’ils
valident les trois hypothèses posées en section 4.1.
4.2.1 Protocole expérimental
Le protocole expérimental retenu est celui proposé par Lee (1997). Il consiste à
comparer les listes de documents obtenues par di érents systèmes pour une même
requête. Le protocole repose sur l’utilisation des fichiers de résultats (runs) soumis
par les di érents participants lors de campagnes d’évaluation.
Les ensembles de résultats sont comparés deux à deux pour chacune des
requêtes. Cette comparaison s’e ectue à l’aide de la mesure de chevauchement
(overlap) proposée par Lee (1997). Cette mesure permet d’évaluer la ressemblance
entre deux listes de résultats. Il s’agit de calculer la proportion de documents
communs parmi l’ensemble des documents retournés par les deux runs. Elle est
définie comme suit :
overlapk =
Card(run1k ﬂ run2k)◊ 2
Card(run1k) + Card(run2k)
où
— k est le nombre de documents considérés ;
— et run1k (respectivement run2k) est le sous-ensemble de k premiers
documents du run1 (respectivement du run2).
Le chevauchement overlap est compris entre 0 et 1. Il vaut 1 si run1k et run2k
sont identiques, et 0 si run1k et run2k n’ont aucun élément en commun.
Ce chevauchement est calculé pour chaque requête indépendamment puis la
moyenne non pondérée est calculée sur l’ensemble des requêtes considérées. Ce
protocole présente l’avantage de pouvoir reposer sur des runs existants et donc de
ne pas avoir à réimplanter les di érentes approches permettant d’obtenir des runs.
Cela facilite grandement la mise en œuvre de cette étude préliminaire. En e et,
les runs sont généralement mis à la disposition de la communauté à l’issue des
campagnes d’évaluation. Pour notre étude, nous avons choisi d’utiliser les runs de
la campagne TREC Web 2009.
Le choix du protocole de Lee (1997) est également motivé par sa simplicité et
sa rapidité de mise en œuvre. De plus, il nous permet d’obtenir des résultats qui
pourront être comparés à ceux de Lee (1997).
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4.2.2 Corpus d’évaluation
Notre étude préliminaire se base sur le corpus utilisé lors de la campagne
d’évaluation TREC Web 2009 : la collection ClueWeb09 (Clarke et al., 2009).
Cette collection regroupe près d’un milliard de pages web extraites entre janvier
et février 2009 et a été utilisée dans deux tâches di érentes.
Les documents de la collection sont regroupés en deux catégories :
— la catégorie A : elle correspond à l’intégralité des vingt cinq téra-octets de
données dans plusieurs langues ;
— la catégorie B : il s’agit d’un sous-ensemble de la catégorie A composé
d’environ cinquante millions de documents en anglais uniquement.
Notre étude repose sur la catégorie B.
Nous nous sommes également focalisés sur deux tâches de la campagne TREC
Web 2009 : la tâche adhoc et la tâche diversité.
La tâche adhoc a été conçue pour évaluer les performances des systèmes
de recherche d’information, c’est-à-dire leur capacité à retrouver les documents
pertinents pour une requête donnée. Cette tâche demande aux systèmes de
restituer une liste de documents issus de la collection. Les documents sont
ordonnés par ordre décroissant de pertinence supposée. Généralement, les fonctions
d’ordonnancement utilisées considèrent les documents de manière indépendante et
ne tiennent pas compte des documents qui apparaissent avant dans la liste de
résultats.
La tâche diversité di ère de la tâche adhoc de par son processus d’évaluation.
En e et, les documents ne sont plus considérés indépendamment et leur probabilité
de pertinence dépend des documents les précédant dans la liste de résultats. Pour
cette tâche, la liste ordonnée restituée par un système doit être constituée d’un
ensemble de documents fournissant une couverture complète des sous-requêtes
de la requête, c’est-à-dire des di érents aspects qu’elle peut exprimer. Comme le
précise Ziegler et al. (2005), toute redondance excessive dans la liste de résultats
doit également être évitée.
Le processus d’évaluation comporte cinquante requêtes, identiques pour les
deux tâches. Chaque requête comporte une description ainsi qu’un ensemble des
sous-requêtes. Ces sous-requêtes ne sont utilisées que dans le cadre de la tâche
diversité.
1 <top i c number=" 1 " type=" f a c e t ed ">
2 <query>obama fami ly t r e e</query>
3 <de s c r i p t i o n>
4 Find in format ion on Pres ident Barack Obama ’ s
5 f ami ly h i s to ry , i n c l ud ing genealogy , na t i ona l
6 o r i g i n s , p l a c e s and dates o f b i r th , e t c .
7 </de s c r i p t i on >
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8 <subtop ic number="1" type="nav">
9 Find the TIME magazine photo es say
10 " Barack Obama ’ s Family Tree " .
11 </subtopic>
12 <subtop ic number=" 2 " type=" i n f ">
13 Where did Barack Obama’ s parents and grandparents
14 come from?
15 </subtopic>
16 <subtop ic number=" 3 " type=" i n f ">
17 Find b i og r aph i c a l in fo rmat ion on Barack Obama’ s mother .
18 </subtopic>
19 </topic>
Listing 4.1 – Extrait du fichier de requêtes TREC Web 2009
Le choix de ClueWeb09 a été motivé par le fait que cette collection constitue
une référence en recherche d’information de par sa taille importante et son origine
(le Web). Un autre élément qui a motivé notre choix est que cette même collection
a été utilisée pour deux tâches di érentes. Finalement, le fait que les runs soumis
par les participants sont mis à la disposition de la communauté à l’issue de la
campagne d’évaluation a été un plus.
4.2.3 Approches retenues pour la comparaison
Nous avons retenu les quatre meilleurs runs évalués pour chaque tâche (adhoc et
diversité) de la campagne TRECWeb 2009. Cette sélection repose sur les métriques
d’évaluation employées lors de cette campagne, à savoir la MAP pour la tâche
adhoc et le –-nDCG pour la tâche diversité. Les approches sur lesquelles reposent
les runs comparés sont présentées plus en détail dans les sous-sections suivantes.
4.2.3.1 Tâche adhoc
Le tableau 1 présente les résultats obtenus par les quatres meilleurs runs de la
tâche adhoc (ceux qui ont obtenu la MAP la plus élevée).
Les runs reposent sur des principes très di érents, ce qui nous conduit
naturellement à penser que les ensembles de documents restitués pour une même
requête sont di érents :
— udelIndDRSP : ce run a été généré en utilisant le moteur de recherche
Indri 1. Il combine un modèle de langage avec les chaînes de Markov. Il
emploie également une mesure de confiance basée sur le domaine de l’adresse
1. http ://www.lemurproject.org/indri
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Id participant Id run MAP
UDel udelIndDRSP 0,2202
UMD UMHOOsd 0,2142
uogTr uogTrdphCEwP 0,2072
EceUdel UDWAxQEWeb 0,1999
Table 1 – Performances des meilleurs runs soumis à la tâche adhoc de TREC
Web 2009
mail de l’auteur. Des listes blanches et des listes noires permettent de
déterminer les domaine autorisés et ceux interdits (Chandar et al., 2009) ;
— UDWaxQEWeb : pour ce run, la pertinence d’un document est repré-
sentée par un ensemble de contraintes. Le processus de recherche a pour
objectif de trouver les documents capables de satisfaire les contraintes dé-
finies. Cette approche est complétée par une phase d’expansion de requête.
Les termes d’expension liés aux termes de la requête sont extraits d’un
moteur de recherche Web (Zheng et Fang, 2009) ;
— UMHOOsd : utilise un modèle reposant sur les chaînes de Markov.
Le système de recherche d’information proposé est un système distribué
construit grâce à Hadoop 1, l’implémentation Open Source de la technologie
MapReduce (Lin et al., 2009) ;
— uogTrdphCEwP : utilise la plateforme de recherche d’information Ter-
rier 2 avec le modèle de pondération DPH dérivé du modèle DFR (Diver-
gence From Randomness). Le processus de recherche est complété par une
phase d’expansion de requête reposant sur les documents Wikipédia du
corpus ClueWeb09 (McCreadie et al., 2009).
4.2.3.2 Tâche diversité
De manière analogue à la tâche adhoc, les quatre runs présentés dans le
tableau 2 sont ceux ayant obtenu la valeur –-nDCG la plus élevée à la tâche
diversité. Ces runs reposent sur les principes suivants :
— uwgym : ce run joue le rôle de base de référence et ne doit pas être
considéré comme un run o ciel. Il a été généré en soumettant les requêtes à
l’un des principaux moteurs de recherche du marché. Les résultats obtenus
ont ensuite été filtrés afin de ne retenir que les documents inclus dans la
1. http ://hadoop.apache.org
2. http ://www.terrier.org
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Id participant Id run –-nDCG@10
Waterloo Uwgym 0,369
uogTr uogTrDYCcsB 0,282
ICTNET ICTNETDivR3 0,272
Amsterdam UamsDancTFb1 0,257
Table 2 – Performances des meilleurs runs soumis à la tâche diversité de TREC
Web 2009
catégorie B de la collection ClueWeb (Clarke et al., 2009) ;
— uogTrDyCcsB : comme pour la tâche adhoc, ce run repose sur l’utilisation
du modèle de pondération DPH DFR. Une phase d’expansion de requête
est également utilisée mais elle est cette fois-ci complétée par un algorithme
de classification appliqué aux documents Wikipédia restitués (McCreadie
et al., 2009) ;
— ICTNETDivR3 : il s’agit de l’application de l’algorithme de classification
des k-moyennes aux documents restitués lors de la tâche adhoc. Les
documents sont a ectés à la classe la plus proche en utilisant la distance
euclidienne ou la mesure cosinus. Chaque groupe identifié représente une
facette de la requête (Bi et al., 2009) ;
— UamsDancTFb1 : ce run repose sur une approche de type “fenêtre
glissante” qui essaye de maximiser la similarité avec la requête, et en
même temps, à minimiser la similarité avec les documents sélectionnés
précédemment. Les documents sont sélectionnés en fonction de deux
métriques : TF (Term Filter) et LF (Link Filter). TF considère le nombre
de nouveaux termes uniques qu’un document apporte à l’ensemble déjà
sélectionné, alors que LF utilise le nombre de nouveaux liens entrants et
sortants. Le document apportant le plus d’information nouvelle (liens ou
termes) est sélectionné (Kaptein et al., 2009).
4.2.4 Étude de la diversité apportée par les meilleurs
systèmes
Afin de montrer que deux approches di érentes conduisent e ectivement à
des ensembles de documents di érents, nous calculons la proportion d’éléments
communs (chevauchement) pour chaque paire de runs et pour chaque requête.
Cette mesure est tout d’abord appliquée à l’ensemble des runs, c’est-à-dire à des
ensembles de résultats comportant 1000 documents. Nous nous intéressons ensuite
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à l’évolution du chevauchement en fonction de la taille de la liste de résultats.
Les résultats présentés correspondent à la moyenne des mesures e ectuées
pour les quatre runs retenus. Nous avons dans un premier temps (section 4.2.4.1)
calculé cette mesure en considérant les documents de manière globale, puis en
nous focalisant uniquement sur les documents pertinents et les documents non-
pertinents restitués. Cette démarche a été appliquée aux deux tâches de notre
étude. Nous poursuivons l’analyse en étudiant l’évolution du chevauchement
en fonction du nombre de documents restitués considérés (section 4.2.4.2),
principalement pour nous intéresser aux premiers documents restitués. Enfin, la
section 4.2.4.3 étudie la proportion de documents pertinents et de documents non
pertinents en lien avec le chevauchement.
4.2.4.1 Chevauchement pour 1000 documents
Dans (Lee, 1997), le chevauchement est calculé pour les 1000 documents
restitués pour une requête donnée. L’étude est menée sur le corpus de la campagne
TREC 3. De la même manière, nous avons calculé le chevauchement pour les 1000
documents de chaque requête pour les tâches adhoc et diversité de la campagne
TREC Web 2009. Le tableau 3 présente les résultats obtenus en ne considérant
que les documents pertinents, puis uniquement les documents non pertinents.
Collection Documents considérés Chevauchement
TREC 3 adhoc Pertinent 0,7824
Non Pertinent 0,3519
TREC Web 2009 adhoc Pertinent 0,7544
Non Pertinent 0,4968
TREC Web 2009 diversité Pertinent 0,2382
Non Pertinent 0,0645
Table 3 – Chevauchement moyen en considérant 1000 documents
Nous constatons que les résultats obtenus pour la tâche TREC Web 2009 adhoc
sont comparables à ceux obtenus lors de TREC 3 adhoc. Le chevauchement des
documents pertinents est élevé alors que celui des non pertinents demeure limité.
Ces résultats sont en accord avec les conclusions de Lee (1997) :
— les di érentes approches restituent globalement les mêmes documents
pertinents ;
— les documents non pertinents changent de façon importante.
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Les résultats de la tâche diversité di èrent de ceux obtenus avec la tâche
adhoc. En e et, le chevauchement des documents, qu’ils soient pertinents ou non
pertinents, est faible (inférieur à 0,2382). Dans ce contexte, nous constatons que
les approches proposées conduisent à des documents pertinents di érents, et ce
pour une même requête.
Bien que les campagnes d’évaluation aient choisi de considérer des ensembles
importants de documents (liste de 1000 documents pour TREC), les usagers réels
se contentent généralement des premiers résultats. Afin de compléter cette étude,
nous nous intéressons à présent à l’évolution du chevauchement en fonction du
nombre de documents restitués (de 1 à 100 documents).
4.2.4.2 Précision vs chevauchement
Nous nous intéressons dans un premier temps à la comparaison de l’évolution de
la précision moyenne et du chevauchement global (overlap) en fonction du nombre
de documents retournés.
La figure 4 présente les résultats obtenus pour la tâche adhoc. Nous notons
que lorsque la précision atteint sa valeur maximale (P@10, la précision pour 10
documents), le chevauchement se situe à 0,255, ce qui est relativement faible.
Le chevauchement demeure faible y compris lorsqu’un nombre important de
documents est restitué (P@100) puisque la limite de cette valeur tend vers 0,4.
Le phénomène est plus marqué pour la tâche diversité : le chevauchement est
quasi nul lorsque nous ne considérons que les premiers documents (1, 2, 5 et 10)
alors que la précision atteint sa valeur maximale P@2. La précision décroit de
manière importante au-delà de 20 documents. Le chevauchement reste très faible
(inférieur à 0,1) et ce jusqu’à 100 documents.
Les figures 4 et 5 montrent également que les têtes de liste présentent une
proportion de documents pertinents plus importante que de grands ensembles de
documents.
Compte tenu des résultats obtenus dans la section 4.2.4.1, nous souhaitons
vérifier que, lorsque nous considérons des ensembles de résultats réduits (inférieurs
à 100 documents), le chevauchement est également faible pour les documents
pertinents. Dans la section suivante, nous nous intéressons donc au chevauchement
des documents pertinents et des documents non pertinents.
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Figure 4 – Évolution du chevauchement et de la précision en fonction de la taille
de la liste de résultats pour la tâche adhoc de TREC Web 2009
4.2.4.3 Chevauchement en considérant les documents pertinents vs
non pertinents
Pour cette dernière partie de l’étude, nous nous focalisons sur la proportion
de documents pertinents et non pertinents en fonction du nombre de documents
restitués. La figure 6 montre pour la tâche adhoc que lorsque nous considérons un
petit nombre de documents (entre 1 et 10), le chevauchement est faible (inférieur à
0,25) à la fois pour les documents pertinents et pour les documents non pertinents.
Le phénomène est amplifié dans le cas de la tâche diversité (figure 7), et
ce même lorsqu’un nombre conséquent de documents est restitué (jusqu’à 100
documents). Le chevauchement n’excède pas la valeur de 0,15.
Ces résultats montrent que les premiers résultats restitués par di érentes
approches, y compris lorsqu’elles visent un objectif commun, sont di érents. En
ne considérant que 10 documents, la probabilité de trouver un même document
dans plusieurs résultats est très faible. La première hypothèse est donc vérifiée et
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Figure 5 – Évolution du chevauchement et de la précision en fonction de la taille
de la liste de résultats pour la tâche diversité de TREC Web 2009
nous amène aux deux autres hypothèses, à savoir l’intérêt pour la précision et la
diversité des recommendations d’agréger des documents d’origines di érentes.
4.2.4.4 Combinaison des résultats de di érentes approches
Afin de confirmer les deux dernières hypothèses, nous utilisons l’approche
CombMNZ pour fusionner les résultats issus des di érents runs des tâches adhoc
et diversité pour produire deux nouveaux ensembles de résultats. Les métriques
d’évaluation (MAP et –-nDCG) ont alors été calculées.
Pour la tâche adhoc, nous avons obtenu une MAP égale à 0,237. Ce score
dépasse celui du meilleur run soumis lors de la campagne TREC (0,2202). Dans
le cas de la tâche diversité, nous avons obtenu une valeur –-nDCG égale à 0,283.
Bien que ce score soit inférieur à celui du run de référence Uwgym (0,369), il s’avère
légèrement supérieur à celui du meilleur run o ciel (0,282).
Ces résultats valident donc les hypothèses 2 et 3. En e et, nous constatons que
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Figure 6 – Évolution du chevauchement des documents pertinents et non
pertinents en fonction de la taille de la liste de résultats pour la tâche adhoc
de TREC Web 2009
l’agrégation des runs améliore la précision, et impacte positivement la diversité.
4.2.5 Conclusions
Nos résultats di èrent de ceux obtenus par Lee (1997) puisque ses résultats,
obtenus par l’analyse du corpus TREC 3 (Harman, 1994) montrent que seuls
le chevauchement des documents non pertinents est faible, c’est-à-dire que les
di érentes approches comparées retournent globalement les mêmes documents
pertinents.
La taille de la collection utilisée pour les expérimentations constitue un premier
élément pouvant expliquer cette di érence. En e et, le corpus TREC 3 comporte
environ 1 million de documents alors que ClueWeb 2009 compte environ 50 millions
de documents. Cette taille plus importante conduit naturellement à une dilution
des documents pertinents. La nature des documents des deux collections peuvent
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Figure 7 – Évolution du chevauchement des documents pertinents et non
pertinents en fonction de la taille de la liste de résultats pour la tâche diversité de
TREC Web 2009
également expliquer les di érences observées. En e et, alors que la collection
TREC3 comporte des documents homogènes (articles de journaux), la collection
ClueWeb est constituée de documents issus du web, plus hétérogènes, mais aussi
plus proches de notre contexte de travail que constituent les blogs.
Le second point que nous mettons en évidence est que l’analyse de Lee ne porte
que sur des ensembles de 1000 documents. Dans notre étude, nous nous sommes
intéressés à des ensembles de documents plus restreints (jusqu’à 100 documents),
plus représentatifs du nombre de résultats consultés par les usagers réels. Les
résultats obtenus valident les trois hypothèses formulées initialement. Ainsi, nous
notons qu’une diversité d’approches, y compris lorsqu’elles visent la satisfaction
d’un objectif commun (une même requête par exemple), produisent des résultats
di érents et conduisent par conséquent à des ensembles de documents pertinents
di érents.
Ces documents pertinents étant généralement les premiers documents restitués
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pour chaque approche, nous pouvons considérer suite à nos expérimentations que
l’agrégation des têtes de liste a un impact positif à la fois sur la précision, mais
également sur la diversité des résultats.
4.3 Vue globale du modèle
L’étude menée précédemment valide les trois hypothèses fondatrices de notre
modèle. En e et, nous avons montré de façon empirique que di érentes approches
conduisent à des ensembles de documents pertinents di érents, mais également
que l’agrégation des résultats qu’elles produisent améliore la précision tout en
favorisant la diversité.
Le modèle que nous proposons repose donc sur l’utilisation conjointe et de
manière équitable de plusieurs mesures de sélection, et ce afin de garantir la
diversité dans la liste de recommandations. Nous pensons couvrir ainsi un spectre
plus large d’intérêts potentiels.
Figure 8 – Vue globale du modèle de système de recommandation reposant sur
l’agrégation de mesures d’intérêts
Le modèle se décompose en quatre composants principaux, présentés par la
figure 8 :
— les entrées du système sont constituées de la collection de documents d’où
seront extraites les recommandations et le document visité ;
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— un ensemble de mesures de sélection. Chacune détermine, à l’aide de scores,
les documents de la collection potentiellement pertinents pour l’usager, suite
à la consultation du document visité. Les documents ayant les meilleurs
scores forment le résultat d’une mesure de sélection ;
— le processus d’agrégation qui combine les résultats issus des di érentes
mesures de sélection assurant ainsi la diversité des recommandations ;
— enfin un processus d’apprentissage analyse les jugements de pertinence (im-
plicites ou explicites) des usagers afin de déterminer les recommandations
qui s’avèrent e ectivement pertinentes pour l’usager. Il permet, au cours du
processus d’agrégation, d’ajuster les proportions de résultats issus de chaque
mesure de sélection pour construire la liste finale de recommandations.
Nous explicitons dans les sections suivantes chaque composant.
4.4 Mesures de sélection
Cette section a pour objectif de définir la notion de mesure de sélection. Au
sens où nous l’entendons, les mesures de sélection ne sont pas limitées aux seules
mesures de similarité employées traditionnellement en recherche d’information.
Une mesure de sélection permet d’apporter une réponse à un ou plusieurs types
d’intérêts des usagers. Ces intérêts peuvent être liés au contenu des documents
(“Je souhaite obtenir des documents qui abordent telle ou telle thématique”),
mais également à d’autres critères comme l’origine des documents (“Je souhaite
des documents du même auteur”) ou sa popularité (“Je souhaite connaître les
documents qui font le buzz”).
Dans les sections suivantes, nous nous focalisons en premier lieu sur la définition
de cette notion de mesure de sélection, pour ensuite l’illustrer par des exemples
de mesures issues des expérimentations que nous avons menées sur la plateforme
OverBlog.
4.4.1 Définition des mesures de sélection
Dans notre contexte de recommandation, une mesure de sélection restitue,
à partir d’une collection et du document consulté, un ensemble ordonné de
documents potentiellement pertinents.
Une mesure de sélection peut être formalisée par une fonction qui associe un
document initial d0 (le document consulté) à un ensemble de couple (di, wi) où di
est un document issu de la collection et wi le score associé à ce document par la
mesure de sélection. Elle s’exprime alors de la manière suivante :
f(d0) = {(di, wi)}
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Une mesure de sélection considère les documents de la collection dans
leur intégralité et peut exploiter toutes les caractéristiques disponibles des
documents (par exemple : son contenu textuel, sa date, son auteur, . . . ).
Ainsi, le degré de pertinence des documents restitués par la mesure d’intérêts
n’est pas nécessairement limité au contenu. D’autres caractéristiques, comme les
statistiques de fréquentation des documents disponibles, peuvent être considérées
pour proposer des documents.
Chaque mesure est indépendante des autres et elle produit un résultat
qui lui est propre. Elles peuvent donc être calculées indépendamment et de
manière distribuée, répondant ainsi aux problématiques de performance. Cette
indépendance des mesures contribue également à l’extensibilité du modèle :
— le nombre de mesures de sélection pouvant être intégrées au système de
recommandation n’est pas limité ;
— par conséquent le modèle peut être étendu par des mesures additionnelles
pour prendre en compte de nouveaux intérêts.
La section suivante décrit les di érentes mesures de sélection que nous avons
utilisées au cours de nos expérimentations. Les principes sur lesquels elles reposent
sont particulièrement diversifiés.
4.4.2 Mesures utilisées sur la plateforme OverBlog
Comme précisé dans la section précédente, les mesures de sélection ne se
focalisent pas nécessairement sur le contenu textuel des documents. Toutes les
caractéristiques disponibles peuvent être exploitées afin d’obtenir une diversité de
mesures, et par conséquent une diversité des résultats.
4.4.2.1 Caractéristiques des documents
Dans le contexte de la plateforme de blogs OverBlog, les documents (billets)
disponibles présentent un grand nombre de caractéristiques, comme par exemple :
— le titre du billet ;
— son corps, c’est-à-dire son contenu textuel ;
— ses dates de création, de modification et de publication ;
— son auteur ;
— sa catégorie dans la taxonomie définie pour la plateforme OverBlog (“Cui-
sine”, “Sport”, “High Tech”, . . . ) ;
— son URL ;
— le nom de son blog d’appartenance ;
— l’URL de ce blog ;
— la description du blog ;
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— les commentaires associés au billet ;
— ou encore les statistiques du blog et du billet (nombre de pages vues, nombre
de visiteurs uniques, provenance des visites, . . . ).
Les mesures proposées dans le cadre des expérimentations exploitent di érem-
ment ces caractéristiques afin de répondre à des intérêts di érents.
4.4.2.2 Mesures de sélection utilisées
Afin de simuler les di érents types de diversité, nous avons défini cinq mesures
de sélection :
— blogart : sélectionne de manière aléatoire des billets issus du même blog
que le billet initial. Ces billets sont ordonnés aléatoirement. Sur la version
utilisée de la plateforme OverBlog, un blog n’est associé qu’à un seul auteur.
Ainsi, cette mesure peut être vue comme “les billets du même auteur”.
— topcateg : restitue les billets les plus populaires, c’est-à-dire ceux ayant
généré le plus fort trafic sur une période donnée, dans la même catégorie
que celle du blog d’où est extrait le billet. Les billets sont ordonnés par
trafic décroissant. Ainsi, ces billets reflètent les “buzz” du moment, pour
une thématique donnée.
— search : utilise le moteur de recherche open source Apache Solr 1 pour
restituer des billets. La requête soumise correspond au titre du billet
initial. Le moteur de recherche utilise un modèle de recherche mixant le
modèle booléen et le modèle vectoriel. Un système de pondération dérivé
du modèle TF-IDF (Spärck Jones, 1972) permet d’ordonner les documents.
Cet ordonnancement des documents est également conditionné par leur
fraîcheur : les documents les plus récents sont favorisés.
— kmeans : applique l’algorithme de classification des K-moyennes aux 50
premiers résultats obtenus par la mesure search. Le nombre de groupes est
fixé arbitrairement à 10. Le document le plus proche du centre de chaque
groupe est sélectionné pour construire l’ensemble de résultats final. Enfin,
les documents sont ordonnés en fonction de leur poids initial (issu de la
mesure search).
— mlt : repose sur le module MoreLikeThis du moteur de recherche Solr. En
accord avec les lois de Zipf (1949) et Luhn (1958), cette mesure extrait du
document initial les termes les plus représentatifs sur la base des paramètres
tf et idf . Ces termes, au nombre de 10 dans notre cas, sont ensuite utilisés
pour construire une requête soumise au moteur de recherche.
Les résultats obtenus par chaque mesure de sélection répondent plus particu-
lièrement à une facette des intérêts usager. Afin de proposer à l’usager une liste de
1. http ://lucene.apache.org/solr
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recommandations répondant à un large spectre d’intérêts, notre approche agrège
les résultats de chaque mesure et construit ainsi une liste diversifiée. Ce processus
d’agrégation est décrit dans la section suivante.
4.5 Processus d’agrégation
Dans notre modèle, les résultats des di érentes mesures de sélection sont
agrégés pour produire une liste unique de recommandations. Cette étape pose
plusieurs problèmes à résoudre :
— comment sélectionner les résultats provenant de chaque mesure de sélec-
tion ?
— comment garantir la diversité des résultats dans la liste finale ?
— comment agréger les résultats ?
— comment les ordonner ?
— etc.. . .
Dans notre contexte, les attentes de l’usager sont inconnues et nous ne
disposons d’aucune information nous permettant de les déduire. Par conséquent,
nous ne pouvons faire aucune supposition sur ses attentes.
Le processus d’agrégation doit par ailleurs garantir la diversité de la liste de
recommandations finale en exploitant au mieux la diversité des mesures de sélection
employées et des résultats qu’elles produisent. Nous souhaitons en e et favoriser
la présence de documents issus de chaque mesure de sélection dans la liste finale
de recommandations.
Enfin, compte tenu de notre domaine d’application, à savoir les plateformes
de contenus soumises à un fort trafic, le coût en termes de temps de calcul doit
demeurer raisonnable.
Afin de répondre à ces di érents problèmes, nous proposons un processus
d’agrégation en trois temps :
— tout d’abord, nous procédons à une première sélection des documents issus
des résultats des di érentes mesures de sélection o ertes par le système ;
— vient ensuite l’agrégation à proprement parler de ces di érents ensembles
de résultats pour produire une liste unique de recommandations ;
— enfin, les documents sont ré-ordonnés afin de mettre en avant les documents
couvrant le plus grand nombre d’intérêts.
Dans les sous-sections suivantes, nous nous intéressons successivement à ces
trois étapes.
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4.5.1 Sélection des résultats
La première phase du processus d’agrégation consiste à sélectionner les
meilleurs documents issus des di érentes mesures de sélection employées.
Les mesures de sélection restituent les documents en les ordonnant par score
décroissant. Par conséquent, les documents les plus susceptibles d’être pertinents
sont logiquement localisés en tête de liste. Cette hypothèse a été validée par
plusieurs études (Lee, 1997) (Candillier et al., 2012) qui sont détaillées en section
4.2.
En nous limitant à la sélection des N premiers documents de chacune des
mesures de sélection, nous maximisons les chances d’obtenir des documents
pertinents. De plus, le fait de considérer pour chaque mesure un nombre restreint de
documents permet d’améliorer la représentativité des di érentes mesures agrégées.
Le nombre de documents sélectionnés pour chacune des mesures est un des
paramètres du système.
Enfin, le choix d’un nombre réduit de documents pour chaque mesure (par
exemple 10 documents) a un impact direct sur les temps de traitement liés à
l’étape de fusion des listes de résultats. En e et, plus les listes de résultats sont
petites, moins il faut de temps pour les agréger.
4.5.2 Agrégation des listes de résultats
Le processus d’agrégation constitue un composant majeur de notre modèle. Il
a la charge d’agréger les résultats issus des di érentes mesures de similarité pour
produire un ensemble visant à garantir la diversité des intérêts satisfaits.
Il existe de nombreuses façons de combiner des listes de résultats qui
généralement déterminent l’importance donnée à chacune des mesures a priori.
Par exemple il est possible de calculer le score d’un document à partir des scores
qu’il a obtenus dans les di érentes listes et en y appliquant une fonction comme le
maximum (CombMax), la somme (CombSUM ) ou encore la moyenne (CombMNZ )
des scores (Fox et Shaw, 1994) (Hubert et al., 2007). Jabeur et al. (2010) proposent
quant à eux un modèle qui combine une mesure de contenu et une mesure sociale.
Le problème posé par ce type d’approche réside dans la manière de combiner les
mesures de sélection. En e et, elles tendent à favoriser les documents présents dans
plusieurs listes au détriment des documents très pertinents pour une seule mesure.
Ceci ne favorise donc pas nécessairement la diversité d’intérêts dans la liste de
recommandations.
Alternativement, il est possible de sélectionner les meilleurs représentants des
di érentes mesures dans des proportions homogènes. C’est ce type d’agrégation que
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nous privilégions en faisant l’hypothèse que, de cette façon, les di érents aspects
des intérêts des usagers seront couverts équitablement. Nous allons le montrer
expérimentalement.
Notre proposition ne se base donc ni sur une combinaison des scores, qui
ne sont pas nécessairement comparables et normalisés, ni sur l’utilisation des
coe cients censés refléter l’importance des mesures. Nous avons en e et choisi
d’intervenir sur la représentativité de chaque mesure de similarité dans la liste
de recommandations. Plutôt que de nous appuyer sur la combinaison des scores
obtenus par chaque document, nous avons fait le choix de sélectionner les meilleurs
représentants des di érentes mesures dans des proportions variables, et ainsi
garantir une plus grande diversité des résultats.
Figure 9 – Document initial utilisé pour contruire la liste de recommandations
46
Figure 10 – Recommandations issues d’un système de recommandation n’utilisant
qu’une seule mesure de sélection (par contenu)
Figure 11 – Recommandations issues d’un système de recommandation reposant
sur notre modèle et utilisant quatre mesures de sélection
Les figures 10 et 11 illustrent ce mécanisme en présentant les recommandations
obtenues pour un article issu de la plateforme OverBlog et décrivant une recette
de gâteau au chocolat (cf. figure 9).
La figure 10 présente les recommandations obtenues avec un système de
recommandation se limitant à une mesure de similarité basée sur le contenu.
Nous avons simulé ce système de recommandation à partir d’un outil de recherche
d’information en utilisant le titre du document visité. La figure 11 montre quant
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à elle les recommandations obtenues à l’aide d’un système de recommandation
basé sur notre modèle et utilisant quatre mesures de similarité di érentes. Chaque
résultat correspond au meilleur représentant d’une des mesures de similarité
présentées en section 4.4.2.2 :
— similarité de contenu : les recommandations sont obtenues par une
recherche e ectuée grâce à l’outil Apache Solr ;
— similarité de contenu combinée à l’algorithme des k-moyennes :
l’objectif de la phase de classification est d’identifier les sous-aspects du
thème du document visité ;
— similarité organisationnelle : les recommandations sont sélectionnées
aléatoirement parmi les articles appartenant au même blog que le document
visité ;
— similarité organisationnelle combinée à une mesure liée à la
popularité : les recommandations sont extraites aléatoirement des articles
les plus populaires de la catégorie du blog d’appartenance du document
visité (catégorie “Cuisine” dans le cas de notre exemple).
Dans le cas du système de recommandation de la figure 10, les recommandations
sont toutes très similaires et ne satisferont qu’un usager souhaitant d’autres
recettes de gâteau au chocolat. Les recommandations obtenues avec notre modèle
(figure 11) sont plus diversifiées puisqu’en plus d’une recette alternative de gâteau
au chocolat (recommandation 1), l’usager obtient des recettes plus éloignées
(recommandations 2, 3 et 4) de celle proposée sur le document visité. Cette seconde
liste de recommandations permet de répondre aux intérêts d’un panel plus large
d’usagers.
4.5.3 Ré-ordonnancement des résultats
Suite à la sélection de documents selon di érentes mesures de sélection et à
leur agrégation au sein d’une liste unique, l’ordonnancement des recommandations
s’e ectue selon deux tris successifs :
— tout d’abord, les documents les plus représentés, c’est-à-dire ceux présents
dans les résultats de mesures di érentes, sont positionnés en tête de
classement. Il s’agit là de respecter l’e et “Chorus” qui stipule qu’il peut
y avoir accord de di érentes techniques sur la pertinence d’un document
(Vogt et Cottrell, 1999) ;
— dans un second temps, les documents étant présents dans le même nombre
de résultats de mesures de sélection sont réordonnés selon l’IAIR (Inverse
Average Inverse Rank (Siegler et al., 1997)) des documents, c’est-à-dire en
fonction du rang qu’ils occupent dans les résultats de leur(s) mesure(s)
d’origine.
48
L’IAIR est défini de la manière suivante :
IAIR = 1q
i(rank≠1i )
où ranki est le rang du document i.
En considérant le nombre de mesures d’origine ainsi que le rang des documents,
nous nous a ranchissons d’une phase de normalisation des scores qui peuvent, selon
les mesures de sélection, être définis sur des ensembles de valeurs hétérogènes.
Selon notre approche, les documents présents dans plusieurs mesures sont donc
favorisés lors du ré-ordonnancement des recommandations dans la mesure où ils
répondent à plusieurs intérêts et qu’ils ont donc plus de chance de satisfaire un
grand nombre d’usagers.
4.6 Processus d’apprentissage
A l’issue du processus d’agrégation, nous proposons à l’usager une liste de
recommandations diversifiées. Afin de tendre vers les intérêts que le document
satisfait réellement, il est nécessaire d’ajuster la proportion de documents extraits
de chaque mesure. En e et, nous supposons qu’un document suscite ou répond
à certains intérêts plus qu’à d’autres. Pour identifier ces intérêts émergents qui
conduisent à une satisfaction accrue de l’usager, il convient de favoriser les mesures
qui restituent les documents réellement jugés comme pertinents par les usagers.
Pour ce faire, il est nécessaire de capter et d’analyser les jugements d’intérêt, qu’ils
soient explicites (notation des résultats) ou implicites (clics).
L’ajustement des proportions de documents provenant de chaque mesure de
sélection est alors fonction de l’analyse des jugements d’intérêt. Cette analyse est
confiée à ce dernier composant.
Le composant processus d’apprentissage doit permettre l’amélioration du
processus d’agrégation sans émettre d’hypothèse sur les intérêts réels de l’usager
que nous ignorons. Nous nous intéressons plutôt à savoir si des intérêts particuliers
se dégagent de la visite d’un document. Si tel est le cas, le système peut modifier
la proportion de recommandations issues de chaque mesure de sélection.
Lorsqu’un usager choisit une recommandation, nous pouvons supposer qu’elle
répond à l’un de ses intérêts. Le processus d’apprentissage identifie la ou les me-
sures de sélection à l’origine de cette recommandation. Pour un document donné, le
processus d’agrégation est donc capable de déterminer quelles mesures ont conduit
à la consultation d’une recommandation. Il est donc capable d’ajuster la représen-
tativité de chaque mesure, c’est-à-dire la proportion de recommandations issues
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de chacune d’entre elles dans la liste de recommandations finale. Lorsqu’un docu-
ment est obtenu au travers de di érentes mesures, les proportions sont ajustées
pour l’ensemble de ces mesures.
Le choix d’une recommandation par un usager se caractérise par un clic.
En accord avec la littérature (cf. section 1.4.3), nous avons choisi d’utiliser ce
jugement de pertinence implicite pour traduire un lien entre le document visité
et la recommandation. Afin de limiter autant que possible la phase d’analyse des
clics, et de permettre ainsi le passage à l’échelle de notre modèle dans un contexte
industriel, nous avons adopté un modèle relativement simple. Nous considérons en
e et qu’un clic correspond à un jugement d’intérêt, et ce sans tenir compte de la
position de la recommandation dans la liste finale.
La proportion P (xi) de recommandations dans la liste finale (agrégée) est
déterminée par la formule suivante :
P (xi) =
–+ xi
–N +X
où N est le nombre de mesures de sélection utilisées, X le nombre total de clics et
xi le nombre de clics d’une mesure de sélection. – est défini ainsi :
– =Max(0, C ≠X)
La constante C précise le nombre de clics nécessaire avant de pouvoir envisager
l’éviction d’une mesure (par exemple C = 100). X et xi peuvent être considérés à
plusieurs niveaux :
— globalement, c’est-à-dire au niveau des mesures de sélection ;
— au niveau de l’usager, par la construction d’un profil définissant ses intérêts ;
— ou au niveau du document visité.
Nous privilégions cette dernière stratégie qui vise à identifier les intérêts qu’un
document visité suscite sur la base des recommandations associées sélectionnées.
Nous établissons en quelques sortes un profil de document.
Les mesures de sélection non adaptées, en d’autres termes pour lesquelles les
recommandations associées ne sont jamais consultées, peuvent être éliminées (dans
le cas où xi = 0, si et seulement si – = 0).
Le fait de sélectionner les meilleurs représentants de chaque mesure de sélection
au moment de l’agrégation rend l’apprentissage plus discriminant et permet de
tendre plus rapidement vers les intérêts supposés des visiteurs d’un document.
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4.7 Expérience utilisateur : perception et intérêt
de la diversité
Les protocoles d’évaluation existants, comme la tâche diversité de la campagne
TREC Web, ont été conçus pour évaluer les performances des approches basées sur
le contenu textuel des documents. Ils ne sont pas adaptés pour l’évaluation d’autres
types de diversité (“sérendipité” par exemple) pour lesquels la satisfaction des
usagers ne peut être réellement appréciée qu’au travers d’une expérience utilisateur
(Hayes et al., 2002).
L’évaluation envisagée pour notre modèle doit répondre à trois objectifs :
Objectif 1 Permettre l’analyse de la pertinence des recommandations et de la
perception de la diversité par les usagers (étude qualitative).
Objectif 2 Démontrer que les recommandations proposées sont utilisées par les
usagers (étude quantitative) et que notre modèle conduit à une utilisation
accrue de ces recommandations.
Objectif 3 Permettre d’estimer l’incidence globale du système de recommanda-
tion lorsqu’il est intégré à une plateforme de contenus (étude d’impact).
Cette évaluation implique par conséquent un panel d’usagers, ainsi qu’une
quantité importante de documents les plus diversifiés possibles. Les plateformes
de blogs comme OverBlog constituent un terrain d’expérimentation idéal en
permettant l’évaluation du système de recommandation au travers de jugements
réels d’usagers comme le préconisent (Hayes et al., 2002).
Cette section ne traite que de l’analyse qualitative des recommandations
(objectif 1). Le chapitre 5 est quant à lui consacré aux objectifs 2 et 3.
Nous avons mené une expérience utilisateur pour nous assurer de la pertinence
de notre modèle, qui propose des recommandations diversifiées tout en maintenant
un bon niveau de précision.
Cette évaluation doit valider plusieurs hypothèses :
Hypothèse 1 La plupart du temps, les usagers souhaitent obtenir de l’informa-
tion thématiquement liée aux contenus qu’ils consultent (“topicalité”).
Hypothèse 2 Parfois, les usagers veulent étendre leur connaissance d’un sujet
qui les intéresse (diversité de contenu).
Hypothèse 3 Quelques usagers sont dans un processus de découverte et recherchent
de l’information nouvelle, non nécessairement liée au contenu visité (“séren-
dipité”).
Pour vérifier ces hypothèses, nous avons mis en place une plateforme d’évalua-
tion reposant sur notre modèle et nous l’avons soumise à un groupe d’usagers.
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4.7.1 Protocole expérimental
Le panel d’usagers se compose de trente quatre étudiants en Master de
Management, parlant tous couramment français. Nous leur demandons de tester
et de comparer di érents systèmes de recommandation. La durée de l’évaluation
est fixée à une heure et comporte six tâches.
Chaque tâche se décompose comme suit :
— L’usager saisit une requête en langage naturel dans un moteur de recherche
et obtient une liste de résultats dans laquelle il doit choisir un document qui
lui semble intéressant. Ce document sera à l’origine des recommandations.
— Une fois le document choisi, l’usager le consulte dans son intégralité.
— A l’issue de la lecture du document, deux listes comportant cinq recom-
mandations chacune lui sont proposées. Une de ces listes est choisie aléa-
toirement parmi l’une des mesures de sélection de notre système et reflète
des intérêts particuliers. Ces mesures, considérées individuellement, consti-
tuent nos bases de référence. La seconde liste de recommandation provient
quant à elle de notre modèle : elle agrège les résultats des cinq mesures du
système.
— L’usager indique la liste qui lui parait être la plus pertinente.
— Il précise ensuite celle qui lui semble la plus diversifiée.
— Enfin, les deux listes sont fusionnées et l’usager doit indiquer les documents
qu’il juge pertinents.
Pour la première et la quatrième tâches d’évaluation, la requête et le document
sont imposés. Pour la seconde et la cinquième tâche, la requête est imposée et le
document est librement choisi. Pour la troisième et la sixième tâche, la requête et
le document sont libres.
La sous-section suivante présente le corpus, ainsi que l’architecture de la
plateforme d’évaluation.
4.7.2 Plateforme d’évaluation : architecture et corpus
utilisé
Pour cette expérimentation, nous nous sommes focalisés sur des documents
rédigés en français et issus de la plateforme de blogs OverBlog. Ces données
représentent plus de vingt millions de billets provenant de près d’un million de
blogs distincts.
Nous avons utilisé les cinq mesures de sélection présentées en section 4.4.2.2
sur ce corpus pour obtenir plusieurs listes de recommandations à agréger.
La figure 12 présente l’architecture de la plateforme d’évaluation. A partir de
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Figure 12 – Architecture de la plateforme d’évaluation
la collection disponible et du document visité, chaque mesure restitue indépen-
damment un ensemble ordonné de documents. Ces résultats sont les données en
entrée du processus d’agrégation qui sélectionne le meilleur document de chaque
ensemble. La liste finale comporte par conséquent cinq documents, un par mesure
de similarité. Ce nombre restreint de recommandations (cinq) proposées à l’usa-
ger a été conditionné par la durée de l’évaluation fixée à une heure. Un nombre
plus important de recommandations à évaluer nous aurait contraints à réduire le
nombre de requêtes.
L’utilisation des cinq mesures de sélection simulent les di érents types de
diversité et vise à limiter le chevauchement des documents qu’elles restituent. Afin
de vérifier que les mesures conduisent e ectivement à des ensembles de documents
di érents, nous avons calculé le chevauchement de la même manière que lors de
l’étude préliminaire présentée en section 4.2. Nous observons sur la figure 13 la
même tendance que lors des expérimentations menées sur les tâches adhoc et
diversité :
— le chevauchement est faible pour les mesures basées sur le contenu (mlt,
searchsim et kmeans) ;
— il est nul pour les autres mesures (blogart, topcateg).
Le processus d’apprentissage n’a quant à lui pas été évalué au cours de cette
expérience utilisateur.
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Figure 13 – Chevauchement moyen entre les listes de recommandations obtenues
par les mesures d’intérêts utilisées sur le corpus OverBlog
4.7.3 Résultats
Le tableau 4 synthétise le retour des usagers concernant la pertinence des
listes de recommandations, ainsi que leur perception de la diversité de ces listes.
Par exemple (4ème ligne), 76.5% des listes obtenues avec la mesure mlt ont été
considérées comme plus pertinentes que la liste agrégée. Nous notons que les
mesures perçues comme les plus pertinentes sont celles qui se focalisent sur les
liens thématiques.
En moyenne, les recommandations issues de notre modèle sont décrites comme
plus pertinentes que les autres mesures dans près d’un cas sur deux. Nous obtenons
un résultat similaire pour la mesure blogart. Ceci est plus surprenant, mais confirme
que les attentes des usagers ne se focalisent pas nécessairement sur le seul lien
thématique entre documents.
Les résultats obtenus pour la question “Quelle liste vous semble la plus
diversifiée ?” sont plus surprenant : il n’y a pas de di érences marquantes entre les
mesures, et la mesure agrégée est vue par les usagers comme plus diversifiée dans
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50% des cas. Nous pensons que cela s’explique par le fait que les usagers éprouvent
des di cultés à définir la notion de diversité. Nous aurions probablement pu les
aider en clarifiant la question posée.
Mesure de sélection Pertinence Diversité
blogart 44,7% 55,3%
kmeans 70,8% 33,3%
mlt 76,5% 50,0%
searchsim 64,3% 42,9%
topcateg 15,4% 65,4%
Moyenne 54,34% 49,4%
Table 4 – Pourcentage des usagers qui considère une mesure de sélection
particulière comme plus pertinente/diversifiée que la mesure agrégée
Le tableau 5 montre la précision de chaque mesure de sélection, c’est-à-dire
la proportion de documents pertinents dans la liste de recommandations. Ces
résultats confirment que les approches basées sur le contenu sont perçues comme
plus pertinente. Par exemple la mesure kmeans, qui traduit la diversité de contenu,
obtient les meilleurs résultats. Au contraire, les mesures topcateg et blogart qui
visent la “sérendipité” conduisent à de moins bons résultats.
Mesure de sélection Précision
blogart 0.147
kmeans 0.385
mlt 0.265
searchsim 0.307
topcateg 0.038
agrégée 0.267
Table 5 – Précision par mesure de sélection
La liste de recommandations agrégée o re un compromis intéressant aux
di érentes mesures et présente un bon équilibre entre diversité et précision. En
e et, la valeur de la précision est de 0,267 ce qui est supérieur à la précision
moyenne des autres mesures (0,228).
Même si ce score est inférieur à la meilleure des mesures (kmeans), les résultats
sont encourageants, d’autant plus que la précision des mesures topcateg et blogart
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est très faible. En e et, ces deux mesures peuvent introduire du bruit dans les
recommandations, ce qui par conséquent pénalise la précision globale. Cependant,
cette perte de précision était prédictible puisque les recommandations agrégées
sont plus diversifiées (dans 50% des cas en moyenne). Ces e ets négatifs de la
diversité sur la précision ont déjà été soulignés par Adomavicius et Kwon (2012).
Finalement, le tableau 6 permet de comparer la mesure agrégée aux autres
mesures. Il donne la proportion de documents pertinents restitués par chacune des
mesures comparées. Par exemple, lorsque la mesure mlt a été comparée à la mesure
agrégée (4ème colonne), 54,69% des documents pertinents n’étaient restitués que
par la mesure mlt, 32,81% par la mesure agrégée uniquement, et 12,50% par les
deux mesures. Nous pouvons observer que, même si la majorité des documents
pertinents provient des mesures basées sur le contenu, une part significative de ces
documents est issue de la mesure agrégée. En e et, plus de 20% des documents
pertinents ne sont restitués que par notre modèle, et ils n’auraient pas été proposés
à l’usager en utilisant une seule mesure. Ceci justifie donc pleinement notre
approche.
4.7.4 Conclusions de l’expérience utilisateur
La mesure agrégée reposant sur notre modèle o re un cadre permettant
l’agrégation de multiples mesures de sélection afin de produire une liste de
recommandations diversifiée. Bien que le modèle implanté ne surpasse pas les
autres mesures en termes de précision, il permet de favoriser la diversité. De plus,
en diversifiant les recommandations, notre proposition permet de répondre à un
éventail plus large d’intérêts, tandis que les autres approches se focalisent sur la
majorité des besoins des usagers, à savoir la similarité de contenus.
Les mesures utilisées pour traduire la sérendipité sont relativement simples.
Cependant, les résultats qu’elles produisent ont été considérés comme pertinents
par les usagers. Ceci est particulièrement intéressant et traduit le fait que les
besoins des usagers peuvent être mieux satisfaits par di érents types de diversité.
Le modèle ayant été évalué de manière qualitative, il convient à présent de
nous assurer de sa pertinence dans un contexte industriel à grande échelle. Pour
cela, nous avons implanté notre modèle au sein de la plateforme OverBlog. Cette
seconde expérimentation doit également nous permettre d’évaluer l’impact d’un
système de recommandation pour ce type de plateforme de contenus.
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Chapitre 5
L’implantation du modèle au sein
de la plateforme OverBlog
5.1 Introduction
Les plateformes de blogs tirent la majorité de leurs revenus de la publicité.
Ces revenus sont directement liés à l’audience. Le taux de clics publicitaires se
situant généralement entre 0,1% et 1% 1, il est nécessaire de générer un trafic très
important pour maintenir un niveau de revenu su sant.
Les systèmes de recommandation sont donc un outil à considérer pour accroître
le trafic de manière significative. L’objectif est de capter l’usager et de le maintenir
captif sur la plateforme en lui proposant des recommandations capables de
satisfaire ses intérêts. Il est de plus important de s’a ranchir, autant que faire se
peut, des sources de trafic extérieures (moteurs de recherche commerciaux, réseaux
sociaux, . . . ) afin de ne pas mettre en péril la pérennité de l’entreprise en cas de
défaillance d’une de ces sources.
Dans le contexte des plateformes de blogs, la grande majorité des visiteurs sont
des utilisateurs étrangers à la plateforme. Sur la plateforme OverBlog qui recense
près de 80 millions de visiteurs uniques par mois, moins de 2% d’entre eux sont des
utilisateurs de la plateforme, c’est-à-dire possédant un compte et disposant d’un
profil de blogueur. Ce déficit d’information sur les usagers rend les approches de
type filtrage collaboratif inutilisables.
Parallèlement à cette problématique liée aux usagers, les plateformes de blogs
sont confrontées à l’hétérogénéité des billets publiés. Il est ainsi très di cile
1. Étude Mediamind sur les performances des campagnes publicitaires selon les formats
d’a chage :
www2.mediamind.com/data/uploads/resourcelibrary/MediaMind_Benchmark_H1_2012.pdf
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d’identifier des caractéristiques communes aux di érents billets, tant leurs contenus
et leurs structures di èrent. Les approches de type filtrage basé sur le contenu sont
donc elles aussi inappropriées. La masse d’information à traiter (environ 20 millions
de billets sur OverBlog au moment de nos travaux) rend la tâche d’autant plus
complexe.
C’est dans cet environnement que notre modèle prend tout son sens puisqu’il
ne nécessite aucune connaissance préalable de l’usager. La diversité des mesures
de sélection agrégées permet quant à elle de faire face à la disparité des billets et
des préférences utilisateur.
L’objectif de ce chapitre est de démontrer la viabilité de notre proposition
dans un contexte industriel à grande échelle. La viabilité de l’approche est évaluée
tant au niveau des performances en termes de qualité des recommandations, que
d’un point de vue opérationnel, en considérant notamment les temps de calcul et
l’infrastructure nécessaires pour la mise en place du modèle.
Dans la section 5.2, nous évoquons les contraintes industrielles qui nous ont
été imposées lors de l’intégration de notre modèle au produit OverBlog. Nous
présentons ensuite dans la section 5.3 les outils de supervision mis en place
afin de contrôler le déroulement des expérimentations et de nous assurer qu’elles
ne mettaient pas en péril le produit existant. Ces outils ont également pour
objectif d’analyser quotidiennement les performances des recommandations. Dans
la section 5.4, nous nous attardons sur la préparation des données nécessaires aux
mesures de sélection et permettant de garantir la qualité des recommandations
proposées aux usagers. Nous nous focalisons ensuite dans la section 5.5 sur
l’architecture de la plateforme. Nous mettons en évidence l’intégration de notre
proposition au sein de l’architecture existante. Enfin, nous présentons les résultats
obtenus dans la section 5.6.
5.2 Contraintes industrielles
Le système de recommandation étant intégré à un produit en exploitation, nous
avons été soumis à un certain nombre de contraintes visant à garantir la qualité
de service de la plateforme de blogs.
Nous avons dû dans un premier temps intégrer notre modèle sous la forme d’un
service interrogé à la demande par le produit au travers d’un appel JavaScript 1.
Ceci s’explique par le fait que les pages Web générées à l’aide du langage PHP 2
ne sont pas a chées avant qu’elles ne soient entièrement construites, alors qu’un
1. https ://developer.mozilla.org/fr/docs/JavaScript
2. http ://www.php.net
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appel JavaScript intervient de manière asynchrone. Par conséquent, il n’est pas
bloquant pour l’a chage des pages. En cas de défaillance du service, ou si le temps
de réponse dépasse un certain seuil (expiration de l’appel), les recommandations
ne seront pas a chées mais cela n’aura pas d’impact sur le reste de l’a chage des
blogs.
Afin d’éviter ces problèmes d’expiration, la seconde contrainte imposée est un
temps de réponse de notre service inférieur à la seconde. Cela permet également
d’éviter de consommer trop longtemps des ressources (temps de calcul, mémoire)
qui pourraient être nécessaires à un autre processus. Cette contrainte nous a
conduit à l’abandon des mesures de sélection kmeans et topcateg présentées dans
notre proposition théorique en section 4.4.
La dernière contrainte concerne la maîtrise de la charge induite par l’activation
du service de recommandation. Les serveurs supportent mal les montées en charge
brutales lors de l’activation d’un nouveau service. Il est par conséquent vital
d’assurer une montée en charge progressive pour laisser aux serveurs le temps
de s’optimiser. Pour répondre à cette contrainte, nous avons mis en place deux
paramètres de configuration gérant l’activation des recommandations :
— un premier paramètre permet de définir un groupe de blogs cibles pour l’af-
fichage des recommandations. Trois groupes sont définis pour la plateforme
OverBlog : les blogs “délaissés”, c’est-à-dire sans activité depuis plus de 45
jours, les blogs “Premium” pour lesquels les clients payent un ensemble de
services additionnels, et les blogs qui n’entrent dans aucune des deux caté-
gories précédentes. Un quatrième groupe englobant les trois précédents est
également défini.
— le second paramètre permet de se restreindre à un sous-ensemble du groupe
précédemment choisi. Pour cela, le modulo de l’identifiant du blog est
utilisé. Seul les blogs dont le modulo est égal à 1 sont utilisés pour
l’expérimentation. Ainsi, en fixant le modulo à 10, 10% des blogs seront
concernés. En le positionnant à la valeur 2, 50% des blogs proposeront des
recommandations selon notre approche.
Ce principe est particulièrement intéressant également dans la phase d’évaluation
pour mesurer l’impact de nos propositions sur une partie du système pendant que
l’autre partie fonctionne sans nos propositions. La configuration des recommanda-
tions peut être mise à jour à n’importe quel moment sans qu’aucune modification
du code source ne soit nécessaire, et ce afin de pouvoir intervenir en temps réel sur
le service.
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5.3 Outils de supervision
Afin de suivre le déroulement des expérimentations, des outils de supervision
ont été mis en place sur la plateforme OverBlog. Ces outils peuvent être classés en
deux groupes :
— ceux permettant le contrôle de la charge opérationnelle ;
— et ceux assurant le suivi des performances des recommandations.
Ces outils sont développés à l’aide de technologies Web et sont présentés sous
forme de graphiques pour en faciliter la lecture. Les équipes techniques et de
recherche peuvent donc y accéder depuis un simple navigateur Web.
Les outils de contrôle de la charge opérationnelle étant déjà en place à
mon arrivée, je n’ai assuré que le développement des outils spécifiques aux
recommandations.
Cette section se contente de présenter les graphiques utilisés lors de l’expéri-
mentation. Ils seront analysés dans la section 5.6, consacrée aux résultats.
5.3.1 Contrôler la charge opérationnelle
Cette première série d’outils a pour objectif d’évaluer l’impact du modèle sur
l’infrastructure de la plateforme OverBlog. Il ne s’agit pas d’outils spécifiquement
mis en place pour nos expérimentations, mais d’indicateurs développés et utilisés
au quotidien par les équipes techniques d’OverBlog pour surveiller la plateforme
dans son ensemble.
Ces graphiques, développés grâce au langage PHP et à l’outil RRD 1, sont mis
à jour toutes les cinq minutes et présentent les données pour la journée, la semaine,
le mois et l’année courants. Les données de chaque serveur supervisé sont collectées
par l’intermédiaire d’un script Perl 2 exécuté sur ces serveurs et sont centralisées
sur un serveur de supervision.
5.3.1.1 Charge des serveurs de bases de données
Le graphique présenté en figure 14 indique la charge CPU des di érents serveurs
de bases de données. La charge CPU correspond au nombre de processus mis en
attente faute de ressources disponibles. Elle est jugée acceptable si elle est inférieure
au nombre de cœurs disponibles sur le serveur.
La courbe rouge indique la charge actuelle. La courbe violette indique la charge
de la semaine passée et fait o ce de référence pour faciliter les comparaisons en
1. http ://oss.oetiker.ch/rrdtool/
2. http ://www.perl.org/
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Figure 14 – Suivi de la charge hebdomadaire d’un serveur de bases de données
cas d’écart à la normale.
Il est également possible de visualiser la charge cumulée des serveurs afin d’avoir
une vision globale de l’environnement de production (figure 15).
Figure 15 – Suivi de la charge cumulée quotidienne des serveurs de bases de
données
5.3.1.2 Charge des serveurs frontaux
Similairement aux graphiques de la charge des serveurs de bases de données, le
graphique en figure 16 présente la charge d’un serveur frontal. Il s’agit du serveur
en charge de la construction des pages Web et de leur transmission au client qui
les a chera. Il est également possible de visualiser la charge cumulée.
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Figure 16 – Suivi de la charge mensuelle d’un serveur frontal
Figure 17 – Temps de réponse moyen du moteur de recherche sur une période
d’une semaine
5.3.1.3 Temps de réponse des serveurs de recherche d’information
Le graphique présenté en figure 17 indique la proportion de requêtes soumises
au moteur de recherche qui aboutissent dans un certain intervalle de temps. Sur
cet exemple, nous pouvons voir qu’en moyenne les requêtes sont traitées :
— pour 25% en moins de 200ms ;
— pour 85% en moins de 1000ms ;
— pour plus de 95% en moins de 2500ms ;
— et pour moins de 5% en plus de 2500ms.
Une rupture importante au niveau du graphique est caractéristique d’une
défaillance du service et implique généralement une opération de maintenance.
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5.3.2 Suivre les performances des recommandations
En complément de ces outils de supervision dédiés à l’infrastructure, j’ai
mis en place des indicateurs spécifiques aux expérimentations afin d’évaluer les
performances en termes de qualité de recommandation de notre modèle. Pour
cela, j’ai utilisé les langages JavaScript et PHP ainsi que le service Google Charts 1
pour la génération des graphiques.
A chaque a chage de recommandations et à chaque clic, le serveur de
supervision est notifié et stocke les informations nécessaires à l’analyse.
L’unité de temps utilisée pour les di érents graphiques est la journée.
Les recommandations sont proposées à l’usager grâce à un pavé additionnel
(bloc de recommandations) intégré à la suite du billet. Chaque bloc comporte six
recommandations présentées sous la forme de vignettes associées au titre des billets
recommandés.
5.3.2.1 Taux de clics global sur les recommandations
Figure 18 – Taux de clics global
Le premier indicateur disponible est le taux de clics global (cf. figure 18), toute
mesure confondue.
1. https ://developers.google.com/chart/
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Le taux de clics correspond au ratio du nombre de clics par le nombre d’af-
fichages du bloc de recommandations. Ainsi, si chaque bloc de recommandations
aboutit à un clic, le taux sera égal à 1.
5.3.2.2 Taux de clics par mesure de sélection
Le taux de clics est également calculé pour chacune des mesures de sélection
employées lors des expérimentations. Afin de faciliter la comparaison entre les
mesures, toutes les données sont a chées sur un même graphique, comme présenté
en figure 19.
Figure 19 – Taux de clics par mesure de sélection
5.3.2.3 Position des clics
Le graphique présenté en figure 20 nous permet de suivre le positionnement des
clics au sein du bloc de recommandations. Ce type d’indicateur est très utile pour
comparer di érentes solutions de présentation des recommandations, par exemple
sous forme de listes ou de vignettes dans notre cas (figure 29).
5.3.2.4 Statistiques globales d’a chage
Les statistiques globales d’a chage (figure 21) indiquent le nombre global
d’a chages, le nombre de blogs uniques d’où sont issues les recommandations,
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Figure 20 – Position des clics
le nombre d’articles uniques sur lesquels des recommandations ont été proposées
aux visiteurs, ainsi que le nombre de visiteurs uniques.
Figure 21 – Statistiques globales d’a chage
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5.3.2.5 Nombre de blocs de recommandation calculés
En complément des indicateurs de charge, nous nous sommes intéressés au
nombre de blocs de recommandation calculés quotidiennement (figure 22). Ce gra-
phique est une base intéressante pour estimer les ressources requises par un nombre
d’a chages plus important (modulé par les paramètres de configuration présentés
en section 5.2) et facilite le dimensionnement de l’infrastructure matérielle.
Figure 22 – Nombre de blocs de recommandation calculés quotidiennement
Ces indicateurs étant en place, une phase de préparation des données utilisées
par les mesures d’intérêts a été nécessaire pour garantir un niveau de qualité
su sant des recommandations.
5.4 La préparation des données et des mesures
de sélection utilisées
La principale source de données utilisée par les di érentes mesures de sélection
est l’index du moteur de recherche de la plateforme. Il permet en e et d’accéder à
l’ensemble des caractéristiques des billets de blogs et d’évaluer la ressemblance en
termes de contenu entre une requête et un billet, ou entre deux billets.
Le moteur de recherche de la plateforme tel qu’il était à mon arrivée dans
l’entreprise sou rait de plusieurs problèmes :
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— les temps de réponse étaient trop longs pour que les mesures de sélection que
nous proposions soient en accord avec les contraintes industrielles imposées ;
— la qualité des résultats semblait inférieure à celle des approches de la
littérature. Cette intuition a été confirmée par une évaluation ;
— enfin l’index était pollué par des contenus peu qualitatifs (splogs par
exemple (Kolari et al., 2006)) dont la valeur ajoutée pour l’usager est faible.
Il a donc été indispensable de corriger ces trois problèmes avant d’envisager
d’implanter notre modèle.
Les solutions mises en œuvre sont présentées dans cette section. Nous nous
focalisons dans un premier temps sur l’amélioration du moteur de recherche
(section 5.4.1) qui doit aboutir à des meilleures performances au niveau des temps
de réponse, pour garantir la viabilité des mesures de sélection d’un point de vue
opérationnel, ainsi qu’au niveau de la qualité des résultats. Pour nous guider
dans cette démarche d’amélioration, nous avons tout d’abord analysé et évalué
le moteur de recherche existant. Les résultats obtenus ont ensuite été confrontés à
la littérature pour nous conduire à un nouveau moteur de recherche reposant sur
une solution open source.
Dans un second temps (section 5.4.2), nous nous intéressons brièvement à la
lutte contre les splogs et à l’identification des contenus de mauvaise qualité afin
d’obtenir une source de contenus qualitative.
5.4.1 Amélioration du moteur de recherche OverBlog
Afin de nous guider dans le processus d’amélioration du moteur de recherche,
nous avons tout d’abord établi un état des lieux de l’existant, nécessaire pour
en comprendre le fonctionnement et les motivations. Ce bilan a également pour
objectif de mettre en exergue les di érences avec les autres approches de la
littérature afin d’identifier des axes d’amélioration.
5.4.1.1 Analyse de l’existant
Le moteur de la recherche interne à la plateforme OverBlog reposait initiale-
ment sur le module d’extension TSearch 2 1 du SGBD (Système de Gestion de
Base de Données) PostgreSQL 2. Cette extension fournit au SGBD un processus
d’indexation et des mesures de similarité applicables directement aux contenus
textuels stockés en base de données.
Les sous-sections suivantes se focalisent sur le processus d’indexation et le
1. http ://www.sai.msu.su/ megera/postgres/gist/tsearch/V2/
2. http ://www.postgresql.org
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modèle de recherche du moteur de recherche existant à mon arrivée.
Le processus d’indexation TSearch suit un processus d’indexation semblable
à l’approche présentée dans la section 1.4. Le titre et le corps du billet sont les
deux champs indexés. Le traitement est identique pour les deux champs :
— les termes sont tout d’abord extraits du contenu ;
— ensuite intervient l’élimination des “mots vides” ;
— les termes restants sont alors racinisés en utilisant l’algorithme de Porter
(1980) ou ses variantes en fonction de la langue ;
— enfin, une phase d’analyse statistique associe chaque terme à l’ensemble de
ses positions dans le document.
A l’issue de ce traitement, chaque document est représenté par deux vecteurs de
termes : un pour le titre et un pour le corps. Les positions des termes sont utilisés
par le modèle de recherche présenté ci-après.
Le modèle de recherche TSearch repose sur le modèle de recherche Cover
Density Ranking proposé par Clarke et al. (2000) et présentant des performances
proches du modèle BM25 (Robertson et al., 1995). Le choix de ce modèle a été
motivé par le fait que, contrairement à BM25 ou TF-IDF (Spärck Jones, 1972),
il n’est pas nécessaire d’avoir accès à l’ensemble de la description du langage
d’indexation (index inversé) pour calculer la similarité (document, requête).
L’implantation du modèle au sein du SGBD est alors facilitée. L’espace disque
lié à la création des index inversés est également économisé.
L’ordonnancement des résultats s’e ectue en deux temps. Tout d’abord, les
documents sont regroupés en classes en fonction du nombre de termes distincts de
la requête qu’ils possèdent. Les documents les plus pertinents seront ceux qui ont
le plus de termes en commun avec la requête.
Les documents sont ensuite ordonnés pour chaque classe en déterminant leur
densité de couverture. Pour chaque document, on détermine les sections (les
couvertures) du document qui contiennent l’ensemble des termes en commun avec
la requête. Les couvertures sont définies par la position du premier terme pi et par
la position du dernier terme qi qui la composent. Une couverture (pi, qi) ne peut
pas être contenue dans une autre.
Soit C = {(p1, q1), (p2, q2), . . . , (pn, qn)} l’ensemble des couvertures d’un docu-
ment. Le score du document est défini par :
S(C) =
nÿ
j=1
I(pj, qj)
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Tel que :
I(p, q) =
I
⁄
q≠p+1 si q ≠ p+ 1 > ⁄
1 sinon
Avec :
— (pj, qj) une couverture du document ;
— pj la position d’un terme, qj la position d’un autre terme telles que pj < qj ;
— et ⁄ une constante, dont la valeur est fixée à 4 dans (Clarke et al., 2000).
Le score associé à un ensemble de couvertures repose sur deux hypothèses :
— plus la couverture est petite, plus il est probable que le texte associé à cette
couverture soit pertinent ;
— plus le document possède de couvertures, plus la probabilité qu’il soit
pertinent est importante.
En raison de la volumétrie considérable (environ 20 millions de billets lors
de l’évaluation), l’index est découpé par trimestre, selon la date de création des
billets. Une heuristique exploitant ce découpage a été mise en place pour tenter
d’améliorer les temps de réponse. Ainsi on recherche d’abord les documents les
plus récents, puis, si leur nombre n’est pas su sant, la recherche se poursuit au
sein des trimestres précédents.
5.4.1.2 Protocole d’évaluation de TSearch
Afin d’évaluer les performances du modèle de recherche TSearch, nous avons
utilisé le corpus de référence TREC 8, ainsi que les outils TrecEval et Terrier,
largement utilisés par la communauté de recherche d’information.
Le corpus TREC 8 Pour mener l’évaluation du moteur de recherche existant,
nous avons utilisé le corpus de la campagne TREC 8 adhoc, constitué de 528155
documents en langue anglaise. L’évaluation porte sur 50 requêtes fournies avec le
corpus et les jugements de pertinence (qrels). Plus de détails sont disponibles sur
le site de TREC 1 .
TrecEval TrecEval 2 est un outil maintenu et utilisé par la communauté
TREC pour évaluer les systèmes de recherche d’information. TrecEval permet de
calculer di érentes métriques couramment employées en recherche d’information
(Précision, Rappel, MAP, . . . ) à partir de la liste des jugements de pertinence des
documents par requête et de la liste des documents restitués par un système pour
chacune de ces requêtes. L’outil permet en réalité de calculer la valeur de plus de
1. http ://trec.nist.gov
2. http ://trec.nist.gov/trec_eval/
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100 mesures de performance sur chaque requête évaluée ; nous avons présenté dans
le chapitre 3 les mesures que nous avons utilisées tout au long de ce travail.
La plateforme Terrier Terrier 1 est une plateforme Java open source dévelop-
pée et maintenue par l’Université de Glasgow. En plus d’un moteur d’indexation,
Terrier implante plusieurs modèles de recherche (par exemple les modèles TF-IDF,
BM25, . . . ) et permet donc de comparer les performances de ces modèles pour un
même corpus et un même processus d’indexation.
5.4.1.3 Résultats de l’évaluation de TSearch
Suite à l’indexation du corpus, réalisée de manière analogue avec TSearch et
la plateforme Terrier, nous avons calculé les métriques permettant d’évaluer les
performances des di érentes approches et de les comparer entre elles.
La figure 23 présente les courbes Rappel/Précision pour les trois modèles
comparés. Nous constatons que les performances de TSearch sont en deçà de celles
des modèles BM25 et TF-IDF. Ces deux derniers modèles ont quant à eux des
performances très similaires (les courbes sont superposés).
Figure 23 – Courbes Rappel/Précision des modèles TSearch, TF-IDF et BM25
pour le corpus TREC 8
Ces constatations se confirment au travers de la MAP (cf. figure 24) où nous
notons un écart important entre les modèles de la littérature et celui utilisé par
1. http ://www.terrier.org
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TSearch. Les résultats obtenus avec les modèles BM25 et TF-IDF sont encore très
proches.
Figure 24 – Comparaison de la MAP des modèles TSearch, TF-IDF et BM25
pour le corpus TREC 8
Ces résultats confirment nos intuitions concernant les performances de TSearch
inférieures aux approches de la littérature. L’utilisation d’un modèle alternatif
constitue donc un premier axe d’amélioration.
5.4.1.4 Vers une solution alternative à TSearch : Apache Solr
Pour apporter une réponse aux lacunes de TSearch, nous avons mené un
comparatif de solutions open source alternatives disponibles sur le marché. Ce
comparatif nous a conduit à retenir le moteur de recherche Apache Solr 1. Les
principaux arguments en sa faveur sont :
— sa licence open source autorisant l’adaptation de la solution à nos besoins ;
— son coût limité de mise en œuvre ;
— la présence d’une communauté importante et active garantissant le support
et la pérennité de l’outil ;
— des performances reconnues par une vaste communauté et proches des
modèles de la littérature ;
— la maturité du projet ;
— et son déploiement sous la forme d’un service externe qui facilite grandement
son intégration dans une architecture existante.
Solr a également été comparé aux autres approches sur des collections de
référence TREC (cf figure 25). Solr a donc été configuré pour suivre le même
1. http ://lucene.apache.org/solr/
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processus d’indexation que TSearch sur la plateforme OverBlog. Ses bonnes
performances ont également permis d’indexer des caractéristiques supplémentaires
des documents et de s’a ranchir de l’heuristique complexe utilisée par TSearch
pour la recherche par trimestre. Afin d’exploiter les caractéristiques des blogs,
l’ordonnancement des résultats tient compte à la fois de l’importance des di érentes
éléments indexés (titre, corps, tags, . . . ) et de la fraîcheur des documents, c’est-à-
dire de leur date de publication.
5.4.1.5 Bilan un mois après la migration de TSearch à Solr
Afin de montrer l’amélioration des performances induite par le passage de
TSearch à Solr, nous avons procédé à une évaluation de deux mois (du 7 octobre
2010 au 6 décembre 2010) durant lesquels nous avons utilisé successivement les
deux solutions. Ainsi, l’ensemble des requêtes du premier mois ont été soumises à
TSearch, et celles du second mois (à partir du 7 novembre 2010) ont été traitées par
Solr. Les deux moteurs de recherche ont fonctionné parallèlement afin de pouvoir
passer de l’un à l’autre au besoin.
L’évaluation repose sur :
— les performances basées sur des métriques de recherche d’information ;
— les performances opérationnelles évaluées au travers des temps de réponse
et des taux de clics.
Une pertinence accrue des résultats Similairement à l’évaluation de TSearch,
nous avons comparé le modèle de recherche de Solr au modèle TF-IDF sur la col-
lection TREC 8. Ce choix a été motivé par le fait que le modèle de Solr dérive de
TF-IDF mais n’est pas identique à l’approche implantée dans Terrier, et que les
performances entre BM25 et TF-IDF sont quasiment identiques.
La figure 25 présente les courbes Rappel/Précision des trois modèles comparés.
Nous constatons que les courbes de TF-IDF et de Solr sont très proches. Les
performances du modèle TSearch demeurent inférieures à celles des autres modèles.
Ces résultats se confirment dans la figure 26. Nous notons en e et que la MAP
suit la même tendance. TF-IDF et Solr sont proches et dépassent TSearch.
De meilleurs temps de réponse La figure 27 présente la proportion de
requêtes traitées en dessous d’un certain temps selon la légende suivante :
— Vert clair : moins de 200ms (millisecondes) ;
— Vert foncé : entre 200ms et 1000ms ;
— Bleu : entre 1000ms et 2500ms ;
— Rouge : entre 2500ms et 10000ms ;
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Figure 25 – Comparaison des courbes Rappel/Précision des modèles TSearch,
Solr et TF-IDF pour le corpus TREC 8
Figure 26 – Comparaison de la MAP des modèles TSearch, Solr et TF-IDF pour
le corpus TREC 8
— Noir : plus de 10000ms.
Nous constatons que le passage à Solr conduit à une amélioration importante
des temps de réponse. La proportion de requêtes répondant en moins de 200ms
représente plus de 10% des requêtes contre moins de 1% avec TSearch. 70% des
requêtes sont traitées en moins de 1000ms et 90% en moins de 2000ms. Enfin, les
requêtes supérieures à 10000ms ont été complètement éliminées.
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Figure 27 – Temps de réponse du moteur de recherche avant et après la migration
à Solr
Une utilisation accrue de la part des visiteurs L’amélioration des perfor-
mances se traduit également par une utilisation accrue du moteur de recherche
suite à la migration, comme le montre le tableau 7. Bien que la croissance du
nombre de recherches uniques soit modérée (+6,8%), et que cette croissance pour-
rait être une conséquence de l’augmentation normale du trafic de la plateforme,
nous constatons une forte augmentation du nombre de clics générés (+31%). Le
taux de clics connaît par conséquent une croissance de près de 26%.
Métrique Moteur de recherche Valeur Écart
Recherches uniques TSearch 36668
Solr 39343 +6,8%
Clics générés TSearch 8147
Solr 11803 +31%
Taux de clics TSearch 22,2%
Solr 30% +26%
Table 7 – Statistiques d’utilisation du moteur de recherche d’OverBlog avant et
après la migration de TSearch à Solr
75
5.4.1.6 Conclusions sur l’amélioration du moteur de recherche
Les di érents indicateurs mis en place ont montré une amélioration des
performances du moteur de recherche à plusieurs niveaux :
— l’amélioration du taux de clics et de la MAP traduit une pertinence des
documents restitués accrue ;
— les temps de réponse ont quant à eux été réduits et rendent l’utilisation des
mesures d’intérêts possibles ;
Les résultats détaillés de cette évaluation et du bilan de la migration font l’objet
d’un rapport de recherche (Dudognon, 2010).
Le second axe envisagé pour garantir une meilleure qualité des recommanda-
tions est la mise en place d’outils de lutte contre les splogs et de critères de qualité.
Les travaux menés en ce sens sont présentés dans la section suivante.
5.4.2 Qualité des données et lutte contre les splogs
La sélection des documents doit garantir un certain niveau de qualité afin de
proposer aux visiteurs des recommandations qui les amèneront à avoir confiance
en l’outil et à l’adopter (Sarwar et al., 2000a). L’aspect qualitatif des recomman-
dations est dégradé par la présence de splogs. Il est également conditionné par des
critères “esthétiques” régissant la présentation des recommandations.
5.4.2.1 Détecter et supprimer les splogs
La détection et l’élimination des splogs s’e ectuent à deux niveaux :
— lors de la création d’un nouveau blog sur la plateforme ;
— et lors de la publication de nouveaux billets.
La première solution est une étape préventive visant à éviter la création de splogs.
La seconde solution est curative et consiste à éliminer des splogs déjà présents sur
la plateforme.
Prévenir plutôt que guérir La prévention est la moins coûteuse des deux
options. Elle permet en e et d’éviter la consommation de ressources (espace disque,
consommation mémoire, temps de calcul, . . . ) par les splogs. Deux stratégies ont
donc été mises en place pour prévenir la création de splogs.
La première stratégie repose sur un service de prédiction permettant de
déterminer si un blog est potentiellement un splog. Cette prédiction se base sur
l’analyse de l’adresse de courriel et du nom de domaine utilisés lors de l’inscription
à la plateforme, ainsi que sur une base d’apprentissage contenant des blogs
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“légitimes” et des splogs. Le modèle utilisé est le modèle C4.5 proposé par Quinlan
(1993).
A chaque inscription, le service de prédiction est appelé et retourne une note
de confiance. Si cette note est en dessous d’un certain seuil alors le formulaire
est complété par un CAPTCHA (Completely Automated Public Turing test to
Tell Computers and Humans Apart) (Von Ahn et al., 2003), c’est-à-dire d’un
test permettant de distinguer un usager humain d’un programme informatique.
L’inscription ne peut être validée que si le résultat du test est positif.
La seconde stratégie consiste à interdire la publication aux usagers n’ayant pas
validé leur compte par courriel. Suite à l’inscription, un courriel comportant un
lien hypertexte est envoyé à l’adresse renseignée dans le formulaire d’inscription.
Ce lien hypertexte conduit à la validation du compte de l’usager et permet donc
d’autoriser la publication de contenus.
La collection a cependant été polluée avant la mise en place de ces deux
stratégies. Une phase curative est donc nécessaire pour éliminer les splogs déjà
présents.
La suppression des splogs existants A partir des mêmes données d’appren-
tissage que celles utilisées pour le service de prédiction à la création, nous avons
construit un modèle de prédiction reposant sur les caractéristiques des blogs de
cette base d’apprentissage. Plusieurs indicateurs ont été définis pour caractériser
ces blogs, comme par exemple le nombre de billets rédigés, le nombre moyen de
liens hypertexte par billet, la longueur des billets ou encore la période d’activité
du blog.
Une fois le modèle de prédiction établi, nous avons pu procéder à l’analyse de
l’ensemble de la collection. Un indice de confiance ainsi qu’une étiquette (“splog”
ou “valide”) ont été attribués à chacun des blogs de la plateforme. Les blogs jugés
“valides” ont été ignorés. Les blogs étiquetés comme “splogs” et ayant un indice
de confiance élevé ont été éliminés automatiquement. Les blogs restants ont quant
à eux été validés manuellement.
5.4.2.2 Des critères de qualité pour sélectionner les contenus
Un ensemble de critères, auxquels doivent répondre les billets recommandés, a
été fixé arbitrairement par l’équipe en charge de la définition des besoins et des
spécifications du produit. Il s’agit par exemple d’un nombre minimal de caractères
pour le titre et le corps du billet, de la présence d’une image de qualité su sante
pour générer une vignette, ou du classement du blog selon une formule de “Blog
Rank” propre à la plateforme OverBlog (qui tient compte de l’activité du blogueur,
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de sa popularité, de son influence, . . . ).
Figure 28 – Exemple de billet de blog pour lequel des recommandations sont
proposées
L’objectif premier de ces critères est de garantir l’esthétique de l’a chage des
recommandations, et ce en respectant la charte graphique du blog sur lequel elles
apparaissent. Ainsi, pour le billet illustré en figure 28, les recommandations seront
proposées aux visiteurs sous la forme d’un pavé additionnel faisant suite au billet.
Ce pavé est présenté en figure 29.
5.4.3 Mesures de sélection utilisées
Compte tenu des performances mesurées lors de l’expérience utilisateur et des
contraintes industrielles imposées, les mesures blog, mlt et search ont été retenues
à l’issue de la phase de préparation des données pour l’implantation sur OverBlog.
Cette phase de préparation des données a conduit à la réduction de moitié de la
taille de la collection utilisée pour générer des recommandations, ramenant sa taille
à 12 millions de billets. Les mesures topcateg et kmeans ont été éliminées car non
viables sur le système en ligne en raison d’un temps de calcul trop important.
Afin de faire valider notre système de recommandation par l’équipe technique,
nous avons réalisé un test de performance simulant le calcul des recommandations
pour 20 billets en parallèle et pour un total de 10000 billets.
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Figure 29 – Exemple de bloc de recommandations présenté aux visiteurs
Temps de réponse (en ms) Nombre de requêtes Proportion cumulée
inférieur à 100ms 122 1.22%
entre 100ms et 200ms 305 4.27%
entre 200ms et 300ms 401 8.28%
entre 300ms et 400ms 911 17.39%
entre 400ms et 500ms 1365 31.04%
entre 500ms et 600ms 1505 46.09%
entre 600ms et 700ms 1350 59.59%
entre 700ms et 800ms 1083 70.42%
entre 800ms et 900ms 880 79.22%
entre 900ms et 1000ms 626 85.48%
entre 1000ms et 2000ms 1340 98.88%
supérieur à 2000ms 112 100%
Table 8 – Répartition des requêtes au service de recommandation en fonction des
temps de réponse
Le temps de calcul moyen relevé lors du test est de 705ms. Le tableau 8 présente
le détail des résultats obtenus. Nous constatons que 85,48% des requêtes sont
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traités en moins de 1000ms (c’est-à-dire sous le seuil initialement fixé) et que
98,88% d’entre elles le sont en moins de 2000ms. Cet écart qui concerne moins de
15% des requêtes a été jugé acceptable par l’équipe technique. L’intégration du
système de recommandation au produit a donc été validée.
5.5 Architecture du système de recommandation
implanté
Conçu comme un service de recommandation externe et autonome, afin de
limiter l’impact sur le produit existant, le système de recommandation est interrogé
par la plateforme de blogs de manière asynchrone à l’aide d’un appel JavaScript.
Cette section a pour objectif de présenter l’infrastructure globale du système
de recommandation ainsi que son intégration au sein du produit existant. Elle se
focalise ensuite plus en détail sur les interactions entre les di érents composants
du système de recommandation, pour finalement en définir la structure.
La plateforme OverBlog suit un modèle d’architecture multi-tiers, composé de
trois couches distinctes :
— la couche présentation qui correspond à la partie visible de l’application et
gère les interactions avec les usagers ;
— la couche métier implémentant la logique métier de l’application. Elle o re
des services à la couche présentation ;
— et la couche d’accès aux données qui fournit de manière transparente à
la couche métier des données propres aux systèmes ou issues de services
externes.
Notre modèle se situe au niveau de la couche métier. Il assure également une
partie de l’accès aux données stockées. La figure 30 illustre cette intégration sous
la forme d’un service de recommandation.
Lorsqu’un usager accède à un billet, la couche présentation appelle de manière
asynchrone, et parallèlement à l’accès aux autres services de la plateforme
OverBlog, le service de recommandation. Cet appel est associé à un délai
d’expiration au-delà duquel il sera abandonné. En cas d’expiration, aucune
recommandation n’est a chée. Le calcul est cependant maintenu afin d’être en
mesure de fournir des recommandations lors du prochain appel.
Lors du premier appel au service de recommandation, la demande est transmise
à l’agrégateur qui se charge d’interroger les di érentes mesures de sélection dispo-
nibles. Chaque mesure extrait de la collection, en utilisant d’éventuelles sources
d’information complémentaires (par exemple des statistiques), les documents ré-
pondant à un intérêt particulier et leur associe un score. Les ensembles de couples
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Figure 30 – Schéma global de l’architecture du système de recommandation
implanté sur la plateforme OverBlog
document/score restitués par les mesures de sélection sont ensuite agrégés pour
produire une liste unique de recommandations. Chaque recommandation peut pro-
venir d’une ou plusieurs mesures de sélection. L’agrégateur transmet enfin cette
liste de recommandations au service de recommandation qui les sauvegarde de ma-
nière persistante en base de données. La liste est également placée pour une durée
de 24 heures dans une mémoire cache pour accélérer les accès aux données.
Lorsque des recommandations sont demandées pour un billet donné, le service
de recommandation vérifie d’abord s’il dispose d’éléments dans la mémoire cache.
Si aucun élément n’est trouvé, il interroge la base de données. Enfin, en l’absence
de recommandations en mémoire cache et en base de données, la demande de calcul
est transmise à l’agrégateur.
5.6 Évaluation du système de recommandation
intégré à OverBlog
Cette évaluation porte sur l’implantation du modèle proposé sur la plateforme
de blogs OverBlog. L’objectif est de vérifier, dans un contexte réel d’utilisation,
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Figure 31 – Diagramme de classes du service de recommandation
l’intérêt des recommandations fournies par notre modèle par rapport à des mesures
considérées indépendamment. Nous souhaitons également nous assurer que notre
modèle est compatible avec un passage à l’échelle.
Après avoir explicité le protocole d’évaluation mis en œuvre, nous présentons
les résultats obtenus sur OverBlog. L’évaluation se focalise sur l’usage des
recommandations par les usagers, ainsi que sur la viabilité du modèle d’un point
de vue économique, c’est-à-dire pour les éditeurs de plateforme de blogs.
5.6.1 Protocole et métriques utilisés
5.6.1.1 Protocole d’évaluation
Pour cette expérimentation, nous avons comparé les résultats de notre modèle
aux mesures de sélection déjà intégrées à la plateforme OverBlog. Il s’agit des
trois mesures suivantes (dont les deux premières sont des variantes de mesures de
contenu) :
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— MoreLikeThis (mlt) : recherche dans la collection les billets de blogs
possédant également les termes les plus représentatifs du billet visité. Le
contenu global des billets est analysé ;
— SearchSim (search) : repose sur le contenu textuel des titres des billets
de blogs uniquement. Cette mesure favorise les billets de blogs ayant des
termes similaires aux termes du billet visité ;
— BlogArticle (blog) : retourne des billets appartenant au même blog que le
billet visité. Cette mesure ne tient pas du tout compte du contenu textuel.
Outre ces mesures, nous avons intégré une version simplifiée du modèle
d’agrégation (fused) présenté dans la section 4.5 pour construire la liste de
recommandations finale. Le choix d’une version simplifiée a été motivé par le fait
que le modèle est intégré à une plateforme en exploitation. La complexité de calcul
doit donc être limitée et maîtrisée pour ne pas mettre en péril l’ensemble de la
plateforme. Le modèle d’agrégation repose sur la sélection, pour chacune des trois
mesures de sélection précédentes, des deux recommandations ayant le meilleur
score. En assurant la représentativité de chaque mesure de sélection, le résultat
de cette agrégation o re une diversité des recommandations, et ce sur di érentes
dimensions (contenu, appartenance à un blog).
Les recommandations, au nombre de six, sont présentées dans un bloc
positionné à la suite d’un billet (cf. figure 29) et la mesure utilisée pour les
calculer (blog,mlt, search ou fused) est choisie aléatoirement pour chaque billet. Les
recommandations sont ensuite figées pour chaque billet qui se trouve finalement
associé à une et une seule mesure.
Dans le cas de la mesure agrégée fused, quatre recommandations provenant
de chaque mesure d’intérêts sont extraites. La liste finale présente également six
recommandations en sélectionnant deux éléments de chaque mesure. Les éléments
non utilisés serviront lors de la phase d’apprentissage.
Quelle que soit la mesure utilisée, la liste est présentée dans un ordre aléatoire
afin d’éliminer le biais lié à la position des recommandations. En e et, les premiers
résultats sont généralement ceux qui rassemblent le plus grand nombre de clics.
Ceci s’est confirmé dans le cas de notre expérimentation où nous avons constaté
que les deux premières recommandations de la liste totalisaient un nombre de clics
plus important. Ce constat est illustré dans la figure 32 qui montre la répartition
moyenne des clics en fonction de la position des recommandations dans la liste.
Pour l’apprentissage, seuls les billets associés à la mesure fused ont été utilisés.
Il s’agit en e et des seuls billets disposant de recommandations issues de chaque
mesure de sélection, et permettant ainsi l’ajustement des proportions. Lors de cet
ajustement, la liste finale contient au minimum une recommandation de chaque
mesure. Les trois recommandations restantes sont sélectionnées en fonction des
taux de clics précédemment enregistrés pour le billet.
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L’expérimentation s’est décomposée en trois périodes :
Période 1 Pendant un mois, nous avons comparé notre mesure diversifiée (fused)
aux trois autres mesures de sélection considérées individuellement. L’objec-
tif est d’évaluer l’intérêt de l’agrégation pour la diversité et la satisfaction
des usagers.
Période 2 Cette seconde période de quinze jours vise les mêmes objectifs que la
période 1 pour consolider les résultats obtenus.
Période 3 Durant un mois, seule la mesure diversifiée est proposée. Les propor-
tions de recommandations issues de chaque mesure ont été ajustées suite
à une phase d’apprentissage exploitant les taux de clics, selon la méthode
présentée en section 4.6.
Les métriques utilisées pour l’évaluation sont présentées dans la section
suivante.
5.6.1.2 Métriques
Deux types de métriques ont été utilisés au cours de l’expérimentation. Un
premier ensemble d’indicateurs a pour objectif de contrôler les éventuels biais
identifiés, alors que le second groupe se focalise sur les performances des mesures
de sélection.
Contrôler les biais Deux biais majeurs ont été identifiés. Le premier concerne
la présentation des résultats : en e et, les premiers résultats de la liste sont ceux qui
Figure 32 – Répartition des clics en fonction de la position des recommandations
(le format de six recommandations est imposé par la société OverBlog)
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totalisent le plus de clics (Craswell et al., 2008). Cette influence de la position des
recommandations sur le taux de clics s’est e ectivement confirmée lors de notre
expérimentation, comme le montre la figure 32. Ceci justifie l’ordonnancement
aléatoire des recommandations à chaque a chage afin de ne pas favoriser une
mesure plutôt qu’une autre.
Le second biais concerne la répartition des a chages de manière équitable entre
les quatre mesures comparées (fused, blog, mlt et search). Le tableau 9 prouve que
les quatre mesures ont été proposées aux usagers dans des proportions analogues.
Mesure Période 1 Période 2
blog 23,76% 24,14%
mlt 24,14% 23,61%
search 26,30% 27,16%
fused 25,80% 25,09%
Table 9 – Répartition des a chages en fonction des mesures de sélection
Déterminer les performances des mesures de sélection Afin d’évaluer les
performances de notre modèle et des di érences mesures de sélection agrégées, nous
avons employé le taux de clics sur les recommandations proposées. Le taux de clics
est une approximation de la pertinence perçue par les usagers souvent retenue pour
l’évaluation de systèmes en ligne, c’est-à-dire sans collection de référence (Joachims
et al., 2005) (Chapelle et Zhang, 2009) (Guo et al., 2009).
Ce taux de clics a été mesuré à trois niveaux :
— globalement, c’est-à-dire indépendamment des mesures utilisées ;
— pour chaque mesure de sélection considérée individuellement ;
— et au niveau de la mesure fused afin de déterminer la provenance des
recommandations cliquées.
La section suivante présente les taux de clics obtenus au cours des di érentes
phases de l’expérimentation et permettant de justifier notre proposition dans un
contexte industriel.
5.6.2 Résultats de l’évaluation
L’évaluation du système de recommandation s’étend sur une période de deux
mois et demi :
— un mois et demi a été consacré à l’évaluation de l’agrégation ;
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— le mois restant a, quant à lui, été dédié à l’évaluation du processus
d’apprentissage.
5.6.2.1 L’évaluation de la phase d’agrégation
Dans le but de démontrer l’apport de l’agrégation de mesures de sélection de
natures di érentes, nous nous sommes dans un premier temps focalisés uniquement
sur la comparaison des mesures considérées individuellement avec notre mesure
agrégée fused. Pour cela, les quatre mesures ont été utilisées parallèlement au
cours d’une période d’un mois, puis lors d’une seconde période de quinze jours.
Durant la première période (août 2012), le bloc de recommandations a été
a ché 886 041 fois. Le tableau 10 précise le taux de clics moyen relevé pour
chacune des mesures utilisées. Nous notons qu’en moyenne, et indépendamment
des mesures utilisées, le taux de clics a été de 3.89%. Nous constatons également
que les trois mesures de la plateforme OverBlog ont un taux de clics inférieur à
4% alors que notre modèle conduit à un taux de clics supérieur (4,70%). Ceci
démontre l’intérêt de l’approche d’agrégation par rapport aux mesures considérées
individuellement.
Mesure Taux de clics
mlt 3,55%
search 3,95%
blog 3,49%
fused 4,70%
Moyenne 3,89%
Table 10 – Taux de clics moyen par mesure de sélection lors de la première période
de l’évaluation de l’agrégation
La figure 33 présente quant à elle l’évolution des taux de clics par mesure au
cours de cette même période. Elle confirme que notre modèle conduit à un meilleur
taux de clics tout au long de l’expérimentation.
Bien que les principes sur lesquels elles reposent soient très di érents, les
mesures de sélection utilisées obtiennent des taux de clics relativement proches
(par exemple 3,49% pour blog et 3,55% pour mlt). Ce constat vient appuyer les
résultats de l’étude utilisateur présentés en section 4.2. Ils confirment en e et que
les intérêts des usagers ne sont pas nécessairement liés à la proximité thématique
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Figure 33 – Taux de clics quotidien au cours de la première période d’évaluation
(août 2012)
des recommandations, et qu’ils peuvent être satisfaits par des recommandations
diversifiées.
Afin de consolider les résultats obtenus, nous nous sommes assurés qu’ils se
vérifiaient sur une seconde période de 15 jours (première quinzaine du mois de
septembre 2012), pendant laquelle le bloc de recommandations a été présenté 584
884 fois. Le tableau 11 et la figure 34 confirme les observations faites lors de la
première période : les taux de clics des mesures blog, mlt et search demeurent en
dessous de 4%, et notre modèle fused conduit à un taux de clics supérieur (4,1%).
Ceci se vérifie sur l’ensemble de la seconde période.
Entre les deux périodes d’évaluation, nous notons une baisse globale du taux
de clics et ce quelle que soit la mesure considérée. Le fait que les recommandations
soient pré-calculées, et qu’elles soient donc identiques d’une visite sur l’autre, peut
expliquer que l’intérêt qu’elles suscitent pour un visiteur récurrent sera réduit.
L’expérimentation étant réalisée sur une plateforme française, nous pourrions
penser que la période de vacances a eu une influence sur le temps passé sur la
plateforme, ce qui pourrait également expliquer la baisse du taux de clics. La
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Mesure Taux de clics
mlt 3,20%
search 3,77%
blog 2,72%
fused 4,10%
Moyenne 3,46%
Table 11 – Taux de clics moyen par mesure de sélection lors de la seconde période
de l’évaluation de l’agrégation (septembre 2012)
Figure 34 – Taux de clics quotidien au cours de la seconde période d’évaluation
de l’agrégation (du 3 au 18 septembre 2012)
figure 35 démontre que la durée des sessions utilisateur a été à peu près identique
au cours des deux périodes et permet par conséquent d’éliminer cette seconde
hypothèse.
L’intérêt de l’agrégation se traduit également au niveau de la répartition des
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Figure 35 – Comparaison de la durée des sessions utilisateurs au cours des deux
périodes d’évaluation de l’agrégation
clics entre les recommandations constitutives de la liste fused qui sélectionne
les deux meilleurs résultats de chacune des trois autres mesures. Le tableau 12
illustre la provenance des recommandations dans la mesure fused. Il montre
l’importante variété des recommandations, notamment au travers de la présence
non négligeable de la mesure blog (24.02% des clics en moyenne lors de la première
période). Nous constatons dans le même temps que les mesures de contenu, et plus
particulièrement search qui utilise les mots du titre, ont un impact plus important.
Ces résultats sont valables pour les deux périodes de l’évaluation.
Mesure Proportions
Période 1 Période 2
blog 24.02% 24,08%
mlt 28.00% 28,66%
search 47.98% 47,26%
Table 12 – Provenance des recommandations cliquées dans la mesure fused lors
de l’évaluation de l’agrégation
Chaque billet visité pouvant susciter des intérêts di érents, l’intégration d’un
processus d’apprentissage est justifiée car elle permet de moduler l’agrégation des
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mesures de sélection de façon plus précise. C’est ce que nous avons souhaité vérifier
au travers de l’évaluation de la phase d’apprentissage.
5.6.2.2 L’apprentissage améliore les performances
L’apprentissage a pour objectif de conduire à des recommandations plus
proches des intérêts réels des usagers. Pour évaluer son apport, nous avons
considéré les clics comme des jugements d’intérêt, et nous les avons utilisés pour
favoriser, ou au contraire pénaliser, certaines mesures de sélection au moment de
l’agrégation.
Suite à la phase d’apprentissage, les trois mesures ont été agrégées de la manière
suivante :
— une recommandation est extraite de chaque mesure de sélection (celle ayant
le meilleur score). Nous obtenons alors une première sélection de trois
recommandations où toutes les mesures sont représentées ;
— les trois recommandations manquantes sont ensuite sélectionnées en fonc-
tion du taux de clics des mesures de sélection pour le billet visité.
Si nous supposons un billet ayant totalisé six clics sur les recommandations
provenant de la mesure blog, trois sur celles de la mesure mlt, et aucun pour la
mesure search, et en respectant les principes évoqués précédemment, la liste finale
comportera :
— trois recommandations issues de la mesure blog ;
— deux recommandations issues de la mesure mlt ;
— et une recommandation issue de la mesure search.
Les listes de recommandations ont donc été recalculées en intégrant les données
issues de l’apprentissage. L’évaluation a ensuite été menée durant une période
d’un mois où seule la mesure fused a été présentée aux visiteurs de la plateforme.
Le taux de clics moyen relevé au cours de cette période est de 5,43%. Cette
valeur est nettement supérieure au taux de 4,7% constaté lors de l’évaluation
de l’agrégation. La figure 36 montre l’évolution de ce taux de clics au cours de
l’expérimentation. Nous observons la même tendance que lors de l’évaluation de
l’agrégation : le taux de clics baisse progressivement et s’explique de notre point
de vue essentiellement par le fait que les recommandations sont figées pour toute
la durée de l’expérimentation. Leur intérêt est là encore réduit pour les visiteurs
ayant déjà vu le billet.
Le tableau 13 présente la répartition des clics en fonction des mesures d’intérêts
agrégées. Nous constatons que le taux de clics de la mesure search s’est maintenu,
et que celui de la mesure blog a légèrement baissé au profit de celui de la mesuremlt.
Le taux de clics de la mesure blog reste cependant au dessus de 20%. Cette mesure
apporte une part non négligeable de recommandations pertinentes qui n’auraient
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Figure 36 – Taux de clics quotidien lors de l’évaluation de l’apprentissage
pas été restituées en utilisant uniquement des mesures reposant sur le contenu.
Notre liste diversifiée est donc à même de satisfaire un panel plus large d’intérêts.
Ces résultats s’avèrent à nouveau conformes aux attentes évoquées à l’issue de
l’étude utilisateur présentée en section 4.2. Ils valident notre modèle en termes de
satisfaction des usagers dans un contexte industriel.
Il convient à présent de s’assurer de la viabilité de notre proposition pour
un éditeur de plateforme de blogs, c’est-à-dire du point de vue des performances
opérationnelles, du passage à l’échelle et du modèle économique.
5.6.2.3 Viabilité de la proposition d’un point de vue industriel
Volumétrie et passage à l’échelle L’expérimentation a été réalisée dans un
contexte réel qui implique une volumétrie conséquente. La collection d’où ont été
extraites les recommandations comporte environ vingt millions de billets.
Les recommandations n’ont été calculées que durant les périodes 1 et 2 de
l’expérimentation qui s’étendent sur une durée totale d’un mois et demi. Elles sont
associées à 632745 billets di érents répartis sur 84012 blogs qualifiés de “délaissés”,
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Mesure Proportions
blog 20,89%
mlt 31,59%
search 47,52%
Table 13 – Provenance des recommandations cliquées dans la mesure fused lors
de l’évaluation de l’apprentissage
c’est-à-dire sans activité (publication, connexion à l’interface d’administration,
. . . ) du blogueur depuis au moins 45 jours (cette durée d’inactivité est fixée
arbitrairement par l’équipe chargée des spécifications de la plateforme OverBlog).
Sur cette même période, les blocs de recommandations ont été proposés près de
1,5 millions de fois aux visiteurs.
Malgré ces volumes de données conséquents, le système de recommandation
implanté garantit un temps de réponse inférieur à la seconde et est ainsi viable sur
le plan opérationnel et à grande échelle.
Modèle économique Notre modèle se justifie également sur le plan économique.
En e et, un taux de clics de 5,63% est jugé comme important. En considérant le
trafic mensuel de la plateforme OverBlog, estimé à 34 millions de pages vues 1, ce
taux de clics conduirait à une augmentation du trafic de près de deux millions de
pages vues par mois. Une fois monétisée, ceci se traduirait par une augmentation
des revenus publicitaires de OverBlog estimée à plus de 110000e par an.
1. ComScore, http ://www.comscore.com, décembre 2012
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Conclusion et perspectives
Les usagers ont des attentes di érentes vis-à-vis de l’information. Tout système
qui vise à apporter des réponses pertinentes à leurs besoins doit prendre en
compte cet état de fait. Les systèmes de recherche d’information ainsi que les
systèmes de recommandation, qu’ils emploient des approches basées sur le contenu
ou le filtrage collaboratif, ont cette ambition. Pour répondre au mieux à cette
pluralité d’intérêts, la communauté s’est orientée vers la notion de diversité. Il
s’agit de proposer des informations variées plutôt que similaires. Nos travaux se
sont ainsi orientés vers la prise en compte de la diversité au sein des systèmes de
recommandation dans une dimension théorique par la définition d’un modèle, et
une dimension pratique par son évaluation et son intégration dans la plateforme
d’hébergement de blogs Overblog, o re de Ebuzzing Group, groupe leader européen
du média social.
Cette thèse propose une nouvelle approche qui o re une solution au problème
du démarrage à froid et au sur-apprentissage. En e et, les systèmes de recomman-
dation usuels ont tendance à sou rir du sur-apprentissage qui conduit à proposer
toujours les mêmes items aux utilisateurs. Par ailleurs, il leur est également di cile
de recommander des items nouveaux et/ou des items à de nouveaux utilisateurs
pour lesquels les profils sont inconnus.
Notre approche s’appuie sur la diversité des recommandations pour résoudre
ces problèmes en suggérant, par des mesures de sélection particulières, des items
qui n’auraient pas été suggérés par un filtrage collaboratif ou par des approches
basées uniquement sur le contenu.
Nous ne posons aucune hypothèse préalable sur les intérêts de l’usager et nous
ne considérons que le seul document visité comme référence pour la phase de
recommandation. La variété des intérêts que ce document peut susciter est traduite
par l’emploi de plusieurs mesures de sélection. Ces dernières donnent lieu, après
agrégation, à une liste unique et diversifiée de recommandations. Cette diversité
permet de maximiser la satisfaction de l’usager.
Par ailleurs, notre approche s’appuie également sur un rafraîchissement
récurrent des connaissances stockées (informations sur les parcours d’usagers,
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sur les contenus, sur la pertinence des items recommandés inférée par les clics)
qui permet une pondération adaptative des contributions de chaque mesure de
sélection dans les recommandations et leur ordonnancement.
En complément du modèle proposé, cette thèse se concrétise à travers plusieurs
contributions, tant d’un point de vue théorique, que d’un point de vue pratique et
industriel.
Une première étude inspirée des travaux de Lee (1997) nous a tout d’abord
permis de valider les hypothèses sur lesquelles repose notre modèle. Cette étude a
été menée sur la collection TREC 3, mais également sur la collection de référence
TREC Web 2009, plus représentative du Web. Nous avons ainsi démontré que :
— di érentes mesures de sélection conduisent à des documents pertinents
di érents, et ce même lorsqu’elles s’attachent à satisfaire un objectif
commun ;
— l’agrégation de ces mesures améliore la précision ;
— l’agrégation de mesures di érentes impacte positivement la diversité des
recommandations.
Nous avons également souligné le fait que les documents pertinents sont majoritai-
rement localisés en tête de liste, et qu’il est par conséquent tout à fait légitime de se
limiter à l’agrégation de listes de résultats réduites, par exemple en ne considérant
que les 10 premiers documents.
Nous avons par ailleurs évalué notre modèle au travers de deux évaluations.
La première se matérialise par une expérience utilisateur. Cette évaluation a
permis de montrer que notre approche répond à un panel d’intérêts plus large,
tandis que les autres approches se focalisent sur les intérêts de la majorité des
utilisateurs. Les mesures traduisant la “sérendipité” produisent des résultats jugés
comme pertinents par les usagers, bien qu’éloignés de la thématique du document
visité, et qui ne sont restitués par aucune des mesures reposant sur le contenu.
La seconde évaluation a été menée dans un contexte industriel à grande échelle.
L’intégration de notre modèle à la plateforme OverBlog a permis de valider sa
viabilité sur le plan opérationnel, en respectant les contraintes de l’environnement
de production. Les taux de clics obtenus avec notre modèle sont également
supérieurs à ceux des approches non agrégées et non diversifiées. Le processus
d’apprentissage a finalement conduit à l’amélioration des performances de notre
modèle. Nous avons évalué monétairement l’apport de notre contribution et avons
montré qu’il était significatif. L’approche que nous avons développée au cours de
cette thèse a été intégrée au système commercial en ligne.
Les perspectives découlant de nos travaux sont nombreuses. Les premiers
travaux à mener portent sur l’amélioration des di érents composants du modèle.
Notre modèle étant générique, chaque composant peut être redéfini ou étendu.
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Les mesures de sélection constituent un premier axe d’amélioration. Nous
envisageons tout d’abord d’étendre le modèle en intégrant de nouvelles mesures
afin de couvrir une plus grande variété d’intérêts. Pour sélectionner de manière
plus pertinente les bonnes mesures, il est nécessaire de définir précisément les
typologies d’intérêts des usagers et de tendre vers une classification des mesures
de sélection. Certaines mesures sont en e et plutôt généralistes alors que d’autres
répondent au contraire à des intérêts très spécifiques. Une meilleure connaissance
des intérêts et des mesures associées conduiraient à une meilleure adaptabilité du
système. On pourrait ainsi imaginer des groupes de mesures à combiner qui soient
di érents en fonction du type des utilisateurs, des types d’informations gérées ou
de caractéristiques de l’information courante à partir de laquelle est produite la
liste de recommandations.
La phase d’agrégation pourrait également être améliorée en considérant des
fonctions di érentes. Il pourrait s’agir par exemple d’a ner les phases de sélection
et de fusion des listes de résultats.
Le dernier composant de notre méthode est le processus d’apprentissage qui
repose sur une stratégie d’interprétation des clics relativement simpliste. En e et,
chaque clic est interprété indépendamment et est considéré comme un jugement
positif. Bien que cette approche présente l’avantage de pouvoir être mise en place
facilement et qu’elle permet une amélioration notable des résultats (augmentation
de 20% du taux de clics), plusieurs biais ont été identifiés dans la littérature
concernant l’usage des clics comme indicateurs de la pertinence. Notre modèle
pourrait donc être complété en considérant des approches plus complexes comme
celle proposée par Guo et al. (2009) qui considèrent les sessions, c’est-à-dire
des clics multiples sur une même liste de résultats. D’autres approches, comme
(Laporte et al., 2012), montrent également que les clics peuvent traduire des
intérêts di érents.
Nous avons par ailleurs initié l’expérimentation de notre modèle avec une
collection de documents portant sur un autre domaine. Dans ce contexte, le taux de
clics moyen est nettement supérieur à celui constaté lors de nos expérimentations
sur la collection OverBlog (0,0990 contre 0,0389). Nous notons cependant que
notre modèle conduit là encore à de meilleurs taux de clics. Il convient donc
d’évaluer dans quelle mesure le domaine, lorsqu’il est très spécifique, peut impacter
les performances du modèle.
De notre point de vue, cette thèse constitue une première brique pour
des systèmes de recommandation basés sur l’apprentissage actif. En e et, le
fait de diversifier la provenance des recommandations et d’apprendre comment
combiner au mieux des éléments, implique que, à terme, les utilisateurs ont
une influence sur le choix des exemples d’apprentissage. L’apprentissage actif
est un domaine très dynamique et qui commence à intéresser la communauté
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de la recherche d’information (Candillier et Lemaire, 2012). Certaines approches
de ce type (Rubens et al., 2011) pourraient être intégrées dans les systèmes de
recommandation.
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Diversity and recommender system : application to a high
tra c blog platform
Recommender Systems (RS) aim at automatically providing objects related
to user’s interests. Considering content, user’s interests can be modeled from
the visited content and user’s actions. However, modeling is complex and
recommendations are often far away from the real user’s interests.
To obtain more relevant recommendations for each user, we propose a SR model
that builds a list of recommendations aiming at covering a large range of interests,
even when only a few information about the user is available. The SR model we
propose is based on diversity. It uses di erent interest measures and an aggregation
function to build the final set of recommendations.
We demonstrate the interest of our approach, and finally, we evaluate our model
on the OverBlog platform to validate its scalability in an industrial context.
Keywords : recommender systems, diversity, interest measure, content plat-
form, blog, cold start
Thèse de doctorat soutenue par Damien DUDOGNON
à l’Université de Paul Sabatier le 04/04/2014
sous la direction de Josiane MOTHE et Max CHEVALIER
École Doctoral MITT - Spécialité Image, Information, Hypermedia
Diversité et système de recommandation : application à une
plateforme de blogs à fort trafic
Les systèmes de recommandations (SR) ont pour objectif de proposer automati-
quement aux usagers des objets en relation avec leurs intérêts. Dans le contexte des
plateformes de contenus, ces intérêts peuvent être modélisés à partir des contenus
des documents visités ou des actions réalisées. Cette modélisation est complexe,
conduisant à des recommandations souvent éloignées des intérêts réels.
Pour tendre vers des recommandations plus pertinentes, nous proposons un SR
qui construit une liste de recommandations répondant à un large spectre d’intérêts
potentiels, et ce même lorsque le système ne possède que peu d’information sur
l’usager. L’originalité de notre modèle est qu’il repose sur la notion de diversité.
Elle est obtenue en agrégeant di érentes mesures d’intérêts pour construire la liste
finale.
Après avoir démontré l’intérêt de notre approche, nous évaluons notre modèle
sur la plateforme de blogs OverBlog pour le valider dans un contexte industriel et
à grande échelle.
Mots clés : système de recommandation, diversité, mesure de sélection, pla-
teforme de contenus, blog, démarrage à froid
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