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Abstract—This paper investigates the linear precoder design
for K-user interference channels of multiple-input multiple-
output (MIMO) transceivers under finite alphabet inputs. We
first obtain general explicit expressions of the achievable rate for
users in the MIMO interference channel systems. We study opti-
mal transmission strategies in both low and high signal-to-noise
ratio (SNR) regions. Given finite alphabet inputs, we show that
a simple power allocation design achieves optimal performance
at high SNR whereas the well-known interference alignment
technique for Gaussian inputs only utilizes a partial interference-
free signal space for transmission and leads to a constant rate
loss when applied naively to finite-alphabet inputs. Moreover,
we establish necessary conditions for the linear precoder design
to achieve weighted sum-rate maximization. We also present an
efficient iterative algorithm for determining precoding matrices
of all the users. Our numerical results demonstrate that the
proposed iterative algorithm achieves considerably higher sum-
rate under practical QAM inputs than other known methods.
Index Terms—Finite alphabet, interference channel, linear
precoding, MIMO
I. INTRODUCTION
The recent decade has witnessed the widespread application
of multiple-input multiple-output (MIMO) wireless communi-
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cation systems because of their superb spectral efficiency and
link reliability [1–3]. However, potential benefits of MIMO
systems are often hampered by the omni-present interference
in typical scenarios of wireless networks [4–7]. For this
reason, considerable research interests have focused on MIMO
interference channels recently. Unlike the general tendency to
assume Gaussian signal inputs in such works, our paper here
investigates linear precoding of K-user MIMO interference
channel systems for finite alphabet input signals.
Although there have been substantial progresses in
information-theoretical analysis of Gaussian interference chan-
nels in some special cases [8–10], the fundamental limits of
the interference channels still remain unresolved in general
[11]. A more recent signal multiplexing approach, called
interference alignment (IA), has shown that the degrees of
freedom (DOF) of the interference channels may be achieved
in high signal-to-noise ratio (SNR) region [12]. The IA concept
has been extended to MIMO interference channel systems
[13, 14]. Furthermore, linear precoding designs maximizing
the weighted sum-rate (WSR) performance of the MIMO
interference channel systems in moderate SNR region can be
found in [15].
Nevertheless, the aforementioned information-theoretic
works attempt to optimize the performance of interference
channel systems by relying on the convenience of Gaussian
input assumption. Despite the information-theoretic optimality
of Gaussian inputs, practical communication systems rarely
transmit Gaussian signals. It is well known that practical
signals usually are generated from finite discrete constellation
sets such as phase-shift keying (PSK), pulse-amplitude mod-
ulation (PAM), or quadrature amplitude modulation (QAM).
MIMO precoders designed for Gaussian input assumption
may often lead to a considerable performance loss when
applied haphazardly to practical systems with finite alphabet
signaling. We take point-to-point case as an example. For
QPSK modulation, as illustrated in Figure 2 and Figure 4 in
[16], the performance gaps between the finite alphabet input
design and the Gaussian input design are more than 15 dB at
0.75 coding rate.
Thus, transmitter designs for optimizing the constellation-
constrained mutual information appear more plausible in prac-
tice. Such problems in the context of point-to-point communi-
cation scenarios [16–19] have been recently studied. Precoding
designs in multiple access channels, broadcast channels, relay
channels, and wiretap channels have also appeared [20–25].
In [26], a transmit precoding design for two user single-input
single-output (SISO) strong interference channels with finite
2alphabet inputs was proposed. It was suggested in [26] to
design the precoders by an exhaust search for the optimal
rotation of the signal constellation at the second user side.
To the best of our knowledge, not much has been published
on the MIMO interference channel systems under finite al-
phabet constraints. This paper considers the linear precoder
designs to maximize the WSR of the MIMO interference
channel systems under finite alphabet constraints of channel
inputs. Our results differ significantly from previous finite
alphabet research work since the existing results on the MIMO
multiuser systems with finite alphabet inputs [21, 23] cannot
be directly applied to the MIMO interference channel systems.
Besides, new insights of the precoding designs over MIMO
interference channels in asymptotic SNR regions are revealed.
Moreover, a novel receiver structure exploiting the finite dis-
crete constellation set is provided. The specific contributions of
this paper can be summarized as follows. Based on the mutual
information between the channel input and output, we first
derive an exact expressions of the achievable rate of each user
in the MIMO interference channel systems with finite alphabet
inputs. The characterization is applicable to K−users with
generic antenna configurations. We then find a near-optimal
transmission strategy in low SNR region, where each user
performs beamforming in the strongest eigenmode of its chan-
nel matrix. This transmission design coincides with the low-
SNR optimal precoding policy in the point-to-point MIMO
scenarios and also for Gaussian inputs. At high SNR, however,
the precoding design with finite alphabet inputs is significantly
different from that with Gaussian inputs. For Gaussian input,
the optimal IA technique [13, 15] constructs the precoder of
each transmitter by properly aligning interference of each
receiver to a partial signal space. The remaining interference-
free space is utilized for signal transmissions. However, when
replaced with finite alphabet inputs, the IA technique may lead
to a serious performance loss1. This is because finite alphabet
inputs lead to saturated mutual information. Thus, allocating
more power to signals of high SNR beyond saturation does
not further increase mutual information. This means that using
only a partial signal space for transmitting signals will result
in a constant sum-rate loss in finite alphabet input scenarios.
For example, if each transmitter has NT antenna and each
receiver has NR antenna, we prove that the IA technique will
result in (η+1)−1
∑K
j=1 log2Mj b/s/Hz sum-rate loss at high
SNR, where Mj denotes the size of the modulation set and η
depends on the ratio of NR and NT .
As a consequence, instead of the IA, we propose a novel
and concise power allocation scheme exploiting the full signal
space for signal transmission at high SNR. Our scheme
applies to arbitrary number of users and arbitrary antenna
configurations. We prove that the proposed scheme can effec-
tively combat interference and achieve the saturated sum-rate
1For Gaussian input case, it is well known that the IA technique achieves
the optimal DOF in high SNR region. The high SNR analysis in our paper
reveals that this conclusion fails to hold for finite alphabet inputs theoretically.
We admit that even for Gaussian input, the IA technique may still result in
gaps from the actual rates at finite SNR levels. Therefore, the linear precoding
design over interference channels with Gaussian input for arbitrary SNR
values [15] will also be simulated and compared in order to report actual
performance gaps at finite SNR levels.
∑K
j=1 log2Mj b/s/Hz at high SNR. More generally, due to
the non-convexity of the WSR with respect to the precoding
matrices, we derive a set of necessary conditions for the opti-
mal precoding matrices through Karush-Kuhn-Tucker (KKT)
analysis and further propose an iterative algorithm using
gradient descent and backtracking line search for finding the
optimal precoders. Numerical results show that the proposed
algorithm converges within several steps and achieves signif-
icant WSR gains over the conventional iterative designs. In
addition to WSR, the coded bit error rate (BER) of the MIMO
interference channel systems is another important performance
evaluation criterion in practice. To further examine the robust
performance of the proposed design, we present iterative
transceiver systems for the MIMO interference channels by
deploying low-density parity-check (LDPC) encoders and the
proposed precoders at the transmitters, and the soft maximum
a posteriori (MAP) multiuser detectors and LDPC decoders at
the receivers. Simulations show that the proposed precoding
design achieves substantial coded BER improvement through
the iterative decoding and detection operations. Furthermore,
recognizing interference signals as finite alphabet inputs rather
than colored Gaussian noise, we designed a novel detector
structure that provides additional coded BER gains.
The following notations are adopted throughout the pa-
per: Column vectors are represented by lower-case bold-face
letters, and matrices are represented using upper-case bold-
face letters. Superscripts (·)T , (·)∗, and (·)H represent the
matrix/vector transpose, conjugate, and conjugate-transpose
operations, respectively. We let ‖x‖ and ‖X‖F denote the
Euclidean norm of vector x and the Frobenius norm of matrix
X, respectively. C denotes the complex field. IM denotes an
M×M identity matrix (sometimes without using subscript M )
and EV represents the expectation of random variable (scalar,
vector, or matrix) V .
II. SYSTEM MODEL AND EXISTING RESULTS OF MIMO
INTERFERENCE CHANNEL WITH GAUSSIAN INPUTS
We consider a K-user interference channel system in which
each transmitter has dedicated information for its intended re-
ceiver and generates co-channel interference to other receivers
as illustrated in Figure 1. Suppose the i-th transmitter has Nti
antennas and the j-th receiver has Nrj antennas for every
i, j = 1, 2, · · · ,K . In addition, we assume no collaboration
among transmitters or receivers. Then, the received signal
yj ∈ CNrj×1 observed at the j-th receiver can be described
as
yj = HjjGjxj+
K∑
i=1,i6=j
HjiGixi+nj, j = 1, 2, · · · ,K (1)
where xj ∈ CNtj×1 and nj ∈ CNrj×1 denote the zero-
mean transmitted information vector and noise vector for the
j-th user with covariance matrices I and σ2I, respectively.
Also, Gj represents the linear precoding matrix for the j-th
user, and Hji ∈ CNrj×Nti stands for the channel response
matrix between the i-th transmitter and the j-th receiver,
which is normalized as tr
(
HjiH
H
ji
)
= Nrj . Here we make
the common assumption (e.g., as in [12, 15], among others)
3that the channel state information is globally available, i.e.,
each transmitter has access to perfect channel knowledge of
all users. Moreover, we assume the precoding matrix does
not increase the transmission power. Henceforth, we have the
power constraint
tr
(
E
[
Gjxjx
H
j G
H
j
])
= tr
(
GjG
H
j
) ≤ Pj , j = 1, 2, · · · ,K
(2)
where Pj denotes the maximum average transmitted power at
the j-th transmitter.
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Fig. 1: K-user interference channels with multiple antennas.
We now briefly review the existing linear precoding design
in the MIMO interference channel systems based on Gaussian
input assumption. When xj ∼ CN (0, INtj ), j = 1, 2, · · · ,K ,
the achievable rate for the j-th user is given by [15]
Rj = log2 det
(
σ2I+
K∑
i=1
HjiGiG
H
i H
H
ji
)
− log2 det
(
σ2I+
K∑
i=1,i6=j
HjiGiG
H
i H
H
ji
)
.
(3)
Therefore, the optimum precoding matrices for maximizing
the WSR can be expressed as
{G∗1,G∗2, · · · ,G∗K} = argmax
G1,G2,··· ,GK
Rwsum (4)
where
Rwsum =
K∑
j=1
µj log2 det
(
σ2I+
K∑
i=1
HjiGiG
H
i H
H
ji
)
−
K∑
j=1
µj log2 det
(
σ2I+
K∑
i=1,i6=j
HjiGiG
H
i H
H
ji
)
(5)
and µj denotes the weighting factor of the j-th user, j =
1, 2, · · · ,K , where ∑Kj=1 µj = K. Then, by exploiting the
matrix derivative results in [27], along with the complex
matrix differentiation conclusions in [28], we can calculate
the gradient of the WSR with respect to Gk as2
∇GkRwsum =
log2 e
[
K∑
j=1
µjH
H
jk
(
σ2I+
K∑
i=1
HjiGiG
H
i H
H
ji
)−1
HjkGk
−
K∑
j=1,j 6=k
µjH
H
jk
(
σ2I+
K∑
i=1,i6=j
HjiGiG
H
i H
H
ji
)−1
HjkGk
,
k = 1, 2, · · · ,K.
(6)
Given the derived gradient expression, an iterative algo-
rithm was proposed in [15] to solve the optimal precoders
{G∗1,G∗2, · · · , G∗K}.
III. LINEAR PRECODING DESIGN WITH
FINITE-ALPHABET INPUTS
In practical communications, xk is generated as equi-
probably from discrete constellations (e.g. Mc-ary PSK, PAM,
or QAM). In this section, we discuss the linear precoding
design to maximize the WSR under the practical finite alphabet
constraints.
A. Achievable Rate of Each User
We assume xj comes from the constellation set Sj with
cardinality Qj , and define Mj = Q
Ntj
j , j = 1, 2, · · · ,K .
Define Ij as the Ntj product space of Qj for the j-th user
and let xj,p denote the p-th element in constellation set Ij ,
where p = 1, 2, · · · ,Mj , j = 1, 2, · · · ,K . Then, we have the
following results.
Proposition 1: Let the channel noise n ∼ CN (0, σ2I).
When the discrete input data xj of the j-th user in the MIMO
interference channel model (1) is independent and uniformly
distributed over constellation set Sj , the achievable rate for
the j-th user (j = 1, 2, · · · ,K) can be expressed as
Rj, finite = log2Mj − 1∏K
i=1Mi
M1∑
m1=1
M2∑
m2=1
· · ·
MK∑
mK=1
En log2
[
H1,j(m1,m2,··· ,mK ,n)
H2,j(m1,··· ,mj−1,mj+1··· ,mK ,n)
]
(7)
where
H1,j (m1,m2, · · · ,mK ,n)
=
M1∑
n1=1
M2∑
n2=1
· · ·
MK∑
nK=1
exp
−
∥∥∥∥( K∑
i=1
HjiGi(xi,mi−xi,ni)
)
+n
∥∥∥∥2
σ2

(8)
H2,j (m1, · · · ,mj−1,mj+1, · · · ,mK ,n) =
M1∑
n1=1
· · ·
Mj−1∑
nj−1=1
Mj+1∑
nj+1=1
· · ·
MK∑
nK=1
exp
−
∥∥∥∥∥
(
K∑
i=1,i6=j
HjiGi(xi,mi−xi,ni)
)
+n
∥∥∥∥∥
2
σ2
 .
(9)
Proof: See Appendix A.
2We note that the derived gradient form here is a little different from [15,
Eq. (38)]. This is because we rewrite the WSR expression in [15, Eq. (35)]
only for notation simplicity. Mathematically, they are equivalent.
4R1, finite = log2M1 +
1
M2
M2∑
m2=1
En log2
M2∑
n2=1
exp
(
−‖H12G2(x2,m2−x2,n2)+n‖
2
σ2
)
− 1M1M2
M1∑
m1=1
M2∑
m2=1
En log2
M1∑
n1=1
M2∑
n2=1
exp
−
∥∥∥∥ 2∑
i=1
H1iGi(xi,mi−xi,ni)+n
∥∥∥∥2
σ2
 (10)
R2, finite = log2M2 +
1
M1
M1∑
m1=1
En log2
M1∑
n1=1
exp
(
−‖H21G1(x1,m1−x1,n1)+n‖
2
σ2
)
− 1M1M2
M1∑
m1=1
M2∑
m2=1
En log2
M1∑
n1=1
M2∑
n2=1
exp
−
∥∥∥∥ 2∑
i=1
H2iGi(xi,mi−xi,ni)+n
∥∥∥∥2
σ2
. (11)
The results in Proposition 1 are general for an arbitrary
number of users and arbitrary antenna configurations. For two
users, the achievable rate of R1 and R2 can be simplified as
in (10) and (11) at the top of the next page.
In practice, a great amount of wireless systems may work
at low power, especially for the wireless units operated by
batteries. For instance, it was reported in [29, 30] that 40% of
the geographical locations undergo receiver SNR levels below
0 dB. In addition, a key objective in future digital commu-
nication systems, the energy-efficient requirement necessitates
the operation in low SNR region. It was indicated in [31]
that the energy efficiency enhances as one operates in low
SNR region, and the minimum bit energy is achieved as SNR
vanishes. Therefore, next we present closed form expressions
for a near-optimal transmit strategy in low SNR region.
Proposition 2: For the interference channel model (1), a
near-optimal transmit precoding design in low SNR region
(σ2 →∞) is given by
Gj =
√
Pj [vmax,j 0] , j = 1, 2, · · · ,K (12)
where vmax,j is the eigenvector corresponds to the largest
eigenvalue of the matrix HHjjHjj .
Proof: See Appendix B.
Proposition 2 suggests that for low SNR, each user should
perform beamforming along its own channel response matrix
while ignoring the impact of interference from other users.
This is actually in agreement with intuition, since, when the
SNR is low, interferences become negligible such that each
user can design its transmission precoder accordingly to its
own channel state information. Thus, the precoding structure
in (12) directly yields the low-SNR optimal precoding policy
in point-to-point (K = 1) MIMO scenarios [3, 17]. In addition,
theoretically, we have the following corollary.
Corollary 1: For the interference channel model (1) with
Gaussian inputs, the linear precoding design in Proposition 2
is optimum in low SNR region.
Proof: See Appendix C.
Here we define ai,j,mi,ni = Hji (xi,mi − xi,ni), i =
1, 2, · · · ,K; j = 1, 2, · · · ,K; mi = 1, 2, · · · ,Mi; ni =
1, 2, · · · ,Mi. Let ai,j,mi,ni,t be the tth element of vector
ai,j,mi,ni , t = 1, 2, · · · , Nrj . For a fixed i, we assume
there are Ti distinct |ai,j,mi,ni,t| > 0, which we denote as
bi,l, l = 1, 2, · · · , Ti. We define
ωi,min = min {bi,l} , l = 1, 2, · · · , Ti (13)
ωi,max = max {bi,l} , l = 1, 2, · · · , Ti. (14)
Next, we give an optimal transmit precoding in high SNR
region as follows:
Proposition 3: For the interference channel model (1), a
transmit precoding design achieving optimum performance in
high SNR region (σ2 → 0) is given by
Gi =
√
εiPi
Nti
INti , i = 1, 2, · · · ,K (15)
where ε1 = 1 and 0 < εi ≤ 1, i = 2, 3, · · · ,K satisfy the
following conditions√
εiPi
Nti
ωi,min >
K∑
q=i+1
√
εqPq
Ntq
ωq,max, i = 1, 2, · · · ,K.
(16)
Based on the precoding design in (15), the sum-rate of all the
receivers in model (1) at high SNR is given by
R∞sum =
K∑
j=1
log2Mj . (17)
Proof: See Appendix D.
Proposition 3 implies that for finite alphabet input signals, a
proper power allocation scheme can effectively eliminate the
effect of interference caused by other users’ transmission data3
with generic antenna configurations. Equation (17) indicates
that the sum-rate achieved by the proposed scheme saturates
at the bound rate of the entire signal space in high SNR region.
The IA technique [13, 15] in contrast, which only utilizes
a partial interference-free signal space for transmission, will
3It should be noted that the result in Proposition 3 does not simply state
an intuitive fact. To elaborate on this, we consider a simple example of 2-
user SISO interference channels. Assume h11 = h12 = 0.5, g1 = g2 = 1,
and BPSK modulation is employed. When SNR is high (the impact of the
noise vanishes), if the received signal at the receiver 1 is y1 = 0, then the
receiver 1 is unable to decode whether the transmitted signal x1 is +1 or
−1. It is because the probabilities of x1 = 1, x2 = −1 and x1 = −1, x2 =
1 are equally the same. This implies that for finite alphabet input signals,
even when the constellation size at each transmitter is kept fixed as SNR
grows, each receiver may still not be able to decode all the messages from
all the transmitters correctly. As a consequence, proper transmit design as in
Proposition 3 is required to achieve the optimal performance in high SNR
region.
5result in a serious performance degradation at high SNR.
Specifically, we consider an example where Ntj = NT ,
j = 1, 2, · · · ,K and Nrj = NR, j = 1, 2, · · · ,K . We define
η = ⌊max(NT ,NR)min(NT ,NR) ⌋. To characterize the performance loss, we
have the following corollary.
Corollary 2: Consider the case where Ntj = NT , j =
1, 2, · · · ,K and Nrj = NR, j = 1, 2, · · · ,K . If K > η,
the average sum-rate per channel use in model (1) via IA
technique at high SNR is given by
R
∞
sum, IA =
η
η + 1
K∑
j=1
log2Mj . (18)
Proof: See Appendix E.
Corollary 2 indicates that, for MIMO interference channel
with finite alphabet inputs, a constant performance loss of the
IA technique will occur at high SNR. Particularly, for the case
where NT = NR, the IA technique will result in a 50% sum-
rate loss, which will be confirmed by our numerical results in
Section IV. This departs markedly from the precoding design
under Gaussian input assumption, where the IA technique
achieves the theoretical bound of the DOF for interference
channel in high SNR region.
B. Necessary Conditions of the Optimum Precoding Matrices
Based on Proposition 1, we consider the following WSR
optimization problem
Rwsum, finite(G1,G2, · · · ,GK) =
max
G1,G2,··· ,GK
K∑
j=1
µjRj, finite (G1,G2, · · · ,GK) (19)
subject to tr
(
GHj Gj
) ≤ Pj , j = 1, 2, · · · ,K. (20)
In general, the WSR objective function
Rwsum, finite(G1,G2, · · · ,GK) in (19) is not concave
with respect to precoding matrices {G1,G2, · · · ,GK}.
Thus, a set of necessary conditions for this optimization
problem are determined, as given in the following proposition.
Proposition 4: The optimal precoding matrices for the
WSR maximization problem in (19) and (20), satisfies the
following conditions
κjGj =
log2 e
σ2
(
K∑
i=1
µiH
H
iiT1,i,j −
K∑
i=1,i6=j
µiH
H
iiT2,i,j
)
,
j = 1, 2, · · · ,K
(21)
κj
(
tr
(
GHj Gj
)− Pj) = 0, j = 1, 2, · · · ,K (22)
tr
(
GHj Gj
)− Pj ≤ 0, j = 1, 2, · · · ,K (23)
κj ≥ 0, j = 1, 2, · · · ,K (24)
where the Nrj ×Ntj matrices T1,i,j and T2,i,j are given as
in (25) and (26) at the top of the next page, where dj,mj ,nj =
xj,mj − xj,nj .
Proof: See Appendix F.
C. Iterative Algorithm For Weighted Sum Rate Maximization
From (21), we observe that the optimal precoding matrices
of different users are mutually dependent. For this reason,
here we propose a numerical algorithm to search for the joint
optimization of (G1,G2, · · · ,GK). We adopt a commonly
used suboptimal approach in dealing with multi-variables op-
timization problems, which iteratively optimizes one variable
at a time with others fixed [32]. During each iteration, gradient
descent method updates the precoding matrix for a single user.
Specifically, we generate the gradient descent directions by
computing the partial mutual information derivatives of the
WSR (19) with respect to Gj , j = 1, 2, · · · ,K , which are
given by the right-hand-side of (21). The backtracking line
search algorithm is incorporated for fast convergence, where
the two related parameters α and β are within α ∈ (0, 0.5)
and β ∈ (0, 1) [33]. Moreover, if the obtained solution satisfies
tr
{
GjG
H
j
}
> Pj , we can project Gj to the feasible set via
a normalization step4: Gj :=
√
PjGj/
√
tr
{
GjG
H
j
}
[34].
Algorithm 1: Gradient descent to maximize the WSR over
G1,G2, · · · ,GK .
1) Initialize G(0)j , with tr
((
G
(0)
j
)H
G
(0)
j
)
= Pj , j =
1, 2, · · · ,K . Set n = 0.
2) Compute R(n)wsum, finite(G(n)1 ,G(n)2 , · · · ,G(n)K ), T(n)1,i,j
and T(n)2,i,j , i = 1, 2, · · · ,K, j = 1, 2, · · · ,K .
3) Set j := 1.
4) Compute ∇GjRwsum, finite
(
G
(n)
1 ,G
(n)
2 , · · · ,G(n)K
)
=
log2 e
σ2
(∑K
i=1 µiH
H
i T
(n)
1,i,j −
∑K
i=1,i6=j µiH
H
i T
(n)
2,i,j
)
.
5) Set step size t := 1.
6) Evaluate:
c = αt‖ ∇GjRwsum, finite
(
G
(n)
1 ,G
(n)
2 , · · · ,G(n)K
)
‖2F .
If c is sufficiently small, then go to step 11.
7) Compute:
G˜
(n)
j =G
(n)
j +t∇GjRwsum, finite
(
G
(n)
1 ,G
(n)
2 ,· · ·,G(n)K
)
.
8) If tr
((
G˜
(n)
j
)H
G˜
(n)
j
)
> Pj , update G(n+1)j =√
PjG˜
(n)
j∥∥∥G˜(n)j ∥∥∥
F
; Otherwise, G(n+1)j = G˜
(n)
j .
9) Compute:
R
(n+1)
wsum, finite(G
(n+1)
1 ,· · ·,G(n+1)j−1 ,G(n+1)j ,G(n)j+1,· · ·,G(n)K ),
set t := βt.
10) If R(n+1)wsum, finite(G(n+1)1 ,· · ·,G(n+1)j−1 ,G(n+1)j ,G(n)j+1,· · ·,
4It is noted that step 7 in Algorithm 1 updates the new precoder G˜(n)j
along its gradient decent direction. This is an efficient approach in searching
the optimal precoder Gj . However, this might result in a new precoder G˜(n)j
which does not satisfy the power constraint. In this case, according to the
conclusion in [34], the best solution is to project G˜(n)j to the boundary
of the feasible set. At the start of the iteration, the initial weighted sum-
rate is low. Thus, the weighted sum-rate will be increased with the new
precoder G(n+1)j that satisfies the individual power constraint. This has been
confirmed in various scenarios in [21, 23, 25, 34]. After several iteration steps,
the weighted sum-rate might be high and it might not be able to find a feasible
new precoder G(n+1)j that still increases the weighted sum-rate. Hence, in
step 6, we set a condition that when c is sufficiently small, which corresponds
to the sufficiently small step t, the update process stops and Algorithm 1 goes
to step 11 directly.
6T1,i,j =
1∏
K
t=1Mt
M1∑
m1=1
M2∑
m2=1
· · ·
MK∑
mK=1
En

M1∑
n1=1
M2∑
n2=1
···
MK∑
nK=1
exp
−
∥∥∥∥∥ K∑t=1HitGtdt,mt,nt+n
∥∥∥∥∥
2
σ2
[( K∑
t=1
HitGtdt,mt,nt+n
)
dHj,mj,nj
]
M1∑
n1=1
M2∑
n2=1
···
MK∑
nK=1
exp
−
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∥∥∥∥∥
2
σ2
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(25)
T2,i,j =
1∏
K
t=1,t6=i Mt
M1∑
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· · ·
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Mi+1∑
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MK∑
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···
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···
MK∑
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exp
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.
(26)
G
(n)
K ) < R
(n)
wsum, finite(G
(n)
1 ,G
(n)
2 , · · · ,G(n)K )+ c, go to
step 6.
11) If j ≤ K , j := j + 1, go to step 4.
12) Set n := n+1, go to step 2 until a stopping criterion is
reached.
It is important to note that Algorithm 1 iterates over
Gj , j = 1, 2, · · · ,K in each step increasing the WSR in
(19). Expressions in (7) imply that the WSR under finite
alphabet constraint is upper-bounded. As a result, Algorithm
1 generates increasing sequences which are upper-bounded.
Thus, it is guaranteed to converge. Due to the non-concavity
of the objective function Rwsum, finite(G1,G2, · · · ,GK), the
proposed algorithm may only find local maxima. To mitigate
the local convergence, we randomly initialize the precoding
matrices multiple times, and choose the resulting precoders
with the maximum WSR performance to be the final solution
[18, 21, 23].
The complexity of Algorithm 1 mainly depends on the
computations of R(n)wsum, finite
(
G
(n)
1 ,G
(n)
2 , · · · ,G(n)K
)
, T
(n)
1,i,j
and T(n)2,i,j , i = 1, 2, · · · ,K, j = 1, 2, · · · ,K . From
(7), (19), (25) and (26), we note that the computations
of R(n)wsum, finite
(
G
(n)
1 ,G
(n)
2 , · · · ,G(n)K
)
, T
(n)
1,i,j and T
(n)
2,i,j
involve summations of all the elements in the modula-
tion set from all users. Hence, the complexity of Algo-
rithm 1 grows exponentially with NTotal, where NTotal =
1
log2 e
∑K
j=1Ntj log2Qj .
D. Iterative Receiver for MIMO Interference Channels
In Algorithm 1, we have considered the linear precoding
design with finite alphabet inputs from the information theoret-
ical perspective. However, another major concern in practical
communication systems is the coded BER performance. To
further examine the benefits of the proposed design, here we
present transceiver structures in MIMO interference channels
to evaluate the coded BER performance of the obtained
precoders, which are illustrated in Figures 2 and 3.
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In Figure 2, LDPC channel code is assumed for all the
transmitters, prior to the linear precoder designed by Algo-
rithm 1. In Figure 3, the turbo principle [35] is adopted at
each receiver side where the detector and the LDPC channel
decoder iteratively exchange their soft information. Π and
Π−1 in Figure 2 and Figure 3 denote the interleaver and de-
interleaver respectively. At the final iteration, hard decisions
are made at each user side to obtain the estimations of the
transmitted bits and the overall performance is evaluated by
averaging the error rate among all the K users.
Here, we choose the MAP detection method for the “MIMO
IC Soft Detector” in Figure 3, due to its near-capacity perfor-
mance5 [36]. If the Gaussian input assumption is adopted, the
interference for each user in (1) can be modeled as colored
5Similar as in [16, 21, 23, 24], in order to demonstrate the corresponding
relationship between the mutual information performance and the coded BER
performance, “MIMO IC Soft Detector” is employed in this paper.
7Gaussian noise [37]. The covariance matrices of interference-
plus-noise vectors are given by
Cj =
K∑
i=1,i6=j
HjiGiG
H
i H
H
ji+σ
2INt , j = 1, 2, · · · ,K. (27)
We can whiten the interference-plus-noise vectors by multi-
plying C−1/2j to obtain
y˜j = C
−1/2
j yj , j = 1, 2, · · · ,K. (28)
Then, the MAP detection method for point-to-point MIMO
scenarios can be applied to evaluate the coded BER perfor-
mance of each user.
However, for practical finite alphabet signals, the interfer-
ence in (1) is not Gaussian distributed. Here we provide a
MAP detection structure which does not require the Gaussian
interference assumption. For the j-th user with received vector
yj , the extrinsic LLR LE(sj,i) can be expressed as [36]
LE (sj,i) =
log2
∑
sj∈Sj,i,+1
p(yj|xj=map(sj) ) exp( 12 s
T
j,[i]LA(sj,[i]))∑
sj∈Sj,i,−1
p(yj |xj=map(sj) ) exp
(
1
2 s
T
j,[i]
LA(sj,[i])
) (29)
where sj,i denotes the i-th bit of the j-th user, with 1 ≤ i ≤
NtjMj , and 1 ≤ j ≤ K . The NtjMj × 1 vector sj represents
the coded bits for the j-th user. Sj,i,+1 and Sj,i,−1 are the
sets of 2NtjMj−1 bit vectors with the i-th element being +1
and −1, respectively. sj,[i] demonstrates the subvector of sj by
omitting the i-th elements. LA
(
sj,[i]
)
is the (NtjMj − 1)× 1
vector with the a priori information of sj,[i]. xj = map (sj)
denotes the modulation from the bit vector sj to symbol vector
xj . For the MIMO interference channel systems (1), we have
the likelihood function
p (yj |xj = map (sj) )= 1(piσ2)Nr ∏Kt=1,t6=j Mt
M1∑
m1=1
· · ·
Mj−1∑
mj−1=1
Mj+1∑
mj+1=1
· · ·
MK∑
mK=1
exp
−
∥∥∥∥∥yj−HjjGjxj− K∑t=1,t6=j HjtGtxt,mt
∥∥∥∥∥
2
σ2
.
(30)
IV. NUMERICAL RESULTS
In this section, we provide numerical results to examine the
performance of the proposed iterative optimization algorithm.
We assume equal individual power limit P1 = · · ·PK = P ,
normalized channel matrices, and the same modulation for all
K users. Then, the average SNR of the MIMO interference
channel systems is given by [15] SNR = P/σ2. It is noted that
all the channel matrices in this section are generated randomly.
First, we consider a 2-user MIMO interference channel
system with two transmit and two receive antennas for each
user. Similar to [21], for illustrative purpose, here we assume
the channel matrices for two users are fixed (non-fading),
which are given by
H11 =
(
1.2813 0.1578 + 0.3445j
0.1578− 0.3445j 0.2666
)
H12 =
(
0.4596 0.0332− 0.5936j
0.0332 + 0.5936j 1.0401
)
H21 =
(
0.3523 −0.3938 + 0.3207j
−0.3938− 0.3207j 1.1662
)
H22 =
(
0.2483 0.3246 + 0.2157j
0.3246− 0.2157j 1.2785
)
.
Figures 4 and 5 show the convergence behaviors of the
proposed algorithm at different SNRs and under different mod-
ulations for the sum-rate (µ1 = µ2 = 1) maximization. For
backtracking line search in Algorithm 1, the typical parameters
are chosen as α = 0.1 and β = 0.5 [33]. Statistical averages
in (7) and (21) are evaluated via Monte Carlo drawings of
1000 random samples. These figures illustrate the evolutions
of the sum-rate for each iterative step. We can see that in all
the cases, the proposed algorithm converges within about 10
iteration steps.
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Fig. 4: Convergence of sum rate maximization with BPSK
modulation.
Figure 6 compares the sum-rate performances6 of BPSK
modulation under different transmit precoding schemes. We
extend the idea for two-user SISO interference channels in
[26] by a numerical search for the best rotation angle θ for the
second user constellation set ejθx2,j , j = 1, 2, · · · ,M2, θ ∈
[0, 2pi), which is denoted as “BPSK, Best Rotation”. With
respect to “BPSK, Gaussian Design”, we implement the Gaus-
sian input assumption linear precoding design by the iterative
algorithm in [15], and compute the finite alphabet rate of this
6It is noted that practical techniques can be employed in the random initial
point selection process. For instance, the initial precoder at current SNR level
can be generated by a weighted combination of the final precoder obtained at
previous SNR level and a randomly generated precoder. Since the SNR step in
our simulation is not large, this can take advantage of the previously computed
precoder and accelerate the convergence speed. In general, for finite alphabet
input signals, the WSR value lies in a limited bounded space. Therefore, 2-
3 times random initializations are often sufficient to achieve a near-optimal
WSR performance.
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Fig. 5: Convergence of sum rate maximization with QPSK
modulation.
precoding design in (7). The “Low SNR Design”, the “High
SNR Design”, and the sum-rate achieved by Gaussian input
assumption in [15] are also evaluated and plotted.
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Fig. 6: Sum rate of 2-user MIMO interference channels with
BPSK modulation.
From Figure 6, we have the following observations:
1) The proposed precoding has BPSK system performance
close to the sum-rate upper bound achieved by Gaussian
inputs when SNR is below 0 dB.
2) Our proposed precoding provides obvious sum rate gains
over comparison schemes throughout the tested SNR re-
gion. At the sum-rate of 3 b/s/Hz, the proposed precoding
is about 6.5 dB and 12 dB better than the “BPSK, Best
Rotation” and “BPSK, Gaussian Design”, respectively.
3) The performances of the “Low SNR Design” and the
sum-rate achieved by Gaussian inputs are virtually iden-
tical at low SNR.
4) The sum-rate of the “High SNR Design” saturates at∑K
j=1 log2Mj = 4 b/s/Hz in high SNR region.
For BPSK modulation, the final precoding matrices obtained
via Algorithm 1 when SNR = 5 dB are given by
G1 =
[
0.5390− 0.7978j 1.0204 + 0.1993j
−1.0166− 0.1732j 0.2907 + 0.0809j
]
G2 =
[ −0.0063 + 0.0404j 0.2802− 0.3445j
1.2232 + 0.0059j 0.6386− 1.0292j
]
.
The sum-rate performances under different transmit pre-
coding schemes with QPSK inputs are illustrated in Figure
7. We have similar observations with the BPSK case, where
the proposed precoding achieves higher sum-rate than other
precoding schemes, and the sum-rate performance of the “Low
SNR Design” matches closely with the performance of the
Gaussian input case in low SNR region. At a targeted sum-
rate of 6 b/s/Hz, the performance gains of the proposed pre-
coding over the “QPSK, Best Rotation” and “QPSK, Gaussian
Design” are about 4.5 dB and7 10 dB, respectively. Note
that the sum-rate performances of the “High SNR Design”
achieve
∑K
j=1 log2Mj = 8 b/s/Hz in high SNR region.
Furthermore, we observe that in both BPSK and QPSK cases,
linear precoding design based on Gaussian input assumption
performs almost identically as the proposed precoding in low
SNR region, which corroborates the conclusion in Corollary
1.
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Fig. 7: Sum rate of 2-user MIMO interference channels with
QPSK modulation.
For QPSK modulation, the final precoding matrices obtained
via Algorithm 1 when SNR = 5 dB are given by
G1 =
[
1.0523− 0.6658j 0.2312− 1.1369j
0.3759− 0.0377j 0.2090− 0.2814j
]
G2 =
[ −0.4825 + 0.0572j 0.2828 + 0.1678j
−0.8290 + 1.0292j 1.0257 + 0.1388j
]
.
As a more comprehensive comparison, we obtain the coded
BER performances of a 2-user MIMO interference channel
system illustrated in Figure 2 and 3. The LDPC encoder and
7It should be noted that as the constellation size increases, the performance
gap between the finite alphabet input design and the Gaussian input design
will decrease.
9decoder simulation package [38] is used, for coding rate 3/4
and coding length L = 9600. The MAP detector given in
(29) is employed. The number of iterations between the MAP
detector and the LDPC decoder is set to 5. Figure 8 plots
the coded BER curves with different precoding schemes under
BPSK modulation. We observe from Figure 8 that, at a targeted
BER of 10−4, the corresponding SNR gains of the proposed
precoding over “BPSK, Best Rotation” and “BPSK, Gaussian
Design” schemes are about 7 dB and 13.5 dB, respectively.
This suggests that the proposed precoding is very promising as
it shows direct improvement on the coded BER performance in
practical systems. Furthermore, comparing the performances
of the proposed precoding and the Gaussian schemes in Figure
6 and Figure 8, we note that the SNR gains for the coded BER
are larger than the corresponding SNR gains for the sum-rate
shown in Figure 6. The reason for this observation is that
we average the coded BER of 2 users to generate Figure 8.
Therefore, the average coded BER is dominated by the user
with larger coded BER.
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To confirm this, we present the mutual information of
individual users under different precoding schemes and BPSK
modulation in Figure 9. It is revealed in Figure 9 that, e.g.,
although the sum-rate is above 3 b/s/Hz for the Gaussian
precoder design when SNR = 14 dB, the achievable rate for
user 1 is below 1.5 b/s/Hz. Therefore, the overall coded BER is
still high for the Gaussian design in Figure 8 when SNR = 14
dB. Also, we can observe from Figure 9 that the SNR gain
for the user 1 of the proposed precoding over user 1 of the
Gaussian design at rate 1.5 b/s/Hz is about 13.5 dB. The results
correspond to the SNR gains for the coded BER in Figure 8.
Figure 10 depicts the coded BER curves with QPSK inputs.
The observations in Figure 10 are similar with the BPSK case.
At a targeted coded BER of 10−4, the proposed precoding
design has 5.5 dB and 10 dB SNR gains over “QPSK, Best
Rotation” and “QPSK, Gaussian Design”, respectively. Also,
the coded BER results coincide with the mutual information
results for individual users under QPSK modulation and dif-
ferent precoder designs as shown in Figure 11.
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Next, the coded BER performances of using the detection
method in (28) (denoted as “Gaussian Assumption Detection”)
and the detection method in (29) (denoted as “Proposed Detec-
tion”) under different modulations are compared. Simulation
results are listed in Table I. The precoders obtained via
Algorithm 1 are used at the transmitter. From the results shown
in Table I, it is seen that the “Proposed Detection” achieves
lower BER than the “Gaussian Assumption Detection”, which
indicates that exploiting the interference constellation structure
can lead to additional performance gains in practical systems.
Finally, we further investigate the precoding design in a 3-
user MIMO interference channel system. The channel matrices
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TABLE I: BER Results Using Different Detection Methods.
Modulation SNR (dB) Proposed
Gaussian
Detection AssumptionDetection
BPSK
2 0.0013 0.0114
2.5 0 7.513× 10−4
3 0 0
3.5 0 0
QPSK
9 0.0086 0.0780
10 0 0.0712
11 0 0.0578
12 0 0.0476
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Fig. 12: Sum rate of 3-user MIMO interference channels
with BPSK modulation.
are given by
H11 =
( −0.2279− 0.6039j 0.0660 + 0.6264j
−0.8774 + 0.6273j 0.1515− 0.0198j
)
H12 =
(
0.1915− 0.3442j −0.1092− 0.0798j
0.1022 + 1.2773j 0.4246 + 0.0667j
)
H13 =
(
0.5759 + 0.1583j −0.1092− 0.0798j
0.1022 + 1.2773j 0.4246 + 0.0667j
)
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Fig. 13: Sum rate of 3-user MIMO interference channels
with QPSK modulation.
H21 =
( −0.3382− 0.7046j 0.6131− 0.1955j
0.4195 + 0.2793j −0.7792 + 0.3374j
)
H22 =
(
0.4643 + 0.6778j 0.7344− 0.0113j
0.4052− 0.6845j 0.3806− 0.0892j
)
H23 =
( −0.8238− 0.4134j 0.5425 + 0.1126j
0.1321 + 0.2715j 0.7267− 0.4734j
)
H31 =
( −0.9707 + 0.2271j −0.4520− 0.2644j
−0.0265− 0.7569j 0.2748− 0.2878j
)
H32 =
( −0.2200− 0.0000j −0.0113 + 0.6334j
−0.5837− 0.1839j −0.0279− 1.0840j
)
H33 =
( −0.2200− 0.0000j −0.0113 + 0.6334j
−0.5837− 0.1839j −0.0279− 1.0840j
)
.
Figure 12 compares the sum-rate performances of different
precoding designs with BPSK inputs. The sum-rates achieved
by the proposed “Finite Alphabet Input High SNR Design”
and the “Interference Alignment Technique” are also plotted.
It is observed from Figure 12 that the proposed precoding
outperforms other precoding designs. At a targeted sum-rate
of 4.5 b/s/Hz, our proposed precoding has about 10 dB
SNR gains over the Gaussian design. Moreover, the sum-rate
performances with QPSK inputs are plotted in Figure 13. At
a targeted sum-rate of 9 b/s/Hz, the performance gains of the
proposed precoding over the Gaussian design are about 8 dB.
We note that, in both modulations, the sum-rates achieved
by the “Finite Alphabet Input High SNR Design” saturate
at R∞sum =
∑K
j=1 log2Mj b/s/Hz, and the “Interference
11
Alignment” has 50% sum-rate losses8 as implied in Corollary
2.
V. CONCLUSION
This work investigated the linear precoding design for
MIMO interference channel systems. To break away from the
traditional studies based on Gaussian input assumption, we
formulated the problem of maximizing mutual information
for finite alphabet inputs. We derived the achievable rate
expression of each user. Our analysis at the high SNR revealed
that the IA technique designed for Gaussian input case will
lead to a significant sum-rate loss due to the utilization of
partial interference-free signal space for transmission. In light
of this, we developed an efficient power allocation scheme
designed for finite alphabet input scenario at high SNR. The
proposed scheme achieves the analytical upper-bound sum-
rate of the entire signal space
∑K
j=1 log2Mj b/s/Hz under
finite alphabet constraints. More generally, we derived a set
of necessary conditions for the WSR maximization precoding
design based on Karush-Kuhn-Tucker (KKT) analysis, from
which we developed an iterative algorithm for precoding opti-
mization. We applied gradient descent optimization and used
backtracking line search algorithm to regulate the convergence
speed. Our tests, based on LDPC coded QAM signals in
the MIMO interference channels established the coded BER
performance gain of the obtained linear precoders.
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APPENDIX A
PROOF OF PROPOSITION 1
When the discrete input data vector xk is independent and
uniformly distributed from the constellation set Sj , the a priori
probabilities of xj,p is p(xj = xj,p) = 1Mj , p = 1, 2, · · · ,Mj ,
j = 1, 2, · · · ,K . Then, according to the definition of condi-
tional entropy [39] and the Bayes’ theorem, we can evaluate
H (yj) and H (yj |xj ) given in (31) and (32) at the top of
the next page.
From model (1), we have
p (yj |x1,m1 ,x2,m2 , · · · ,xK,mK )
= 1
(piσ2)Nrj
exp
−
∥∥∥∥yj− K∑
i=1
HjiGixi.mi
∥∥∥∥2
σ2

(33)
8It is noted that each user transmits one data stream for the IA method.
Although the IA approach can align other users’ interference into a signal
space and eliminate them, it is still suboptimal. This is because the mutual
information with finite alphabet inputs is bounded. Thus, allocating more
power to the already saturated signals can not further improve the mutual
information. This implies that transmitting only one data stream for each
user will result in a constant sum-rate loss in finite alphabet input scenarios.
Instead, for the proposed method in Algorithm 1 and the high SNR design
in Proposition 3, each user transmits two data streams. It is shown in Figure
12 and Figure 13 that both Algorithm 1 and the proposed high SNR design
in Proposition 3 can effectively combat interference and achieve the saturated
sum-rate
∑K
j=1 log2 Mj b/s/Hz at high SNR.
p (yj |x1,n1 ,x2,n2 , · · · ,xK,nK )
= 1
(piσ2)Nrj
exp
−
∥∥∥∥yj− K∑
i=1
HjiGixi.ni
∥∥∥∥2
σ2

(34)
p
(
yj
∣∣xj,mj ,x1,n1 , · · · ,xj−1,nj−1 ,xj+1,nj+1 , · · · ,xK,nK )
= 1
(piσ2)Nrj
exp
−
∥∥∥∥∥yj−HjjGjxj.mj− K∑i=1,i6=j HjiGixi.ni
∥∥∥∥∥
2
σ2
 .
(35)
Plugging (33)–(35) into (31) and (32) and define n = yj −∑K
i=1HjiGixi,mi , yields
H (yj) =
K∑
i=1
log2Mi − 1∏K
i=1Mi
M1∑
m1=1
M2∑
m2=1
· · ·
MK∑
mK=1
∫
p (n) log2H1,j (m1,m2, · · · ,mK ,n)dn
(36)
=
K∑
i=1
log2Mi − 1∏K
i=1Mi
M1∑
m1=1
M2∑
m2=1
· · ·
MK∑
mK=1
En [log2H1,j (m1,m2, · · · ,mK ,n)]
(37)
H (yj |xj ) =
K∑
i=1,i6=j
log2Mi − 1∏K
i=1Mi
M1∑
m1=1
M2∑
m2=1
· · ·
MK∑
mK=1
∫
p (n) log2H2,j (m1,· · ·,mj−1,mj+1,· · ·,mK ,n) dn
(38)
=
K∑
i=1,i6=j
log2Mi − 1∏K
i=1Mi
M1∑
m1=1
M2∑
m2=1
· · ·
MK∑
mK=1
En [log2H2,j (m1, · · · ,mj−1,mj+1, · · · ,mK ,n)].
(39)
Then, the proposition is proved by utilizing the definition
of the mutual information [39] Rj = I(yj ,xj) = H(yj) −
H (yj |xj ), along with the expressions in (37) and (39).
APPENDIX B
PROOF OF PROPOSITION 2
First, we apply Jensen’s inequality [33] to obtain an approx-
imation of (7) as follows
Rj,finite ≈ logMj − 1∏K
i=1Mi
×f1
Enexp
− 1
σ2
∥∥∥∥∥
(
K∑
i=1
HjiGi (xi,mi−xi,ni)
)
+n
∥∥∥∥∥
2
 −
f2
Enexp
− 1
σ2
∥∥∥∥∥∥
 K∑
i=1,i6=j
HjiGi (xi,mi−xi,ni)
+n
∥∥∥∥∥∥
2



(40)
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H (yj) =
K∑
i=1
log2Mi +
1∏
K
i=1Mi
M1∑
m1=1
M2∑
m2=1
· · ·
MK∑
mK=1
∫
p (yj |x1,m1 ,x2,m2 , · · · ,xK,mK )
× log2 1M1∑
n1=1
M2∑
n2=1
···
MK∑
nK=1
p(yj|x1,n1 ,x2,n2 ,··· ,xK,nK )
dyj
(31)
H (yj |xj ) =
K∑
i=1,i6=j
Mi +
1∏
K
i=1Mi
M1∑
m1=1
M2∑
m2=1
· · ·
MK∑
mK=1
∫
p (yj |x1,m1 ,x2,m2 , · · · ,xK,mK )
× log2 1M1∑
n1=1
···
Mj−1∑
nj−1=1
Mj+1∑
nj+1=1
···
MK∑
nK=1
p(yj|xj,mj ,x1,n1 ,··· ,xj−1,nk−1 ,xj+1,nj+1 ,...,xK,nK )
dyj .
(32)
where we define the operations f1(·), f2(·), f3(·) and f4(·) as
f1(·) .=
M1∑
m1=1
M2∑
m2=1
· · ·
MK∑
mK=1
log2
M1∑
n1=1
M2∑
n2=1
· · ·
MK∑
nK=1
(·) (41)
f2(·) .=
M1∑
m1=1
M2∑
m2=1
· · ·
MK∑
mK=1
log2
M1∑
n1=1
· · ·
Mj−1∑
nj−1=1
Mj+1∑
nj+1=1
· · ·
MK∑
nK=1
(·)
(42)
f3(·) .=
M1∑
m1=1
M2∑
m2=1
· · ·
MK∑
mK=1
M1∑
n1=1
M2∑
n2=1
· · ·
MK∑
nK=1
(·) (43)
f4(·) .=
M1∑
m1=1
M2∑
m2=1
· · ·
MK∑
mK=1
M1∑
n1=1
· · ·
Mj−1∑
nj−1=1
Mj+1∑
nj+1=1
· · ·
MK∑
nK=1
(·).
(44)
Recalling the definition of n in (7), the first expectation in
(40) can be evaluated as
En exp
(
− 1σ2
∥∥∥∥( K∑
i=1
HjiGi (xi,mi − xi,ni)
)
+ n
∥∥∥∥2
)
=
∫
n
exp
(
− 1σ2
∥∥∥∥( K∑
i=1
HjiGi (xi,mi − xi,ni)
)
+ n
∥∥∥∥2
)
× exp
(
− ‖n‖2σ2
)
dn× (piσ2)−Nr (45)
= 2−Nr exp
(
− 12σ2
∥∥∥∥( K∑
i=1
HjiGi (xi,mi − xi,ni)
)∥∥∥∥2
)
× ∫
n
I1 (n) dn
(46)
where
I1 (n) =
(
piσ2
2
)−Nr
×
exp
− 2
σ2
∥∥∥∥∥
(
1
2
K∑
i=1
HjiGi (xi,mi − xi,ni )
)
+ n
∥∥∥∥∥
2
 (47)
denotes a probability density function of an indepen-
dent and identically distributed Gaussian vector with mean
− 12
K∑
i=1
HjiGi (xi,mi − xi,ni) and covariance matrix σ
2
2 I.
Therefore, we have ∫
n
I1 (n) dn = 1. (48)
Combining (45)–(48) and applying similar approaches to the
second expectation in (40), yields R˜j,finite as follows
R˜j,finite = logMj − 1∏K
i=1Mi
×f1
exp
− 1
2σ2
∥∥∥∥∥
(
K∑
i=1
HjiGi (xi,mi−xi,ni)
)∥∥∥∥∥
2
 −
f2
exp
− 1
2σ2
∥∥∥∥∥∥
 K∑
i=1,i6=j
HjiGi (xi,mi−xi,ni)

∥∥∥∥∥∥
2


 .
(49)
It is noted that here we use the Jensen’s inequality in
two terms in (7) and then subtract them. When SNR is
zero, the approximated rate Rj, finite in (49) is zero, which
corresponds to the exact achievable rate in (7). This indi-
cates that the approximation based on Jensen’s inequality is
asymptotically accurate when SNR goes to zero. In addition,
since the “bounding errors” for both terms are to be similar
and therefore subtracting these will have a canceling effect,
which in turn will yield a fairly accurate approximation. This
will be confirmed by numerical results where the obtained
precoding design based on (49) performs nearly close to sum-
rate achieved by Gaussian inputs in low SNR region, which
implies the obtained precoding design is actually near-optimal
over all the possible solution sets.
In low SNR region where σ2 → +∞, utilizing the Taylor
expansion of the exponent function exp(x) = 1 + x + o(x),
(49) can be computed as
R˜j,finite = logMj − 1∏K
i=1Mi
×f1
1− 1
2σ2
∥∥∥∥∥
K∑
i=1
HjiGi (xi,mi−xi,ni)
∥∥∥∥∥
2
+o
(
1
σ2
) −
f2
1− 1
2σ2
∥∥∥∥∥∥
 K∑
i=1,i6=j
HjiGi (xi,mi−xi,ni)

∥∥∥∥∥∥
2
+o
(
1
σ2
)
 .
(50)
Next, we exploit the Taylor expansion of function log2(1−
13
x) = − log2 e x+ o(x) to rewrite (51) as
R˜j,finite=
log2 e
2σ2
(∏K
i=1Mi
)2
[
K∑
i=1
f3 (tr (HjiGi (xi,mi−xi,ni)
× (xi,mi − xi,ni)H GHi HHji
)
−Mj
K∑
i=1,i6=j
f4 (tr (HjiGi
× (xi,mi−xi,ni) (xi,mi−xi,ni)H GHi HHji
)]
+o
(
1
σ2
)
. (51)
For practical equiprobable symbols from symmetrical dis-
crete constellation, we have
Mj∑
m=1
xj,mx
H
j,m = MjI,
Mj∑
m=1
Mj∑
n=1
xj,mx
H
j,n = 0,
j = 1, 2, · · · ,K.
(52)
To this end, (51) can be further reduced to
R˜j,finite=
log2 e
σ2
(∏K
i=1Mi
)2
((∏K
i=1
Mi
)2 K∑
i=1
tr
(
HjiGiG
H
i H
H
ji
)
−
(∏K
i=1
Mi
)2 K∑
i=1,i6=j
tr
(
HjiGiG
H
i H
H
ji
)+o( 1
σ2
)
=
log2 e
σ2
tr
(
HjjGjG
H
j H
H
jj
)
+ o
(
1
σ2
)
. (53)
In (53), the achievable rate of each user is determined by its
own channel gain and precoding matrix. Also, it is straight-
forward to identify that the precoding design maximizing the
first-order term in (53) is to perform beamforming along the
eigenvector corresponding to the largest eigenvalue of matrix
HHjjHjj , which completes the proof.
APPENDIX C
PROOF OF COROLLARY 1
Here we prove that in low SNR region, the optimal precod-
ing under Gaussian input assumption conforms to the precod-
ing structure in Proposition 2. First, we rewrite achievable rate
under Gaussian input assumption in (3) as
Rj (u) = log2 det
(
I+ u
K∑
i=1
HjiGiG
H
i H
H
ji
)
− log2 det
(
I+ u
K∑
i=1,i6=j
HjiGiG
H
i H
H
ji
) (54)
where u = 1σ2 . In low SNR region, we expand Rj (u) with
respect to u at u = 0 as
Rj (u) =
.
Rj (0)u+ o (u) . (55)
By exploiting [40, Lemma 2], we have
d
du
log2 det (I+ uX) |u=0 = log2 e tr (X) . (56)
Combining (54)–(56), yields
Rj =
log2 e
σ2
tr
(
HjjGjG
H
j H
H
jj
)
+ o
(
1
σ2
)
. (57)
We note that the precoding structure in Proposition 2 also
maximizes the first-order term in (57), which completes our
proof. Moreover, the results in (53) and (57) implies that
(53) actually provides a first-order term upper bound for the
achievable rate of each user with finite alphabet inputs in low
SNR region.
APPENDIX D
PROOF OF PROPOSITION 3
First, we consider H1,j(m1,m2, · · · ,mK ,n). When σ2 →
0, we know if
∑K
i=1HjiGi (xi,mi − xi,ni) 6= 0, it yields
lim
σ2→0
exp
−
∥∥∥∥( K∑
i=1
HjiGi (xi,mi − xi,ni)
)
+ n
∥∥∥∥2
σ2
 = 0.
(58)
We consider the arrays (m1,m2, · · · ,mK) 6=
(n1, n2, · · · , nK). If m1 6= n1, we define
c1,1j,t (m1, n1) =
√
P1
Nt1
a1,j,m1,n1,t (59)
c1,2j,t (m2,m3, · · · ,mK , n2, n3, · · · , nK)
=
K∑
i=2
√
εiPi
Nti
ai,j,mi,ni,t.
(60)
Since m1 6= n1, we can always find a t∗ ∈
[
1, Nrj
]
, satisfies∣∣∣c1,1j,t∗ (m1, n1)∣∣∣ ≥
√
P1
Nt1
ω1,min (61)∣∣∣c1,2j,t∗ (m2,m3, · · · ,mK , n2, n3, · · · , nK)∣∣∣
(a)
≤
K∑
i=2
√
εiPi
Nti
|ai,j,mi,ni,t∗ | ≤
K∑
i=2
√
εiPi
Nti
ωi,max
(62)
where (a) is from the Minkowski’s inequality [41]. Then,
combining (61), (62), and the conditions in (16) (i = 1), we
have∣∣∣c1,1j,t∗ (m1, n1)∣∣∣ > ∣∣∣c1,2j,t∗ (m2,m3, · · · ,mK , n2, n3, · · · , nK)∣∣∣ .
(63)
(63) implies that
c1,1j,t∗ (m1, n1)+c
1,2
j,t∗ (m2,m3, · · · ,mK , n2, n3, · · · , nK) 6=0
(64)
for arbitrary arrays (m1,m2, · · · ,mK) 6= (n1, n2, · · · , nK).
If m1 = n1 and m2 6= n2, we define
c2,1j,t (m2, n2) =
√
ε2P2
Nt2
a2,j,m2,n2,t (65)
c2,2j,t (m3,m4, · · · ,mK , n3, n4, · · · , nK)
=
K∑
i=3
√
εiPi
Nti
ai,j,mi,ni,t.
(66)
Following the similar approaches above, it obtains∣∣∣c2,1j,t∗ (m2, n2)∣∣∣ > ∣∣∣c2,2j,t∗ (m3,m4, · · · ,mK , n3, n4, · · · , nK)∣∣∣
(67)
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c2,1j,t∗ (m2, n2)+c
2,2
j,t∗ (m3,m4, · · · ,mK , n3, n4, · · · , nK) 6= 0.
(68)
This process continues until m1 = n1,m2 =
n2, · · · ,mK−1 = nK−1,mK 6= nK . We define
cK,1j,t (mK , nK) =
√
εKPK
NtK
aK,j,mK ,nK ,t. (69)
Obviously we will find a t∗ ∈ [1, NrK ] satisfying cK,1j,t∗ 6= 0
due to the fact mK 6= nK .
Thus, according to the precoding design in (15), we
know that
∑K
i=1HjiGi (xi,mi − xi,ni) 6= 0 as long as
(m1,m2, · · · ,mK) 6= (n1, n2, · · · , nK). This suggests
lim
σ2→0
H1,j(m1,m2, · · · ,mK ,n) = exp
(
−‖n‖
2
σ2
)
. (70)
Next, we consider H2,j(m1,m2, · · · ,mK). Based
on the precoding design in (15), if the equality∑K
i=1,i6=j HjiGi (xi,mi − xi,ni) = 0 holds for any
arrays (m1, · · · ,mj−1,mj+1, · · · ,mK) 6= (n1, · · · , nj−1,
nj+1, · · · , nK), then by setting mj = nj , it yields∑K
i=1HjiGi (xi,mi − xi,ni) = 0, which contradicts
with the conclusion above. As a consequence, we
know that
∑K
i=1,i6=j HjiGi (xi,mi − xi,ni) 6= 0 as long
as (m1, · · · ,mj−1,mj+1, · · · ,mK) 6= (n1, · · · , nj−1,
nj+1, · · · , nK). This implies
limσ2→0H2,j(m1, · · · ,mj−1,mj+1, · · · ,mK ,n)
= exp
(
− ‖n‖2σ2
)
.
(71)
Combining (7), (70), and (71), the achievable rate for the
j-th user is given by
lim
σ2→0
Rj, finite = logMj, j = 1, 2, · · · ,K. (72)
(72) is the maximum rate that can be achieved for the j-th user
with respect to finite alphabet constraints, which completes the
proof.
It is noted that the optimal precoding design when
σ2 → 0 is not unique. For any precoders which fulfill
the condition
∑K
i=1HjiGi (xi,mi − xi,ni) 6= 0 for arrays
(m1,m2, · · · ,mK) 6= (n1, n2, · · · , nK) can achieve the rate
in (72).
APPENDIX E
PROOF OF COROLLARY 2
Based on [13, Theorem 3], we can transform the K user
MIMO interference channel in (1) into a KNT user SIMO
interference channel with η antenna at each receiver. Let
ρ = KNT η(KNT − η − 1). Then, recalling the interference
alignment scheme in [13, Appendix A], the length of desired
signal transmitted over a νn = (η + 1)(n + 1)ρ symbol
extension for the j-th user, j = 1, 2, · · · ,K , is given by
lj =
{
η (n+ 1)
ρ
, j = 1, 2, · · · , η + 1
ηnρ, j = η + 2, η + 3, · · · ,KNT (73)
At the receiver, each user can decode its desired signal by zero
forcing the aligned interference signals. Thus, the sum-rate of
all the receivers at high SNR is given by
R˜∞sum, IA(n) = η (n+ 1)
ρ
η+1∑
j=1
log2 qj + ηn
ρ
KNT∑
j=η+2
log2 qj
(74)
where the elements of qj , j = 1, 2, · · · ,KNT are given by
qj = Qi, (i− 1)NT + 1 ≤ j ≤ iNT , i = 1, 2, · · · ,K.
(75)
Then, the maximum average sum-rate per symbol can be
computed as
R
∞
sum,IA = sup
n
1
νn
R˜∞sum,IA(n). (76)
By plugging in the expressions of νn and R˜∞sum,IA(n) and
taking the supremum over all n, it yields
R
∞
sum, IA =
η
η + 1
KNT∑
j=1
log2 qj =
η
η + 1
K∑
j=1
log2Mj . (77)
APPENDIX F
PROOF OF PROPOSITION 4
The Lagrangian cost function for the precoding matrices in
(19)–(20) is given by
f (G,κ) = −Rwsum, finite (G1,G2, · · · ,GK)
+
K∑
j=1
κj
[
tr
(
GjG
H
j
)− Pj]
(78)
in which κj ≥ 0, j = 1, 2, · · · ,K . Following the similar
approaches in [17], we define the complex gradient operator
as ∇Gjf = ∂f∂G∗j . The (i, j)
th
element of matrix with the
gradient is defined as
{∇Gjf}i,j = ∇{Gj}i,jf = ∂f∂{G∗j}i,j .
Then, the KKT conditions in [33] are as follows
∇Gjf (G,κ) = −∇GjRwsum,finite (G1,G2, · · · ,GK)
+κjGj = 0
(79)
κj
[
tr
(
GjG
H
j
)− Pj] = 0 (80)
tr
(
GjG
H
j
)− Pj ≤ 0 (81)
κj ≥ 0 (82)
for all j = 1, 2, · · · ,K , where (79) is obtained through the
complex matrix differentiation results in [28].
Next, we consider the calculation of ∇GjRwsum, finite (G1,
G2, · · · ,GK). For Rj (G1,G2, · · · , GK) in (19),
we know that H2,j (m1, · · · ,mj−1,mj+1 , · · · ,mK ,n)
is independent of Gj from (9). For Ri (G1,G2, · · ·
,GK) , i 6= j in (19), both H1,j (m1,m2, · · · ,mK ,n) and
H2,j (m1, · · · ,mj−1,mj+1, · · · ,mK ,n) are functions of
Gj . Then, by exploiting the matrix derivative technology
in [27], along with some simplifications, we can obtain the
derivative expressions ∇GjRwsum, finite (G1, G2, · · · ,GK),
given by the right-hand-side of (21).
15
REFERENCES
[1] I. E. Telatar, “Capacity of multi-antenna Gaussian channels,” Euros.
Trans. Telecommun., vol. 10, pp. 585–595, Nov.-Dec. 1999.
[2] G. J. Foschini and M. J. Gans, “On the limits of wireless communica-
tions in a fading environment when using multiple antennas,” Wireless
Personal Commun., vol. 6, pp. 311–335, Mar. 1998.
[3] X. Gao, B. Jiang, X. Li, A. B. Gershman, and M. R. McKay, “Statistical
eigenmode transmission over jointly-correlated MIMO channels,” IEEE
Trans. Inform. Theory, vol. 55, pp. 3735–3750, Aug. 2009.
[4] D. Gesbert, S. Hanly, H. Huang, S. S. Shitz, O. Simeone, and W. Yu,
“Multi-cell MIMO cooperative networks: A new look at interference,”
IEEE J. Sel. Areas Commun., vol. 28, pp. 1380–1408, Dec. 2010.
[5] S. W. Peters and R. W. Heath, “User partitioning for less overhead in
MIMO interference channels,” IEEE Trans. Wireless Commun., vol. 11,
pp. 592–603, Feb. 2012.
[6] Y. Wu, S. Jin, X. Gao, C. Xiao, and M. R. McKay, “MIMO multichannel
beamforming in Rayleigh-product channels with arbitrary-power co-
channel interference and noise,” IEEE Trans. Wireless Commun., vol. 11,
pp. 3677–3691, Oct. 2012.
[7] J. Park, Y. Sung, and H. V. Poor, “On beamformer design for multiuser
MIMO interference channels,” submitted to IEEE Trans. Inform. Theory,
Nov. 2010, Available: [Online]. http://arxiv.org/abs/1011.6121.
[8] H. Sato, “The capacity of the Gaussian interference channel under strong
interference,” IEEE Trans. Inform. Theory, vol. 27, pp. 786–788, Nov.
1981.
[9] M. H. M. Costa and A. El Gammal, “The capacity region of the discrete
memoryless interference channel with strong interference,” IEEE Trans.
Inform. Theory, vol. 33, pp. 710–711, Sep. 1987.
[10] I. Sason, “On the achievable rate regions for the Gaussian interference
channel,” IEEE Trans. Inform. Theory, vol. 50, pp. 1345–1356, Jun.
2004.
[11] R. Etkin, D. Tse, and H. Wang, “Gaussian interference channel capacity
to within one bit,” IEEE Trans. Inform. Theory, vol. 54, pp. 5534–5562,
Dec. 2008.
[12] V. R. Cadambe and S. A. Jafar, “Interference alignment and degrees
of freedom of the K-user interference channel,” IEEE Trans. Inform.
Theory, vol. 54, pp. 3425–3441, Aug. 2008.
[13] T. Gou and S. Jafar, “Degrees of freedom of the K user M×N MIMO
interference channel,” IEEE Trans. Inform. Theory, vol. 56, pp. 6040–
6057, Dec. 2010.
[14] B. N. Makouei, J. G. Andrews, and R. W. Heath, “MIMO interference
alignment over correlated channels with imperfect CSI,” IEEE Trans.
Signal Process., vol. 59, pp. 2783–2794, Jun. 2011.
[15] H. Sung, S. H. Park, K. J. Lee, and I. Lee, “Linear precoder designs for
K-user interference channels,” IEEE Trans. Wireless Commun., vol. 9,
pp. 291–301, Jan. 2010.
[16] C. Xiao, Y. R. Zheng, and Z. Ding, “Globally optimal linear precoders
for finite alphabet signals over complex vector Gaussian channels,” IEEE
Trans. Signal Process., vol. 59, pp. 3301–3314, Jul. 2011.
[17] A. Lozano, A. M. Tulino, and S. Verdu´, “Optimum power allocation
for parallel Gaussian channels with arbitrary input distributions,” IEEE
Trans. Inform. Theory, vol. 52, pp. 3033–3051, Jul. 2006.
[18] F. Pe´rez-Cruz, M. R. D. Rodrigues, and S. Verdu´, “MIMO Gaussian
channels with arbitrary input: Optimal precoding and power allocation,”
IEEE Trans. Inform. Theory, vol. 56, pp. 1070–1084, Mar. 2010.
[19] S. K. Mohammed, E. Viterbo, Y. Hong, and A. Chochalingam, “Pre-
coding by pairing subchannels to increase MIMO capacity with discrete
input alphabets,” IEEE Trans. Inform. Theory, vol. 57, pp. 4156–4169,
Jul. 2011.
[20] J. Harshan and B. S. Rajan, “On two-user Gaussian multiple access
channels with finite input constellations,” IEEE Trans. Inform. Theory,
vol. 57, pp. 1299–1327, Mar. 2011.
[21] M. Wang, C. Xiao, and W. Zeng, “Linear precoding for MIMO mul-
tiple access channels with finite discrete input,” IEEE Trans. Wireless
Commun., vol. 10, pp. 3934–3942, Nov. 2011.
[22] N. Deshpande and B. S. Rajan, “Constellation constrained capacity of
two-user broadcast channels,” in Proc. IEEE Global. Telecommun. Conf.
(GLOBECOM 2009), Honolulu, HI, USA, Nov.-Dec. 2009, pp. 1–5.
[23] Y. Wu, M. Wang, C. Xiao, Z. Ding, and X. Gao, “Linear precoding for
MIMO broadcast channels with finite-alphabet constraints,” IEEE Trans.
Wireless Commun., vol. 11, pp. 2906–2920, Aug. 2012.
[24] W. Zeng, Y. R. Zheng, M. Wang, and J. Lu, “Linear precoding for relay
networks: A perspective on finite-alphabet inputs,” IEEE Trans. Wireless
Commun., vol. 11, pp. 1146–1157, Mar. 2012.
[25] Y. Wu, C. Xiao, Z. Ding, X. Gao, and S. Jin, “Linear precoding for finite
alphabet signaling over MIMOME wiretap channels,” IEEE Trans. Veh.
Technol., vol. 61, pp. 2599–2612, Jul. 2012.
[26] A. Ganesan and B. S. Rajan, “Two-user Gaussian interference chan-
nel with finite constellation input and FDMA,” IEEE Trans. Wireless
Commun., vol. 11, pp. 2496–2507, Jul. 2012.
[27] K. B. Petersen and M. S. Petersen, “The matrix cookbook,” Available:
[Online]. http://www2.imm.dtu.dk/pubdb/p.php?3274, Feb. 2007.
[28] A. Hjørunges, Complex-valued matrix derivatives. Cambridge: Cam-
bridge University Press, 2011.
[29] P. Bender, P. Black, M. Grob, R. Padovani, N. Sindhushyana, and S.
Viterbi, “CDMA/HDR: A bandwidth efficient high speed wireless data
service for nomadic users,” IEEE Commun. Mag., vol. 38, pp. 70–77,
Jul. 2000.
[30] 3rd Generation Partnership Project: Technical Specification Group Radio
Access Network, “UTRA high speed downlink packet access,” Tech.
Rep., 3G TR 25.950, Mar. 2001.
[31] S. Verdu´, “Spectral efficiency in the wideband regime,” IEEE Trans.
Inform. Theory, vol. 48, pp. 1319–1343, Jun. 2002.
[32] S. Serbetli and A. Yener, “Transceiver optimization for multiuser MIMO
systems,” IEEE Trans. Signal Process., vol. 52, pp. 214–226, Jan. 2004.
[33] S. Boyd and L. Vandenberghe, Convex Optimization. New York:
Cambridge University Press, 2004.
[34] D. P. Palomar and S. Verdu´, “Gradient of mutual information in linear
vector Gaussian channels,” IEEE Trans. Inform. Theory, vol. 52, pp.
141–154, Jan. 2006.
[35] M. Tu¨chler, R. Kotter, and A. Singer, “Turbo equalization: Principles
and new results,” IEEE Trans. Commun., vol. 50, pp. 754–767, Jul. 2002.
[36] B. Hochwald and S. T. Brink, “Achieving near-capacity on a multiple-
antenna channel,” IEEE Trans. Commun., vol. 51, pp. 389–399, Mar.
2003.
[37] S. Y. Park and C. G. Kang, “Complexity-reduced iterative MAP receiver
for interference suppression in OFDM-based spatial multiplexing sys-
tems,” IEEE Trans. Veh. Technol., vol. 53, pp. 1316–1326, Sep. 2004.
[38] M. Valenti, “The Coded Modulation Library,” Available: [Online]. http://
www.iterativesolutions.com.
[39] T. M. Cover and J. A. Thomas, Elements of Information Theory, 2nd ed.
New York: Wiely, 2006.
[40] S. A. Jafar and A. Goldsmith, “Transmitter optimization and optimality
of beamforming for multiple antenna systems,” IEEE Trans. Wireless.
Commun., vol. 3, pp. 1165–1175, Jul. 2004.
[41] K. Saxe, Beginning functional analysis. New York: Springer-Verlag,
2002.
