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Resumo
As redes informáticas dominam as comunicações e são utilizadas para os mais diversos fins,
desde distribuição de conteúdos informativos, vídeo, e-business, etc, gerando uma quantidade sig-
nificativa de pacotes de dados que têm de ser reencaminhados desde o servidor até ao consumidor.
A análise de tráfego de rede é importante para a engenharia de tráfego e para a detecção de
intrusões e ataques. Este é apenas um dos muitos exemplos em que a análise de grande volume
de dados possui um impacto directo na sociedade e na economia. Um dos problemas mais críticos
em manter uma rede de comunicação sob controlo é capturar e analisar o tráfego. A complexidade
destas tarefas tem vindo a aumentar ao passo que as redes se têm vindo a tornar iterativamente
mais rápidas. Um dos principais problemas reside na capacidade de computação necessária para
processar o tráfego de rede capturado, assim como armazenar os dados relevantes dessa mesma
análise.
Com o aumento da capacidade dos links e da complexidade das técnicas de análise surge a
necessidade de aplicar técnicas paralelas de análise de tráfego, recorrendo a software que permita
implementar algoritmos capazes de percorrer todo o fluxo de tráfego e alocar o processamento
destes mesmos dados, da forma mais eficiente tendo em conta os recursos disponíveis na altura.
Este trabalho pretende avaliar a viabilidade de implementação dos algoritmos de gestão de
tráfego recorrendo à comparação entre Tensorflow e outras ferramentas já existentes desenvolvi-





Computer network dominate communications and are used for the most diverse ends, from
digital content distribution, video, e-business, etc, generating a significant amount of data packages
that have to be redirected from the server to the consumer.
Network traffic analisys is important for traffic analisys and for attacks and intrusions detec-
tion. This is one of many examples that traffic analisys in a great amount of data has a direct
impact in society and economy.
One of the most critical problems in maintaining a network communication under control is to
capture and analyse traffic. The complexity of these task has been increasing as network have been
becoming iteratively faster. One of the main problems lies in the necessary computing capacity to
process captured network traffic, as storing relevant data of that same analisys.
With the increase of link capacity and network techniques complexity, the need to apply pa-
rallel network traffic analisys techniques is born, resorting to software that allows the possibility
to implement algorithms capable of travelling through all traffic flow and allocate the processing
of that same data, in the most efficient way considering the available resources at that same time.
This work intends to evaluate the feasibility to implement traffic management algorithms re-
sorting to a new tool called Tensorflow, compared to other existing tools developed to this purpose,




Gostaria de agradecer aos meus pais, Zeferino e Luzia, pela paciência sem fim, por todos os
sacrifícios que sempre fizeram com um sorriso na cara.
Um grande agradecimento aos meus amigos de curso que ao longo destes 5 anos me incenti-
varam e me ajudaram nas horas mais difíceis.
Um palavra de apreço ao meu orientador, Professor Jorge Barbosa por toda a compreensão e
ajuda, ao Professor Ricardo Morla, pela ajuda de orientação e ao Paulo Vaz pela disponibilidade.










1.1 Contexto/Enquadramento . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Projeto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Motivação e Objetivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.4 Estrutura da Dissertação . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2 Revisão Bibliográfica 5
2.1 Análise de tráfego . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Data Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Algoritmos de Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.1 K-Means . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3.2 Affinity Propagation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.3 Mean Shift . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.4 Tensorflow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.5 Outras Ferramentas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.5.1 MATLAB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.5.2 Python . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.5.3 R . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.6 Machine Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.7 Resumo ou Conclusões . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3 Implementação 23
3.1 Algoritmos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2 Tensorflow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.3 Implementação de algoritmos . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.3.1 K-Means . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.3.2 Affinity Propagation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.3.3 Mean Shift . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.4 Resumo ou Conclusões . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4 Conclusões e Trabalho Futuro 31
4.1 Trabalho Realizado . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31






2.1 Data Clustering [JMF+00] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Stages of Clustering [JMF+00] . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Exemplo de Clustering [Jai10] . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.4 Exploração de nova Classe [Jai10] . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.5 Ilustração de algoritmo K-Means. (a) Dados de input de 2 dimensões com 3 clus-
ters; (b) Três pontos de "semente"selecionados como centros de cluster e atribui-
ção inicial dos pontos aos clusters;(c) e (d) iterações intermédias a atualizar as
etiquetas dos clusters e os respetivos centros ;(e) clustering final obtido a partir do
K-Means em convergência. [Jai10] . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.6 Minimizar a energia [XWZZ08] . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.7 Passo 1 do Affinity Propagation [XWZZ08] . . . . . . . . . . . . . . . . . . . . 14
2.8 Passo 2 do Affinity Propagation [XWZZ08] . . . . . . . . . . . . . . . . . . . . 14
2.9 Passo 3 do Affinity Propagation [XWZZ08] . . . . . . . . . . . . . . . . . . . . 14
2.10 Passo 4 do Affinity Propagation [XWZZ08] . . . . . . . . . . . . . . . . . . . . 15
2.11 Exemplo de pedaço de código em Tensorflow [AAB+15] . . . . . . . . . . . . . 16
2.12 Grafo de computação referente ao código da figura 2.11. [AAB+15] . . . . . . . 17
2.13 Estrutura de uma máquina e de sistema distribuído. [AAB+15] . . . . . . . . . . 18
3.1 Possibilidades de CPU e GPU para Tensorflow. [Cpu] . . . . . . . . . . . . . . . 24
3.2 K-Means -> Tensorflow -> dataset de 150 entradas. . . . . . . . . . . . . . . . . 26
3.3 K-Means -> Matlab -> dataset de 150 entradas. . . . . . . . . . . . . . . . . . . 26
3.4 K-Means -> Tensorflow -> dataset de 434874 entradas. . . . . . . . . . . . . . . 27










Análise de tráfego é o processo de interceptar e examinar mensagens de forma a deduzir in-
formação a partir de padrões na área da comunicação. É crucial para as grandes empresas possuir
um bom sistema de análise de tráfego de forma a garantir a integridade e privacidade de toda a
sua informação. Ainda assim um bom sistema de analise de tráfego pode ser algo mais complexo
do que aquilo que parece. Para além de ser necessário todas as unidades físicas para ser possível
analisar localmente aquilo que está a decorrer na nossa rede, é também necessária possuir um
Software capaz de lidar com os grandes fluxos de informação que decorrem de um rede de comu-
nicação. Quanto maior o fluxo de informação, mais frequente será a existência de picos de fluxos
de informação o que pode levar a grandes atrasos e até perdas de informação [BCA11].
Computadores de alta velocidade e redes telefónicas transportam grandes quantidades de in-
formação e tráfego de sinalização. Os Engenheiros por trás da construção e manutenção destas
redes usam uma combinação de hardware e ferramentas de software para monitorizar o fluxo de
tráfego de uma rede de comunicação [MGB15].
Algumas destas ferramentas operam na rede em modo live, ao passo que outras armazenam
a informação para uma análise offline a partir de software específico. Uma grande parte das ta-
refas de análise destas técnicas processa até centenas de gigabytes de informação. Isto dificulta
grandemente a possibilidade de realização de algumas técnicas em modo offline, pois acaba por se
tornar uma quantidade demasiado grande para que compense o seu armazenamento para posterior
análise.
Com a consequente necessidade de avanços nas áreas da inteligência artificial, machine lear-
ning, data analysis, vem em paralelo um também consequente avanço na criação de ferramentas de
análise por parte das grandes empresas nestas áreas levando a que estejamos constantemente a as-
sistir ao lançamento de novas ferramentas para análise de informação, levando a que muitas vezes




Este projecto lidou na sua grande maioria com:
• Tensorflow - Software da Google lançada em Novembro de 2015. É apresentado pela Go-
ogle como uma interface para expressar algoritmos de machine learning e uma implemen-
tação funcional para executar esses mesmo algoritmos. Mas pode também ser interpretado
uma biblioteca open source para computação numérica recorrendo a grafos de fluxo de in-
formação. Tendo em conta que é uma ferramente relativamente recente e apesar de bem
documentada, ainda não é possível encontrar grande quantidade de informação.[ten16]
• MATLAB - Ferramenta que integra computação, visualização, e programação num ambi-
ente ’user friendly’ em que os problemas e soluções são expressados numa notação relati-
vamente familiar. Desenvolveu alguma relevância a partir de funcionalidades como desen-
volvimento de algoritmos, modelação, análise de informação, entre outros.
• R - um ambiente de desenvolvimento integrado para cálculos estatísticos e gráficos, alta-
mente expansível com o uso dos pacotes, que são bibliotecas para funções específicas ou
áreas de estudo específicas.
• Python - Linguagem de programação de high-level, bastante flexível e de fácil "leitura"que
permite o uso de bibliotecas de Machine Learning/Data Mining/Data Analysis.
1.3 Motivação e Objetivos
Esta dissertação apresenta como principal objetivo a implementação de diferentes algoritmos
Data Clustering em diferentes ferramentas plataformas/ferramentas/Linguagens de forma a ser
possível obter uma base de comparação à performance do Tensorflow na execucação de algorit-
mos, assim como também poder observar a flexibilidade de programação no Tensorflow compara-
tivamente com as outras ferramentas geralmente usadas nesta área.
Sendo a Google uma das principais empresas na área do Deep Learning e apesar de o Ten-
sorflow ser uma biblioteca open-source, não existe praticamente nenhuma informação sobre o seu
potencial a nível de performance na execução de algoritmos. Nesse sentido existe a necessidade
de realizar testes e registos de comparação desta nova ferramenta comparativamente com as já
existentes.
1.4 Estrutura da Dissertação
Para além da introdução, esta dissertação contém mais 3 capítulos. No capítulo 2, é descrito
o estado da arte e é apresentada toda a informação necessária ao leitor para que possa obter um
total enquadramento na área de trabalho desta dissertação. É feita uma extensa descrição de to-
das as ferramentas, software e técnicas que atualmente são usadas, assim como explicação mais
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pormenorizada do software a ser usado nesta dissertação No capítulo 3, procede-se à explicação
de todas as escolhas feitas relativamente ao software no decorrer desta dissertação. Assim como
apresenta a forma como a implementação foi realizada e os resultados que foram obtidos à me-
dida que os testes foram sendo realizados. No capítulo 4 por fim, é feito um apanhado de toda a
dissertação, frisando a verdadeira contribuição deste trabalho para a comunidade científica assim






Neste capítulo é descrito o estado da arte e são apresentados trabalhos relacionados para mos-
trar o que existe no mesmo domínio e quais os problemas em aberto. Deve deixar claro que existe
uma oportunidade de desenvolvimento que cobre alguma falha.
Muitas empresas investem nos seus próprios centros de dados privados para satisfazer grande
parte das suas necessidades a nível de alocação de dados. Contudo estes centros de dados, muitas
vezes não são capazes de lidar com os grandes picos de fluxos de informação recorrentes numa
rede de comunicação, levando desta forma a atrasos e a uma menor taxa de transferência. Usar
poder computacional adicional para lidar com os já referidos imprevisíveis picos de informação é
caro e tem-se revelando bastante ineficiente, tendo em conta que uma grande parte destes recursos
não estarão a ser usados na maior parte do tempo. Recorrer à migração da aplicação na sua totali-
dade para a Cloud, embora fosse possivelmente mais barato do que investir num centro de dados
privado, capaz de lidar com o contínuo fluxo de informação, tendo em conta que os servidores são
só alugados quando necessário, seria ainda assim caro e iria comprometer a privacidade de infor-
mação importante da empresa. Será então considerada uma solução “ótima”, recorrer a recursos
adicionais na Cloud assim que os recursos do cluster local comecem a tornar-se lotados. Esta téc-
nica é conhecida por Cloud Bursting e permite a uma empresa escalar, ainda que de forma virtual,
a sua infraestrutura local “delegando” o processamento de algumas tarefas para uma Cloud pública
assim que a necessidade se apresentar. Cloud Bursting pode então assim ser de grande utilidade
para gestores de rede e especialistas em segurança, oferecendo-lhes desta forma uma grande capa-
cidade computacional “temporária” sempre que necessário podendo efetuar detecções de intrusões
e gestões de tráfego de aplicações mais complexas. Este processamento de informação do fluxo
de uma rede de comunicação de uma empresa denomina-se por tráfego de rede.
A análise de tráfego de rede é importante na detecção de intrusões e na gestão de tráfego
de aplicações. Soluções de análise de tráfego baseadas em clusters, de baixo de custo têm sido
apresentadas para processamento em massa de grandes blocos de captura de tráfego, escalando a
capacidade de processamento de um nó de análise de tráfego. Devido às variações da intensidade
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de tráfego, causados pelos naturais picos de fluxo de informação, um cluster de análise de rede
pode ter que ser aumentado de forma drástica para suportar a contínua captura e processamento
de blocos de pacotes. “Delegar” a análise de alguns blocos de pacotes para a Cloud pode ate-
nuar a necessidade de aumentar de forma drástica as dimensões do cluster local. É um facto que
as soluções existentes para análise de tráfego de rede na Cloud já disponibilizam os benefícios
dos serviços baseados em Cloud para os analistas de tráfego de rede e começam a “abrir algum
caminho”, para soluções de análise de tráfego Map-Reduce baseadas em Cloud. Supondo que
um utilizador deseja processar dados que estão alocados localmente num supercomputador local.
Considerando o caso que o utilizador precisa de analisar esta informação mas o recursos computa-
cionais do supercomputador não estão disponíveis naquele preciso momento. Em vez de, enviar a
tarefa com o bloco de informação de tráfego para ser analisado no supercomputador e esperar que
os recursos computacionais estejam disponíveis, o utilizador pode preferir recorrer a um fornece-
dor de serviços públicos de Cloud. Considerando outra situação, onde um grupo de investigação
alocou a sua informação num supercomputador local. Numa dada altura, o grupo de investigação
pode desejar acrescentar nova informação sobre novas experiências ou simulações, e não existe
espaço disponível para alocar essa mesma informação no supercomputador. Nesse caso pode ser
preferível recorrer a espaço de armazenamento numa Cloud.
2.1 Análise de tráfego
Análise de tráfego é uma técnica de dedução que olha para padrões de comunicação entre
entidades num sistema. Resume-se ao processo de intercetar e examinar mensagens de forma a
deduzir informação a partir de padrões na comunicação. Pode ser executada até em mensagens que
estão encriptadas e não podem ser desencriptadas. Na sua generalidade, quanto maior o número
de mensagens analisadas, ou até intercetadas e armazenadas, então cada vez mais poderá inferir a
partir do tráfego. Pode ser executada num contexto de inteligência militar, contra-inteligência, e é
uma preocupação constante na área da segurança [FD10].
O tamanho dos pacotes que estão a ser trocadas entre dois hosts pode ser informação muito
valiosa para alguém que pretenda extrair informação daquela comunicação, ainda que esta pessoa
não seja capaz de visualizar o conteúdo do tráfego (estando ele encriptado ou simplesmente in-
disponível). Vendo uma pequena agitação de diferencial de pacotes de apenas 1 byte com pausas
consistentes entre cada pacote poderá indicar uma sessão interativa entre dois hosts, em que cada
pacote indica apenas uma keystroke [FD10] Grandes pacotes de informação transferidos ao longo
do tempo indicam transferências de ficheiros entre hosts, indicando também que host está a enviar
o ficheiro e que host está a receber o ficheiro.
Por si só esta informação pode não ser extremamente prejudicial para a segurança da rede
mas um "atacante"criativo será capaz de combinar esta informação com outra, de forma a evitar




Clustering é a classificação sem supervisão de padrões (observações, itens de informação ou
vetores de informação). O problema de clustering tem sido abordado em muitos contextos e por
investigadores em muitas áreas. Isto reflete o seu amplo apelo e utilidade como um dos "passos"a
percorrer no caminho da exploração da análise de dados. Contudo Clustering é um difícil pro-
blema de combinatória, e diferenças nas premissas e contextos nas diferentes comunidades têm
dificultado a transferência de conceitos úteis e genéricos.
A análise de dados está na base de muitas aplicações de computação, seja na fase de design, or
seja na sua parte de operações online. Os procedimentos de análise de informação podem ser dico-
tomizados em exploratório ou confirmatório, baseado na disponibilidade dos modelos apropriados
para o data source, mas um elemento chave nos tipos de procedimento (quer formação de hipótese
ou tomada de decisão) é o grouping, ou classificação das medições, baseado seja em (i) qualidade
de ajuste a um determinado modelo, or (ii) agrupamentos naturais (Clustering) revelado durante
a análise. Análise de Cluster é a organização da coleção de padrões (normalmente representados
como um vetor de medições, ou um ponto num espaço multidimensional), em Clusters baseados
em similaridade.
Figura 2.1: Data Clustering [JMF+00]
Intuitivamente, padrões com um Cluster válido são mais parecidos entre eles do que a um
padrão que pertença a um Cluster diferente. Um exemplo de Clustering é retratado na figura
2.1. Os padrões de input são demonstrados do lado (a) da imgaem, e os Clusters desejados são
demonstrados no lado (b) da figura. Aqui, aos pontos pertencentes ao mesmo Cluster é-lhes
dada a mesma "classificação". A variedade de técnicas para representar informação, medição
de proximidade (semelhança) entre elementos de informação, e agrupamentos de elementos de
informação tem produzido uma seleção por vezes confusa de métodos de Clustering.
É importante perceber a diferença entre Clustering (classificação não supervisionada) e clas-
sificação "discriminante"(classificação supervisionada). Na classificação supervisionada, é-nos
dado uma coleção de padrões previamente classificados. O problema jaz em classificar um pa-
drão, acabado de encontrar que ainda não foi classificado. Tipicamente, os padrões classificados
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(Training), são usados para aprender sobre a descrição das classes que, por sua vez, são usados
para classificar um novo padrão. No caso de Clustering, o problema é agrupar uma dada coleção
de padrões não classificados em Clusters com um significado. De certo modo, as classificações
são associadas aos Clusters, mas estas classificações de categoria são orientadas à informação, isto
é, estas são obtidas unica e exclusivamente a partir da informação.
Clustering é útil em várias análises de padrões exploratórias, agrupamentos, tomada de deci-
sões, e situações de Machine Learning, inclusivamente Data Mining, segmentação de imagem e
classificação de padrões. Contudo, em imensos problemas, existe um pouco de informação pré-
via (i.e. modelos estatísticos), disponível sobre os dados, e a tomada de decisão tem de assumir
algumas premissas como válidas relativamente aos dados existentes.
As atividades de Clustering padrão envolvem os seguintes passos [JMF+00]:
1. Representação de padrões (podendo incluir extrações de features e/ou seleção).
2. Definição de uma medida de proximidade (semelhança) padrão para o domínio dos dados.
3. Clustering (grouping)
4. Abstração de dados (se necessário)
5. Avaliação do output (se necessário)
Figura 2.2: Stages of Clustering [JMF+00]
A figura 2.2 retrata uma típica sequência dos primeiros 3 destes referenciados passos, incluindo
um caminho de feedback em que o resultado do processo de grouping poderá afetar a extração das
features subsequentes e computação de semelhanças. A representação de padrões, refere-se ao
número de classes, ao número de padrões disponíveis, e ao número, tipo e escala das features
disponíveis para algoritmo de Clustering.
A seleção de features é o processo de identificar o subconjunto mais efetivo a partir das fea-
tures originais a usar no processo de Clustering. A extração de features é o uso de uma ou mais
transformações das features de entrada para produzir novas features. Qualquer uma das técnicas
poderá ser usada para obter um conjunto de features a usar no processo de Clustering.
O padrão de semelhança é normalmente medido pela função de distância definida em pares
de padrões. Uma variedade de medidas de distância nas mais diferentes comunidades [JMF+00].
Uma simples medida de distância como a distância Euclidiana pode muitas vezes ser usada para
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refletir a diferença entre dois padrões, ao passo que outras medidas de semelhança podem ser
usadas para caracterizar as semelhanças entre dois padrões. [JMF+00].
O passo de grouping pode ser realizado num grande número de maneiras diferentes. O re-
sultado de Clustering pode ser difícil de distinguir (onde cada padrão tem um grau variável de
"filiação"a cada um dos Clusters resultado. Algoritmos de Clustering Hierárquico produzem uma
série de partições baseadas no critério para convergir ou separar Clusters baseados na semelhança.
Algoritmos de Partional Clustering identificam a partição que otimiza (normalmente localmente),
um critério de Clustering. Técnicas adicionais para a operação de grouping, incluem métodos de
Clustering baseados em teoria de grafos e probabilidades [JMF+00].
A abstração de dados é o processo de extrair uma representação simples e compacta de um
dataset. Aqui a simplicidade é da perspetiva da análise automática (de forma a que a máquina
possa realizar processamento adicional de forma eficiente) ou é human-oriented (de forma a que
a representação obtida seja de fácil compreensão intuitivamente atraente). No contexto de Cluste-
ring, uma abstração de dados comum é uma descrição compacta de cada Cluster, frequentemente
em termos de protótipos de Cluster ou padrões representativos como um centróide.
Como é que o resultado de um algoritmo de Clustering é avaliado? Quais são as características
que avaliam um "bom"resultado e um "mau"resultado?
Todos os algoritmos de Clustering irão produzir Clusters quando lhes são fornecidos dados
como entrada - independentemente de se os dados possuem Clusters ou não. Se os dados não
possuírem Clusters, alguns algoritmos de Clustering poderão obter "melhores"Clusters que outros.
A avaliação do resultado de Clustering, então, possui várias "vertentes". Um é de facto a avaliação
do domínio de dados em vez do algoritmo de Clustering por si só.
A existência de uma tão vasta coleção de algoritmos de Clustering na literatura desta área pode
facilmente confundir um utilizador que se encontre a tentar selecionar um algoritmo que se ajuste
ao problema em mãos. Um conjunto de critérios admissíveis por Fisher and Van Ness em 1971 são
usados para comparar algoritmos de Clustering [JMF+00]. Estes critérios de admissibilidade são
baseados em: (1) como os Clusters são formados, (2) a estrutura dos dados, e (3) a sensibilidade
da técnica de Clustering para alterações que não afetam a estrutura de dados, contudo não existe
uma análise importante de algoritmos de Clustering para lidar com questões importantes como:
• Como é que os dados deverão ser normalizados?
• Qual a medida de semelhança apropriada a usar numa dada situação?
• Como é que o conhecimento de domínio deverá ser usado num certo problema de Clustering
• Como é que um dataset muito grande (com milhões de padrões) deverá ser submetido a um
Clustering apropriado?
Não existe nenhuma técnica de Clustering que seja aplicável de forma universal em revelar a
variedade de estruturas presentes em datasets multidimensionais. Por exemplo, considerando um
dataset de duas dimensões como na Figura 2.1. Nem todas as técnicas de Clustering pode revelar
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todos os Clusters presentes com igual facilidade, dado que os algoritmos de Clustering possuem
com regularidade premissas implícitas sobre a forma do Cluster ou configurações de mais de que
um Cluster baseado nas medidas de semelhança e critérios de grouping usados.
Os seres humanos competem de forma aceitável com os procedimentos de Clustering automá-
ticos em duas dimensões, mas a maior parte dos problemas reais envolvem Clustering de maiores
dimensões. É difícil para os seres humanos obter uma interpretação intuitiva de dados incorpo-
rados no espaço de grandes dimensões. Em acréscimo, os dados raramente seguem o tipo de
estruturas "ideal"como na Figura 2.1. Isto explica o grande número de algoritmos de Clustering
que continuam a aparecer na literatura desta área. Cada novo algoritmo de Clustering apresenta
uma ligeira melhoria na performance relativamente aqueles que já existem no que toca a uma
distribuição de padrões específica.
É essencial para um utilizador, não só, possuir uma boa compreensão sobre a técnica em
particular que será usada, mas também saber os detalhes do processo de angariamento de dados.
Quanto mais informação o utilizador possuir sobre os dados em mãos, mais provável será que o
utilizador seja capaz de ser bem sucedido a avaliar a verdadeira estrutura da classe de dados.
2.3 Algoritmos de Clustering
Organizar os dados em "grupos"com algum significado para o ser humano é das tarefas mais
importantes e fundamentais para evoluirmos nesta área. Como exemplo poderemos ter, uma clas-
sificação científica em que dispõe os organismos em: Domínio, Reino, Filo, Classe, etc. A análise
de cluster é o estudo formal de métodos e algoritmos para agrupar, ou realizar clustering, os ob-
jetos de estudo de acordo com as características intrínsecas ou analisadas ou semelhanças entre
cada um dos casos. O objetivo de clustering é encontrar estrutura nos dados e é por consequente
uma ciência exploratória. Clustering tem uma longa e rica história numa grande variedade de
campos científicos. Um dos mais populares e simples algoritmos é o K-Means que foi publicado
pela primeira vez em 1955.Apesar de o K-Means ter sido publicado há mais de 50 anos e desde
então terem sido publicados milhares de algoritmos de clustering, este ainda é bastante usada pela
comunidade científica [Jai10].
De uma forma geral, algoritmos de clustering podem ser divididos em 2 grupos: hierarchical
and partitional. Os algoritmos de Hierarchical clustering encontram recursivamente clusters de
forma aglomerativa (começando em cada ponto no seu próprio cluster e agrupando os clusters com
maior nível de semelhança, sucessivamente formando assim uma hierarquia de clusters) ou então
de forma divisiva (começando todos os pontos no mesmo cluster e recursivamente dividir cada
cluster em clusters mais pequenos). Comparados aos algoritmos de hierarchical clustering, os
algoritmos partitional clustering encontram todos os clusters em simultâneo, como uma partição
dos dados e não impõem uma estrutura hierárquica. [WZL+07]
O input para um algoritmo hierarchical é uma matriz n x n em que n é o número de objetos
que no qual o clustering será realizado.
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Figura 2.3: Exemplo de Clustering [Jai10]
Por outro lado um algoritmo partitional pode usar quer uma matriz n x d em que n objetos
estão embutidos num espaço de d dimensões, quer uma matriz de n x n.
Figura 2.4: Exploração de nova Classe [Jai10]
Um exemplo de uma exploração de classe é demonstrado na Figura 2.4. Aqui o clustering
foi usado para explorar novas subclasses numa aplicação de reconhecimento de caracteres ma-
nuscritos [Jai10]. Utilizadores diferentes escrevem os mesmos dígitos de diferentes maneiras,
aumentando assim a variância dentro da própria classe. Executar clustering nos padrões de treino
de uma classe pode descobrir novas subclasses, denominados lexemas nos caracteres manuscritos.
Em vez de ser usado um único modelo para cada caracter, múltiplos modelos baseados no
número de subclasses são usados para melhorar a eficiência de reconhecimento.
Existe um grande leque de algoritmos para um utilizador que decida realizar clustering. Neste
sentido que algoritmos de clustering devemos usar?
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Como qualquer questão em data science e machine learning isso irá depender dos nossos
dados. Um grande número de algoritmos é mais adequado para certas tarefas (como co-clustering,
bi-clustering, ou realizar clustering em features em vez de data points). Claramente um algoritmo
especializado em text clustering, irá ser a escolha óbvia para realizar clustering em text data, e
outros algoritmos especializados em outro tipo específico de dados.
Logo, se soubermos o suficiente sobre os nossos dados, podemos restringir a procura ao al-
goritmo de clustering que mais se adequa à informação em mãos, ou aos tipos de propriedades
importantes que a nossa informação possui, ou ao tipo de clustering específico que precisamos de
realizar.
2.3.1 K-Means
K-Means é o algoritmo de eleição para muito simplesmente porque é rápido, fácil de com-
preender, e disponível em todo o lado (existe uma implementação em praticamente qualquer fer-
ramenta de estatística ou machine learning que se use). Contudo o K-Means apresenta alguns
problemas. O primeiro é que na sua génese não é propriamente um algoritmo de clustering, mas
sim um partitional clustering. Com isso pretende-se dizer que o K-Means, não "procura"clusters,
ele particiona o dataset inicial em vários "pedaços". Isso leva ao segundo problema: é necessário
especificar exatamente à partida quantos clusters são esperados no final do processo. Se existir
informação suficiente sobre os nossos dados, então provavelmente isso é algo que não se tornará
num grande problema. Se, por outro lado, estiver simplesmente a explorar um novo dataset en-
tão o "número de clusters"é parâmetro díficil de "adivinhar". A solução tradicional é executar
o K-Means várias vezes com um "número diferente de clusters"e tentar encontrar o valor mais
adequado. Por fim o K-Means também está dependente da inicialização que poderá influenciar
o resultado final. Fornecendo-lhe múltiplas inicializações diferentes e aleatórias pode levar à ge-
ração de clusters bem diferentes. Isto não gera muita confiança em qualquer cluster que possa
produzido.
K-Means começa com uma partição inicial com K clusters e atribui padrões aos clusters de
forma a reduzir o squared error. Dado que o squared error diminui sempre com um aumento no
número de clusters K, pode apenas ser minimizado para um número fixo de clusters. Os principais
passos para o algoritmo K-Means são os seguintes [Jai10]:
1. Selecciona uma partição inicia com K clusters. Repetir os passos 2 e 3 até os clusters
estabilizarem.
2. Gerar uma nova partição atribuindo um novo padrão ao centro cluster mais próximo.
3. Calcular novos centros de clusters.
O algoritmo K-Means tem como requisito inicial três parâmetros especificados pelo utilizador:
número de clusters K, inicialização de clusters, a métrica de distância. A escolha mais complica
usualmente reside no número K. Tendo em conta que não existe nenhum critério matemático per-
feito, um número de heurísticas estão disponíveis para a escolha de K. Tipicamente, o K-Means
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Figura 2.5: Ilustração de algoritmo K-Means. (a) Dados de input de 2 dimensões com 3 clusters;
(b) Três pontos de "semente"selecionados como centros de cluster e atribuição inicial dos pontos
aos clusters;(c) e (d) iterações intermédias a atualizar as etiquetas dos clusters e os respetivos
centros ;(e) clustering final obtido a partir do K-Means em convergência. [Jai10]
"corre"independentemente para diferentes valores de K e a partição que parece ser mais significa-
tiva para o domínio é seleccionada. Inicializações pode levar a clusterings finais diferentes pois
o K-Means só consegue convergir para um mínimo local. Uma maneira de ultrapassar o mínimo
local é correr o algoritmo K-Means, para um dado K, com múltiplas partições iniciais diferentes,
e escolher a partição com o menor squared error. O K-Means é tipicamente usado com a métrica
Euclidiana para calcular a distância entre os pontos e os centros dos clusters. Como resultado, o
K-Means encontra clusters esféricos ou forma de "bola"nos dados.
2.3.2 Affinity Propagation
[XWZZ08] [WZL+07]
O algoritmo Affinity Propagation tem como entrada uma coleção de valores reais que repre-
sentam semelhanças entre pontos em que a semelhança s(i,k) indica o quão bom o ponto com
index k é, para ser o centro da classe do ponto i. Quando o objetivo é minimizar o squarred error,
cada semelhança é uma distância Euclidiana negativa: para pontos xi e xk, s(i,k)= - ‖xi− xk‖2.
Em vez de precisar do número de clusters especificados, o algoritmo Affinity Propagation leva
como input um número real s(k,k) para cada ponto k de forma a que os pontos com maiores valores
de s(k,k) sejam, com maior probabilidade, escolhidos para centros de classe. Estes valores são
referido como "preferências". O Affinity Propagation pode ser visto como procurar configurações
válidas das etiquetas c = c1, c2, c3, ..., cn para minimizar a energia:
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Figura 2.6: Minimizar a energia [XWZZ08]
O processamento do Affinity Propagation pode ser visto como um processo de comunicação
de mensagens num grafo de fatores.[XWZZ08] Há dois tipos de mensagens trocadas entre pontos,
por exemplo, "responsabilidade"e disponibilidade". A responsabilidade r(i,k), enviado do ponto
i, reflete a prova de como o ponto k serve como exemplar do ponto i, tendo em conta outros
potenciais exemplares para o ponto i. A disponibilidade de a(i,k), enviado do candidato exemplar
k para o ponto i, reflete a prova acumulado de como o ponto i deveria escolher o ponto k como
seu exemplar, tendo em conta o apoio de outros pontos que acham que ponto k deveria ser um
exemplar.
As mensagens têm que ser trocadas entre pares de pontos com semelhanças conhecidas.
Quanto aos passos do algoritmo em si, são os seguintes [XWZZ08]:
Input: s(i, k): a semelhança entre o ponto i e o ponto k. p(j): o array de preferências que indica
a preferência para que o ponto j seja o centro do cluster. Output: idx(j): o índice do centro do
cluster para o ponto j. dpsim: a soma das semelhanças dos pontos para os centros de cada um dos
seus clusters. expref: a soma das preferências dos centros de clusters identificados. netsim: soma
das semelhanças e das preferências dos pontos.
Passo 1: Inicializa as disponibilidades a(i,k) a 0:
Figura 2.7: Passo 1 do Affinity Propagation [XWZZ08]
Passo 2: Atualiza as responsabilidades usando a regra:
Figura 2.8: Passo 2 do Affinity Propagation [XWZZ08]
Passo 3: Atualiza a disponibilidade usando a regra:
Figura 2.9: Passo 3 do Affinity Propagation [XWZZ08]
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Passo 4: A própria disponibilidade é atualizada de forma diferente:
Figura 2.10: Passo 4 do Affinity Propagation [XWZZ08]
2.3.3 Mean Shift
A ideia principal do algoritmo Mean Shift é tratar os pontos num espaço de d dimensão como
uma função empírica probabilística de densidade em que regiões de densidade correspondem ao
máximo local. Para cada ponto no espaço, um realiza um procedimento de gradiente crescente
na densidade até atingir a convergência. Os pontos estacionários deste processo representam os
modos de distribuição. Os pontos associados com o mesmo ponto estacionário são considerados
pontos do mesmo cluster.
O procedimento do algoritmo Mean Shift para um dado ponto xi é o seguinte [Der05]:
1. Calcular o vetor Mean Shift m(xti)





3. Iterar entre os passos 1 e 2 até atingir a convergência. ∆ f (xi)
O componente de mais "pesado"a nível de computação no processo Mean Shift é a identicação
dos "vizinhos"de um ponto no espaço. Esta computação torna-se demasiado complicada para
espaços com dimensões muito grandes.
2.4 Tensorflow
Tensorflow é uma interface para expressar algoritmos de machine learning, e uma implemen-
tação para executar esses algoritmos. A computação expressada usando o Tensorflow pode ser
executada com muito pouca diferença de código numa grande variedade de sistemas heterogé-
neos, desde dispositivos móveis como telemóveis e tablets até sistemas distribuídos de grande
escala de centenas de máquinas e milhares de dispositivos de computação como GPU’s. O sistema
é flexível e pode ser usado para expressar uma grande variedade de algoritmos, incluindo training
e inferência de algoritmos para modelos de redes neuronais, e tem sido usado para realizar pes-
quisa e para o desenvolvimento sistemas de machine learning para a produção em mais de uma
dúzia de áreas de ciência da computação e outros campos de pesquisa, como reconhecimento de
discurso, visão computacional, robótica, obtenção de informação, processamento de linguagem
natural, extração de informação geográfica.
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Uma computação em Tensorflow é descrita como um grafo dirigido, que é composto por um
conjunto de nós. O grafo representa uma computação de fluxo de dados, com extensões para
permitir que alguns tipos de nós mantenham e atualizem o persistent state e para ramificar e iterar
estruturas de controlo dentro do grafo. Os clientes tipicamente constroem um grafo computacional
usando um das linguagens de frontend (C++ ou Python) [AAB+15]. Um exemplo de um pedaço
de código a construir e a ser depois executado é mostrado na Figura 2.11 o grafo de computação
como resultado é mostrado na Figura 2.12.
Figura 2.11: Exemplo de pedaço de código em Tensorflow [AAB+15]
Num grafo de Tensorflow, cada nó tem zero ou mais dados de entrada e zero ou mais dados de
saída, e representa a instanciação de uma operação. Os valores que fluem ao longa das arestas no
grafo, são tensors, arrays de dimensão arbitrária em que os elementos subjacents são especificados
ou inferidos no tempo de construções do grafo. Arestas especiais, chamadas dependências de
controlo, também podem existir no grafo: não existe fluxo de dados ao longo dessas arestas, mas
indicam que o nó "fonte"para o controlo de dependências tem de terminar de executar antes do nó
de destino para que a dependência de controlo comece a executar.
Em grande parte das computações o grafo é executado várias vezes. A maior parte dos tensors,
não sobrevive à primeira execução. Contudo, uma Variável é um tipo especial de operação que
retorna um handle, para um tensor mutável que sobrevive ao longo das execuções do grafo. Han-
dles para estes tensors mutáveis podem ser usados para várias operações especiais, como Assign e
AssignAdd (equivalente a +=), que modificam o tensor referido. Para aplicações de machine lear-
ning em Tensorflow, os parâmetros do modelo são tipicamente armazenados em tensors, mantidos
em variáveis, e são atualizados em part do Run, do grafo de training do modelo.
Os componentes principais num sistema de Tensorflow são o Client, que usa a interface da
Session para comunicar com o Master, e com um ou mais worker processes, com cada worker
process responsável por arbitrar o acesso para um ou mais dispositivos de computação (como
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Figura 2.12: Grafo de computação referente ao código da figura 2.11. [AAB+15]
núcleos CPU ou GPU) e por executar os nós dos grafos nesses mesmos dispositivos como foram
instruídos pelo Master.
Existem implementações tanto locais como distribuídas para a interface de Tensorflow. A im-
plementação local é usada quando o Client, o Master, e o Worker correm na mesma máquina no
contexto de apenas um processo de sistema operativo (com possivelmente múltiplos dispositivos,
se por exemplo, a máquina possuir mais do que uma GPU). A implementação distribuída, partilha
a maior parte do código com a implementação local, mas extende com recorrência a um ambiente
externo em que o Client, o Master, e os workers, podem estar em processos diferentes em máqui-
nas diferentes. No sistema distribuído, as diferentes tarefas são contentores nos trabalhos geridos
por um sistema de scheduling cluster. Estes dois modos diferentes estão ilustrados na Figura. Dis-
positivos são o núcleo computacional do Tensorflow. Cada worker é responsável para um ou mais
dispositivos, e cada dispositivos tem um tipo de dispositivo, e um nome. Os nomes de dispositivos
são compostos por pedaços que identificam o tipo de dispositivo, os índice do dispositivo dentro do
worker, e na opção distribuída, uma identificaçãodo trabalho e tarefa do worker. Nomes de dispo-
sitivo de exemplo são "/job:localhost/device:cpu:0"ou "/job:worker/task:17/device:gpu:3". Exis-
tem implementações da interface de dispositivos para CPU’s e GPU’s, e implementações para
outros dispositivos que podem ser fornecidos através de um mecanismo de registo. Cada objeto
de dispositivo é responsável por gerir a alocação e desalojamento da memória do dispositivo, e
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organizar tudo para a execução de qualquer kernel que se seja necessária por níveis mais altos da
implementação do Tensorflow.
Figura 2.13: Estrutura de uma máquina e de sistema distribuído. [AAB+15]
2.5 Outras Ferramentas
2.5.1 MATLAB
MATLAB trata-se de um software interativo de alta performance orientado para o cálculo nu-
mérico. MATLAB integra análise numérica, cálculo com matrizes, processamento de sinais e cons-
trução de gráficos num ambiente de fácil uso onde os problemas e soluções são expressos apenas
como são escritos de forma matemática, ao contrário da programação tradicional.
O MATLAB é um sistema interativo cujo elemento básico de informação é uma matriz. Esse
sistema permite a resolução de muitos problemas numéricos com apenas uma fração do tempo
que se gastaria para escrever um programa semelhante numa qualquer outra linguagem de pro-
gramação. Além disso, as soluções dos problemas são expressas quase exatamente como elas são
escritas de forma matemática.
MATLAB é um "Matrix Laboratory"e, como tal, fornece muitas maneiras convenientes para
a criação de matrizes de várias dimensões. No vocabulário MATLAB, um vetor refere-se a uma
dimensão (1 x N ou N x 1), de forma tradicional referida como um vetor em outras linguagens de
programação. A matriz geralmente refere-se a uma matriz multidimensional, isto é, uma matriz
com mais de uma dimensão, por exemplo, uma N x M, uma N x M x L, etc, onde N, M, L, são
superiores a 1. Em outras linguagens, uma matriz pode ser referida como um array de arrays, ou
array de arrays de arrays, ou simplesmente como um array multidimensional.
2.5.2 Python
Python é uma linguagem de programação dinâmica, bastante usada, de uso genérico, de high-
level. A sua filosofia de design enfatiza a perceptibilidade de código, e a sua síntaxe permite
aos programadores exprimir conceitos em menos linhas de código que o possível que linguagens
como C++ ou Java. A linguagem providencia construtores intencionados a permitir programas
"limpos"em pequena e larga escala.
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Python permite múltimos paradigmas de programação, inclusivamente orientados a objetos, e
programação funcional ou estilos processuais. Permite um sistema de tipo dinâmico e gestão de
memória automática e tem uma grande e compreensiva biblioteca standard.
Os intérpretes de Python estão disponíveis para muitos sistemas operativos, permitindo ao
código de Python correr numa grande variedade de sistemas. Usando ferramentas de terceira parte,
como Py2exe ou Pyinstaller, o código de Python pode ser "empacotado"em programas executáveis
independentes para alguns dos sistemas operativos mais populares, por isso o software baseado em
Python pode ser distribuído, usado, nesses ambientes sem necessidade de instalar um intérprete de
Python.
Scikit-learn providencia um alcance de algoritmos de aprendizagem supervisionados e não
supervisionados através de uma interface consistente em Python. É autorizado através de uma
licença BSD permissiva simplificada é distribuída através de de muitas distribuições de Linux,
encorajando desta forma o uso académico e comercial.
A biblioteca é construída sobre o SciPy (Scientific Python) que tem de ser instalado antes que
se possa usar o scikit-learn. Esta grande quantidade inclui:
• NumPy: Base n-dimensional array package.
• SciPy: Fundamental library for scientific computing.
• Matplotlib: Comprehensive 2D/3D plotting.
• IPython: Enhanced interactive console.
• Sympy: Symbolic mathematics.
• Pandas: Data structures and analysis.
As extensões e módulos para SciPy tradicionalmente são chamados SciKits. Deste modo, o
módulo providencia algoritmos de aprendizagem é chamado scikit-learn.
A visão para a biblioteca é um nível de robustez e apoio necessário para uso em sistemas de
produção. Isto traduz-se num grande foco no que toca a facilidade de uso, qualidade de código,
colaboração, documentação e performance.
Apesar de a interface ser em Python, bibliotecas em C são o que potenciam a performance em
numpy para arrays e operações em matrizes.
2.5.3 R
R é um conjunto de capacidades de software para manipulação de dados, cálculo e exposição
gráfica de informação. Entre outras coisas, R possui a habilidade para lidar com informação de
forma eficiente e armazenamento de informação, um conjunto de operadores para executar cálcu-
los em arrays, em particular em matrizes, uma grande, coerente e integrada coleção de ferramentas
intermediárias para análise de dados, habilidade de exposição de dados para análise de dados quer
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diretamente no computador quer em cópia impressa, e um linguagem de programação efetiva,
simples e bem desenvolvida (denominada "S"), que inclui condicionais, loops, funções recursivas
definidas pelo utilizador e capacidade de input e output. (De facto a maior parte das funções provi-
denciadas pelo sistemas são elas próprias escritas na linguagem "S). O termo "ambiente"é suposto
caracteriza-lo como um sistema coerente e perfeitamente planeado, em vez dum acréscimo de
ferramentas muito específicas e inflexíveis, como muito tradicionalmente se encontra com outro
software de análise de dados.
R é então um "veículo"para métodos desenvolvidos recentemente de análise de dados inte-
rativa. Desenvolveu-se bastante rápido, e tem sido estendido por uma larga coleção de pacotes.
Contudo, a maior parte dos programas escritos em R são essencialmente efémeros, escritos apenas
para uma análise de dados muito específica.
2.6 Machine Learning
Machine Learning é um método de análise de dados que automatiza a construção de modelos
analíticos. Usando algoritmos que iterativamente "aprendem"a partir dos dados, machine learning
permite aos computadores, descobrir e compreender sem terem que ser especificamente progra-
mados para onde olhar.
O aspeto iterativo de machine learning é importante na medida em que os modelos são ex-
postos para nova informação, e é assim possível que eles se adaptem independentemente. Eles
aprendem a partir de computações prévias para produzir decisões e resultados confiáveis e re-
petíveis. É uma ciência que não é nova de todo, mas ainda assim tem vindo a ganhar imensa
importância ao longo dos últimos anos.
Devido às novas tecnologias de computação, machine learning de hoje em dia não é igual
ao que era no passado. Ao passo que muitos algoritmos de machine learning já foram criados
há bastante tempo, a capacidade para executar cálculos matemáticos complexos de forma auto-
mática em grandes quantidades de informação, vezes e vezes sem conta, cada vez mais rápido, é
um desenvolvimento relativamente recente. Temos como exemplos muito práticos desta mesma
tecnologia:
• O bastante conhecido, carro da Google que é capaz andar na rua sem condutor. Representa
a própria essência de machine learning.
• Recomendações online de ofertas como aquelas na Amazon ou Netflix. São aplicações de
machine learning para o dia-a-dia.
• Saber o que consumidores postam no Twitter sobre uma determinada marca. É uma combi-
nação de machine learning com criação de regras linguísticas.
• Deteção de fraudes. É uma das mais óbvias e importantes aplicações de machine learning
nos dias de hoje.
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O ressurgente interesse em machine learning é devido aos mesmo fatores que tornaram data
mining ainda mais popular. Coisas como o crescente volume e aumento na variedade de dados
disponíveis, processamento computacional cada vez mais barato e poderoso e armazenamento de
dados mais barato. Todas estas cpisas significam que é possível produzir modelos mais rápida e
automaticamente que possam analisar, dados em maiores dimensões e com maior nível de comple-
xidade e chegar a resultados mais rapidamente de forma mais precisa, mesmo em grande escala.
Produzindo assim previsões que nos possam guiar a melhores decisões e tomada de ações mais
inteligentes em real time sem intervenção de seres humanos.
Uma das chaves para produzir ações inteligentes em real time é automatizar a construção de
modelos.
2.7 Resumo ou Conclusões
Esta extensa revisão bibliográfica forneceu as bases para que essencialmente pudessem ser
tomadas decisões de escolha de software, preferência de algoritmos, entre outros, de uma forma
mais informada. Foi também necessário realizar imenso estudo de antes da realização do traba-
lho mais especificamente sobre o Tensorflow, para que pudesse perceber essencialmente as suas






Neste capítulo será explicado o porquê da escolha dos algoritmos de clustering usados, assim
como as razões que levaram à tomada de algumas decisões aquando da Implementação. Pos-
teriormente irão ser explicados os passos tomados na questão da implementação dos algoritmos
propriamente dita.
3.1 Algoritmos
Como já referido anteriormente, existe uma enorme variedade de algoritmos de clustering, e
como tal a tarefa de escolher quais os algoritmos a usar torna-se bastante complexa. Nesse sentido
temos de establecer critérios e prioridades de forma a podermos escolher alguns de entre todos os
existentes.
Um dos principais critérios que levou à escolha dos algoritmos foi o tipo de dados em mãos.
Tendo em conta que alguns dos datasets usados requeriam o uso de muitos clusters para podermos
obter bons resultados, neste sentido temos de excluir algoritmos como Spectral clustering, que
diminui significativamente a sua performance quando o número de clusters se torna demasiado
elevado, assim como, o Hierarchical clustering, que se torna demasiado dispendioso quando os
datasets se tornam muito grandes.
DBSCAN foi também excluído pelo facto de apenas produzir resultados conclusivos com data-
sets que possuam alta densidade, ao passo que "exclui"pontos de datasets que sejam mais dispersos
levando assim à perda de informação significativa.
Por fim foi excluído o algoritmo Agglomerative Clustering, pois seria um dos algoritmos que
iria consumir mais tempos de implementação, pondo assim em risco a implementação na sua
totalidade. Foi então decidido deixar a implementação deste último algoritmo para último lugar.
Infelizmente devido ao tempo despendido a correções e acertos nos restantes algoritmos, não foi




Num sistema comum, existem múltiplos dispositivos computacionais. No Tensorflow os dis-
positivos suportados são CPU e GPU. Permite dividir as tarefas de um dado programa pelos dife-
rentes CPU’s/GPU’s disponíveis, aumentando imenso assim a sua performance.
Figura 3.1: Possibilidades de CPU e GPU para Tensorflow. [Cpu]
Um dos grandes entraves desta ferramenta é que as únicas GPU’s que o Tensorflow é capaz
de suportar são de arquitectura NVIDIA. Isto faz com que qualquer máquina que não possua um
processador gráfico NVIDIA, apenas possa utilizar o Tensorflow recorrendo ao módulo de CPU’s,
o que francamente, reduz significativamente o poder de processamento desta ferramenta.
Neste sentido foi necessário recorrer a uma máquina fornecida pela FEUP com um processador
gráfico GeForce GT 720 de forma a poder utilizar o Tensorflow recorrendo a esta vertente. Todos
os testes realizados no decorrer da implementação, foram executados com recurso a esta GPU
apenas.
Desta maneira foi então possível encontrar uma forma estável de poder executar os já referidos
algoritmos recorrendo diferentes ferramentas numa só máquina para que se possa efetivamente
realizar testes e obter um termo válido de comparação.
3.3 Implementação de algoritmos
Um dos grandes entraves que foi encontrado aquando da implementação foi sem dúvida de-
senvolver uma forma de implementar os algoritmos de forma igualmente eficiente de forma a que
não houve alterações de performance nas diferentes ferramentas para que se pudesse então realizar
comparações.
Foi também necessário encontrar datasets de referência para que todos os testes realizados
possam replicados se necessário. Recorreu-se então inicialmente a um dataset bastante conhecido
na área do clustering: Iris dataset.
Foi escolhido esse mesmo dataset pois enquadra-se bastante bem no problema em mãos tendo
em conta a sua dimensão e número de features.






Não houve um critério de selecção para a implementação dos algoritmos, sendo que o K-
Means foi o primeiro a ser implementado simplesmente por ser um algoritmo com o qual já tinha
alguma significativa familiaridade.
Apesar de já existirem várias implementações do algoritmo para as diferentes ferramentas K-
Means nenhuma delas estava especificamente orientada à performance do algoritmo, nem permitia
qualquer tipo de alteração nas configurações do algoritmo. Nesse sentido foi necessário reescrever
inteiramente o algoritmo aproveitando apenas alguns traços e ideias gerais que já existia sobre
como implementar de forma eficiente os 3 algoritmos já referidos.
Em título de exemplo no algoritmo K-Means grande parte das implementações existentes, não
possuíam qualquer tipo de condição de paragem, limitando-se apenas a realizar um número, já
predefinido em antemão, de iterações. E com a implementação realizada foi possível acrescentar
uma condição válida de paragem. Em cada iteração o centro dos clusters, é atualizado tendo em
conta os pontos atribuídos aquele cluster. Foi então agora possível terminar o algoritmo quando
o centro dos clusters não são atualizados e por conseguinte alcançamos os pontos ótimos como
centros dos clusters.
3.3.1 K-Means
Apesar de todas as plataformas alcançarem os mesmo resultados (os mesmos clusters para os
mesmos datasets), verificaram-se significativas diferenças em termos de performance.
Com um dataset com 150 entradas, o Tensorflow foi capaz de executar toda a computação
com o algorimo K-Means e encontrar os clusters como pode ser visualizado na Figura 3.2 em 1.9
segundos, ao passo que o Matlab demorou 3.9 segundos para executar essa mesma computação
como é vísivel na Figura 3.3 ao passo que o R conseguiu realizar esta mesmo computação em 4.2
segundos e em Python foi possível chegar aos resultados em 3.5 segundos.
Com estes resultados podemos então concluir que para um dataset de dimensão relativamente
pequena se observa uma ligeira melhoria de performance do Tensorflow relativamente às outras
ferramentas.
Com um dataset com 434874 entradas a diferença torna-se então bastante significativa tendo
o Tensorflow calculado os clusters em 394 segundos tendo conseguido a seguinte demonstração
como vísivel na Figura 3.5. Para este mesmo dataset o MATLAB demorou 934 segundos, ao passo
que Python demorou 813 segundos e R demorou 690 segundos.
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Figura 3.2: K-Means -> Tensorflow -> dataset de 150 entradas.
Figura 3.3: K-Means -> Matlab -> dataset de 150 entradas.
3.3.2 Affinity Propagation
Quanto a este algoritmo, como já referido anteriormente, liberta-nos de termos que especificar
em antemão o número de clusters como no caso do K-Means, ainda assim é necessário fornecer
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Figura 3.4: K-Means -> Tensorflow -> dataset de 434874 entradas.
variáveis que irão afetar a performance do algoritmo: preference e damping. Para um qualquer
utilizador que não possui qualquer tipo de experiência em algoritmos de clustering, muito menos
com este algoritmo em específico, é necessário despender algum tempo em experiências, de forma
a ser claro de que forma estes valores afetam a performance do algoritmo.
O Affinity Propagation identifica-se por ser um algoritmo bastante fiável e produz resultados
bastante válidos e consistentes mas é relativamente lento.
Figura 3.5: Affinity Propagation -> Python
27
Implementação
Como tal podemos verificar que o Tensorflow executa este algoritmo com uma média de 2.2
segundos, para um dataset de 150 entradas, ao passo que o Matlab e o R demoraram aproximada-
mente 3.9 segundos. Por último, este algoritmo implementado em Python demorou aproximada-
mente 4.2 segundos até serem alcançados os clusters finais.
Com um dataset de maiores dimensões a falta de velocidade foi ainda mais acentuada sendo
que no Tensorflow para um dataset de 434874 entradas demorou 510 segundos, que neste caso
ainda representa uma diferença significativa em comparação com K-Means. MATLAB demorou
1256 segundos, Python demorou 1132 segundos e R demorou 980 segundos.
3.3.3 Mean Shift
O algoritmo de Mean Shift por sua vez, é lento mas permite uma muito boa escalabilidade
sendo que por definição este algoritmo não tem em consideração todos os pontos, sendo que dá
prioridade às zonas de grande densidade de pontos no espaço.
Usando um dataset de 150 entradas no Tensorflow foi possível obter o resultado ao final de
3.3 segundos, 4.1 segundos no Matlab, 4.9 segundos em Python e 5.3 segundos no R. Assim se
pode verificar que este algoritmo é um pouco mais lento em todas as ferramentas e linguagens
usadas, contudo usando um dataset de 434874 podemos verificar a escalabilidade do algoritmo
que demonstrou um aumento de performance, tendo-se verificado 442 segundos no Tensorflow.
MATLAB demorou 1011 segundos, ao passo que Python demorou 913 segundos e R demorou 821
segundos.
3.4 Resumo ou Conclusões
É então possível concluir, que o Tensorflow apresenta sem dúvida uma ótima perfomance em
algoritmos de clustering em comparação com as outras ferramentas utilizadas como termo de re-
ferência para este trabalho. Podemos também facilmente concluir que o algoritmo K-Means foi
o algoritmo que mais rapidamente conseguiu alcançar resultados, apesar que durante a pesquisa
efetuada antes do início deste trabalho, chegamos à conclusão que o algoritmo K-Means é rápido
mas por vezes os seus resultados podem não ser os mais fiáveis. O algoritmo Affinity Propagation
é extremamente mais lento mas produz resultados muito fiáveis. Esta questão é altamente abor-
dada na área da análise de tráfego pois muitas vezes, principalmente em questões de segurança,
o feedback da análise dos dados da rede de tráfego tem que ser algo praticamente em real-time,
mantendo um mínimo de fiabilidade nos resultados.
Por fim, o algoritmo Mean Shift, apresenta-se como uma espécie de intermédio entre o K-
Means e o Affinity Propagation, pois apesar de com datasets relativamente pequenos, é conside-
rado lento mas apresenta uma boa escalabilidade e com datasets de grande dimensão apresenta
uma performance relativamente boa, mantendo igualmente uma boa fiabilidade de resultados.
É de enfatizar ainda que os resultados obtidos foram recorrendo apenas a uma GPU, como
referido anteriormente, e a diferença de resultados poderia ter sido ainda maior se tivesse havido
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a oportunidade de tirar partido do potencial de concorrência de execução do Tensorflow com mais





Conclusões e Trabalho Futuro
4.1 Trabalho Realizado
Foi então possível alcançar o desenvolvimento dum método de avaliação do Tensorflow, no que
toca a algoritmos de clustering relativamente a outras ferramentas que satisfazem esse propósito.
Neste sentido após uma extensa procura e pesquisa sobre quais seriam os algoritmos mais
adequados para o propósito em questão, foi também necessário especificar exatamente quais as
ferramentas que mais se adequariam a pertencer aos testes que iriam ser realizados. É então de
frisar que este projeto teve então uma grande componente de pesquisa.
Posteriormente, procedeu-se à implementação dos algoritmos nas diferentes plataformas, o
que se revelou algo mais complexo do que o esperado devido à falta de familiaridade com as
diferentes ferramentas usadas.
Neste sentido penso que a principal área para a qual esta dissertação contribui é, sem dúvida,
para a área de Redes, pois as aplicações da performance do Tensorflow na área da Análise de
Tráfego são inúmeras, o que poderá encurtar imenso a execução de grande parte dos algoritmos
de clustering.
Isto por si só poderá trazer grandes benefícios para as empresas na área da segurança, inteli-
gência militar, entre outras aplicações que poderão beneficiar da performance do Tensorflow.
4.2 Trabalho Futuro
É no entanto de referir, mais uma vez, que todos os testes foram realizados sem recorrer ao
potencial do Tensorflow na sua totalidade. Pois este é capaz de dividir as tarefas de um qualquer
programa, de grande ou pequena dimensão, pelos dispositivos existentes. Apesar de normalmente
um computador possuir vários núcleos de processamento na CPU, o Tensorflow tira partido deste
facto por definição. Mas na eventualidade de se poder tirar partido de uma máquina com mais
do que uma GPU, esta performance, já verificada, poderá ainda aumentar mais pois teríamos o
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dobro do poder de processamento. Neste sentido, como trabalho futuro seria, sem dúvida, algo
a explorar. A execução de testes e comparações em algoritmos de clustering recorrendo a maior
poder de processamento e verificar o quanto poderíamos beneficiar com este poder de hardware.
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