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Abstract
We consider the statistical inverse problem of estimating a background flow field (e.g., of air or water)
from the partial and noisy observation of a passive scalar (e.g., the concentration of a solute), a common
experimental approach to visualizing complex fluid flows. Here the unknown is a vector field that is
specified by a large or infinite number of degrees of freedom. Since the inverse problem is ill-posed,
i.e., there may be many or no background flows that match a given set of observations, we adopt a
Bayesian approach to regularize it. In doing so, we leverage frameworks developed in recent years for
infinite-dimensional Bayesian inference. The contributions in this work are threefold. First, we lay out a
functional analytic and Bayesian framework for approaching this problem. Second, we define an adjoint
method for efficient computation of the gradient of the log likelihood, a key ingredient in many numerical
methods. Finally, we identify interesting example problems that exhibit posterior measures with simple
and complex structure. We use these examples to conduct a large-scale benchmark of Markov Chain
Monte Carlo methods developed in recent years for infinite-dimensional settings. Our results indicate
that these methods are capable of resolving complex multimodal posteriors in high dimensions.
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1 Introduction
A common approach to investigating complex fluid flows is through measurement of a substance moving
within the fluid. For example, dye, smoke, or neutrally-buoyant particles are injected into fluids to visualize
vortices or other structures in turbulent flows [32, 33, 56, 48]. In this work we consider the inverse problem
of estimating a background fluid flow from partial, noisy observations of a dye, pollutant, or other solute
advecting and diffusing within the fluid. The initial condition is assumed to be known, so the problem can
be interpreted as a controlled experiment, where a substance is added at known locations and then observed
as the system evolves to investigate the structure of the underlying flow.
The physical model considered is the two-dimensional advection-diffusion equation on the periodic domain
T2 = [0, 1]2:
∂
∂t
θ(t,x) = −v(x) · ∇θ(t,x) + κ∆θ(t,x) , θ(0,x) = θ0(x). (1.1)
Here
• θ : R+ × T2 → R is a passive scalar, typically the concentration of some solute of interest, which is
spread by diffusion and the motion of a (time-stationary) fluid flow v. This solute is “passive” in that
it does not affect the motion of the underlying fluid.
• v : T2 → R2 is an incompressible background flow, i.e., v is constant in time and satisfies ∇ · v = 0.
• κ > 0 is the diffusion coefficient, which models the rate at which local concentrations of the solute
spread out within the solvent in the absence of advection.
We obtain finite observations Y ∈ Y (e.g., RN or CN ) subject to additive noise η, i.e.
Y = G(v) + η , η ∼ γ0 (1.2)
for some measure γ0 related to the precision of the observations. Here, G : H → Y is the parameter-to-
observable, or forward, map. This G associates the background flow v, sitting in a suitable function space
H, with a finite collection of measurements (observables) of the resulting θ = θ(v). The observations may
take a number of forms, such as:
• Spatial-temporal point observations: Gj(v) = θ(tj ,xj ,v) for tj ∈ [0, T ] and xj ∈ [0, 1]2.
• Spectral components: Gj(v) = 〈θ(tj , ·,v), ekj 〉L2(T2) for some basis {ek} of the scalar field θ.
• Local averages: Gj(v) = 1|Dj |
∫
Dj θ(t,x,v)dx dt, for sub-domains Dj ⊂ [0, T ]×[0, 1]2 where |Dj | denotes
the volume of Dj .
• Other physical quantities of interest from θ, such as variance, dissipation rate, or structure functions.
This work will focus on point observations as the most obvious practical implementation. However, we
note that the methodology outlined in this manuscript is quite general. Moreover, while we have assumed a
divergence-free flow, point observations, and periodic boundary conditions, the framework herein could be
adapted to other assumptions via a different definition of the forward map G.
As we illustrate below, the proposed inverse problem is ill-posed, i.e., there may be many or no background
flows v that match a given dataset Y. To address this issue, we adopt a Bayesian approach, incorporating
prior knowledge of background flows and descriptions of the observation error to develop probabilistic esti-
mates of v. Summaries of the Bayesian approach to inverse problems can be found in [21] and [31]. Moreover,
since the target of the inversion, the background flow v, is infinite-dimensional, this work will leverage the
considerable amount of recent research in infinite-dimensional Bayesian inference, grounding much of our
approach in the overview of the field provided in [16]. To compute observables, such as the mean, variance, or
(normalized) histogram of a given quantity on v or θ, we use recently-developed Metropolis-Hastings Markov
Chain Monte Carlo (MCMC) algorithms that are well-defined in infinite dimensions. We focus on precon-
ditioned Crank-Nicolson (pCN) [14] and Hamiltonian (or Hybrid) Monte Carlo (HMC) [4] samplers; some
results for the independence sampler and Metropolis-adjusted Langevin (MALA) methods (see descriptions
in, e.g., [16] and [3], respectively) are provided in the appendices.
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This work makes a number of important contributions. We lay out a Bayesian framework for the esti-
mation of divergence-free background flows from observations of scalar behavior, a common experimental
approach to investigating complex fluid flows [32, 33, 56, 48]. We define, prove, and numerically implement
an adjoint method for the efficient computation of the gradient of the log likelihood, a key ingredient in
higher-order MCMC methods. Finally, we identify two interesting examples for which the resulting posterior
measures have very different structures - one fairly simple and one highly multi-modal. We use these two
examples to conduct a systematic, large-scale numerical study to benchmark the convergence of the MCMC
methods mentioned above for “easy” and “hard” problems. This is a companion paper to [9], where we
investigate the behavior of the posterior measure as the number of point observations grows large (see also
[38]), and [10], where we identify a computationally-efficient approach to computing the forward map.
The structure of the paper is as follows. Section 2 defines our parametrization of the space of divergence-
free flows, describes why the inverse problem is ill-posed in the traditional sense, and presents the Bayesian
approach to the inverse problem. Section 3 describes the numerical approach to computing the posterior
measure: MCMC methods for sampling from the posterior, numerical methods for solving the advection-
diffusion equation (1.1), and an adjoint method for computing the gradients required for some MCMC
methods. Section 4 provides results of the inference and convergence of MCMC methods as applied to two
example problems. For completeness, appendices provide additional numerical results (Appendix A and
Appendix B) and a description of Bayesian inference in a very general setting (Appendix C).
1.1 Literature Review
Bayesian Inference and MCMC Comprehensive overviews of modern Bayesian techniques, from the
basics of probability theory to computational practicalities, can be found in [21] and [31]. In the last ten years,
much attention has been paid to development of the theory of Bayesian inference for infinite-dimensional
problems (e.g., where the target of the inversion is a function). These advances are summarized in [16],
building upon the work in [49]; we follow the former closely in Section 2 and provide a somewhat more
general derivation of Bayes’ Theorem in Appendix C.
Similarly, while Metropolis-Hastings Markov Chain Monte Carlo (MCMC) methods date to the foun-
dational works [41] and [28], substantial recent work has gone into extending these methods to problems
where the space to be sampled is high- or infinite-dimensional [5, 6, 7]. The goal of these efforts has been
to define sampling kernels that are both well-defined and yield robust convergence even as the number of
dimensions to be sampled grows large. The extension of Metropolis-Hastings methods to generalized state
spaces was described in [52]. The behavior of the traditional random walk approach as the dimension grows
large was investigated in [40] for a broad class of target measures. The pCN and MALA algorithms suitable
for infinite-dimensional problems were laid out in [14]; the optimal choice of the step size parameter in the
MALA algorithm was shown in [44]. HMC was similarly extended to infinite-dimensions in [4], work that
was later generalized in [3] and [22]. Dimension-independent convergence of some of the above methods has
been investigated by showing that the kernels have spectral gaps [20, 27, 53], leveraging a generalized version
of Harris’ Theorem [24, 26, 25, 42] for Markov kernels. The work in Section 4 represents one of the first
attempts to benchmark these methods for an infinite-dimensional application.
In Section 4.2 we present a multimodal posterior measure, which MCMC methods have difficulty resolving.
This has been a known problem with MCMC almost since its inception and a number of ideas have been
proposed for improving sampling for these distributions. One example is tempering, in which a series of
“less steep” distributions are used to try to increase the probability of jumps between modes; see, e.g., the
description in [21, Section 12.3] and associated references. A related method is equi-energy sampling [34],
in which rings of parameter values associated with different energy levels are constructed and samples are
allowed to jump within rings.
Advection-Diffusion The problem of observing scalar behavior to infer the underlying velocity field is a
common experimental approach for investigating the structure of complex fluid flows. The textbooks [56]
and [48] describe many such methods, including examples where dye, smoke, temperature, hydrogen bubbles,
or photo-sensitive tracers are used. An overview of dye-based visualization techniques is provided in [32].
An application of dye to investigate two-dimensional turbulence is described in [55]; see the survey article
[33] for additional examples.
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To our knowledge, this work is the first to apply Bayesian inference to the problem of estimating a
background fluid flow from measurements of a passive scalar. However, a number of works, such as [1], have
used inversion techniques to determine a source (forcing) term in advection-diffusion problems. In those
previous works, the background flow was assumed to be known and the initial condition assumed to be zero;
their goal was to determine the function (in particular the location) from which the pollutant was dispersed.
The source-identification work was extended to ensure robustness to uncertainties in the velocity field in
[57].
More generally, the advection and diffusion of passive scalars has been studied extensively. Numerical
difficulties in modeling the behavior of passive scalars for advection-dominated cases are described in [43]
and [50]. Passive scalars exhibit similar behavior for turbulent and random flows, so the latter, simpler case
may be used to model the former. One such model was introduced by Kraichnan [35, 36, 37]; the energy
spectrum from this model motivates the construction of the prior measure in Section 4.
2 Mathematical Framework and Bayesian Inference
In this section, we describe the mathematical framework of the inverse problem (1.2). We begin by defining
the functional analytic setting for the problem, including how we represent divergence-free background flows.
We then describe reasons why the inverse problem is ill-posed, i.e., why a given set of measurements Y cannot
identify a unique background flow v that generated them. We close the section by defining the Bayesian
approach to the inverse problem.
2.1 Representation of Divergence-Free Background Flows
The target of the inference is a divergence-free background flow v, so we start by describing the space H of
such flows that we will consider. For this purpose we begin by recalling the Sobolev spaces of (scalar valued)
periodic functions on the domain T2 = [0, 1]2
Hs(T2) =
u : u = ∑
k∈Z2\{0}
cke
2piik·x, ck = c−k, ‖u‖Hs <∞
 , ‖u‖2Hs := ∑
k∈Z2
‖k‖2s |ck|2, (2.1)
defined for any s ∈ R; see e.g. [46, 51]. We will abuse notation and use the same notation for periodic
divergence-free background flows by replacing the coefficients ck in (2.1) with
ck = vk
k⊥
‖k‖2
, vk = −v−k, (2.2)
where k⊥ = [−ky, kx] to ensure k · k⊥ = 0. Throughout what follows we fix our parameter space as
Notation 2.1 (Parameter space, H). We consider background flows v ∈ H, where H = Hm(T2) (see (2.1))
for some m > 1, with coefficients ck given by (2.2).
Here the exponent m is chosen so that vector fields in H, as well as their corresponding solutions θ(v),
exhibit continuity properties convenient for our analysis below (see Proposition 2.2). We take Lp(T2) with
p ∈ [1,∞] for the usual Lebesgue spaces and denote the space of continuous and p-th integrable, X-valued
functions by C([0, T ];X) and Lp([0, T ];X), respectively, for a given Banach space X. All of these spaces are
endowed with their standard topologies unless otherwise specified.
In what follows we frequently consider Borel probability measures on H, denoted sometimes as Pr(H),
in reference to the prior and posterior measures produced by Bayes’ theorem below. A natural approach to
construct certain classes of such infinite dimensional probability measures is to decompose them into one-
dimensional probability measures acting independently on individual components of a sequence of elements
sitting in an underlying function space; see e.g. [16, Section 2]. Concretely in our setting, probability
measures on the space of divergence-free vector fields can be defined by letting vk be random fields, as long
as vk exhibits suitable decay to zero as ‖k‖ → ∞ commensurate with v ∈ H (see Notation 2.1). In particular
we make use of this construction on the space of divergence-free vector fields to define prior distributions in
the numerical examples in Section 4.
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2.2 Mathematical Setting for the Advection-Diffusion Equation
In this section, we provide a precise definition of solutions θ for the advection-diffusion problem (1.1).
Crucially, the setting we choose yields a map from v to θ and then to observations of θ that is continuous.
Proposition 2.2 (Well-Posedness and Continuity of the solution map for (1.1)).
(i) Fix any s ≥ 0 and m ≥ s with m > 0 and suppose that v ∈ Hm(T2) and θ0 ∈ Hs(T2). Then there
exists a unique θ = θ(v, θ0) such that
θ ∈ L2loc([0,∞);Hs+1(T2)) ∩ L∞([0,∞);Hs(T2)) with
∂θ
∂t
∈ L2loc([0,∞);Hs−1(T2))
so that in particular θ ∈ C([0,∞);Hs(T2)) solves (1.1) at least weakly, namely
〈∂θ
∂t
, φ〉H−1(T2)×H1(T2) + 〈v · ∇θ, φ〉L2(T2) + κ〈∇θ,∇φ〉L2(T2) = 0 (2.3)
for all φ ∈ H1(T2) and almost all time t ∈ [0,∞).
(ii) For any T > 0 the map that associates v ∈ Hm(T2) and θ0 ∈ Hs(T2) to the corresponding θ(v, θ0) is
continuous relative the standard topologies on Hm(T2)×Hs(T2) and C ([0, T ]×Hs(T2)).
(iii) For any T > 0,m ≥ s > 1 the map which associates v ∈ Hm(T2) and θ0 ∈ Hs(T2) to the corresponding
θ(v, θ0) is continuous relative the standard topologies on H
m(T2)×Hs(T2) and C ([0, T ]× T2).
A sketch of the proof is provided in [9].
Remark 2.3. Since the background flow v enters (1.1) through the v · ∇θ term, the inverse problem of
recovering v from θ(v) can be ill-posed. One important class of examples illustrating this difficulty arises
when v · ∇θ is zero everywhere, in which case the fluid flow does not have any influence on θ. Two such
examples are as follows:
(i) Ill-posedness: Laminar Flow: Let θ0(x) be independent of y and v
? = [0, f(x)]. Then θ(v?) = θ(v) for
any v = [0, g(x)].
(ii) Ill-posedness: Radial Symmetry: Set θ0(x) ∝ sin(pix) + sin(piy) and v? = [cos(pix), − cos(piy)]. Then
θ(v?) = θ(v) for any v = cv?, c ∈ R.
In these cases, the even noiseless and complete spatial/temporal observations of θ cannot discriminate between
a range of background flows, making it impossible to uniquely identify a true background flow v?.
With this general result in hand we now fix some notation used for the remainder of the paper.
Definition 2.4 (Solution Operator S, Observation Operator O). Fix θ0 ∈ Hs(T2) and a final time T > 0
and consider the phase space H defined as in Notation 2.1. The forward map G as in (1.2) is interpreted as
the composition G(v) = O ◦ S(v), where:
1. The solution operator S : H → C([0, T ];Hs(T2)) maps a given v to the corresponding solution θ(v, θ0)
of (1.1) (in the sense of Proposition 2.2).
2. The observation operator O : C([0, T ];Hs(T2)) → Y measures some quantities (e.g. point measure-
ments, spectral data, tracers) from θ. Here, in general, Y is a separable Hilbert space. However, since
we are primarily focused on the setting of finite observations, we typically have Y = RN .
To make a connection with the range of observations provided in the introduction, we detail the following
possibilities for O.
Example 2.5. We consider finite observations O(θ) = (O1(θ), . . . ,ON (θ)) that could be
1. Spectral Observations: Oj(θ) =
∫
[0,1]2
θ(tj ,x)ejdx, with {ej}j≥0 an orthonormal basis for Hs and
tj ∈ [0, T ].
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2. Local averages: Oj(θ) = 1|Dj |
∫
Dj θ dx dt, for any sub-domains Dj ⊂ [0, T ] × [0, 1]2 where |Dj | denotes
the volume of Dj.
3. Spatial-temporal point observations: Oj(θ) = θ(tj ,xj) for any tj ∈ [0, T ] and xj ∈ [0, 1]2. (Note that
point observations are well-defined by Proposition 2.2, (iii).)
This paper focuses on final case of point observations Gj(v) = θ(tj ,xj ,v), j = 1, . . . , N as the most obvious
practical implementation for the advection-diffusion problem.
2.3 Ill-posedness
We note that the classical inverse problem of recovering v from data Y (see (1.2)) is highly ill-posed in a
number of ways:
1. The data is incomplete, i.e., we do not observe θ everywhere. For this reason we are interested
in forward maps G(v) that are non-invertible and hence that do not uniquely specify v. One such
example is provided in Section 4.2.
2. Even if solutions θ of (1.1) are observed everywhere in space and time, there are initial conditions θ0
such that any of a range of background flows v produce the same scalar field θ. Two such examples
are provided in Remark 2.3 above.
3. Because of the observational noise η in (1.2), there may be no v such that G(v) = Y for given data Y.
For example, in the case of point observations Yj = θ(tj ,xj ,v?)+ηj , some realizations of ηj may cause
Yj to exceed the maximum value (or be less than the minimum value) of θ0. However, because∇·v = 0,
(1.1) is a parabolic PDE that is subject to a maximum principle implying ‖θ(t)‖L∞(T2) ≤ ‖θ0‖L∞(T2)
for all t > 0. Thus there would be no v such that G(v) = Y.
These considerations are typical of ill-posed inverse problems more broadly. See, e.g. [31, Section 2] or [49]
for further commentary.
2.4 Bayesian Inference
Following the Bayesian approach to inverse problems [16, 31], instead of seeking a single best match v?,
we take a statistical interpretation of v and η as random quantities that we refer to as ‘the prior’ and ‘the
observation noise’. The solution of (1.2) is a probability measure, known as the ‘posterior’, associated with
the conditional random variable ‘v|Y’. The concentration of the prior measure in the limit of a large number
of observations, i.e. the question of consistency, is investigated in detail in [9]. A quite general formulation
of Bayes’ Theorem is provided in Appendix C; in this section we follow closely the derivation in [16]. We
begin by imposing the following typical assumption:
Assumption 2.6. The joint distribution of the observation noise and the prior take the form (v, η) ∼ µ0⊗γ0
for µ0 ∈ Pr(H), γ0 ∈ Pr(RN ) so that v and η are statistically independent.
Under Assumption 2.6, the ‘likelihood’ Qv, heuristically Y|v, is
Lemma 2.7 (Likelihood Qv). For any deterministic background flow v ∈ H and observation noise η ∼ γ0,
the likelihood Qv satisfies G(v) + η ∼ Qv so that for any A ∈ B(RN ),
Qv(A) = γ0({y − G(v) : y ∈ A}). (2.4)
With the form of the likelihood measure Qv in hand we introduce the following notational convention
used several times below
Notation 2.8 (True background flow, v?). We frequently fix a “true” background flow by v? ∈ H. For the
given v?, the observed data Y = G(v?) + η can be viewed as draws from the distribution Qv? (though v? is
not necessarily the only v that could produce such data).
As in [16], we make the following assumption:
A Bayesian Approach to Estimating Background Flows from a Passive Scalar 7
Assumption 2.9. The likelihood Qv (see Lemma 2.7) is absolutely continuous with respect to the noise
measure γ0 for all v ∈ H.
We note that this assumption holds when γ0 is any continuously distributed measure, such as a (non-
degenerate) Gaussian, that has the whole space RN as its support. (We also note in Proposition C.5 that
γ0 is not the only suitable choice of reference measure.) Then we define:
Definition 2.10 (Potential, Φ). When Assumption 2.9 holds, the potential or negative log-likelihood Φ :
H × RN → R is defined as
Φ(v;Y) = − log
(
dQv
dγ0
(Y)
)
(2.5)
where dQvdγ0 is the Radon-Nikodym derivative of Qv with respect to γ0.
Example 2.11 (Gaussian Noise). If the observation noise is a centered Gaussian, i.e. γ0 = N(0, Cη), then
by (2.4) we have (up to a factor independent of v)
Φ(v;Y) = 1
2
∥∥∥C−1/2η (Y − G(v))∥∥∥2 . (2.6)
Finally, we have the following adaptation of Bayes’ Theorem to the advection-diffusion problem:
Theorem 2.12 (Bayes’ Theorem, [16]). Let Qv and Φ be defined as in Lemma 2.7 and Definition 2.10,
respectively, and let Qv satisfy Assumption 2.9. Suppose that Φ is measurable in v and Y and that
Z =
∫
exp (−Φ(v;Y))µ0(dv) > 0. (2.7)
Then the measure µY associated with the random variable v|Y is absolutely continuous with respect to µ0,
with Radon-Nikodym derivative
dµY
dµ0
(v) =
1
Z
exp (−Φ(v;Y)) . (2.8)
3 Computational Approach and Challenges
In this section, we describe the numerical methods used to approximate the posterior measure µ. We begin by
introducing Markov Chain Monte Carlo (MCMC) methods used to generate samples from µ (Section 3.1).
Section 3.2 describes how we discretize and solve the advection-diffusion equation (1.1) to compute the
potential Φ (see Definition 2.10). Finally, in Section 3.3 we define an adjoint method for efficient computation
of the Fre´chet derivative DΦ, which is required for implementation of some of the more advanced MCMC
algorithms described in Section 3.1.
3.1 Sampling from µ via Markov Chain Monte Carlo (MCMC)
To sample from the posterior measure µY (see Theorem 2.12), we use two Markov Chain Monte Carlo
(MCMC) methods recently developed for or extended to infinite-dimensional problems: (1) preconditioned
Crank-Nicolson (pCN) [14], a generalization of the classical random walk algorithm that requires one forward
evaluation (PDE solve) per iteration and represents the “inexpensive” end of the computational spectrum
(see Algorithm 3.1); and (2) Hamiltonian Monte Carlo (HMC) [11, 3, 17], a “computationally expensive”
method that requires multiple PDE solves and gradient computations per iteration (see Algorithm 3.2). In
Appendix A, we additionally present some results for the independence sampler and Metropolis-adjusted
Langevin Algorithm (MALA) (see, e.g., descriptions in [16] and [3], respectively). See also [38, Chapter 5]
for a detailed description of these four methods and [30] for an algorithm to recursively select parameters
for HMC.
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Algorithm 3.1 Preconditioned Crank-Nicolson (pCN) MCMC.
1: Given free parameter β ∈ (0, 1] and initial sample v(k)
2: Propose v˜ =
√
1− β2v(k) + βξ(k), ξ(k) ∼ N(0, C)
3: Set v(k+1) = v˜ with probability min
{
1, exp
(
Φ
(
v(k)
)− Φ (v˜))}, otherwise v(k+1) = v(k)
Algorithm 3.2 Hamiltonian MCMC (HMC).
1: Given free parameters τ ≥  > 0 and initial sample v(k). Set L = τ .
2: Set (q0,w0) = (v
(k),w), where w ∼ µ0 = N(0, C)
3: for i = 1 to L do
4: Integrate Hamiltonian dynamics (compute Φ and DΦ): (qi−1,wi−1) 7→ (qi,wi)
5: end for
6: Compute ∆H = H(qL,wL)−H(v(k),w)
7: Set v(k+1) = qL with probability min {1, exp [−∆H]}, otherwise v(k+1) = v(k)
3.2 Evaluation of G
Computing the potential Φ(v) (see Definition 2.10) as in Algorithm 3.1 or Algorithm 3.2 requires evaluating
G(v), i.e., computing (e.g., point) observations for θ(v). This requires numerically solving (1.1) using a PDE
solver. We do so using a spectral method [12, 23], expanding v in a Fourier basis as in (2.1), (2.2) and
θ similarly as θ(t,x) =
∑
k θk(t)e
2piik·x. We apply a Galerkin projection, writing the coefficients θk as a
system of ODEs that reduces to
d
dt
~θ(t) = A~θ(t), where (A)lm = −ivk′
(
k′⊥ · km
)
− κ ‖kl‖2 δlm, where k′ = kl − km. (3.1)
This system is then integrated using the implicit midpoint (Crank-Nicolson) method to approximate ~θ(t).
Point observations are calculated as θ(tj ,xj) =
∑
k θk(tj)e
2piik·xj , with evaluation at time tj interpolated
if tj does not fall on a timestep of the integration method. When κ is small, accurate representation of θ
requires a large number of components due to the frequency cascade k′ in (3.1) (see [50]). This challenge
motivates our concurrent work in [10], in which we introduce a particle method for efficient evaluation of
G(v), allowing the computation of large numbers of samples for low-κ problems.
3.3 An Adjoint Method for Evaluating the Gradient of Φ
HMC (Algorithm 3.2) requires evaluating the Fre´chet derivative of the potential Φ (see Definition 2.10) with
respect to changes in v, a direct approach to which would require many PDE solves. Here we introduce an
adjoint approach that requires a single PDE solve per gradient computation using (a forced version of) the
same solver used to solve (1.1). See also [29] for a detailed discussion of adjoint methods and [1], in which a
similar adjoint equation was derived for a different application.
Theorem 3.1 (Adjoint Method for Evaluating DΦ). For a given background flow v ∈ H, let θ(v) ∈
Hm
(
[0, T ];Hs(T2)
)
be a weak solution of the advection-diffusion equation (1.1) in the sense that θ(0,x) = θ0
a.e. and
〈ρ, d
dt
θ + v · ∇θ − κ∆θ〉H1−m,2−s×Hm−1,s−2 = 0 (3.2)
for all ρ ∈ H1−m ([0, T ];H2−s(T2)). Suppose that Φ (see Definition 2.10) and O : Hm ([0, T ];Hs(T2)) →
RN (see Definition 2.4) are continuously differentiable in G and θ, respectively. Suppose there exists a
ρ0 ∈ H1−m
(
[0, T ];H2−s(T2)
)
with ρ0(0,x) = 0 a.e. that solves the forced adjoint equation
〈 d
dt
ρ0 − v · ∇ρ0 − κ∆ρ0, φ〉H−m,−s×Hm,s = −
∂Φ
∂G (v) · O[φ˜] (3.3)
for all φ ∈ Hm ([0, T ];Hs(T2)) with φ(T,x) = 0 a.e., where φ˜(t,x) := φ(T−t,x). Then the Fre´chet derivative
of Φ at v in the direction vˆ is given by
DvˆΦ(v) = 〈ρ˜0, vˆ · ∇θ〉H1−m,2−s×Hm−1,s−2 (3.4)
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where ρ˜0(t,x) := ρ0(T − t,x).
Proof. Application of the chain rule yields
DvˆΦ(v) =
∂Φ
∂G (v) ·DvˆG(v) =
∂Φ
∂G (v) · O [Dvˆθ(v)] . (3.5)
Denote Dvˆθ(v) by ψ(v, vˆ). Then by applying (3.2) to θ(v + vˆ) and θ(v), subtracting, taking the  → 0
limit, and using the definition of the Fre´chet derivative, we see that ψ ∈ Hm ([0, T ];Hs(T2)) satisfies
〈ρ, d
dt
ψ + v · ∇ψ − κ∆ψ + vˆ · ∇θ〉H1−m,2−s×Hm−1,s−2 = 0 (3.6)
with ψ(0,x) = 0 a.e., for all ρ ∈ H1−m ([0, T ];H2−s(T2)). Also, changing variables from t to T − t in (3.3)
yields the following relationship for ρ˜0(t) = ρ0(T − t):
〈 d
dt
ρ˜0 + v · ∇ρ˜0 + κ∆ρ˜0, φ˜〉H−m,−s×Hm,s =
∂Φ
∂G (v) · O[φ] (3.7)
with ρ˜0(T,x) = φ˜(0,x) = 0 a.e. Then applying (3.5), (3.7), and (3.6) in succession yields
DvˆΦ(v) =
∂Φ
∂G (v) · O [ψ] = 〈
d
dt
ρ˜0 + v · ∇ρ˜0 + κ∆ρ˜0, ψ〉H−m,−s×Hm,s
= 〈ρ˜0,− d
dt
ψ − v · ∇ψ + κ∆ψ〉H1−m,2−s×Hm−1,s−2
= 〈ρ˜0, vˆ · ∇θ〉H1−m,2−s×Hm−1,s−2 ,
which is the desired result.
Remark 3.2. Note that
[
∂Φ
∂G (v) · O
] ∈ H−m ([0, T ];H−s(T2)), so solving (3.3) amounts to finding the weak
solution in H−m
(
[0, T ];H−s(T2)
)
of
d
dt
ρ0 − v · ∇ρ0 − κ∆ρ0 = ∂Φ
∂G (v) · O˜, ρ0(0,x) = 0 a.e., (3.8)
where O˜[φ(t,x)] := O[φ(T − t,x)].
To compute the full gradient DΦ (the derivative with respect to an array of bases {ek}), we compute
the integration (3.4) for vˆ = ek for each k. The resulting algorithm is summarized in Algorithm 3.3. Note
that solving (3.6) and substituting into (3.5) would also yield the derivative of Φ. However, this approach
would require a PDE solve for each direction vˆ in which we want to take the derivative. In particular, if
we want the full gradient, we have to do many PDE solves. By contrast, Algorithm 3.3 requires only one
additional PDE solve per gradient calculation. Moreover, note that (3.8) is equivalent to (1.1) with zero
initial condition, a reversed vector field, and a forcing term. Thus, the same PDE solver can be used for
both the forward and adjoint solves with minimal modification. For the numerical experiments in Section 4,
the adjoint equation (3.3) was solved using the same spectral method described in Section 3.2, where the
forcing term was similiarly expanded in the Fourier basis e2piik·x via Galerkin projection. The integration
(3.4) was computed directly from the spectral representation of θ and ρ0, yielding
DekΦ(v) =
∑
j
2pii
(
k⊥ · kj
) ∫ T
0
ρ˜0l(t)θj(t) where l 3 kl = −k− kj , (3.9)
where the time integration was computed via trapezoidal rule.
Example 3.3 (Point Observations, Gaussian Noise). Let the observation operator be point observations
Oj [θ] = θ(tj ,xj). These observations are well-defined for θ ∈ Hm
(
[0, T ];Hs(T2)
)
with m > 12 , s > 1 (see
Proposition 2.2, (iii)). Let ηj ∼ N(0, σ2η) for j = 1, . . . , N so that Φ is given by (2.6). Then solving (3.3)
amounts to finding the weak solution of
∂
∂t
ρ0 − v · ∇ρ0 − κ∆ρ0 =
∑
j
1
σ2η
(Yj − θ(tj ,xj ,v)) δ(T − tj − t,x− xj),
where ρ0(0,x) = 0 a.e. and δ(t− t0,x− x0) is a Dirac distribution centered at (t0,x0).
10 J. Borggaard, N. Glatt-Holtz, J. Krometis
Algorithm 3.3 Adjoint Method for Computing DΦ.
1: Given v and basis ek
2: Solve (1.1) for θ(t,x,v)
3: Solve (3.3) for ρ0(t,x,v)
4: for each k do
5: Compute DkΦ(v) via (3.4) with vˆ = ek
6: end for
Example 3.4 (Integral Observations). Let observations be given by Oj [θ] = 〈fj , θ〉L2([0,T ]×T2) for some
fj ∈ H1([0, T ];H2(T2)). Let θ ∈ L2([0, T ];L2(T2)) (i.e., m = s = 0 in Theorem 3.1). Let ηj ∼ N(0, σ2η) for
j = 1, . . . , N so that Φ is given by (2.6). Then solving (3.3) amounts to finding ρ0 ∈ H1([0, T ], H2(T2)) with
ρ0(0,x) = 0 such that
∂
∂t
ρ0 − v · ∇ρ0 − κ∆ρ0 =
∑
j
1
σ2η
(Yj −Oj [θ(v)]) fj(T − t,x).
4 Numerical Experiments: Posterior Complexity and MCMC Con-
vergence
In this section, we describe applications of the above methods to two sample problems. We begin with an
example (Section 4.1) that yields a posterior measure with a relatively simple structure. This provides a
baseline for measuring convergence of the pCN and HMC samplers (see Section 3.1), which for our purposes
represent the “inexpensive” and “expensive” ends of the computational spectrum, respectively. Section 4.2
then presents a second example for which the posterior measure exhibits a complicated, multimodal struc-
ture. This example is more challenging for MCMC methods to sample from, and thus a good test of the
advantages offered by more “expensive” methods like HMC. The appendices present analogous results for the
IS and MALA samplers (Appendix A) and additional observables of interest to the passive scalar community
(Appendix B).
In each example, we generate data Y by running a high-resolution simulation of the system for a given
true vector field v? and applying the observation operator O. The PDE solver, adjoint solver, and MCMC
methods were implemented in the Julia numerical computing language [8]. Thousands, or in some cases
millions, of samples were generated using the computational resources at Virginia Tech.1
4.1 Example 1: Single-welled Posterior
In this subsection, we construct an example that yields a posterior distribution with a simple, single-welled
structure. The problem parameters for this example are enumerated in Table 1.2 The true flow v? is shown
in Figure 1.
Table 1: Problem parameters for Example 1.
Parameter Value Parameter Value
Observation
operator, O
Point observations at 1,024 uniformly
random (t, x, y)
Data, Y G(v?)
Prior, µ0 Kraichnan (4.2) Noise, γ0 N(0, σ2ηI), ση = 2
−6
True flow, v?
(Figure 1)
Randomly drawn from Kraichnan
prior, ‖k‖2 ≤ 32
Sampling
space, HN
‖k‖2 ≤ 8 (197 components)
Diffusion, κ 0.282, for water in air [15] θ0
1
2
− 1
4
cos(2pix)− 1
4
cos(2piy)
1http://www.arc.vt.edu
2Note that v? and observation locations/times were chosen randomly only to generate the scenario and data. This random
selection ensures a sufficiently general problem. The data and observation operator then of course remain fixed during MCMC
sampling.
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Figure 1: v? for Example 1. Left: Vorticity ∇× v?, Right: ‖v?‖.
For the prior measure, we leverage the Kraichnan model [35, 36] of turbulent advection via a Gaussian
random velocity field with energy spectrum (see [13, Equation 28])
E(k) = E0
N∑
i=0
(
k
ki
)4
exp
[
−3
2
(
k
ki
)2]
k−ξi (4.1)
where ki =
√
2
i
is the characteristic wave number of the ith subfield, N is the number of subfields, and
E0 controls the overall energy. The resulting spectrum exhibits E(k) ∝ k−ξ for 1 < k < kN = 2N/2 and
exponential decay for k > kN . We then choose prior
µ0 = N(0, E˜), E˜lm =
1
2pi ‖kl‖2
E(‖kl‖2)δlm (4.2)
where E is as defined in (4.1), with ξ = 32 motivated by [13, 37]. Then for v =
∑
k vk ∼ µ0, the expected
energy associated with wave numbers of norm k (integrating across the shell Sk = {k : ‖k‖2 = k}) is E(k).
Note: The Kraichnan model of mixing typically involves a velocity field with energy spectrum (4.1) but
that is white (δ-correlated) in time [47]. Here v is a background flow, i.e. constant in time; we simply use
the Kraichnan model as motivation for the energy decay modeled in the prior.
4.1.1 Posterior Structure
As described above, the output of a Bayesian inference is the posterior µY , a probability measure on the
space of divergence-free vector fields H or, in practice, on a finite-dimensional approximation HN given
by the truncated expansion of the basis described in Section 2.1. To approximate the exact posterior, we
assembled a list of 10 million samples by running a series of 40 pCN MCMC chains of 250,000 samples each,
with every chain beginning with an initial sample randomly chosen from the prior.3 Figure 2 shows the
structure of the computed posterior. The left-hand plot shows mean, variance, skew, and excess kurtosis
(kurtosis minus 3) of the posterior by Fourier component of v, where v, incorporating the discretization
(2.1) and reality condition (2.2), is constructed from the components as:
v(x) = [v0, v1] + v2 [0, cos(2piy)] + v3 [0,− sin(2piy)] + v4 [cos(2pix), 0] + v5 [− sin(2pix), 0]
+ v6 [0, cos(4piy)] + v7 [0,− sin(4piy)] + v8 [cos(2pix), cos(2piy)]
+ v9 [− sin(2pix),− sin(2piy)] + . . .
(4.3)
3pCN was chosen here because it provided a computationally-inexpensive approximation to what proved to be a posterior
with simple structure.
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Because of the influence of the prior measure, the mean and covariance of the posterior for higher-order
components tend to zero. Skew and excess kurtosis are near zero (up to computational resolution) for all
components, indicating that the marginal distribution for each component is approximately Gaussian. The
right-hand plot in Figure 2 presents one- and two-dimensional histograms of the first eight components of
v. Note that the histograms (and other plots omitted for brevity) all show a contiguous mass of probability,
indicating that one “class” of vector field matches both the prior and the data.
50 100 150
Component
-0.3
-0.2
-0.1
0.0
0.1
Mean
Covariance
Skew
Excess Kurtosis
Figure 2: Structure of Posterior. Left: Mean, covariance, skew, and excess kurtosis of posterior measure,
by component of v. Right: Posterior (µY) 1D (diagonal) and 2D (off-diagonal) marginal distributions for
the first eight components of v (out of 197).
4.1.2 MCMC Sampling
To test the behavior of “inexpensive” and “expensive” MCMC methods, both pCN and HMC (see Section 3.1)
were applied to Example 1. The pCN parameter β = 0.15 was chosen to match the optimal acceptance rate
of 23% from [45]. For HMC,  = 0.125 and τ = 1 were chosen because these values showed a good balance
between the desire for high acceptance rate, large jumps between samples, and low computational cost in
numerical experiments. The resulting acceptance rates were 23.9% for pCN and 81.0% for HMC. Figure 3
shows the trace and autocorrelation of the potential Φ (see Definition 2.10). When pCN is applied to this
example, we see “random walk” behavior – the samples move about the posterior, but are correlated with
each other. For HMC, the random walk effect is reduced and samples exhibit independence from each other
after orders of magniture fewer iterations than for pCN. The HMC chain explores the posterior more quickly
as a result. This is explored in the next section.
4.1.3 Convergence of Measures
The difference between the “true” (Figure 2) and computed marginal distributions can be evaluated via the
total variation distance.4 Convergence of the MCMC chains to the true marginal distributions are shown in
Figure 4. The figure shows that HMC achieves a close approximation to the posterior marginal distributions
within a few hundred iterations, while similar convergence takes about an order of magnitude longer for
pCN.
4Note that the real desire would be to measure convergence in the full 197-dimensional sample space. In this paper, we will
use the total variation norm to measure convergence between 1D and 2D distributions, a necessary and easy to picture – but
not sufficient – requirement for convergence in the full-dimensional space.
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Figure 3: Trace (left) and autocorrelation (right) of the potential Φ.
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Figure 4: Total variation norm between computed and “true” marginal probability density function for
v2, . . . , v9 for 10,000 samples. Left: pCN, Right: HMC.
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4.1.4 Equal Runtime Comparison
Recall from Section 4.1.2 that the parameters used for HMC were  = 0.125 and τ = 1.0, meaning that
τ
 = 8 PDE and adjoint solves (see Algorithm 3.2) were required per HMC sample. Because of these solves
and the additional costs required for the gradient computation (see Algorithm 3.3) and time integration,
each HMC sample took the time of approximately 39 pCN samples to compute. Thus, we can reweight pCN
samples by 39 to get a comparison of the sampling accuracy per computational unit. Figure 5 shows the
convergence of total variation norm for chains of runtime equal to 10,000 samples of HMC; the results can
be compared with Figure 4. We see that chains of equal runtime are largely equivalent between the two
methods when applied to Example 1; the faster convergence of HMC is essentially balanced by the larger
amount of computation required to generate the samples.
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Figure 5: Total variation norm between computed and “true” marginal probability density function for
v2, . . . , v9 for runtime equivalent to 10,000 HMC samples. Left: pCN, Right: HMC.
4.2 Example 2: Multimodal Posterior
In this section we present an example where the prior and data interact to produce a posterior with multiple
regions of mass; posteriors of this kind are difficult for MCMC methods to resolve because chains have
trouble jumping between the wells. We take the initial condition θ0(x) =
1
2 − 14 cos 2pix− 14 cos 2piy and true
background flow v? = [8 cos 2piy, 8 cos 2pix]. Symmetry guarantees that for x1 = [0, 0] and x2 = [
1
2 ,
1
2 ] we
have θ(v?, t,xi) = θ(−v?, t,xi), i = 1, 2. (In fact, there are more points for which this is true; however, two
points suffice for the purposes of this example.) We therefore let the data Y be point measurements θ(t,x)
from t = 0.001 to 0.050 in intervals of 0.001 at each of x1 and x2. Then we have Φ(v
?) = Φ(−v?), i.e. both
v? and −v? match the data equally well. Finally, we use the mean-zero Kraichnan prior (4.2), which assigns
the same probability to both v? and −v?. The problem parameters for this example are listed in Table 2.
Since both v? and −v? are given the same probability by both the prior and the data, they will be
equally likely according to the posterior. We show in the next section that the symmetry in the problem
setup results in multiple distinct probability masses in the posterior.
Table 2: Problem parameters for Example 2.
Parameter Value Parameter Value
Observation
operator, O
Point observations at x1 = [0, 0] and
x2 = [
1
2
, 1
2
]
Data, Y G(v?)
Prior, µ0 Kraichnan (4.2) Noise, γ0 N(0, σ2ηI), ση = 2
−3
True flow, v? [8 cos 2piy, 8 cos 2pix] Sampling
space, HN
‖k‖2 ≤ 8 (197 components)
Diffusion, κ 3× 10−5 [13, Table I] θ0 12 − 14 cos(2pix)− 14 cos(2piy)
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4.2.1 Posterior Structure
As in Example 1, we approximate the exact posterior via a large number of samples; in this case we use
500,000 samples generated from 100 HMC chains of 5,000 samples apiece, each beginning with an initial
sample randomly chosen from the prior measure. We chose HMC chains because they provided better
convergence to the posterior than the other methods, as we describe below. Figure 6 shows the resulting
posterior structure. The left plot shows the computed mean, variance, skew, and excess kurtosis of the
posterior, by Fourier component of v. We note that, due to the influence of the prior measure, the mean and
covariance of the posterior tend to zero for higher-order components. Also, the deviations of excess kurtosis
from zero indicate the presence of highly non-Gaussian marginal distributions for some components. The
plot on the right presents one- and two-dimensional histograms for the first few components of v (see the
expansion in (4.3) for interpretation of the components). Note that the symmetry of the problem results in
multiple large modes both v2 and v4, as well as in several smaller bumps in the distributions of the other
components.
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Figure 6: Structure of Posterior. Left: Mean, covariance, skew, and excess kurtosis of posterior measure,
by component of v. Right: Posterior (µY) 1D (diagonal) and 2D (off-diagonal) marginal distributions for
the first eight components of v (out of 197).
Moreover, in constrast to Example 1, the two-dimensional histograms – the approximate posterior joint
probability density of pairs of vector field components – show that the vector field components are highly
correlated with each other (see, e.g., the “X” shape between v3 and v8). It is worth noting that the posterior
contains these correlation structures even though the prior assumes independence of the components.
Finally, it is worth noting that not all observables of the posterior exhibit complicated structures. Figure 7
shows the computed posterior one- and two-dimensional histograms of background flow vorticity at nine
observation locations. The one-dimensional histograms are simple – i.e., nearly Gaussian – at each point.
However, the two-dimensional histograms (except at the center point, x5), exhibit multiple modes of different
shapes.
4.2.2 MCMC Sampling
The multimodal structure of the posterior is typical of distributions that are difficult for MCMC methods
to resolve efficiently, as the chains have difficulty moving across the regions of low probability between the
regions of mass. We now use this structure to test the viability of pCN and HMC (see Section 3.1) in
resolving complicated posteriors. The tests use parameter values of β = 0.2 for pCN (again corresponding
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Figure 7: Posterior one- and two-dimensional histograms of vorticity (left) at nine observation points (shown
against v?, right).
to the optimal acceptance rate of 23% from [45]) and  = 0.125 and τ = 4 for HMC, which in numerical
experiments showed good convergence behavior.
Figure 8 shows the trace and autocorrelation of the potential Φ (see Definition 2.10) for MCMC sampling
of Example 2. As in Example 1, we see “random walk” behavior for pCN, whereas for HMC many fewer
iterations are required to achieve statistical independence between samples. Unlike Example 1, however, the
HMC chains for Example 2 exhibit negative autocorrelation between consecutive samples. The author plans
to investigate this phenomenon, which may be related to the multimodal structure of the problem, in later
work.
2500 5000 7500 10000
Sample ID
-10
0
10
20
(v
)
pCN
2500 5000 7500 10000
Sample ID
-10
0
10
20
(v
)
HMC
10 20 30 40 50
Lag
-1.0
-0.5
0.0
0.5
1.0
Au
to
co
rre
la
tio
n
pCN
HMC
Figure 8: Trace (left) and autocorrelation (right) of the potential Φ.
We can also see the contrast between pCN and HMC in the traces of vector field components shown in
Figure 9. The pCN samples move within a relatively limited range (a single probability mass), while the
HMC samples occasionally jump between the different probability regions. In parameter testing, we observed
that the frequency of these jumps increased roughly linearly with τ (τ = 4 produced twice as many jumps
as τ = 2, for example) because longer integration times allowed the Hamiltonian system to evolve further,
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overcoming the areas of low probability that separate the regions of mass.
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Figure 9: Trace of v2, . . . , v5 by sample number, pCN (left) and HMC (right).
4.2.3 Convergence of Measures
We now consider how the computed probability density functions (normalized histograms) compare for each
of the MCMC methods. Figure 10 shows the computed one- and two-dimensional distributions for the first
few vector field components after 150,000 samples. This figure can be compared with the “true” distributions
shown in Figure 6. The histograms for pCN show only some of the many distinct probability regions in the
posterior, as the chain failed to jump across the regions of low probability. The distributions for v2 and v4,
in particular, only show one or two of the three modes shown in Figure 6. The histograms for HMC, by
contrast, resolve all major features in the posterior, though the some of the features still exhibited imbalance
when the chain terminated. The asymmetry in v4 and v9 indicates that the chain has perhaps not fully
converged yet.
As in Example 1, we can get a feel for convergence of the methods by computing the total variation
distance between the “true” µ and N -sample µ(N) marginal distributions. The results are shown in Figure 11.
We note the “sawtooth” behavior for HMC, as the number of samples in each mode of, for example, v4 slowly
balances.
4.2.4 Equal Runtime Comparison
It is worth noting that, due to the selected values of the parameters  and τ , the HMC method used above
required 32 PDE and 32 adjoint solves per sample, making it quite expensive relative to a sample of pCN. In
our implementation, we were able to compute 125 pCN samples for each HMC sample. As a result, almost
19 million pCN samples could be computed in the time required to generate 150,000 HMC samples. For
comparison in terms of equal computational cost, we now present the results of a single 19 million-sample
pCN chain with the 150,000 sample HMC run shown earlier. Figure 12 compares the trace of the first few
vector field components by sample number. We see that pCN does eventually achieve the jumps between
states that HMC shows; however, the jumps are much less frequent for pCN, even when weighted by runtime,
than for HMC (approximately 5 jumps vs. 20 jumps, respectively).
Figure 13 shows the computed one- and two-dimensional histograms for the 19 million-sample pCN chain,
which can be compared with the HMC figure in Figure 10. Figure 14 compares the evolution of the total
variation norm between the computed and “true” two-dimensional distributions for pCN (blue) and HMC
(orange) chains of equal runtime. (Convergence of the (v2, v9) correlation structure, for example, is shown
in the bottom right subplot.) These two plots are more equivocal between the two methods. pCN produces
better convergence for histograms with one probability mode (e.g., the pair (v6, v7)); for these components,
the extra computations involved in HMC (which was tuned for larger jumps) do not appear to provide a
benefit. However, the two methods exhibited very similar convergence for multimodal distributions (e.g.,
those associated with v2 or v4). HMC also reached all of the modes in the distribution, while pCN generated
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Figure 10: Computed 1D and 2D marginal distributions for each of the first eight vector field components
(out of 197) for 150,000 samples, pCN (left) and HMC (right).
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Figure 11: Total variation norm between computed (150,000 samples) and “true” marginal probability
density function for v2, . . . , v9, pCN (left) and HMC (right).
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Figure 12: Trace of v2, . . . , v5 by sample number for runtime equivalent to 150,000 HMC samples, pCN (left)
and HMC (right).
no samples in the mode near v4 ≈ 1.5. Overall, it appears that pCN did a better job (on an equal-runtime
basis) of sampling within modes while HMC did a better job of finding modes.
Figure 13: Computed 1D and 2D marginal distribu-
tions for each of the first eight vector field components
(out of 197) for 19 million samples of pCN (same run-
time as 150,000 samples of HMC).
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Figure 14: Total variation norm between computed
and “true” 2D probability density for pairs of vector
field components for pCN (blue) and HMC (orange)
of equal computational time.
4.3 Summary of Numerical Experiments
To summarize the results of Examples 1 and 2, we see trade-offs between the MCMC methods:
• pCN provides an inexpensive method to generate samples and explore local regions of a probability
measure, with a free parameter β that can be tuned to the problem.
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• HMC samples are more computationally expensive to generate; for the HMC test cases reported here,
each HMC sample took 39-125 times as much time as one pCN sample, though in general this ratio
will be dictated by the cost of the gradient computation and the choice of number of integration steps
τ
 .
• In our numerical experiments, for posterior distributions with simple structure (e.g., Example 1 or
some parts of Example 2), pCN exhibits similar (as measured by equal number of samples) or better
(as measured by equal runtime) convergence to HMC.
• In our numerical experiments, for posterior distributions with more complicated structure (some com-
ponents in Example 2), pCN still appeared to do a better job (for equal runtime) of sampling within
probability modes, while HMC appeared to do a better job of jumping between states to find new
modes. The overall impact on performance is difficult to discern and will likely depend heavily on the
desired observables.
• Finally, we note that implementation of HMC is much more involved than pCN. With a working PDE
solver, pCN can be implemented in a matter of minutes or hours. Developing a gradient solver and
implementing the HMC leap frog integration (and debugging both) – if even possible – can require on
the order of days or months of development time, depending on the complexity of the PDE solver.
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A Selected Numerical Results for the IS and MALA Algorithms
In the main body of the paper, we present MCMC results for the preconditioned Crank-Nicolson (pCN,
Algorithm 3.1) and Hamiltonian (HMC, Algorithm 3.2) MCMC algorithms. Here we also present results for
the independence sampler (IS) and Metropolis-adjusted Langevin (MALA) methods. IS, a special case of
pCN when µ0 is Gaussian, draws proposals from the prior and requires one PDE solve per iteration. MALA
uses one PDE and adjoint solve per iteration and is therefore more computationally expensive than iterations
of IS or pCN but in general less computationally expensive than those of HMC.
Algorithm A.1 Independence Sampler MCMC.
1: Given sample v(k)
2: Propose v˜ ∼ µ0
3: Set v(k+1) = v˜ with probability min
{
1, exp
(
Φ
(
v(k)
)− Φ(v˜))}, otherwise v(k+1) = v(k)
Algorithm A.2 Metropolis-Adjusted Langevin (MALA) MCMC.
1: Given free parameter h and sample v(k)
2: Propose v˜ = 2−h2+hv
(k) − 2h2+hCDΦ(v(k)) +
√
8h
2+h ξ
(k), ξ(k) ∼ N(0, C)
3: Set v(k+1) = v˜ with probability α(v(k), v˜) = 1∧ exp (ρ (v(k), v˜)− ρ (v˜,v(k))), where ρ(v, v˜) is given by
ρ(v, v˜) = Φ(v) +
1
2
〈v˜ − v, DΦ(v)〉+ h
4
〈v + v˜, DΦ(v)〉+ h
4
∥∥∥C 12DΦ(v)∥∥∥2 (A.1)
Otherwise v(k+1) = v(k) (unchanged)
A.1 Example 1
Here we present IS and MALA results for numerical Example 1 (see Section 4.1). For MALA, we chose
h = 0.005 to approximate the optimal acceptance rate of 57% from [45]. The actual acceptance rates for
IS and MALA were 0.012% and 53.7%, respectively. The chain concluded with thousands of consecutive
rejections. Figure 15, an extension of Figure 15 to four methods, shows convergence, as measured by total
variation norm, of the 1D marginal distributions to the “true” marginal distributions shown in the diagonal
of Figure 2. We observe IS failing to converge due to the high number of rejections. MALA converges at
roughly the same rate as pCN.
Figure 16, an extension of Figure 5 to four methods, shows the same total variation convergence nor-
malized by runtime. IS samples are roughly the same cost to generate as pCN samples, so 39 IS samples
were generated per HMC sample. Similarly, an HMC sample took roughly 8 times as long to generate as
a MALA sample because the version of HMC used in Example 1 required eight PDE and adjoint solves
per sample, while MALA only requires one of each. Thus, we can reweight IS and pCN samples by 39 and
MALA samples by 8 to get a comparison of the sampling accuracy per unit time. IS again fails to exhibit
any meaningful convergence. MALA converges somewhat slower than either pCN or HMC, the former be-
cause MALA samples took more than twice as long to generate due to the need for an adjoint solve at each
iteration.
A.2 Example 2
For Example 2 (see Section 4.2), we chose h = 0.001 for MALA to again match the optimal acceptance rate
from [45]. Figure 17, which can be compared with analogous plots for pCN and HMC in Figure 10, shows the
computed 1D and 2D histograms for each of the first eight vector field components (out of 197) for 100,000
MALA samples. We see that the MALA chain failed to resolve the multiple modes of the posterior measure
seen in Figure 6.
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Figure 15: Total variation norm between computed and “true” marginal probability density function for
v2, . . . , v9 for 10,000 samples, Example 1. Top Left: IS, Top Right: pCN, Bottom Left: MALA, Bottom
Right: HMC.
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Figure 16: Total variation norm between computed and “true” marginal probability density function for
v2, . . . , v9 for runtime equivalent to 10,000 HMC samples, Example 1. Top Left: IS, Top Right: pCN,
Bottom Left: MALA, Bottom Right: HMC.
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Figure 17: Computed 1D and 2D marginal distributions for each of the first eight vector field components
(out of 197) for 100,000 samples of MALA, Example 2. (Compare with Figure 10.)
B Convergence of Observables
In this section, we compare pCN and HMC convergence for a series of observables that are of interest to
the passive scalar community. These observables, which involve both v and θ, are summarized in Table 3.
Convergence is measured as relative error of the mean vs. the mean given by the computed “true” posterior
measures shown in Figure 2 for Example 1 and Figure 6 for Example 2.
Table 3: Observables.
Observable Formula
Mean Scalar Variance [54] ‖θ − θ‖2
L2
Mean Scalar Dissipation Rate [47, 54] θ = 2κ ‖∇θ‖2L2
Enstrophy [39, 2] 1
2
‖∇ × v‖2
L2
Enstrophy Dissipation Rate ‖∇ (∇× v)‖2L2
Scalar Differences [47, 54] ∆rθ = θ(x + r, t)− θ(x, t)
B.1 Example 1
In this section, we compare convergence of observables for the single-mode posterior in Example 1 (see
Section 4.1). Figure 18 shows the relative error in the mean value of the first four observables in Table 3 at
t = 1, through 10,000 samples.5 HMC converges an order of magnitude more quickly than pCN.
More challenging observables to resolve are scalar differences (see Table 3), which require resolving θ
at two different locations. Figure 19 shows convergence results for the mean values (cumulative moving
averages) of scalar differences with x = [0, 0] and ri = 2
−i[1, 1] for i = 1, 2, 3, 4, up to 100,000 samples (10
times longer than the results shown in Figure 18). Convergence for scalar differences is much slower than for
5The sharp downward dips in these relative error plots occur when a cumulative moving average drifts past the “true” value.
At these points, the relative error is zero, so a log plot exhibits a downward dip toward log(0) = −∞.
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Figure 18: Relative error for the mean (cumulative moving average) of observables scalar variance, scalar
dissipation rate, enstrophy, and enstrophy dissipation for 10,000 samples, Example 1. Left: pCN, Right:
HMC.
the observables in Figure 18, though again we see that the relative error decays more quickly for HMC than
for pCN. For both methods, the convergence is fairly uniform across scales – the various scalar differences
converge at the same rates.
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B.2 Example 2
In this section, we compare convergence of observables for the multimodal problem in Example 2 (see
Section 4.2). Figure 20 shows the cumulative moving average of scalar variance, scalar dissipation rate,
enstrophy, and enstrophy dissipation (see Table 3) for pCN and HMC. The means for both methods converge,
though HMC converges in an order of magnitude fewer samples than pCN.
Figure 21 shows similar convergence plots for scalar differences (see Table 3), which proved much harder
for the MCMC methods to resolve; the figure shows results through 150,000 samples (15 times more samples
than in Figure 20). Scalar differences across small distances proved much more difficult for the methods to
resolve than the longer distances; pCN, in particular, shows almost no convergence for the two shorter-range
differences. The analogous plots for HMC begin to exhibit a sawtooth shape as the number of samples grows;
this is the result of balancing between the number of samples that the chain produces in each of the various
probability modes due to the jumps seen in Figure 9.
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Figure 20: Relative error for the mean (cumulative moving average) of observables scalar variance, scalar
dissipation rate, enstrophy, and enstrophy dissipation for 10,000 samples, Example 2. Left: pCN, Right:
HMC.
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Figure 21: Relative error for the mean (cumulative moving average) of scalar differences at t = 1 between
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C A General Setting for Bayes’ Theorem
In this Appendix we consider an infinite dimensional setting for a Bayesian Theorem applicable to a broad
class of statistical inverse problems that includes the problem considered in this paper. Our presentation is
slightly more general than most treatments, e.g. [16]; namely we do not assume an additive noise structure
in the observational error or suppose that the prior distribution and observation noise are independent.
The problem at hand is to estimate an unknown parameter V sitting in a separable Hilbert space H and
subject to an observational noise η. The forward model is given as
Y = F(V, η). (C.1)
Here F : H × RM → RN for possibly different N,M > 0 and we assume that F is a Borel measurable
map between the given spaces.6 We treat V and η as random variables on an underlying probability space
(Ω,A,P). The elements V and η are distributed as µ0 ∈ Pr(H) and γ0 ∈ Pr(RM ) respectively. Note
that we will not assume that V and η are statistically independent in general. In the language of Bayesian
statistical inversion, µ0 is the prior distribution on our unknown parameter V and γ0 is the distribution of
the measurement noise η. Let λ0 ∈ Pr(RN ) denote the distribution of Y.
We wish to rigorously define the conditional probabilities Y|V = v and V|Y = y. The former represents
the ‘likelihood of an observed data set Y given V = v’ while the later is ‘the Bayesian posterior distribution
for V given Y = y’.
For this purpose we recall some classical definitions around conditional expectations and probabilities
from abstract probability theory. For further generalities germane to our discussions here, see e.g. [19, 18].
Definition C.1. Given a σ-algebra H ⊆ A and a random variable Z the conditional expectation of Z given
H denoted E(Z|H) is the unique (up to a set of measure zero) random variable such that
E(Z|H) is measurable with respect to H (C.2)
and such that
E(E(Z|H)11A) = E(Z11A) for any A ∈ H. (C.3)
Given another random variable W we typically abuse notation and write E(Z|W ) for E(Z|HW ) where HW
is the σ-algebra generated by W . Futhermore, we denote P(Z ∈ A|W ) := E(11Z∈A|W ).
We next remind the reader of the definition of a regular conditional distribution as
Definition C.2 (Regular Conditional Distribution). Consider random variables Z1, Z2 taking values in the
complete metric spaces (X1, d1) and (X2, d2), respectively. We denote the Borel σ-algebra associated with
(X2, d2) by B2. A regular conditional distribution ג associated with Z1, Z2 is any function ג : X1×B2 → [0, 1]
such that:
(i) For every z ∈ X1, ג(z, ·) is a probability measure on B2 and, for every A ∈ B2, ג(·, A) is a Borel
measurable function on X1.
(ii) For each A ∈ B2,
ג(Z1(ω), A) = P(Z2 ∈ A|Z1)(ω) for almost every ω ∈ Ω. (C.4)
We now define
Definition C.3. Relative to a given regular conditional distribution ג, we define the distribution Z1|Z2 = z2
rigorously as ג(z2, ·).
To clarify these definitions, several remarks are in order.
6We could consider the more general case when RM and RN are replaced by seperable Hilbert spaces in what follows.
However, we avoid this additional complication for simplicity of presentation and since we are primarily interested situations
involving a finite number of observations.
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Remark C.4.
(i) For any two random variables Z1, Z2 an associated regular conditional distribution always exists; see
[19, Theorem 5.1.9] for a construction.
(ii) In the case when Z1, Z2 take values in Rn and are jointly, continuously distributed according to the
probability density function p, then for any probability density function g,
ג(z,A) :=
{ ∫
A
p(z,w)dw∫
p(z,w)dw
if
∫
p(z, w)dw > 0,∫
A
g(w)dw otherwise,
(C.5)
defines a regular conditional distribution for Z1, Z2.
(iii) As illustrated by the previous example, regular conditional distributions are not unique in general as
the choice of g in (C.5) was arbitrary.
Let us now fix regular conditional distributions
Q : H × B(RN )→ [0, 1] (C.6)
to define Y|V = v and
µ : RN × B(H)→ [0, 1] (C.7)
to make sense of V|Y = y. For more compact notation below we will sometimes write Qv(·) := Q(v, ·) and
µy(·) := µ(y, ·).
While we now have a rigorous definition of µy we would like to make sense of the usual Bayesian formu-
lation
“posterior distribution ∝ likelihood(y) × prior distribution”
in this general setting. It turns out that all that is needed to derive such a formula is the existence of a
distribution γ such that conditional probabilities Qv, v ∈ H are absolutely continuous with respect to γ.7
Proposition C.5. Assume there exists a distribution γ ∈ Pr(RN ) such that
Qv << γ for every v ∈ H (C.8)
and suppose that the resulting Radon-Nikodym derivative dQvdγ (y) is measurable in v and y. Define
Z(y, γ) :=
∫
H
dQv
dγ
(y)µ0(dv). (C.9)
Then, for any µ˜ ∈ Pr(H),
µy(dv) = µ(y, dv) :=
{
1
Z(y,γ)
dQv
dγ (y)µ0(dv), if Z(y, γ) > 0
µ˜(dv), otherwise,
(C.10)
defines a regular condition distribution for V|Y = y in the sense of Definition C.3.
Before turning to the proof we make the following simple observation
Lemma C.6. For any bounded and measurable ψ : RN → R,
Eψ(Y) =
∫
RN
ψ(y)λ0(dy) =
∫
H
∫
RN
ψ(y)Q(v, dy)µ0(dv), (C.11)
where λ0 is the distribution of Y defined by (C.1) and Q is the regular conditional distribution (C.6).
7Recall the a probability distribution ρ is absolutely continuous with respect to another distribution ρ˜ if ρ(A) = 0 whenever
ρ˜(A) = 0. We typically denote this relationship by ρ << ρ˜.
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Proof. Notice that
P(Y ∈ B) =E11Y∈B = E(E(11Y∈B |V)) = EQ(V, B) =
∫
H
Q(v, B)µ0(dv)
=
∫
H
∫
RN
χB(y)Q(v, dy)µ0(dv).
Thus, by linearity we have shown (C.11) for simple functions φ. We can now extend to the general case by
a standard density argument.
We turn now to
Proof of Proposition C.5. We need to verify that µy given by (C.10) satisfies the conditions for Definition C.1.
The regularity properties in (i) are immediate from the given assumptions on dQvdγ . We verify (ii) by showing
that, cf. (C.3),
E(
∫
H
φ(v)µ(Y, dv)11Y∈B) = E(φ(V)11Y∈B) (C.12)
for any B ∈ B(RN ), and any bounded and measurable φ : H → R. Using elementary properties of conditional
expectations (see [19, Chapter 5]), recalling the definition of Q in (C.6), and finally using (C.8) we have
E(φ(V)11Y∈B) =E(E(φ(V)11Y∈B |V)) = E(φ(V)E(11Y∈B |V)) = E(φ(V)Q(V, B))
=
∫
H
φ(v)Q(v, B)µ0(dv) =
∫
H
φ(v)
∫
RN
χB(y)Q(v, dy)µ0(dv)
=
∫
H
φ(v)
∫
RN
χB(y)
dQv
dγ
(y)γ(dy)µ0(dv)
=
∫
RN
χB(y)
∫
H
φ(v)
dQv
dγ
(y)µ0(dv)γ(dy).
On the other hand, we can show
Z(y, γ)
∫
H
φ(v)µ(y, dv) =
∫
H
φ(v)
dQv
dγ
(y)µ0(dv), (C.13)
for any y ∈ RN . When Z(y, γ) > 0, (C.13) is true by definition of µ (see (C.10)), and when Z(y, γ) = 0, we
have dQvdγ (y) = 0 µ0-almost surely (see (C.9)), so both sides of (C.13) are zero. Therefore, by combining the
previous two identities and recalling (C.9) we find
E(φ(V)11Y∈B) =
∫
RN
χB(y)Z(y, γ)
∫
H
φ(v)µ(y, dv)γ(dy)
=
∫
RN
∫
H
χB(y)
∫
H
φ(v)µ(y, dv)
dQu
dγ
(y)µ0(du)γ(dy)
=
∫
H
∫
RN
χB(y)
∫
H
φ(v)µ(y, dv)Q(u, dy)µ0(du). (C.14)
Taking ψ(y) = χB(y)
∫
H
φ(v)µ(y, dv) in (C.11) and combining this identity with (C.14) now finally yields
(C.12), completing the proof.
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