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Abstract A new approach for time-delay identiﬁcation is proposed in linear controlled systems. The
delay is derived from the control loop in the system. The frequency-response function of the system
is presented in terms of the impedance matrix. It is proved that the inverse form of the function
may be expressed in the harmonic function, which is used to ﬁt those data from the experiment. As
an example, an isolator with the delayed feedback control is schemed to acquire such data. Using
least square algorithm yields that the identiﬁed delay can reach any required accuracy. c© 2013 The
Chinese Society of Theoretical and Applied Mechanics. [doi:10.1063/2.1306310]
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In an active control loop, all processes, including
signal acquisition and transmission, calculation, and ac-
tuation, may cause time-delay between action and re-
sponse. With the development of science and technol-
ogy, the inﬂuence of time-delay on the performance of
a dynamical system has attracted scholars’ attentions.
In high precision, time-sensitive active control systems,
even a tiny time-delay may cause qualitative changes
of system response. Because of the existence of time-
delay, an actuator might input unnecessary energy to
the system, which results in instability and causes the
system to work improperly. Currently, several investiga-
tions on delay-induced dynamics have achieved fruitful
results in the ﬁelds of automation, structural engineer-
ing, mechanical, aerospace, biotechnology, vehicles, and
machinery.1–7
As mentioned above, time-delay plays an impor-
tant role for the stable dynamics. In views of engi-
neering, identifying the existed delay becomes a basic
problem. There are a lot of factors which can induce
time-delay such that the identiﬁcation of time-delay is
diﬃcult. Despite these diﬃculties, an increasing num-
ber of scholars have been concerned about the issue of
time-delay identiﬁcation and proposed several feasible
methods. Verduyn-Lunel8 discussed the identiﬁability
of the time-delay system and pointed out the complex-
ity of the time-delay identiﬁcation problem. Orlov et
al.9 investigated time-delay identiﬁcation based on mul-
tiple time-delay methods. Drakunov et al.10 identiﬁed
the time-delay with a variable structure observer. Hu11
investigated a single degree of freedom (SDOF) linear
system with two time-delay that are in the displace-
ment and velocity feedback paths, respectively. The
case which two frequency response functions with dif-
ferent time-delays that are equal at particular frequen-
cies was ﬁrst considered. At the same time, the litera-
ture pointed that if the system was subjected to a har-
monic input of frequency ω, the identiﬁed time-delays
may be deviated from the real values by 2pπ/ω where
p is a positive integer. Moreover, the identiﬁability of
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small time-delays was analyzed, and several identiﬁabil-
ity conditions were given.
Another research direction of time-delay identiﬁca-
tion is to convert time-delay identiﬁcation problem to an
optimization problem by using optimization algorithms.
Gawthrop and Nihtila12 used the least squares method
to identify time-delay, but this method is essentially a
local optimization algorithm. Zhang and Hu13 used the
equation residuals as the objective function and used
the genetic algorithm to identify feedback time-delay
and the physical parameters of the controlled system.
Cai and his group14 presented a ﬂexible beam as a re-
search object by using the particle swarm optimization
method to identify single and dual time-delay. In this
method, the sum of absolute diﬀerence between the real
and estimated responses was used as the objective func-
tion. Piezoelectric patches were adopted as the actu-
ator, and the optimal control method was employed.
Meanwhile, numerical simulation was used to evaluate
the validity of the method.
Several studies on time-delay dynamics are under
the assumption that time-delay in the system is known
because of the diﬃculties that are inherent in time-
delay identiﬁcation. Thus, the time-delay identiﬁca-
tion problem is avoided. Time-delay identiﬁcation can
help researchers clearly understand the active control
system. Based on the accurate identiﬁcation results of
time-delay, the predicted value of the dynamic response
becomes more precise. Therefore, it is signiﬁcant to
study this problem. The present paper introduces an
attempt to develop a new method that can be applied
for time-delay identiﬁcation.
Considering an n-DOFs controlled dynamical sys-
tem with acceleration time-delay feedback, the dynam-
ics equation is expressed as
Mx¨ (t)+Cx˙ (t)+Kx (t) = F (t)+Gx¨ (t− τ) , (1)
where M is the mass matrix, C is the damping matrix,
K is the stiﬀness matrix, G is the feedback gain matrix,
and τ is the feedback time-delay with the displacement
vector, the velocity vector, the acceleration vector and
the force function vector as shown.
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In general, a traditional dynamical experiment con-
tains two types of experimental points, namely, exci-
tation and measurement points. However, the feed-
back experiment contains two more types of experi-
ment points, namely, the initial signal points of the
control signal, named reference point in this paper, and
the feedback point, which is applied to feedback signal
points.
The following part is to deduce the time-delay iden-
tiﬁcation theory for a single time-delay dynamical sys-
tem with a single reference point. To illustrate the gen-
erality of the experiments clearly, two diﬀerent points
were used as the excitation and reference points. All
measurement points were used as controlled points. As-
suming that the reference point is the i-th degree of
freedom, and the feedback gain matrix of the system is
shown as
G =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 · · · g1i · · · 0 0
0 0 · · · g2i · · · 0 0
...
...
. . .
...
. . .
...
...
0 0 · · · gii · · · 0 0
...
...
. . .
...
. . .
...
...
0 0 · · · ... · · · 0 0
0 0 · · · gni · · · 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
n×n
. (2)
The left part of G is a zero matrix with dimension
n × (i− 1), the middle part is a non-zero vector with
dimension n × 1, and the right part is a zero matrix
with dimension n × (n− i). The impedance matrix of
time-delay system is expressed as
ZD =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
k11 − ω2m1 + jωc11 k12 + jωc12 · · · k1i + jωc1i + ω2g1ie−jωτ · · · k1n + jωc1n
k21 + jωc21 k22 − ω2m1 + jωc22 · · · k2i + jωc2i + ω2g2ie−jωτ · · · k2n + jωc2n
...
...
. . .
...
. . .
...
ki1 + jωci1 ki2 + jωci2 · · · kii − ω2mi + jωcii + ω2giie−jωτ · · · kin + jωcin
...
...
. . .
...
. . .
...
kn1 + jωcn1 kn2 + jωcn2 · · · kni + jωcni + ω2gnie−jωτ · · · knn − ω2mn + jωcnn
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
(3)
In this matrix, j=
√−1, τ is the feedback time-delay,
k, c, m, g together with the subscript show the ele-
ments of stiﬀness matrix, damping matrix, mass matrix
and feedback gain, respectively. ω is the frequency of
excitation. The determinant of this matrix is
det
(
ZD
)
= det (Z) + det (ΔZ) =
Φ (ω) + Ψ (ω) e−jωτ , (4)
where det (Z) is the determinant of the impedance ma-
trix of uncontrolled system, and det (ΔZ) is the diﬀer-
ence between the determinant of the controlled system
and the uncontrolled system. The expansion in the i-th
column of matrix (3) and the determinant of matrix is
det (Z) =
n∑
s=1
(ksi + jωcsi)Asi − ω2miAii, (5)
det (ΔZ) = e−jωτω2
n∑
s=1
gsiAsi. (6)
Assuming that the reference point is the p-th de-
gree of freedom, the p-th column of frequency response
functions (FRFs) in the experiment becomes
{
HD1p H
D
2p · · · HDip · · · HDnp
}T
. (7)
Based on the relationship between FRFs and the
impedance function, the FRFs can be expressed as
{
HD1p H
D
2p · · · HDip · · · HDnp
}T
=
{
ADp1 A
D
p2 · · · ADpi · · · ADpn
}T
/det
(
ZD
)
,(8)
where ADpi = Api from Eq. (6) is the special FRF in this
FRFs, and only HDip contains e
−jωτ in the denominator.
The others FRF both contain e−jωτ in the denominator
and numerator. HDip is expressed as
HDip =
ADpi
det (ZD)
=
Api
det (Z) + det (ΔZ)
. (9)
The inverse of HDip is
1
HDip
=
det (Z) + det (ΔZ)
Api
=
1
Hip
+
n∑
s=1
gsiAsi
Api
ω2e−jωτ . (10)
Equation (10) shows that the time-delay can be re-
garded as the frequency of a harmonic response. Both
the real and the imaginary part of the experimental data
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Fig. 1. Experimental device.
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Fig. 2. Schematic view of the experiment.
can be used to identify time-delay because it is included
in the transcendental term.
In this paper, an experiment of delayed isolator has
been utilized to verify the identiﬁcation approach.
The experimental device includes: (1) base cabi-
net, (2) excitation source (200N Shaker), (3) base plate,
(4) connections, (5) rubber isolator, (6) isolation object,
(7) actuator, (8) link and force sensor. The experi-
mental equipments used includes, (a) M+p VibRunner,
which was used as a signal source and signal acquisi-
tion instrument, (b) time-delay controller, which was
mainly used to set the value of time-delay, (c) excita-
tion equipment, including a shaker and a corresponding
power ampliﬁer (PA), (d) actuator and the correspond-
ing PA, (e) acceleration sensor and force sensor, (f) two
PCs, in which/where M+p VibRunner and time-delay
controller were operated, respectively. The complete ex-
perimental device is presented in Fig. 1. The schematic
views of the experiment is shown in Fig. 2.
The FRFs of the system are aﬀected by the change
of time-delays as shown in Fig. 3.
As shown in Fig. 3, the FRFs curve of the time-
delay control system is a combination of an oscillation
curve with a ﬁxed frequency and the FRF curve of the
uncontrolled system.
Processing the experimental signals using identiﬁ-
cation approach, ﬁtting the dates with the least square
algorithm, the identiﬁcation results shows in Table 1.
Table 1 shows the comparison of the true values
Table 1. Identiﬁcation results and errors.
True Identiﬁcation Absolute Relative
value/s result/s error/s error/%
0.2 0.203 1 0.003 1 1.55
0.3 0.304 6 0.004 6 1.53
0.4 0.402 2 0.002 2 0.55
0.5 0.503 8 0.003 8 0.76
0.6 0.601 4 0.001 4 0.23
0.7 0.703 0 0.003 0 0.43
0.8 0.804 5 0.004 5 0.56
0.9 0.902 1 0.002 1 0.23
1.0 1.008 0 0.008 0 0.80
and identiﬁcation results of time-delay. The identiﬁca-
tion method generated a fewer number of errors, which
renders the method credible for use. Seen from the ta-
ble, all of errors are positive, the author thinks that the
result from PA and the actuator in the control loop.
This problem will be solved in a future work.
This paper provides an experimental analysis of the
time-delay control system and identiﬁes the time-delay
by using the frequency response functions. A compar-
ison between true values and identiﬁed values of time-
delay aﬃrms the authenticity and availability of the
identiﬁcation theory.
However, the identiﬁcation theory presented in this
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Fig. 3. FRFs curves with diﬀerent time-delays.
paper is only applicable to dynamic systems with a sin-
gle time-delay single reference point feedback. Further-
more, identiﬁcation of feedback gains and theories for
other forms of control should be discussed and investi-
gated.
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