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usando señales EEG y est́ımulos
musicales
Universidad Nacional de Colombia
Facultad de Ingenieŕıa
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Maestro en Ingenieŕıa de Sistemas y Computación
Director:




Alife (Artificial Life Research Group)
Universidad Nacional de Colombia
Facultad de Ingenieŕıa
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Identificar la expresión de emociones de un individuo por medio del análisis de señales
de electroencefalograf́ıa (EEG) es importante para el diseño de sistemas computacionales
en el campo de la computación afectiva. Estos sistemas buscan extraer información de las
señales EEG y relacionarla con las emociones de forma autónoma, tal que pueda ser apli-
cado en diferentes contextos, por ejemplo en el apoyo de procesos musicoterapéuticos. En
esta tesis se construyen dos modelos computacionales basados en aprendizaje supervisado y
no-supervisado: una red neuronal convolucional-recurrente (CRNN ) y un conjunto de ma-
pas auto-organizados (SOM ). El principal objetivo consiste en identificar emociones como
funciones temporales a partir del estudio de señales EEG, que son registradas por medio de
la diadema EPOC+. La fuente de est́ımulo son 8 piezas musicales, las cuales se componen
para evocar 4 emociones en un grupo de personas: alegŕıa, tristeza, calma y furia. Adicio-
nalmente, a través de la prueba de auto-evaluación SAM, un individuo marca un puntaje
emocional por cada est́ımulo en términos de las dimensiones Actividad y Valencia. Se aplica
un protocolo experimental para registrar las señales EEG de 30 participantes, mientras que
ellos escuchan las piezas musicales compuestas. Se construye el conjunto de datos EEGLi-
fe a partir del procesamiento de las señales EEG puras, con el fin de reducir o remover
ruido de diferentes artefactos. Algunas caracteŕısticas se extraen de las señales EEG tales
como: la correlación cruzada entre señales, la potencia relativa de las bandas de frecuen-
cia, y los escalogramas basados en la transformada Wavelet. Las caracteŕısticas extráıdas y
los puntajes emocionales conforman el conjunto de entrenamiento-validación para las redes
neuronales propuestas. Para cada uno de los modelos se escoge la arquitectura y los hiper-
parámetros dependiendo de los conjuntos de entrenamiento-validación. Se utiliza un esquema
de entrenamiento basado en el sujeto con 20 % de cada participante para validación sobre el
conjunto de datos EEGLife y sobre un conjunto de referencia, el conjunto DEAP. Se realiza
una etapa de validación para comparar el desempeño de las redes neuronales en términos de
las medidas Precisión, Exhaustividad, Valor-F1 y Exactitud. Los resultados muestran que
los modelos extraen la información relacionada con la expresión emocional más fácil para
el conjunto EEGLife que para el conjunto DEAP. Los resultados también muestran que el
modelo SOM tiene mejor desempeño que el modelo CRNN principalmente por dos razones:
el modelo SOM no contempla los puntajes emocionales en el entrenamiento sino en asignar
un significado a los grupos resultantes en los mapas, y la asignación de puntajes emocionales
contempla la contribución de varios participantes por medio de un sistema difuso. Finalmen-
te, el modelo SOM tiene una propiedad de interpretabilidad que no tiene el modelo CRNN,
lo que permite analizar la representación de las señales EEG de forma intuitiva en los mapas
auto-organizados.




Identifying emotional expressions from individuals is important to build computational sys-
tems in the field of affective computing when Electroencephalography signals (EEG) are
analyzed. Such systems are designed to autonomously extract pieces of information from EEG
signals regarding to emotions. This process can be applied in different areas, for example, to
support music-therapeutical processes. In this thesis, supervised and unsupervised learning
techniques are applied to train two models of neural networks: convolutional-recurrent neural
networks CRNN and a set of self-organizing maps SOM. The main goal is the identification of
emotions as temporal representations from EEG signals, which are collected by an EPOC+
neuroheadset. The source of stimuli are 8 pieces of music that are composed to theoretically
evoke 4 emotions on people: happiness, sadness, calmness and anger. Additionally, through
the self-assessment manikin test SAM, an individual provides a score for each stimulus in
terms of emotional dimensions Arousal and Valence. EEG signals from 30 participants are
recorded while they listen to the composed pieces of music. The EEGLife dataset is built by
applying digital signal processing techniques to the raw EEG signals to reduce noise and to
remove artifacts. Some features are extracted from EEG signals such as cross-correlation,
bandpower and wavelet scalograms. These features and scores coming from people form the
dataset for training and validating the proposed neural networks. Architectures and hyper-
parameters are chosen for each neural network according to their training-test datasets. A
subject-specific training schema with 20 % per participant for validation is used not only
for the EEGLife dataset, but also from a benchmark dataset, the DEAP dataset. A valida-
tion stage is made to compare the performance of all the models by using Precision, Recall,
F1-Score and Accuracy metrics. Results show that both models can extract the emotional
expression information easier from EEGLife than DEAP dataset. Additionally, results show
that SOM model performs better than CRNN model mainly for two factors: SOM model
does not consider emotional scores during the training, but just to assign meaning to the
resulting groups in maps; the final emotional scores are calculated by a fuzzy system, which
computes the contribution of more than one participant. Finally, the SOM model has an
interpretability property not found in CRNN model, which allows to intuitively analyze re-
presented EEG signals on the self-organized maps.
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1. Introducción
Las emociones pueden entenderse como reacciones psicológicas y fisiológicas de un individuo,
producto de la interacción a nivel neuronal de algunos neurotransmisores y ciertos circui-
tos cerebrales. Las emociones juegan un papel muy importante en el comportamiento del
individuo, su manera de relacionarse socialmente, la toma de decisiones y su adaptación al
entorno [25].
Desde diferentes áreas del conocimiento se ha abordado el estudio de las emociones, tales
como la psicoloǵıa y la computación. Desde la psicoloǵıa se han planteado algunos modelos
para representar las emociones, entre ellos se encuentra el modelo vectorial propuesto por
Bradley y Lang [9], que representa a las emociones usando las dimensiones de Actividad y
Valencia. Para medir la percepción de una persona cuando recibe un est́ımulo en términos
de estas dimensiones se puede utilizar la prueba Maniqúı de auto-evaluación (SAM ) [42], la
cual representa las dimensiones emocionales como un conjunto de figuras permitiendo que
la persona pueda seleccionar una figura por dimensión de una forma sencilla y rápida.
Escoger apropiadamente la fuente de est́ımulo es una tarea fundamental en un ejercicio de
evocación y percepción de emociones, entre ellas, la música presenta estructuras que pueden
ser isomórficas con estructuras no musicales (como las emociones) por lo tanto podŕıa ser
considerada como una fuente de est́ımulo para evocar emociones [66]. En la musicoterapia
se evidencia la importancia que tiene la relación entre música y emociones, pues desde ella
se busca ayudar a personas en algún proceso de rehabilitación [12], y la identificación de
emociones se convierte en una habilidad fundamental para que un musicoterapeuta pueda
conectar con el paciente, tal que la terapia se haga de forma apropiada. Sin embargo, esta
tarea no es sencilla y esta habilidad puede ser dif́ıcil de adquirir, por tanto, se puede plantear
el uso de herramientas tecnológicas que ayuden a resolver el problema de la identificación de
emociones con el objetivo de apoyar, entre otras cosas, los procesos de la musicoterapia.
Desde la computación, Rosalind Picard propuso la computación afectiva para integrar las
emociones en el diseño de sistemas computacionales, con el objetivo de que los computado-
res puedan identificar, interpretar, interactuar y evocar estados afectivos en las personas
[53]. Un ejemplo de los dispositivos usados en la computación afectiva es la interfaz cerebro-
computador (BCI), la cual permite adquirir y procesar ondas cerebrales de forma no invasiva,
por medio del registro de señales de electroencefalograf́ıa (EEG), de las cuales se puede ex-
traer caracteŕısticas importantes para ser aplicadas en el problema de la identificación de
emociones [67].
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Algunos autores han establecido algunas relaciones entre las caracteŕısticas de la música con
emociones dentro de un modelo dimensional [49], [68], [72]. Para el reconocimiento de emo-
ciones usando señales EEG, algunos autores han aplicado técnicas de procesamiento digital
de señales para extraer caracteŕısticas de las ondas cerebrales en el dominio del tiempo, la
frecuencia o ambos [35]. Para representar estas caracteŕısticas en un modelo dimensional de
emociones, algunas técnicas de aprendizaje de máquina han sido usadas: máquina de vectores
soporte (SVM) [75], [48], análisis discriminante lineal (LDA) [28], redes neuronales artificia-
les [41], algoritmo de vecinos k-más cercanos [6], redes neuronales recurrente convolucionales
(CRNN) [44] y redes neuronales recurrentes LSTM (LSTM-RNN) [63]. En general, estos
trabajos han abordado el problema de reconocimiento de emociones como un problema de
clasificación (binario o multi-clase) o como un aproximador funcional [63].
Por otra parte, si bien se ha explorado el uso de técnicas computacionales para el reco-
nocimiento de emociones a partir de señales EEG, muy pocos trabajos han aplicado las
soluciones en los procesos de un ambiente musicoterapéutico [67], por lo que es posible pre-
guntarse ¿Se puede construir un modelo computacional que permita identificar dimensiones
emocionales a partir de señales EEG obtenidas de personas expuestas a est́ımulos musicales?
En esta tesis, se propone el diseño de un modelo computacional que sea capaz de identifi-
car emociones a partir de señales EEG usando la interfaz cerebro-computador EPOC+. Se
compone un conjunto de 8 piezas musicales (o est́ımulos) con la intención de evocar cuatro
emociones: alegŕıa, tristeza, furia y calma (dos piezas musicales por emoción). Un grupo
de participantes es expuesto a este conjunto de piezas musicales y durante la exposición se
registran sus ondas cerebrales. Cada individuo reporta un puntaje a cada est́ımulo por medio
de la prueba SAM. Después de esto, se aplican técnicas de procesamiento digital de señales
para limpiar y extraer algunas caracteŕısticas de la señales EEG. Estas caracteŕısticas y pun-
tajes dados por los participantes conforman el conjunto de datos de entrada para entrenar
y validar los modelos de red neuronal, cuyo propósito es el de clasificar cada una de las
dimensiones emocionales. Los modelos de red neuronal propuestos son dos, un basado en un
enfoque de aprendizaje supervisado (una red neuronal convolucional-recurrente) y otro basa-
do en un enfoque de aprendizaje no-supervisado (un conjunto de mapas auto-organizados).
La selección de la arquitectura y de los hiperparámetros se realiza teniendo en cuenta el
conjunto de datos de entrada para cada modelo. Se plantea un esquema de entrenamiento
basado en el sujeto con el 20 % de información por participante para validación. Finalmente
se utilizan las medidas Precisión, Exactitud, Exhaustividad y Valor-F1 para comparar el




Para registrar ondas cerebrales, se diseña una herramienta computacional con el objetivo
de registrar las señales EEG de la diadema EPOC+, almacenarlas y realizar un análisis
exploratorio a partir de señales previamente grabadas. La herramienta computacional tiene
dos funciones principales: i) la lectura en tiempo real de las señales puras de la diadema, aśı
como su almacenamiento; ii) El análisis de las señales previamente almacenadas por medio
de algunas técnicas que permiten visualizar la representación de mapas topográficos, extrac-
ción de caracteŕısticas estad́ısticas y frecuenciales, y representaciones tiempo-frecuencia de
las señales.
Para la construcción del conjunto de datos que relaciona señales EEG y emociones, se diseña
un protocolo experimental donde un grupo de participantes escucha los est́ımulos musica-
les mientras se registra su percepción emocional y sus ondas cerebrales -por medio de la
herramienta computacional previamente diseñada-. Tomando como referencia el modelo vec-
torial de emociones y la relación que existe entre la música y las emociones, se diseña un
conjunto de reglas para la composición de piezas musicales, las cuales tienen una intención
emocional de acuerdo a las cuatro emociones estudiadas y a la configuración de los siguientes
componentes de la música: pulso, complejidad armónica, densidad ŕıtmica, modo, articula-
ción, tono y timbre. También se diseña una aplicación móvil con el objetivo de presentar los
est́ımulos a un participante, y al final de cada est́ımulo presentar la prueba SAM para que
el participante registre su percepción emocional en términos de las dimensiones Actividad y
Valencia. El resultado de este protocolo experimental es un conjunto de ondas cerebrales por
cada est́ımulo con sus respectivos puntajes por cada una de las dimensiones emocionales. Fi-
nalmente, sobre el conjunto de datos se aplican técnicas de procesamiento digital de señales
con el fin de limpiar y separar las señales EEG por cada uno de los est́ımulos y los puntajes
de los participantes. Este conjunto de datos, llamado EEGLife, tiene la particularidad de
estudiar las relaciones entre emociones y ondas cerebrales cuando sólo se utiliza música como
est́ımulo emocional.
Se resalta que el diseño del conjunto de reglas para la composición de música con intención
emocional es apoyado por la maestŕıa de Musicoterapia de la universidad Nacional de Co-
lombia y el protocolo experimental se realiza en conjunto con la Facultad de Psicoloǵıa de
la misma universidad.
Se propone un modelo computacional basado en mapas Auto-Organizados para realizar la
identificación de un conjunto de señales EEG y entregar un puntaje emocional para cada una
de las dimensiones emocionales Actividad y Valencia. Este modelo se compone de un mapa
general -entrenado con la información de todos los participantes del protocolo experimental-
y un conjunto de mapas individuales -cada uno de ellos entrenado con la información de
cada participante-. En este modelo, un conjunto de señales EEG de 10 segundos se proyecta
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como un punto tanto en el mapa general como en los mapas individuales, de tal forma que la
secuencia de señales EEG de un participante se representa como un conjunto de puntos en los
mapas Auto-Organizados, preservando la noción de temporalidad. Por medio de una técnica
de agrupamiento se encuentran grupos en los mapas individuales, que se relacionan con los
puntajes emocionales dados por los participantes. Se define un sistema difuso para asignar
a los puntos proyectados un valor para las dimensiones de Actividad y Valencia, las reglas
del sistema se definen en términos de la distancia entre el punto proyectado y los puntos
asociados a los participantes en el mapa general, y la distancia entre el punto proyectado
y los grupos en los mapas individuales. El sistema difuso tiene en cuenta la contribución
de varios participantes para asignar el puntaje emocional al los puntos proyectados en los
mapas.
La configuración de esta arquitectura permite asignarle una propiedad de interpretabilidad
al modelo de mapas Auto-Organizados, con la cual es posible visualizar paso a paso cómo
se transforma la información de un conjunto de señales EEG desde la extracción de carac-
teŕısticas hasta la asignación de los puntajes emocionales.
1.2. Descripción de la tesis
En el caṕıtulo dos se presenta el marco teórico en el cual se basa este proyecto de investi-
gación, mostrando conceptos como la representación de las emociones, la relación que existe
entre la música y las emociones, las interfaces cerebro-computador, el procesamiento de
señales EEG y redes neuronales. En ese caṕıtulo también se describe brevemente el estado
del arte del problema planteado.
En el caṕıtulo tres se describe cómo se diseña la herramienta computacional para el registro
de señales EEG, la composición de piezas musicales con intención emocional, el protocolo
experimental para el registro de las señales y el pre-procesamiento de las señales recolectadas
para construir el conjunto de datos limpio y etiquetado.
En el caṕıtulo cuatro se define cómo se realiza la extracción de caracteŕısticas de los conjun-
tos de datos, la selección de los modelos de red neuronal y la arquitectura de los mismos con
base en los conjuntos de datos de entrada, el proceso de entrenamiento de los modelos y los
resultados de los modelos planteados.
Finalmente, en el caṕıtulo cinco se presentan las conclusiones y las ĺıneas de trabajo futuro
que surgen de esta tesis.
2. Marco Teórico
2.1. Modelo dimensional de emociones
Las emociones han sido estudiadas desde diferentes disciplinas de las ciencias humanas. Es-
tas juegan un papel importante en el comportamiento de un individuo, las interacciones
sociales, toma de decisiones y percepción del entorno [25], [47]. Aunque no hay un concenso
sobre la estructura y la manifestación de emociones, existen dos enfoques propuestos para
la descripción de las emociones: los enfoques discreto y continuo.
El enfoque discreto sugiere seis emociones básicas (felicidad, tristeza, ira, miedo, disgusto y
sorpresa), las cuales han sido reconocidas de acuerdo con algunos estudios transculturales
[21], [22], [54], sin embargo, esto ha sido puesto en duda debido a que estas emociones básicas
se han identificado con respuestas faciales, y estas respuestas son una manifestación de las
emociones, mas no las emociones mismas [15]. Alternativamente, el enfoque continuo sugie-
re la existencia de dos o más dimensiones que permiten describir diferentes emociones en
los modelos dimensionales de emociones. El primer intento para describir las emociones en
términos de dimensiones fue propuesto por Wundt en 1904 [74]. Después, en 1954, Schlosberg
propuso tres dimensiones relacionadas con niveles de placer, atención y nivel de activación
[62].
Actualmente, la mayoŕıa de los modelos usan sólo dos de las tres dimensiones propuestas
por Schlosberg. Estas dimensiones son llamadas Valencia (refiriéndose a un grado de placer)
y Actividad (refiriéndose a un grado de actividad). Los modelos dimensionales más usados
son el modelo circunflejo de emociones y el modelo vectorial.
El modelo circunflejo de emociones fue propuesto por Russell en 1980 [61]. Este modelo
sugiere que las emociones (como estrés, depresión, excitación, entre otros) lejos de ser
independientes entre ellas, están correlacionadas en una forma sistemática. Esas rela-
ciones se pueden representar en un espacio circular bi-dimensional, cuyas dimensiones
son Valencia y Actividad. Las emociones caen en un ćırculo con el siguiente orden:
placer (0◦), excitación (45◦), actividad (90◦), estrés (135◦), disgusto (180◦), depresión
(225◦), somnolencia (270◦) y relajación (315◦) (ver Figura 2-1a). El modelo circunflejo
de emociones ha sido usado para probar est́ımulos de emociones en palabras, expresio-
nes faciales y estados afectivos [57].
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a. Modelo Circunflejo [61]. b. Modelo vectorial [9].
Figura 2-1: Modelos dimensionales de emociones.
El modelo vectorial de emociones fue propuesto por Bradley y Land en 1992 [9]. Este
modelo sugiere que la dimensión de Valencia determina la dirección de una emoción
cuando la dimensión de Actividad siempre está presente. Adicionalmente, este modelo
muestra una forma de ”boomerang”, indicando que a mayores niveles de Actividad
más se distinguen los niveles de Valencia; en caso contrario, la Valencia es neutral a
menores niveles de Actividad [59] (ver Figura 2-1b). El modelo vectorial ha sido usado
para probar est́ımulos con palabras e imágenes [57].
2.2. Prueba SAM para registro de emociones
Tomando como referencia los modelos de emociones basados en dimensiones, surge la ne-
cesidad de medir la respuesta de un individuo ante un est́ımulo dado en términos de estas
dimensiones. Mehrabian y Russell diseñaron una escala diferencial semántica con el objetivo
de evaluar la estructura de objetos, eventos y situaciones en términos de las dimensiones
actividad, valencia y dominancia [50]. Esta escala consiste en dieciocho pares de adjetivos
que son evaluados en escalas de nueve puntos, cada dimensión se mide por grupos de seis
pares de adjetivos. Se presenta a continuación los pares de adjetivos en el idioma original
separados por cada dimensión:
Valence: unhappy-happy, annoyed-pleased, unsatisfied-satisfied, melancholic-contented,
despairing-hopeful, bored-relaxed.
8 2 Marco Teórico
Figura 2-2: Prueba SAM para la medición de dimensiones emocionales.
Arousal: relaxed-estimulated, calm-excited, sluggish-frenzied, dull-jittery, sleepy-wide
awake, unaroused-aroused.
Dominance: controlled-controlling, influenced-influential, cared for-in control, awed-
important, submissive-dominant, guided-autonomous.
Esta prueba puede presentar dificultades asociadas al tiempo empleado por un individuo
cuando registra su percepción emocional, debido a que escoger entre 18 pares de adjetivos
puede llevar a que el individuo se concentre más en contestar la prueba y no en interiorizar
y verbalizar la percepción emocional. Adicionalmente la traducción de los dieciocho pares de
adjetivos a otros idiomas diferentes del inglés (idioma original de la prueba) puede llevar a
ambigüedades.
Para mitigar estas dos dificultades, Bradley y Lang diseñaron un instrumento de medición
llamado Maniqúı de auto-evaluación (SAM por su sigla del inglés Self-Assessment Manikin)
con el fin de representar la escala diferencial semántica de Mehrabian a través de un conjunto
de imágenes y aśı realizar la medición de las dimensiones emocionales de forma gráfica [42].
En la figura 2-2 se muestra una versión de la prueba SAM, donde cada fila se asocia con
una dimensión emocional: la primera fila mide la dimensión de Valencia, yendo de una figura
infeliz hacia una figura feliz y sonriente; la segunda fila mide la dimensión de Actividad,
yendo de una figura relajada con los ojos cerrados hacia una figura excitada con los ojos
abiertos; la tercera fila mide la dimensión de Dominancia, yendo de una figura pequeña
hacia una figura que supera los bordes del cuadro. De esta manera, las imágenes que están
al principio y al final de cada fila se pueden asociar con los pares de adjetivos propuestos
por Mehrabian, un participante puede escoger una imagen por cada fila o un espacio entre
dos imágenes, tal que se respeta la escala de nueve puntos de la prueba de Mehrabian.
La prueba SAM tiene la ventaja de ser más sencilla de responder para un participante en un
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contexto experimental, adicionalmente la explicación de cómo usar la prueba para evaluar
un est́ımulo se puede realizar usando los pares de adjetivos que describen cada dimensión en
la escala diferencial semántica. Cuando se usa en idiomas diferentes al inglés, se puede tomar
las traducciones más apropiadas de los pares de adjetivos, teniendo la opción de descartar
aquellos que puedan presentar ambigüedades en el idioma escogido.
En el contexto de medir percepciones emocionales, la prueba SAM se ha usado para medir
estas percepciones variando la fuente de est́ımulo. La base de datos IAPS utiliza fotograf́ıas
como est́ımulo [10]. La base de datos DEAP [39] y la base de datos DREAMER [37] utilizan
videos musicales como fuente de est́ımulo.
2.3. La psicoloǵıa de la música y las emociones
Para la humanidad, la música tiene un significado más profundo que simplemente ser un
arreglo de sonidos y silencios que siguen algún patrón. Se ha analizado la influencia y el
significado de la música en las personas desde la perspectiva social, filosófica, cultural y
emocional. A pesar de tener diferentes teoŕıas referentes al poder emocional de la música, las
teoŕıas cognitivistas y emotivistas señalan que la música y las emociones están relacionadas
en dos formas diferentes:
Understanding how music can have meaning often draws on metaphors which imply that
the power of music is predominantly emotional. This can happen in two distinct ways. Music
can cause or induce a listener to actually feel the bodily sensations that are interpreted as
distinct emotions such as pride, sadness, joy. Music can also express emotions, for instance
displaying in sound what a character in an operatic scene is feeling. [66]
En este sentido, la música se puede considerar como un sistema de śımbolos capaz de causar
o expresar una emoción particular en quien la escucha. Para explicar cómo la música y las
emociones están relacionadas desde el punto de vista emotivista y cognitivista, algunos au-
tores han propuestos teoŕıas para entender el significado emocional de la música [38], [51],
[43]. Susanne Langer propuso una teoŕıa de isomorfismos estructurales entre objetos musica-
les y emocionales: Isomorphism refers to patterns of similarity between the structure of the
musical rhythms and melodies and the structure of other cognitive, discursive, and above all
emotional ‘objects’ to which the music reaches out [66]. Esta teoŕıa da a entender que una
estructura musical pueden ser isomórfica con una estructura no-musical, como una emoción.
Desde estas teoŕıas, algunos estudios han sido desarrollados para buscar la relación entre ca-
racteŕısticas espećıficas de la música y las emociones. Estos estudios consistieron en presentar
piezas de música a participantes, quienes teńıan que indicar sus percepciones y reacciones
[2], [4], [27], [32]. Todos estos estudios mostraron que existen algunas caracteŕısticas de la
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música (como el volumen, el modo, el ritmo, la complejidad armónica, el tiempo) que trans-
miten emociones con cierto acuerdo entre los participantes. Por ejemplo, Cook propuso que
las emociones expresadas por la música pueden ser explicadas desde la f́ısica de ondas. Para
probar su proposición, Cooke realizó un estudio en el contexto de la música tonal de oc-
cidente y los resultados mostraron que los participantes estaban de acuerdo con relacionar
algunas piezas de música con algunas emociones [16]. En el mismo contexto de la música
de occidente, Juslin propuso un modelo que relaciona expresiones de la música con emo-
ciones comunicadas; para esto, Juslin usó el modelo vectorial de emociones para colocar
las emociones y una serie de ’pistas’ de la música [36]. Estas ’pistas’ son las caracteŕıstiacs
de la música como el tiempo, el volumen, la articulación, el timbre y la variabilidad temporal.
2.4. Interfaces cerebro-computador
A finales de la década de los veinte, Hans Berger describió la posibilidad de registrar la ac-
tividad cerebral por medio de la medición de señales eléctricas producto de dicha actividad
[5], Berger se refirió a esta técnica de medición como electroencefalograf́ıa (EEG). Desde
entonces, la comunidad cient́ıfica ha especulado sobre cómo comunicar y controlar disposi-
tivos usando señales EEG. Entre las herramientas tecnológicas que ayudan a registrar estas
señales y realizar procesos posteriores son las interfaces cerebro-computador. Una definición
es: ”Una interfaz cerebro-computador es un método para adquirir y analizar las señales gene-
radas en el cerebro, con la intención de crear rutas de comunicación directas entre humanos
y dispositivos externos”[67].
Existen tres tipos de medición para interfaces cerebro-computador: i) Los métodos invasivos
que requieren ciruǵıa para implantar electrodos en la materia gris del cerebro; sin embargo,
estos métodos pueden ser peligrosos y poco accesibles para las personas; ii) Los métodos
parcialmente invasivos que implantan electrodos sobre el craneo de las personas; no obstante,
este método requiere ciruǵıa; iii) Los métodos no invasivos que no requieren ciruǵıa, ya que
simplemente se colocan electrodos sobre la superficie de la cabeza y se registra la actividad
cerebral.
A pesar de ser afectados por diferentes fuentes de ruido, los métodos no-invasivos son muy
usados en la actualidad por su portabilidad, accesibilidad y precios bajos. Es posible extraer
las señales relacionadas con las bandas de frecuencia de las señales EEG [14], las cuales
son: ondas Delta (de 0.5Hz a 4Hz), ondas Theta (de 4Hz a 8Hz), ondas Alpha (de 8Hz a
12Hz), ondas Beta (de 12Hz a 30Hz) y ondas Gamma (de 30Hz a 100Hz). La extracción
de caracteŕısicas de las señales EEG es un paso importante para encontrar información útil
para tomar decisiones en procesos que involucran estas señales. Éstas caracteŕısticas se ex-
traen desde el dominio del tiempo (tales como potencial relacionado con eventos, medidas
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estad́ısticas, dimensiones fractales) al dominio de la frecuencia (tales como la transformada
de Fourier, bandas de potencia, espectros de potencia, transformada wavelet). La elección
de las caracteŕısticas depende del propósito de la interfaz cerebro-computador.
2.5. Procesamiento de señales para series temporales
Una señal se puede entender como la información capturada de un fenómeno medible (na-
tural o sintético) y se expresa como una función temporal o de otras variables [33]. Cuando
una señal está en función sólo del tiempo, es decir que se caracteriza por ser una secuencia de
valores ordenada en el tiempo, se habla de una serie temporal. Algunos ejemplos de señales
que se pueden expresar como series temporales son las variaciones de una acción en la bolsa
de valores, la voz humana, la música, variables meteorológicas, señales fisiológicas. En el caso
particular de esta tesis, el estudio se centra en señales EEG.
Una señal puede ser clasificada como análoga (una función continua en el tiempo y la ampli-
tud), discreta en el tiempo (representada como una función con instantes de tiempo discretos,
pero que es continua en la amplitud) y digital (señales que son discretas tanto en el tiempo
como en la amplitud) (ver figura 2-3). La mayoŕıa de señales de la naturaleza son análogas
y su procesamiento puede presentar algunas dificultades asociadas con el almacenamiento
de la información, la susceptibilidad a fuentes de ruido y adaptación a cambios en la re-
presentación de los sistemas que manejan estas señales. El procesamiento digital de señales
permite superar estas dificultades, de tal manera que es conveniente realizar un proceso
de digitalización de las señales análogas, este proceso se realiza por medio de conversores
análogo-digitales que permiten almacenar la información de la señal transformada en medios
digitales [33].
El proceso de conversión de una señal análoga a una señal digital se llama muestreo y con-
siste en dos pasos:
Discretización en el tiempo, dada una señal análoga ξ(t), el muestreo consiste en registrar
el valor de la señal análoga en múltiplos de un tiempo Ts (peŕıodo de muestreo) tal que la
duración t de la señal análoga se refleja en n-pasos de tiempo de la señal digital (t = nTs).
Cuantificación en amplitud, esto se refiere a la aproximación que se hace de los valores mues-
treados de la señal análoga. Un conversor análogo-digital aproxima un valor real por medio
de un conjunto de M -bits, los cuales definen una resolución (1/2M) como el valor de paso
entre los 2M posibles valores que representan los valores muestreados [23].
La frecuencia de muestreo (Fs = 1/Ts) depende del fenómeno que se está midiendo, según
el teorema de Nyquist-Shannon la frecuencia de muestreo de una señal debe ser al menos el
doble de la máxima frecuencia de la señal original [23]. En el caso de señales EEG, las ondas
cerebrales tienen componentes frecuenciales hasta los 100Hz, no obstante algunas interfaces
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a. Señal análoga. b. Señal discreta. c. Señal digital.
Figura 2-3: Clasificación de señales.
cerebro-computador consideran la máxima frecuencia en 64Hz, de tal forma que existen in-
terfaces cerebro-computador con frecuencias de muestreo a partir de 128Hz.
Una vez se tiene la representación digital de una serie temporal, el análisis de señales permi-
te extraer información asociada a un fenómeno de estudio particular. En el caso de señales
EEG y el reconocimiento de emociones, existen técnicas que se aplican desde el dominio del
tiempo o el dominio de la frecuencia.
2.5.1. Dominio del tiempo
Algunas caracteŕısticas relevantes son las medidas estad́ısticas que pueden ser extráıdas de
una señal ξ[n] (para N muestras), como la potencia (ecuación 2-1), el promedio (ecuación
2-2), la mediana (ecuación 2-3), la desviación estándar (ecuación 2-4) o la desviación abso-
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2.5.2. Dominio de la frecuencia
Transformar una señal del dominio del tiempo al dominio de la frecuencia permite extraer
caracteŕısticas que no se obtienen fácilmente desde el dominio del tiempo. En el caso del
reconocimiento de emociones, estas caracteŕısticas permiten obtener información de las ban-
das de frecuencia Delta (de 0.5Hz a 4Hz), ondas Theta (de 4Hz a 8Hz), ondas Alpha (de 8Hz
a 12Hz), ondas Beta (de 12Hz a 30Hz) y ondas Gamma (de 30Hz a 100Hz). En el dominio
de la frecuencia se puede encontrar la distribución de la enerǵıa de la señal a lo largo del
espectro de frecuencias por medio de la densidad espectral de potencia (PSD - por su sigla
del inglés Power Spectral Density). También se pueden aplicar filtros digitales que permiten
devolver una señal del dominio de la frecuencia al dominio del tiempo, tal que esas nuevas
series temporales son componentes de la señal original. Para obtener la representación de
una señal en el dominio de la frecuencia se utiliza la transformada de Fourier [23], cuya im-
plementación, desde el procesamiento digital de señales, se realiza por medio del algoritmo
















Los filtros se pueden entender como la búsqueda de un conjunto de coeficientes ak y bk
aplicados a una función de interés x[n] que en el dominio de la frecuencia atenúa o exalta
algunos componentes frecuenciales de la función de interés. La función del filtro se representa
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en el dominio del tiempo como en la ecuación 2-7 y en el dominio de la frecuencia como en la
ecuación 2-8. Cuando los coeficientes ak son cero, se habla de un filtro de respuesta finita al
impulso (FIR por su sigla del inglés Finite Impulse Response) y la salida ξ[n] depende sólo
de las M entradas previas x[n]; si los coeficientes ak son diferentes de cero, se habla de un
filtro de respuesta infinita al impulso (IIR por su sigla del inglés Infinite Impulse Response)
donde la salida ξ[n] dependen de las entradas y las salidas previas x[n] y ξ[n].
Las principales caracteŕısticas de los filtros FIR son que pueden tener un comportamiento
lineal de fase, es decir que mantienen un retraso temporal para todas las frecuencias; adi-
cionalmente son más estables que los filtros IIR porque no reflejan un error acumulativo;
aunque los filtros IIR pueden tener frecuencias de corte más precisas que los filtros FIR,
estos últimos se prefieren para el análisis de señales electrofisiológicas porque son más fáciles
de controlar, son estables, tienen una banda bien definida y en fase pueden ser corregidos
para no tener retrasos sin mayor costo computacional [20].
Para el diseño de filtros FIR existen algunos trade-offs a ser considerados, como el rizado en
el ancho de banda, la atenuación en la frecuencia de corte superior e inferior, la pendiente
de cáıda, el orden del filtro o el rizado en el dominio del tiempo. El ancho de banda se
determina por las frecuencias de corte lfreq y hfreq; la atenuación y la pendiente de cáıda
dependen de las frecuencias fmin, fmax del orden del filtro y de la frecuencia de muestreo
fs, estos parámetros definen la región de transición de las frecuencias de corte superior e
inferior; para evitar el rizado en el dominio del tiempo, una señal tipo ventana se multiplica
a la señal ξ[n], como por ejemplo la ventana de Hamming.
2.6. Redes neuronales
Las redes neuronales artificiales (ANN por su sigla del inglés Artificial Neural Networks)
son modelos computacionales inspirados en el funcionamiento y capacidad de computo del
cerebro [31], y han sido aplicadas en muchas disciplinas para modelar y solucionar problemas
complejos. Las redes neuronales se caracterizan por aplicar operaciones no-lineales, repre-
sentar asociaciones entre entradas y salidas, ser masivamente paralelas, ser tolerante a fallos,
tener la habilidad de aprendizaje y generalizar conocimiento [3].
2.6.1. Neuronas
Una ANN se compone de elementos de procesamiento llamados neuronas, quienes están
densamente conectadas entre ellas, toman unas entradas para producir una salida de acuerdo
a unos procesos aditivos de las entradas, escalados por unos pesos sinápticos y sometidos a
un componente no-lineal. En la figura 2-4 se muestra la configuración para una neurona k,
con m-entradas xm, pesos sinápticos wkm, un valor de sesgo bk, una función de agregación,
una función de activación φ y una salida yk. El tipo de problema que una red neuronal está
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Figura 2-4: Modelo matemático de una neurona artificial.
en la capacidad de resolver depende en gran medida del tipo de función de agregación y
de la función de activación de cada una de sus neuronas. Las funciones de activación más
utilizadas son la sigmoidal, la tangente hiperbólica, la función ReLU o la función escalón. Las
funciones de agregación son la suma ponderada o funciones de base radial. En la ecuación









La topoloǵıa de una red neuronal depende del número de neuronas y de cómo se conectan
entre ellas. Una red neuronal se compone de capas interconectadas entre ellas, donde en cada
capa hay un número determinado de neuronas. Las capas fundamentales de una red neuronal
son la de entrada y la de salida, existiendo la posibilidad de una o varias capas ocultas.
Existen tres clases de arquitectura de red neuronal dependiendo de cuántas capas y cómo
estén conectadas sus neuronas [31]: i) redes de una sóla capa, en esta arquitectura sólo
existe una capa de entrada y una de salida, cada neurona de la capa de salida recibe todas
las señales de la capa de entrada, el número de salidas de la red neuronal corresponde
con el número de neuronas en la capa de salida (ver figura 2-5a); ii) redes multicapa, esta
arquitectura contempla una o varias capas ocultas, llamadas aśı porque estas capas no ven
directamente las entradas o salidas de la red neuronal, esto debido a que las entradas de una
capa son las salidas de la capa anterior. La función principal de las capas ocultas es extraer
representaciones estad́ısticas globales de la información de la capa anterior, en la figura 2-5b
se observa una red neuronal 10-4-2 con una capa oculta (diez entradas, cuatro neuronas en
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a. Una sóla capa. b. Multicapa. c. Recurrente.
Figura 2-5: Arquitecturas de redes neuronales.
la capa oculta y dos neuronas de salida). iii) redes recurrentes, este tipo de arquitectura se
diferencia de los dos tipos anteriores en que al menos existe un ciclo de realimentación del
tiempo anterior, esto significa que las neuronas de una capa particular reciben, adicional a
sus entradas de la capa anterior, las señales de realimentación del tiempo anterior de ellas
mismas o de las neuronas de la misma capa. En la figura 2-5c se muestra una red neuronal
recurrente de una sola capa, donde cada neurona recibe la realimentación de todas las demás
neuronas.
2.6.3. Aprendizaje
El proceso de aprendizaje de una red neuronal consiste en actualizar los valores de los pesos
sinápticos wki (entre dos neuronas i y k) en respuesta a est́ımulos externos. Se realiza un
proceso de entrenamiento, que es iterativo a medida que se presentan ejemplos de lo que
debe aprender la red neuronal, similar a la forma de aprendizaje del cerebro por medio de la
experiencia. Dependiendo de cuál sea el algoritmo usado para realizar el entrenamiento, se
escoge una métrica que permita evaluar el desempeño de la red neuronal frente al resultado
esperado. Esta métrica permite guiar la actualización de pesos de la red neuronal, de tal ma-
nera que se espera que la red sea capaz de memorizar los patrones a partir de los ejemplos
presentados; también se espera que la red neuronal sea capaz de generalizar el conocimiento,
es decir que ante nuevas entradas ”similares” a los ejemplos de entrenamiento, la red debeŕıa
producir salidas ”similares”. Cuando se presenta un ejemplo a la red, los pesos se actualizan
de acuerdo a la regla delta Wij(t+1) = Wij(t)+∆Wij(t+1), siendo ∆ aquello que diferencia
los algoritmos de aprendizaje, entre los cuales se encuentran:
Aprendizaje supervisado: Los datos de entrenamiento están en términos de entradas y sali-
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das. Adicionalmente, existe una gúıa para corregir los pesos de acuerdo a la salida de la red,
esta gúıa está dada en términos de una función de error. Basada en esta función de error,
la técnica más utilizada para guiar la actualización de pesos sinápticos es el algoritmo de
Backpropagation [60], el cual retropropaga hacia atrás la señal de error desde la salida de la
red hasta las entradas, aprovechando la regla de la cadena para retropropagar el error.
Aprendizaje no supervisado: Los datos de entrenamiento sólo están dados en términos de las
entradas, no es necesario una corrección con la salida esperada. El proceso de aprendizaje se
da por medio de la exploración de la estructura subyacente de los datos y la correlación que
existe entre los diferentes ejemplos, de tal manera que los ejemplos se organizan en grupos
(o categoŕıas) basados en nociones de similaridad [3].
2.6.4. Red neuronal Convolucional
El proceso de reconocimiento de patrones que realiza el cerebro en la corteza visual ha servido
de inspiración para plantear modelos matemáticos, los cuales buscan extraer caracteŕısticas
y patrones de un conjunto de imágenes. Uno de estos modelos son las redes neuronales convo-
lucionales (CNN por su sigla del inglés Convolutional Neural Networks). Los ojos convierten
la enerǵıa lumı́nica en enerǵıa eléctrica, la cual viaja hasta varios circuitos de la corteza
visual, cada uno de estos circuitos cumple funciones espećıficas en la extracción de carac-
teŕısticas y la agregación de la información; esta información agregada pasa al Giro temporal
izquierdo, una estructura cerebral que, junto a información adicional de la memoria, realiza
la identificación de patrones [69].
Basado en este comportamiento biológico, las CNN están formadas por una capa de neu-
ronas que realiza un proceso de extracción de caracteŕısticas (similar a los circuitos de la
corteza visual) y una capa de salida para la identificación de patrones (similar al Giro tem-
poral izquierdo) [56]. La extracción de caracteŕısticas se realiza por medio de pares de capas
convolucionales y de agregación apiladas varias veces (lo que da una noción de profundidad),
mientras que la identificación de patrones se realiza por medio de una capa completamente
conectada, la salida se adapta al tipo de problema que se resuelva (clasificación o aproxima-
ción).
En la capa de extracción de caracteŕısticas, la operación de convolución se define en la
ecuación 2-10, donde h es la matriz convolución entre x y w: xn1×n2 ∈ R2 corresponde a las
entradas, donde n1, n2 ∈ Z son las dimensiones de la matriz x; y wm1×m2 ∈ R2 una serie de
filtros (o kernels) cuyas dimensiones n1, n2 ∈ Z deben ser menores a las dimensiones de la
matriz de entrada (m1 < n1 y m2 < n2).





x[i− k1, j − k2]w[k1, k2] (2-10)
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En una red neuronal completamente conectada, la salida de una neurona se describe como
el valor de una función de activación cuando se agrega un valor de sesgo con la suma ponde-
rada de entradas y pesos sinápticos (ecuación 2-9). En el caso de una CNN, la ponderación
entre las entradas y los pesos sinápticos se reemplaza por la operación de convolución. En
cada capa convolucional se pueden definir varias matrices kernel, cuyos valores, junto con el
valor de sesgo para cada kernel, son los parámetros a ajustar por el algoritmo de aprendizaje.
Después de aplicar la función de activación para las matrices kernel en una capa de con-
volución, una operación de agrupación (pooling) es aplicada para agregar la información
procedente de las matrices kernel. Se define una matriz de agrupación po1×o2 ∈ R2, cuyas
dimensiones o1, o2 ∈ Z son menores a las dimensiones de los kernel (o1 ≤ m1 y o2 ≤ m2).
Las operaciones de agregación más populares están basadas en el máximo y el promedio
(max-pooling y avg-pooling respectivamente). La agrupación permite reducir el número de
caracteŕısticas a medida que se apilan los pares de capas convolución-agregación, y también
permite una resistencia al ruido (invarianza local). Las matrices p no tienen parámetros que
deban ser ajustados durante el proceso de aprendizaje.
Después de apilar pares de capas convolución-agregación, la capa de salida consiste en un
conjunto de neuronas completamente conectadas, donde se pierde la información espacial de
las capas anteriores pero se extrae información para realizar la identificación de patrones.
Los pesos sinápticos y el valor de sesgo en cada capa convolucional y en la capa de salida son
los parámetros a encontrar en el proceso de aprendizaje, que suele ser de tipo supervisado
usando el algoritmo Back propagation y una función de pérdida (loss function) basada en el
error entre la salida de la red y la salida esperada.
2.6.5. Mapas auto-organizados
Los mapas auto-organizados (SOM por su sigla del inglés Self-Organizing Maps) o mapas de
Kohonen son redes neuronales que están inspirados en la estructura topológica del cerebro,
espećıficamente en cómo ciertas regiones representan entradas sensoriales por medio de ma-
pas computacionales topológicamente ordenados, aún cuando la información de las entradas
provenga de diferentes fuentes [31]. Para entradas sensoriales como la vista, el tacto o el
óıdo, el cerebro tiene circuitos cerebrales espećıficos que se activan cuando recibe est́ımulos
de estos sentidos. Estas regiones están bien diferenciadas entre ellas y no sólo se activan con
entradas sensoriales espećıficas, también pueden hacerlo con otros procesos cognitivos que
tienen una relación con alguna de estas entradas. Es decir, basado en un grado de similitud
entre diferentes fuentes de información, el cerebro mapea dicha información en contextos
espećıficos o regiones.
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a. Ret́ıcula de neuronas. b. Mapa de Kohonen.
Figura 2-6: Arquitectura de un SOM o mapa de Kohonen.
Con base en esta inspiración, los SOM representan la información de un espacio de entra-
das (entradas sensoriales) en un mapa topográfico, que se organiza en regiones de acuerdo
a caracteŕısticas estad́ısticas intŕınsecas del espacio de entradas. Un SOM se compone de
una capa de entrada y una capa de salida (ver figura 2-6b), las neuronas de la capa de
salida están organizadas de tal forma que existe una estructura topológica basada en una
noción de vecindad entre ellas. Cada neurona de la capa de salida se conecta con todas las
entradas, tal que se realiza el mapeo de un espacio n-dimensional (entradas) a un espacio de
una o dos dimensiones (salidas) -se puede plantear un espacio de salida de más dimensiones,
pero no es usual en la práctica- (figura 2-6a). Un SOM tiene la caracteŕıstica de reducir
la dimensionalidad de un espacio de entradas a un espacio discreto de una o dos dimensiones.
Otra caracteŕıstica es la capacidad de auto-organización con base en las propiedades estad́ısti-
cas de las entradas. Esto se logra a partir de un proceso de aprendizaje no supervisado, en
el cual se busca modificar los pesos sinápticos wj (∀j = 1, ..., l) de las l-neuronas de la red a
partir de mostrarle los ejemplos de entrada durante un número de iteraciones m. El proceso
de aprendizaje se compone de tres etapas: competencia, cooperación y adaptación:
i) Competencia: Sólo se escoge una neurona para activarse frente a un est́ımulo dado. Se
define una función discriminante que permite calcular cual neurona se activa más ante una
entrada espećıfica; esta función define la noción de competencia entre las neuronas, pues
aquella que tenga el valor más alto es quien se activa, dicha neurona se denomina ”neurona
ganadora”. El producto interno se plantea como función discriminante entre un vector de
entradas x y los pesos sinápticos wj de una neurona j. La neurona ganadora es aquella que
tenga el mayor producto interno frente a una entrada x. En la ecuación 2-11 se define la i-
neurona ganadora como el máximo del producto interno entre los pesos wj de las l-neuronas
y una entrada x.
i(x) = arg max
j
wTj x (2-11)
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ii) Cooperación: La vecindad de la neurona ganadora permite definir una región de coope-
ración. Existe evidencia biológica de la interacción lateral entre una neurona activada con
sus vecinas, tal que la neurona activada excita más a las neuronas vecinas cercanas que a
las lejanas; la excitación de las neuronas vecinas decae a medida que aumenta la distancia.
En un SOM se define un valor de cooperación hi,j que depende de la distancia di,j entre la
i-neurona ganadora y sus j-vecinas. Usualmente se escoge una vecindad gaussiana con un
tamaño inicial que depende del parámetro σ, esta vecindad se hace más pequeña a medi-
da que transcurren las m-iteraciones durante el proceso de aprendizaje (ver ecuación 2-12).
Se define un valor inicial σ0 para σ(m) y luego decae exponencialmente con el número de












iii) adaptación: Los pesos sinápticos de las neuronas se ajustan con cada vector de entrada.
En la ecuación 2-14 se define la regla de adaptación de pesos sinápticos para una j-neurona,
por cada iteración m del proceso de aprendizaje se muestran las n-entradas a la red neuronal.
Para cada vector de entrada x(n) se encuentra la i-neurona ganadora, esta a su vez define la
función de vecindad hi,j que permite actualizar los pesos wj(n + 1). La tasa de aprendizaje
η(m) tiene un valor inicial η0 y decae exponencialmente con el número de iteraciones m de
acuerdo al parámetro τ2 (ecuación 2-15).







Para garantizar la auto-organización del mapa se necesitan al menos 1000 iteraciones, y
para la convergencia del algoritmo de aprendizaje se define m = 500 ∗ l para un SOM de
l-neuronas. De esta manera se definen los siguientes valores para los hiperparámetros de la
red neuronal: η0 = 0,1, τ2 = 1000, τ1 = (1000/logσ0). Donde σ0 es el radio que forma la
rejilla del SOM [40].
2.7. Estado del arte
2.7.1. Composición musical basada en emociones
En cuanto a aplicaciones, en el campo de composición algoŕıtmica de música, Matek em-
plea dos sistemas de reglas musicales [49], los cuales relacionan caracteŕısticas musicales
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con emociones: El sistema de reglas KTH [26] y el sistema computacional de reglas musico-
emocionales (CMERS por su sigla del inglés Computational Music Emotion Rule System)
[46]. En [72], William propone un modelo de composición musical que relaciona algunas ca-
racteŕısticas musicales (tiempo, densidad ŕıtmica, modo, articulación, pitch promedio, rango
y timbre) con emociones en el modelo vectorial de emociones; el propósito de este traba-
jo es cambiar dinámicamente la música de videojuegos mientras se vaŕıa las trayectorias
emocionales. En [68], Campana diseña un algoritmo para generar música con una intención
emocional basado también en caracteŕısticas de la música.
En el campo del reconocimiento de emociones, cuando la fuente de est́ımulo es música, Niu
realiza el registro de señales de electroencefalograf́ıa (EEG) de un participante que escucha
cuatro canciones, cada una de ellas con una intención emocional dada [52]. El participante
escoge cada canción de acuerdo a sus preferencias musicales.
Daly propone en [18] y [19] un sistema de composición algoŕıtmico-afectivo (AAC por su sigla
del inglés affectively-driven algorithmic composition). Este sistema realiza la composición de
piezas de música siguiendo un conjunto de reglas que relacionan emociones objetivo con
caracteŕısticas musicales (timbre, clave, tono, tiempo y articulación).
Bhatti utiliza una lista de reproducción como fuente de est́ımulo pra inducir emociones sobre
30 participantes [6]. Sin embargo, no hay un sustento musical o psicológico que explique por
qué usar esa lista de reproducción.
Uma emplea algunas canciones en un ambiente de musicoterapia con el objetivo de cambiar
el estado emocional de estrés a relajación [67]. Estas canciones vienen de una base de datos
que relaciona música con emociones. No obstante, no hay sustento que explique cómo se crea
la base de datos.
2.7.2. Algoritmos usados en interfaces cerebro-computador para
reconocer emociones
Para el reconocimiento de emociones usando señales EEG, se han extráıdo caracteŕısticas en
el dominio del tiempo (dt) o la frecuencia (df) como:
(dt) Potenciales relacionados con eventos [29]
(dt) Medidas estad́ısticas [65]
(dt) Dimensiones fractales [6], [45]
(dt) Relación de señales Alfa y Beta [28], [48]
(df) Escalogramas a partir de coeficientes Wavelet [6], [13], [44]
(df) Bandas de potencia y enerǵıa [18], [19], [75]
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Después de extraer caracteŕısticas significativas de las señales EEG, estas se toman como
entradas de un sistema computacional -o algoritmo de traducción- para transformarlas en
la salida de la aplicación. Estos algoritmos pueden ser clasificados de acuerdo a tres carac-
teŕısticas: la función de transferencia, lineal o no lineal; la capacidad adaptativa, puede ser
tan simple como un sistema de reglas o tan sofisticado como un una técnica de aprendizaje
de máquina; y la salida, la cuál puede ser discreta o continua [73].
Diferentes tipos de algoritmos de traducción se han propuesto para reconocer emociones; en
general, las funciones de transferencias son no-lineales y la adaptación se realiza con técnicas
de aprendizaje de máquina. Para las salidas, los clasificadores binarios o multi-clases se han
usado ampliamente y, en un grado menor, los predictores de dimensiones emocionales.
A continuación se muestra una lista con los trabajos más relevantes en el reconocimiento de
emociones:
Xu propone en [75] el uso un modelo de máquina de vectores soporte (SVM por su sigla
del inglés Support Vector Machine) para clasificar emociones en un espacio discreto,
usando señales EEG. Se usa un espacio bi-dimensional con tres clases definidas para
cada dimensión (Valencia y Actividad). El SVM se entrena usando validación cruzada
de 5 iteraciones y la base de datos MAHNOB-HCI [64]. Se utiliza un proceso de valida-
ción cruzada dejando-a-uno-afuera para calcular el promedio de la tasa de clasificación
para cada dimensión.
Goebel en [28] utiliza Análisis Lineal Discriminante (LDA por su sigla del inglés Linear
Discriminant Analysis) y SVM para clasificar emociones a partir de señales EEG.
Se propone un clasificador binario para cada dimensión (Valencia y Actividad). Una
diadema EPOC+ registra las señales EEG mientras que algunos sonidos son mostrados
a 6 participantes, los sonidos vienen de la base de datos IADS [24]. El esquema de
entrenamiento-validación es 90 %-10 %.
Goyal en [29] usa el modelo vectorial para clasificar emociones sobre la dimensión de
Actividad cuando la dimensión de Valencia es siempre positiva. El estudio se realiza
con 5 participantes, las señales EEG se registran usando el sistema Biopac y la fuente
de est́ımulo fueron videos de la base de datos IAPS [24]. Se utiliza un esquema de
entrenamiento-validación de 70 %-30 % para entrenar un clasificador SVM. La precisión
por electrodo es la medida de desempeño para el clasificador.
Candra propone en [13] un SVM para clasificar 4 emociones. Se utiliza un esquema
de entrenamiento - validación de 50 %-50 % usando la base de datos DEAP [39]. Se
graban 5 registros para el entrenamiento y otros 5 para la validación sobre todos los
participantes. Se utiliza un algoritmo de optimización para entrenar el SVM; como
medidas de desempeño se usa la matriz de confusión, sensitividad, especificidad y la
precisión.
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Liu y Sourina proponen en [45] un sistema de clasificación de emociones usando un
enfoque discreto. Se usa un modelo tri-dimensional de Valencia-Actividad-Dominancia
y la base de datos DEAP para clasificar 8 emociones usando un SVM.
Li en [44] propone el uso de redes neuronales convolucionales-reccurrentes, bosques
aleatorios y un SVM para clasificar 4 emociones en el modelo vectorial. Se utiliza
validación cruzada con 5 iteraciones para entrenar los clasificadores a partir de la base
de datos DEAP. Se aplica transformada Wavelet para extraer caracteŕısticas de las
señales EEG registradas de los participantes. El promedio de la precisión es la medida
de desempeño de los clasificadores.
En [18] Daly usa LDA y SVM para clasificar emociones usando el modelo vectorial. En
este trabajo se realiza una inducción de emociones usando música para clasificar los
niveles alto-bajo de las dos dimensiones Valencia y Actividad. La composición de las
piezas musicales se hace a través de un sistema AAC. Para entrenar el modelo, se hace
uso de los reportes que los participantes hicieron sobre su percepción emocional de la
música escuchada, y se utiliza un esquema de validación cruzada de 10 iteraciones para
entrenar los clasificadores. La medida de desempeño es el promedio de la precisión de
cada dimensión.
En [63], Soleymani usa redes neuronales recurrentes y campos aleatorios condicio-
nales continuos para detectar emociones continuamente. Se utiliza la base de datos
MAHNOB-HCI para inducir emociones sobre 28 participantes. Se registran las señales
EEG y las expresiones faciales con el fin de comparar la predicción de emociones. Cin-
co anotadores entrenados convierten las expresiones faciales en una señal continua de
la dimensión de Valencia (no pudo hacerse con la dimensión de Actividad debido al
estado pasivo de los participantes); estas anotaciones se toman como referencia para
comparar los resultados de los predictores. Se utiliza validación cruzada de 10 iteracio-
nes. Las medidas de desempeño son el promedio de la correlación de Pearson y el error
medio cuadrático. Los resultados muestran que los predictores que usan expresiones
faciales son mejores que aquellos que usan señales EEG ; sin embargo, como señalan los
autores, este resultado es esperado debido a que la referencia de la señal de valencia
es tomada de las expresiones faciales, lo que induce un sesgo a favor de los predictores
que usan expresiones faciales.
3. Construcción del conjunto de datos
Con el objetivo de identificar emociones a partir del estudio de ondas cerebrales, uno de
los pasos fundamentales es la construcción de un conjunto de datos que relacione señales
EEG con puntajes emocionales. Para esta construcción se requiere plantear un protocolo
experimental para el registro de señales EEG de un grupo de personas que escuchan un
est́ımulo musical y a la vez plasman su percepción emocional sobre los est́ımulos. Con base
en esto, en este caṕıtulo se realiza una descripción de la herramienta computacional para el
registro de señales EEG con la diadema EPOC+; luego se define el proceso de composición de
piezas musicales a partir de los isomorfismos entre las caracteŕısticas de la música y el modelo
dimensional de emociones; posterior a esto, se plantea el protocolo experimental, en el cual se
presentan las piezas musicales a un grupo de personas mientras que se registran sus señales
EEG y las percepciones emocionales, esto último por medio de la prueba SAM implementada
en una aplicación móvil; finalmente se definen las técnicas de pre-procesamiento para atenuar
y corregir los artefactos de las señales EEG registradas, esto se realiza aplicando técnicas de
filtrado (para los artefactos extŕınsecos) y una corrección manual por medio de un Análisis
de Componentes Independientes (para los factores intŕınsecos).
3.1. Software EEGlife para el registro de señales EEG
En el proceso de construir el conjunto de datos se requiere el diseño de una herramienta
computacional que permita registrar las señales EEG de la diadema EPOC+. Esta diadema
es una interfaz cerebro-computador no-invasiva que tiene 14 electrodos (mas 2 de referencia)
y una frecuencia de muestreo de 128Hz (ver figura 3-1a). Los electrodos se distribuyen de
tal forma que hay 8 electrodos en el hemisferio frontal, 2 en los hemisferios temporales, 2
en el hemisferio parietal y 2 en el hemisferio occipital. En la figura la figura 3-1b se puede
visualizar la disposición de los electrodos en el estándar de localización 10-20.
La herramienta se desarrolla en el lenguaje de programación Python y tiene dos componentes
con las siguientes funcionalidades: registrar las señales EEG de la diadema EPOC+ y realizar
análisis sobre las señales registradas. Cada componente se describe a continuación:
Transmisión y registro de señales EEG
Este componente de la herramienta computacional permite realizar la captura de las señales
EEG de la diadema EPOC+ a través de la libreŕıa Emokit [11]. Esta libreŕıa es un proyecto
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a. Diadema EPOC+. b. Distribución de los electrodos.
Figura 3-1: Distribución de electrodos de la diadema EPOC+ siguiendo el sistema de lo-
calización 10-20.
de código abierto para acceder a los datos no-procesados de la diadema, la cual permite
implementar un proceso de transmisión de datos en tiempo real almacenando la información
como listas.
En este componente también se puede visualizar la transmisión de datos para las señales
EEG de cada electrodo usando la libreŕıa para desarrollo de interfaces gráficas PyQt5, como
se muestra en la figura 3-2a. Por medio de las libreŕıas Emokit y PyQt5 se adapta un proceso
para grabar, detener y guardar los datos de la diadema en un archivo separado por comas
con la información más relevante, información que se utiliza para posteriores análisis. El
archivo almacena la información de las señales con el siguiente formato: marca de tiempo,
los valores de cada electrodo, la calidad de conexión de cada electrodo con la superficie de
contacto, los valores del giroscopio en los ejes X, Y y Z, un contador de registros y el nivel
de la bateŕıa.
Análisis de señales EEG registradas
El segundo componente de la herramienta computacional permite realizar el análisis de las
señales EEG que han sido grabadas previamente o de señales que estén almacenadas en
archivos .csv (con el formato previamente descrito). Las funcionalidades de este componente
están relacionados con la visualización e interacción con las señales puras, extracción de in-
formación en el dominio del tiempo y la frecuencia, y la extracción de algunas caracteŕısticas
estad́ısticas de las señales. Se utilizan algunos algoritmos de la libreŕıa mne-python para
implementar algunas funcionalidades de la herramienta computacional [30]. A continuación
se describe cada funcionalidad:
Se puede agregar un valor de offset para visualizar las señales por separado y se puede
aplicar un promedio móvil exponencial ponderado (EWMA por su sigla del inglés
Exponentially Weighted Moving Average) para filtrar y suavizar cada señal.
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a. Registro de datos. b. Análisis de datos.
Figura 3-2: Componentes de la herramienta computacional desarrollada para registrar y
analizar señales EEG.
Es posible visualizar los mapas topográficos de las señales EEG en un instante espećıfico
de tiempo o como una secuencia de hasta 15 mapas topográficos por segundo.
Se puede visualizar la densidad espectral de potencia y la transformada continua de
Wavelet para cada uno de las señales.
Se puede visualizar los mapas topográficos de los tipos de onda delta, teta, alfa, beta
y gamma de todo el registro.
Es posible filtrar las señales en un rango de frecuencias espećıfico para visualizar la
respuesta en el tiempo de las señales filtradas.
Se puede seleccionar y visualizar un conjunto de caracteŕısticas de las señales relacio-
nadas con los descriptores estad́ısticos, y las bandas de frecuencia. Las caracteŕısticas
extráıdas pueden ser almacenadas en un archivo separado por comas con el siguien-
te formato: marca de tiempo y los valores de cada caracteŕıstica agrupados por cada
electrodo.
En la figura 3-3 se observan las funcionalidades de este componente, donde se visualizan 11
de las 14 señales, la secuencia de mapas topográficos, la aplicación de offset y EWMA y la
extracción de tres estad́ısticos para cada señal. Estas técnicas de procesamiento de señales
se aplican posteriormente para limpiar las señales EEG y para extraer un conjunto de ca-
racteŕısticas del conjunto de datos construido.
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Figura 3-3: Componente de análisis: offset de 45µV , β = 10 para EWMA, caracteŕısticas
seleccionadas: maximum, minimum, mean, y canales no-seleccionados: F8, T8
y FC6.
3.2. Composición de piezas musicales con una intención
emocional
Otro componente fundamental para la construcción del conjunto de datos que relaciona
señales EEG con la expresión de las emociones es definir las emociones a estudiar. En este
trabajo de tesis se escogen las emociones Alegŕıa, Tristeza, Calma y Furia por la relación
que tienen con las dimensiones emocionales Actividad y Valencia, esta relación se puede
visualizar en la tabla 3-1. A partir de estas relaciones, se compone un conjunto de piezas
musicales que son la fuente de est́ımulos para evocar las 4 emociones estudiadas.
Conjunto de reglas para composición de piezas musicales
A partir de las relaciones isomórficas que se pueden establecer entre los componentes de la
música y las emociones, se escoge la música como la fuente de est́ımulo para buscar evocar
emociones. Entre los componentes que se han estudiado con relación a las emociones se en-
cuentran el pulso, la complejidad armónica, el modo, la articulación, el rango promedio del
tono, el timbre y el volumen. Algunos autores han aplicado estos componentes y su combi-
nación para evocar alegŕıa, furia, miedo, tristeza y calma [49], [68], [72].
Como el modelo vectorial es el marco referencial para la representación de emociones en
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Emoción
Actividad Valencia





Tabla 3-1: Relación entre las dimensiones emocionales Actividad y Valencia con las 4 emo-
ciones estudiadas.
términos de las dimensiones Actividad y Valencia, los isomorfismos con la música están
planteados con relación a estas dimensiones. De esta manera la dimensión Actividad se re-
laciona con la enerǵıa que puede producir la música en quien la escucha, y la dimensión
Valencia con el grado de placer que puede producir la música.
La relación entre los componentes de la música y las dimensiones emocionales se describe a
continuación:
El pulso es la referencia temporal de una canción y es constante para la mayoŕıa de
los casos. El pulso se relaciona con la dimensión Actividad, cuando el pulso es rápido
se presenta más enerǵıa y cuando es lento se presenta menor enerǵıa.
La complejidad armónica indica cómo combinar sonidos simultáneamente y cómo estos
sonidos pueden alterar la percepción de una canción. La complejidad armónica se rela-
ciona con la dimensión Valencia, cuando la complejidad armónica es baja se relaciona
con mayor placer y cuando es alta con menor placer.
El tono es la frecuencia fundamental de un sonido o una nota musical, tiene una
referencia establecida para todos los instrumentos de la música occidental. El tono se
relaciona con la dimensión de Actividad, entre más alto es el tono se presenta más
enerǵıa en la música y entre más bajo se presenta menos enerǵıa.
La articulación indica la forma en cómo se toca una nota musical modificando la
transición entre un sonido y otro (qué tan fuerte o suave es dicha transición). La arti-
culación se relaciona con la dimensión de Actividad, entre más fuerte es la transición
(articulación staccato) la enerǵıa es alta, mientras que si la transición es suave (arti-
culación legato) la enerǵıa es baja.
El timbre se refiere a los armónicos que produce un instrumento al tocar una nota
musical y que permiten al ser humano diferenciar un mismo sonido producido por dos
instrumentos diferentes. El timbre se relaciona con la dimensión de Actividad, entre
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Componente Alegŕıa Furia Tristeza Calma
Pulso Rápido Rápido Lento Lento
Complejidad armónica Baja Alta Alta Baja
Densidad ŕıtmica Alta Alta Media Baja
Modo Mayor Menor Menor Mayor
Articulación Staccato Staccato Legato Legato
Tono Medio/Alto Alto Bajo/Medio Bajo/Medio
Timbre Brillante Brillante Sombŕıo Claro
Tabla 3-2: Relaciones entre los componentes de la música y las emociones estudiadas.
más brillante es el timbre se presenta más enerǵıa, cuando el timbre es sombŕıo se
presenta menos enerǵıa.
La densidad ŕıtmica hace referencia a los patrones temporales que presentan las notas
musicales en una pieza. La densidad ŕıtmica se relaciona con la dimensión de Actividad,
entra mayor es la densidad de estos patrones mayor es la enerǵıa, entre menor es la
densidad menor es la enerǵıa.
En la tabla 3-2 se presenta un resumen del conjunto de reglas extráıdo de las relaciones
previamente descritas entre música y emociones. Para realizar la composición de las piezas
musicales se cuenta con el apoyo del señor Andrés Ojeda Sánchez, musicoterapeuta y com-
positor de la Facultad de Artes de la Universidad Nacional de Colombia, quien hace parte
del equipo de trabajo que soporta el desarrollo del presente trabajo de investigación. Junto
con él, se toma como referencia este conjunto de reglas para realizar la composición de 8
piezas musicales (dos piezas por emoción) con base en los trabajos de Juslin [36], y Daly [18].
Las 8 piezas musicales son los est́ımulos musicales presentados a un grupo de participantes
mientras se registra sus señales EEG y su percepción emocional a través de la prueba SAM.
Prueba SAM
Para que un participante pueda dar la percepción emocional sobre un est́ımulo musical
en términos de las dimensiones Actividad y Valencia, se desarrolla una aplicación móvil que
permite presentar a los participantes los est́ımulos musicales y la prueba SAM al final de cada
est́ımulo. En la figura 3-5 se visualiza la aplicación desarrollada durante la presentación de un
est́ımulo (figura 3-4a) y cuando se habilita la marcación para escoger un puntaje emocional
por cada dimensión (figura 3-4b). La prueba SAM permite medir 3 dimensiones: Actividad,
Valencia y Dominancia, esta última no se contempla en el presente trabajo porque aún no
existen bases sólidas para relacionar los isomorfismos de la música con esta dimensión.
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a. Prueba SAM inhabilidata mientras se presenta un
est́ımulo.
b. Marcación del puntaje emocional al finalizar el
est́ımulo.
Figura 3-4: Aplicación que muestra los est́ımulos musicales y la prueba SAM para plasmar
los puntajes emocionales.
3.3. Protocolo experimental para registro de señales EEG
y emociones
3.3.1. Diseño del protocolo experimental
Para generar el conjunto de datos que relaciona señales EEG (usando el software EEGlife)
y las 4 emociones estudiadas (que fueron la base para la composición de los est́ımulos) se
diseña un protocolo experimental con la colaboración de los señores Dayanna Moreno y Die-
go González, psicólogos de la Facultad de Ciencias Humanas, quienes también son parte del
equipo de trabajo interdisciplinario del presente trabajo. Se escoge el laboratorio de musico-
terapia (salón 132 de la Facultad de Artes de la Universidad Nacional de Colombia) por sus
condiciones de aislamiento de ruido, es adaptable para no tener elementos distractores alre-
dedor y cuyas condiciones de luz pueden ser fácilmente controladas para que el participante
se concentre sólo en la tarea requerida; adicionalmente tiene una cabina de control que sirve
para ubicar a los experimentadores y elementos adicionales (ver figura 3-5a).
Se dispone de los siguientes elementos: una silla donde se sienta el participante, una mesa en
frente del participante para colocar una tablet Lenovo YT3-X50F, una cámara en frente del
participante y de la mesa, la diadema EPOC+ y aud́ıfonos sobre la cabeza del participante.
Para el control de las condiciones de luz, se cierran las cortinas del laboratorio y sólo se deja
una luz artificial blanca. La poblacion objetivo de este estudio se compone de estudiantes de
pregrado y posgrado de la Universidad Nacional de Colombia.
La descripción del experimento por cada participante es el siguiente:
i) Antes del experimento, se saluda al participante y se le agradece por ser parte del ex-
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a. Laboratorio de musicoterapia SAM. b. Participante tomando la prueba.
Figura 3-5: Lugar de desarrollo del protocolo experimental.
perimento; se sienta al participante en la silla y se procede a explicar brevemente que el
experimento busca encontrar relaciones entre ondas cerebrales y música; después se presenta
el consentimiento informado para que sea léıdo por el participante, y si está de acuerdo en
participar, se solicita que lo firme; se explica al participante que todos los datos personales
son confidenciales bajo la ley 1581 de 2012 y el participante podrá acceder a los resultados
una vez se publiquen; luego se explica con detalle la interacción con la tablet, cómo se debe
usar la prueba SAM para plasmar la percepción por cada est́ımulo; después se coloca la
diadema EPOC+ y los aud́ıfonos sobre la cabeza del participante; se explica al participante
que se va a tomar una ĺınea basal, la cual consiste en un registro de un minuto sin escuchar
est́ımulo musical, donde por treinta segundos debe permanecer con los ojos cerrados y luego
abrirlos durante otros treinta segundos, la indicación para abrir los ojos se da por medio de
un sonido programado en la aplicación móvil; finalmente se da la indicación al participante
para que empiece la prueba.
ii) Durante el experimento, el participante permanece en silencio durante el registro de la
ĺınea basal durante un minuto, luego se habilita la opción para llenar la prueba SAM previa
a la presentación de los est́ımulos. Posterior a esto el participante escucha los 8 est́ımulos
musicales, al finalizar cada uno de ellos utiliza la prueba SAM para plasmar la percepción
emocional frente al est́ımulo.
ii) Después del experimento, se procede a retirar la diadema y aud́ıfonos y agradecer la
participación.
3.3.2. Análisis de resultados del protocolo experimental
El protocolo experimental se aplica a 39 participantes voluntarios, estudiantes de pregrado
o posgrado de la Universidad Nacional de Colombia. De cada experimento se obtiene el re-
gistro de ondas cerebrales y los puntajes emocionales registrados con la prueba SAM. Como
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Est́ımulo
Actividad Valencia
Prom. ± desv. No.(+) No.(-) Prom. ± desv. No.(+) No.(-)
Furia 1 1,82± 2,06 % 33 6 −0,85± 2,82 % 15 24
Furia 2 0,64± 1,94 % 28 11 −0,15± 2,03 % 16 23
Tristeza 1 −1,59 ± 2,07 % 11 28 0,95± 2,57 % 24 15
Tristeza 2 −2,74 ± 1,63 % 4 35 −0,33± 2,02 % 12 27
Alegŕıa 1 0,05± 1,93 % 25 14 2,15 ± 2,03 % 29 10
Alegŕıa 2 0,90± 2,01 % 31 8 2,03 ± 1,86 % 32 7
Calma 1 −2,08 ± 1,91 % 8 31 0,69± 2,09 % 20 19
Calma 2 −2,21 ± 1,73 % 10 28 −0,11± 1,90 % 13 25
Tabla 3-3: Estad́ısticos para los puntajes emocionales por est́ımulo y dimensión emocional.
las piezas musicales se componen con una intención asociada a las 4 emociones estudiadas,
por cada est́ımulo se pueden comprarar los puntajes dados por las personas -la percepción
en términos de las emociones estudiadas- con la intención inicial de la composición.
Teniendo en cuenta que el rango de los puntajes de la prueba SAM va de 1 a 9, estos puntajes
pueden centrarse alrededor de cero restando 5 a cada uno de los puntajes, tal que el rango
esté entre -4 y 4. De esta manera, se determina si alguno de esos puntajes tuvo valor positivo
o negativo en términos de las dimensiones emocionales.
En la figura 3-6 se observa los histogramas en términos de las dimensiones emocionales,
cada uno de ellos calculados para cada uno de los est́ımulos. En la tabla 3-3 se muestra
el promedio y la desviación estándar de los puntajes, por cada uno de los 8 est́ımulos, 2
por cada emoción estudiada; también se muestran los conteos del número de personas que
percibieron una Actividad y una Valencia positiva.
Al revisar los valores promedio de cada uno de los est́ımulos en términos de las dimensiones
Actividad y Valencia se observa que casi todos estos valores coinciden con la intención
inicial que guia la composición de las piezas musicales: las emociones que se describen con
Actividad positiva son Furia y Alegŕıa, mientras que Tristeza y Calma se describen con
Actividad negativa; para Valencia positiva se corresponden las emociones Alegŕıa y Calma,
y para Valencia negativa se corresponden las emociones Furia y Tristeza (excepto el promedio
de los est́ımulos Tristeza 1 y Calma 1).
Sin embargo, se observa que en la mayoŕıa de los casos la distribución está muy cerca del
valor umbral para definir si se habla de una Actividad/Valencia positiva/negativa (figura
3-6). Esto lleva a concluir que, en términos generales, los est́ımulos no generaron en los
participantes una reacción significativa para que ellos marcaran puntajes emocionales que
diferencien las emociones percibidas. Excepto para las emociones tristeza y calma (en el
caso de la dimensión Actividad) y la emoción alegŕıa (en el caso de la dimensión Valencia),
las distribuciones de estos est́ımulos están más cercanas a los valores diferenciadores de
Actividad/Valencia positiva/negativa.









































































































h. Puntajes para calma 2.
Figura 3-6: Histogramas para los est́ımulos en términos de las dimensiones emocionales
Actividad y Valencia.
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3.4. Pre-procesamiento y limpieza de las señales
Una vez se obtiene el conjunto de datos y los puntajes emocionales de los participantes, se
define la notación matemática para aplicar técnicas de pre-procesamiento y limpieza a las
señales EEG del conjunto de datos.
Se denomina Ω al conjunto de las señales EEG grabadas en el protocolo experimental. Se
define ξ[n] ∈ RM como la serie de tiempo discreta de un canal de la diadema, donde M es
el número de muestras en ξ. Se define ξp ⊆ Ω ∀p = 1, ..., P como el subconjunto de señales
EEG de un participante p, siendo P el número de participantes.
Por factores intŕınsecos o extŕınsecos, cada una de las señales ξ está contaminada de dife-
rentes tipos de ruido denominados artefactos; adicionalmente, una o varias señales pueden
carecer de algunas muestras durante el tiempo de grabación, lo que se denomina un proble-
ma de valores faltantes. Esto implica que el conjunto de señales Ω debe ser procesado para
minimizar el impacto de artefactos y valores faltantes, tal que se extraiga sólo la información
significativa asociada al estudio de las emociones.
El objetivo del pre-procesamiento y limpieza de las señales consiste en varias etapas:
Identificación de valores faltantes.
Identificación de artefactos.
Atenuación o eliminación de los artefactos.
Filtrar las señales EEG en un rango de frecuencia de trabajo.
Normalizar las señales de cada participante con respecto a la ĺınea basal.
3.4.1. Valores faltantes
Dada la frecuencia de muestreo Fs de la diadema EPOC+, se espera que esta entregue 128
muestras por segundo. Sin embargo, debido a un problema de firmware con la versión de la
diadema usada, esta no siempre entrega el número de muestras esperado, lo cual se califica
como un problema de valores faltantes para series de tiempo. Para resolver este problema,
se usa un algoritmo de imputación de datos, el cual consiste en implementar una estrategia
que busque predecir los valores faltantes. Una de estas estrategias es realizar una interpola-
ción lineal de un valor faltante ξ[n] en la muestra n de la serie temporal ξ, tomando como
referencia los valores conocidos alrededor de la posición de n ξ[n− 1] y ξ[n+ 1].
La identificación de un muestra faltante n se realiza a través de la marca de tiempo dada
por la diadema asociada a la muestra. Por cada segundo de grabación (128 muestras) se
identifican los m-valores faltantes; si m es menor a la cuarta parte de datos de un segundo
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(32 muestras) entonces se aplica la interpolación lineal entre los valores que sean necesarios;
si m es mayor al ĺımite establecido, entonces los valores faltantes se completan con ceros.
3.4.2. Artefactos
Los artefactos se clasifican en dos tipos: artefactos intŕınsecos, aquellos generados por fenóme-
nos biológicos, como el movimiento ocular, el parpadeo, el movimiento de los músculos, el
latido del corazón; artefactos extŕınsecos, aquellos generados por fuentes externas al cuerpo,
asociados normalmente con ruido electromagnético, por ejemplo de la ĺınea de alimentación
(50Hz o 60Hz, dependiendo de la frecuencia AC del páıs) o el ruido generado por la conexión
deficiente entre los electrodos y la cabeza del participante.
Los artefactos oculares son generados por el movimiento y el parpadeo de los ojos. Estos ar-
tefactos generan señales de gran amplitud (comparada con la amplitud de las señales EEG).
El espectro de estos artefactos presenta mayor potencia por debajo de los 5Hz, debido a
que las personas usualmente no mueven los ojos a una frecuencia mayor. En la figura 3-7
se muestran ejemplos de señales EEG con artefactos oculares de movimiento vertical (figura
3-7a) y horizontal (figura 3-7b).
Los artefactos musculares son generados por el movimiento, contracción o estiramiento de
músculos próximos al posicionamiento de los electrodos sobre la cabeza. Estos artefactos se
concentran en frecuencias mayores a 20Hz y las amplitudes no son tan grandes como el caso
de los artefactos oculares, pero si son mayores a las amplitudes de las señales EEG. En la
figura 3-7c se muestra un ejemplo de una señal EEG con artefactos musculares.
Los artefactos cardiacos son producidos por la ubicación de electrodos cerca a venas, que
reflejan el movimiento del corazón en las señales EEG. Este artefacto ocurre alrededor de
1Hz de frecuencia y la forma de onda se asemeja a la forma de onda de un electrocardiograma
(ECG). En la figura 3-7d se observa un ejemplo de una señal EEG con un artefacto cardiaco.
Los artefactos extŕınsecos generados por la ĺınea de alimentación, se presentan en las fre-
cuencias de 50Hz o 60Hz, y se pueden atenuar por medio de un filtro elimina-banda en la
frecuencia AC correspondiente. La diadema EPOC+ viene con filtros electrónicos elimina-
banda en las dos frecuencias.
En el caso de los artefactos de canal defectuoso, ocasionados por mala conexión o alta im-
pediancia de los electrodos, la señal EEG aparece contaminada de ruido similar al generado
por los artefactos musculares. Se diferencian en que el espectro de estos artefactos decrece
exponencialmente con el aumento de la frecuencia. En la figura 3-7e se muestra un ejemplo
de una señal EEG con artefactos de canal defectuoso.
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3.4.3. Reparación de artefactos
Dado que un conjunto de señales ξp está contaminado por artefactos intŕınsecos y extŕınse-
cos, es necesario tomar una decisión para tratarlos, ya sea ignorándolos, excluir las porcio-
nes de señales donde aparecen los artefactos o reparándolos. Para el caso de los artefactos
extŕınsecos, dado que el ruido adicionado se asocia con componentes frecuenciales espećıficos
(frecuencias entre 0-4Hz para canal defectuoso y 60Hz para ĺınea de alimentación) es sufi-
ciente utilizar filtros pasabajos y rechazabanda para tales frecuencias.
Para la reparación de los artefactos intŕınsecos se utiliza un método de separación ciega de
fuentes (BSS por sus siglas en inglés) ya que no necesitan de referencias externas o informa-
ción previa para realizar la separación de artefactos.
El principio de los métodos BSS consiste en representar las señales observadas X como una
combinación entre las señales fuentes S y una matriz de mezcla A, X = AS. Las señales
observadas X son una mezcla entre S y A. La estimación de las señales fuentes U viene de
encontrar la matriz inversa de A llamada W , U = WX. La finalidad de un método BSS
consiste en encontrar la matriz W a partir de algunas consideraciones y algunas propiedades
de las señales observadas X.
Uno de los métodos más usados para la limpieza de artefactos en señales EEG es el análisis de
componentes independientes (ICA por sus siglas en inglés). ICA supone que las señales obser-
vadas son una combinación lineal de señales fuentes y artefactos, y pueden ser descompuestas
en componentes independientes (ICs por su sigla del inglés Independent Components). La
totalidad o una porción de uno o varios ICs se asocian a artefactos y se descartan cuando
se hace la reconstrucción de las señales para obtener U [76].
Las consideraciones de ICA son: i) el número de observaciones debe ser mayor o igual al
número de ICs. El objetivo es hacer que la matriz de mezcla A sea cuadrada, si el número de
componentes ICs es menor al de observaciones, se puede aplicar un análisis de componen-
tes principales (PCA por sus siglas en inglés) para reducir la dimensionalidad. ii) Los ICs
se suponen estad́ısticamente independientes. iii) Los ICs tienen funciones de distribución
no-gaussianas [34]. En el caso de señales EEG, no se puede establecer si las funciones de dis-
tribución son o no gaussianas, se puede asumir que lo son dada la naturaleza no estacionaria
de las señales.
Aunque no existe un consenso sobre qué técnica es definitiva para resolver el problema
de reparación de artefactos, ICA ha sido ampliamente usada en otros estudios y permite
realizar una selección detallada de los ICs asociados con artefactos para luego repararlos.
De tal forma que en este trabajo se adopta el método ICA para identificar manualmente las
porciones de las señales en Ω asociadas con artefactos intŕınsecos, y luego repararlos para
obtener la matriz U .
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a. Artefacto ocular vertical.
b. Artefacto ocular horizontal.
c. Artefacto muscular.
d. Artefacto cardiaco.
e. Artefacto de canal defectuoso.
Figura 3-7: Señales EEG con diferentes tipos de artefactos.
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Ejemplo aplicación ICA
En la figura 3-8 se muestra a la izquierda un conjunto de señales EEG de un participante en
un intervalo de tiempo con artefactos oculares, cardiacos y musculares. En la misma figura,
a la derecha, se muestran las mismas señales después de filtrarlas para atenuar los artefactos
extŕınsecos, donde se observa cómo es la representación de los artefactos después de aplicar
los filtros.
Se selecciona el número de ICs igual al número de canales para obtener la mayor cantidad de
información por parte de ICA. Una vez se aplica el método a las señales filtradas, se puede
observar la representación temporal y espacial de los ICs para determinar cuál IC se asocia
a los artefactos y en qué peŕıodos de tiempo. En la figura 3-9 se observa la representación
temporal de los ICs y la representación espacial sobre cada electrodo (en forma de mapa
topográfico).
Nuevamente, en figura se observa que el IC -0 contiene la información del artefacto cardia-
co y afecta a los canales FC6 y T8; IC -1 contiene la información del artefacto muscular
presente en el canal F3 y FC5; IC -3 e IC -5 contienen la información de los dos artefactos
oculares presentes en los canales F7 y AF3. Con este análisis, se determina si se descarta un
componente completo (como es el caso de IC -0 e IC -1) o si se toma un intervalo de tiempo
espećıfico en algún componente (como es el caso de IC -3 en el intervalo 31-32 seg e IC -5
en el intervalo 36-37 seg). Por último, en la figura 3-11 se observa el comportamiento de la
densidad espectral de potencia para las señales sin procesar y después de atenuar-remover
artefactos; en el espectro de las señales sin procesar se observa que los canales FC6 (canal
rosado), T8 (canalo rojo) y F3 (canal azul claro) tienen un comportamiento inusual compa-
rado con los demás canales debido a los artefactos encontrados previamente; el espectro de
las señales procesadas muestra un comportamiento esperado del conjunto de señales, donde
se observa una mayor potencia en las ondas teta y alfa (frecuencias entre los 4 y 12Hz),
también se observa la atenuación entre 0-4Hz y después de 45Hz debido a los filtros para
artefactos extŕınsecos.
3.4.4. Normalización
Finalmente, por cada subconjunto ξp de un participante p se toman las señales EEG de la
ĺınea basal para aplicar la técnica de normalización z-norm sobre las demás señales EEG. Esta
técnica de normalización toma como referencia el promedio (ecuación 2-2) y la desviación
estándar (ecuación 2-4) de la ĺınea basal del subconjunto ξp para aplicar la z-normalización
sobre las demás series temporales del mismo subconjunto. La z-normalización se describe en
la ecuación 3-1, donde N es el número de muestras de ξ. Dado que existe una ĺınea basal por




∀n = 0, ..., N − 1 (3-1)
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Figura 3-8: A la izquierda un conjunto de señales EEG puras, a la derecha las mismas
señales después de atenuar artefactos extŕınsecos.
3.5. Conjuntos de datos
3.5.1. Conjunto de datos EEGLife
Después de analizar todas las señales del conjunto Ω, se descartan 9 subconjuntos ξp debido
a problemas en el registro, canales defectuosos durante todo el experimento o una mala
aplicación del protocolo experimental.
Finalmente, se denomina Ωc al conjunto de datos limpio después de aplicar las técnicas de
pre-procesamiento al conjunto Ω (este conjunto de datos se denomina EEGLife en honor al
grupo de investigación Alife de la Universidad Nacional de Colombia). Ωc se utiliza para
entrenar una serie de modelos computacionales y aśı encontrar las relaciones entre este y
los puntajes emocionales por est́ımulo. En la tabla 3-4 se muestra la descripción general del
conjunto de datos Ωc.
3.5.2. Conjunto de datos DEAP
El conjunto de datos DEAP es una base de datos de referencia para el estudio de la identifi-
cación de emociones [39]. Este conjunto se compone de las señales EEG de 32 participantes,
a cada uno de ellos se les presenta 40 videos-musicales de un minuto de duración como
fuente de est́ımulo. Para cada est́ımulo, el participante evalua su percepción emocional por
medio de la prueba SAM. Dado que tanto el conjunto de datos EEGLife y DEAP utilizan la
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Figura 3-9: ICs obtenidos. A la izquierda se muestran las series de tiempo de cada compo-
nente, a la derecha la contribución de cada componente en cada electrodo.
Número de participantes 30
Número de est́ımulos 8
Número de registros 9
Duración de est́ımulos [60, 78, 166, 90, 98, 77, 104, 76, 122]
Dimensiones emocionales Actividad, Valencia
Tabla 3-4: Resumen del conjunto de datos pre-procesado Ωc.
prueba SAM para registrar los puntajes emocionales de un participante después de recibir
un est́ımulo, el conjunto DEAP se toma como referencia para comparar los modelos compu-
tacionales diseñados en el presente trabajo de tesis.
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Figura 3-10: A la izquierda las señales EEG antes de aplicar ICA, a la derecha las mismas
señales después de aplicar ICA.
Figura 3-11: A la izquierda se muestra el espectro de potencia de señales antes de atenuar-
reparar artefactos, y a la derecha después de atenuar y reparar.
4. Modelos computacionales
Una vez se construye el conjunto de datos EEGLife que relaciona señales EEG con puntajes
emocionales, se puede continuar con los siguientes pasos para identificar emociones a partir
del estudio de ondas cerebrales. Estos pasos se relacionan con la extracción de un conjunto de
caracteŕısticas, el diseño y posterior aplicación de modelos computacionales para encontrar
patrones dentro de las caracteŕısticas asociados con los puntajes emocionales. De acuerdo con
esto, en este caṕıtulo se realiza una descripción de las caracteŕısticas que pueden ser extráıdas
del conjunto de datos en el dominio del tiempo, el dominio de la frecuencia o el dominio del
tiempo-frecuencia. Posterior a esto, se definen dos modelos de red neuronal, uno basado en
un enfoque supervisado (una red neuronal Convolucional-Recurrente) y el otro basado en
un enfoque no-supervisado (mapas Auto-Organizados). También se define la arquitectura de
los modelos y la adaptación de las caracteŕısticas para cada modelo propuesto. Se propone
solucionar el problema de identificación de emociones por medio de clasificadores binarios y
multiclase para las dos dimensiones emocionales Actividad y Valencia. Para el caso de los
mapas Auto-Organizados, se describe la metodoloǵıa para asignar el puntaje emocional en
las dimensiones Actividad y Valencia, y aśı plantear los clasificadores binarios y multiclase.
Con el fin de comparar el desempeño de los modelos de red neuronal no sólo en el conjunto
de datos EEGLife, se utiliza el conjunto de datos DEAP, de tal manera que se toma como
referencia para la comparación de los modelos en ambos conjuntos de datos.
Finalmente, se describe el proceso de entrenamiento de los modelos y se analiza los resultados
de cada modelo de red neuronal y de cada conjunto de datos estudiado.
4.1. Extracción de caracteŕısticas
Las señales EEG del conjunto de datos EEGLife o DEAP contienen una gran cantidad de
información, manejar esta cantidad de información pura puede dificultar la tarea del modelo
computacional para extraer patrones asociados a las emociones [44]. Por tanto, represen-
tar la información pura de las señales EEG por medio de caracteŕısticas permite agregar
la información y volverla tratable para un modelo computacional. La extracción de carac-
teŕısticas se puede hacer en el dominio del tiempo, el dominio de la frecuencia, o el dominio
del tiempo-frecuencia [35].
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a. PSD para señales EEG. b. PSD separadas por bandas de frecuencia.
Figura 4-1: Densidad espectral de potencia para un conjunto de señales EEG y su separa-
ción por bandas de frecuencia.
4.1.1. Dominio del tiempo
La correlación cruzada Rij entre las series de tiempo ξi y ξj se define en la ecuación 4-1,
donde i y j hacen referencia a dos canales cualesquiera tal que i, j = 1, ..., 14, i 6= j. La
correlación cruzada se toma como un conjunto de caracteŕısticas que brindan información
sobre la variación conjunta de las series de tiempo, se calcula a partir de la covarianza Cij




∀i, j = 1, ..., 14, i 6= j (4-1)
4.1.2. Dominio de la frecuencia
Las caracteŕısticas más usadas para el reconocimiento de emociones están relacionadas con
las bandas de frecuencia delta δ (0.5 - 4Hz), theta θ (4 - 8Hz), alfa α (8 - 12Hz), beta β (12
- 30Hz) y gamma γ (30 - 64Hz). La transformada rápida de Fourier (FFT por su sigla del
inglés Fast Fourier Transform) es el algoritmo más utilizado para encontrar la transformada
discreta de Fourier de una señal [23]. La FFT representa la señal temporal en el dominio
de la frecuencia como un conjunto de coeficientes complejos en el rango de frecuencias de
0Hz - (Fs/2)Hz, donde Fs es la frecuencia de muestreo. El análisis espectral en el dominio de
la frecuencia consiste en obtener información de la magnitud y la fase de cada componente
frecuencial de estos coeficientes.
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Densidad espectral de potencia
La densidad espectral de potencia (PSD) o periodograma toma la magnitud al cuadrado
de los coeficientes complejos de Fourier para obtener un estimado de la enerǵıa de cada
frecuencia. Para el caso de señales EEG las unidades de un periodograma son µ2/Hz. En la
figura 4-1 se muestra la densidad espectral de potencia para un conjunto de señales EEG
de ejemplo.
Una de las principales propiedades de las señales EEG es que son no estacionarias: sus
propiedades estad́ısticas no se mantienen durante el tiempo (variantes en el tiempo). Esta
caracteŕıstica no-estacionaria representa un problema para el método convencional de cálculo
de periodogramas, se requiere que la señal sea estacionaria, de lo contrario, el periodograma
muestra una varianza muy alta. De tal manera que se han planteado otros métodos para
obtener la densidad espectral, entre ellos está el método Welch o el método multitaper:
Método Welch: Para una señal ξ de t segundos, el método Welch toma ventanas deslizantes
de un peŕıodo de tiempo T mucho menor a la duración t, por cada ventana deslizante se
calcula el periodograma y luego se promedian las ventanas resultantes para obtener la den-
sidad espectral [71]. Esto permite reducir la varianza que se presenta en los periodogramas
convencionales, pero se presenta un problema de baja resolución en la frecuencia, ya que las
ventanas con peŕıodo T son grandes, el criterio para escoger T es que esta ventana contenga
dos ciclos de la mı́nima frecuencia de interés.
Método Multitaper : Para obtener una resolución alta en frecuencia y mantener la baja varian-
za, el método multitaper presenta un enfoque diferente para obtener la densidad espectral
de la señal ξ [55]. La señal de interés se filtra contra un conjunto de filtros (Tapers) de tipo
secuencias Slepian (DPSS por sus siglas en inglés Discrete Prolate Spheroidal Sequence). Se
obtienen tantas señales filtradas como DPSS se definan, después se calcula un periodograma
convencional sobre cada señal filtrada y luego se aplica un promedio ponderado de los pe-
riodogramas para obtener la densidad espectral de ξ [17]. Los filtros DPSS son ortogonales
entre ellos, lo que permite que las señales filtradas obtengan estimados del espectro de ξ
estad́ısticamente independientes, manteniendo una varianza baja (comparado con el méto-
do convencional de periodogramas). En la figura 4-2 se muestra la descripción del método
multitaper.
Caracteŕısticas
En este trabajo se adopta el método multitaper para obtener la densidad espectral de po-
tencia de una señal ξ, del cual se pueden extraer las siguientes caracteŕısticas: la potencia
absoluta Pξ (área bajo la curva en un rango de frecuencias), la potencia relativa Pξ̂ (la po-
tencia absoluta normalizada), el valor promedio de la potencia µPξ̂ , la desviación estándar
de la potencia σPξ̂ . Estas caracteŕısticas se calculan a partir de dividir el espectro en las
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Figura 4-2: Descripción del método multitaper, tomado de [55].
bandas de frecuencia (Pξ̂(θ), Pξ̂(α), Pξ̂(β), Pξ̂(γ)), en la figura 4-1b se muestra el espectro
de la figura 4-1a con las áreas bajo la curva separadas en los rangos de frecuencia de cada
banda de frecuencia.
4.1.3. Dominio del tiempo-frecuencia
La transformada Wavelet se utiliza para descomponer una señal ξ en coeficientes de detalle
a diferentes escalas. La base de la transformada Wavelet es una función madre ψ que cumple
con ciertas propiedades para garantizar que un conjunto de funciones base ψs,τ generadas
de ψ sean ortonormales entre si, incluida ψ. Aqúı s representa un factor de escalización y τ
un factor de desplazamiento, tal que la relación entre las funciones base ψs,τ con su función
madre ψ se define en la ecuación 4-3. Una función ψ debe tener promedio nulo y enerǵıa









, τ ∈ R, s > 0 (4-2)
La transformada Wavelet continua (CWT por su sigla del inglés Continuous Wavelet Trans-
form) se define en la ecuación 4-3 tal que la CWT representa una señal ξ en términos de





Aśı como existe una representación de enerǵıa de una señal ξ en el dominio de la frecuencia
por medio de la densidad espectral de potencia, también existe una representación de enerǵıa
a partir de la CWT llamado escalograma [8]. El cual se obtiene al realizar la sumatoria de
los coeficientes wavelet en un peŕıodo de tiempo t0 a t1 sobre una escala s (ecuación 4-4). En
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Figura 4-3: Escalograma para una señal ξ.
4.2. Arquitectura de modelos de redes neuronales
Con el objetivo de identificar emociones a partir de señales EEG, los modelos computaciona-
les deben manejar una noción de temporalidad para tratar con la naturaleza de estas señales.
Las redes neuronales recurrentes (RNN ) están diseñadas para tratar secuencias o series de
tiempo dado que algunas neuronas tienen ciclos de realimentación.
El primer modelo de red neuronal para aplicarse en los conjuntos de datos EEGLife y DEAP
surge de la propuesta de Li en [44], el cual consiste en representar los ejemplos de las señales
EEG como imágenes -denominados frames- a partir de la transformada Wavelet, tal que
estas puedan alimentar una red neuronal convolucional. Para preservar la noción de tempo-
ralidad, Li propone obtener un frame por cada segundo de información, tal que cada ejemplo
del conjunto de datos es una secuencia de frames. A la salida de la red convolucional se agrega
una capa recurrente para manejar estas secuencias de frames. Este modelo se denomina red
neuronal convolucional-recurrente (CRNN por su sigla del inglés Convolutional-Recurrent
Neural Network).
El modelo CRNN se entrena usando aprendizaje supervisado aprovechando que se tiene
acceso a los puntajes emocionales dados por los participantes. Sin embargo, se plantea la duda
de que estos puntajes realmente representan una percepción emocional de los participantes
bien diferenciada de un estado neutro, puesto que los puntajes emocionales de la mayoŕıa
de est́ımulos están distribuidos alrededor del valor 5, el cuál es el umbral para decidir si
se trata de una Actividad o Valencia positiva o negativa (ver figura 3-6). Con base en
esto, se propone un modelo de red neuronal entrenado con aprendizaje no-supervisado, los
mapas auto-organizados (SOM ). Como los SOM no son diseñados para manejar datos en
secuencia, es necesario extraer las caracteŕısticas de los conjuntos de datos EEGLife y DEAP
y adaptarlas para que preserve la noción de temporalidad.
4.2 Arquitectura de modelos de redes neuronales 47
4.2.1. Enfoques de solución
El problema de identificación de emociones se puede abordar como un problema de clasifi-
cación, orientado a clasificar los valores de las dimensiones emocionales Actividad y Valencia.
En el caso del modelo CRNN, entrenado de forma supervisada, es posible abordar la solu-
ción de este problema como clasificadores binarios o multiclase. Multiclase para determinar
el valor del puntaje emocional en el rango de 1 a 9 (como valores enteros), de acuerdo a la
escala de medición de la prueba SAM. Binarios para determinar si una de las dimensiones
emocionales es Positiva o Negativa, esto tomando como referencia el valor 5 de la escala
SAM para determinar la pertenencia a una de las dos clases de una dimensión emocional.
En el caso del modelo SOM, entrenado de forma no-supervisada, la información del conjunto
de datos EEGLife o DEAP se proyecta en los mapas como puntos, los cuales pueden ser
agrupados y posteriormente darle un sentido a la información con base en medidas de simi-
litud. En este trabajo de tesis se propone que los puntajes emocionales se utilicen para darle
un significado a los grupos resultantes, de tal forma que se pueda clasificar la información
de forma binaria o multiclase, y aśı establecer un punto de comparación entre los métodos
supervisados y no-supervisados propuestos.
En la literatura, por lo general se definen clasificadores binarios para ambas dimensiones,
Actividad y Valencia, por lo que en este trabajo se adopta este enfoque con el fin de comparar
los resultados con otros enfoques que se encuentren en la literatura. No obstante, también
se adopta el enfoque multiclase con el fin de obtener el puntaje emocional en el rango de
la prueba SAM y poder representar una emoción como un punto en el modelo vectorial de
emociones. De esta manera, se definen 2 clasificadores multiclase y 2 clasificadores binarios
para Actividad y Valencia. Cada uno de los 4 clasificadores tiene asociado su puntaje emo-
cional en términos de la escala de medición de la prueba SAM o de la clasificación binaria
Positiva o Negativa.
4.2.2. Selección de caracteŕısticas para cada modelo
Después de escoger los dos modelos de redes neuronales, se seleccionan las caracteŕısticas
extráıdas de las señales EEG para obtener el conjunto de datos de entrenamiento-validación
para cada modelo. Estas caracteŕısticas, junto con el modelo computacional, se escogen te-
niendo en cuenta la noción de temporalidad para el objetivo de identificar emociones. Se
define una ventana de 10 segundos para cada conjunto de datos. A continuación se describen
las caracteŕısticas seleccionadas para cada modelo de red neuronal:
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a. Escalogramas para 14 canales. b. Frame, concatenación de la agregación de los
escalogramas.
Figura 4-4: Construcción de un Frame a partir de los escalogramas de todos los canales
para una ventana de 1 segundo.
Red Neuronal Convolucional-Recurrente
Con base en el trabajo realizado por Li [44], las caracteŕısticas extráıdas del conjunto de
datos DEAP se basan en escalogramas calculados a partir de la transformada wavelet con-
tinua de las señales EEG. En ese trabajo se propone una representación llamada frames, los
cuales son matrices de tamaño s× c para ventanas de 1 segundo, donde c hace referencia al
número de canales que tiene un conjunto de señales ξp y s son las escalas del escalograma
(Si un conjunto de señales ξp tiene 60 segundos, entonces se obtienen 60 frames).
Por cada ventana de 1 segundo se obtienen c-escalogramas de tamaño s × n, siendo n el
número de muestras en la ventana (ver figura 4-4a); luego por cada escalograma se agregan
sus valores en la dimensión temporal, para obtener un vector de tamaño s × 1; finalmente
se concatenan los vectores de cada canal para obtener un Frame de tamaño s× c (ver figura
4-4b).
Un frames busca representar la relación que pueden tener los escalogramas de cada electrodo
en la diadema, por eso realizan la concatenación de los vectores que agregan los escalogramas
de cada canal. De esta manera un frame tiene información temporal, frecuencial (escalas)
y espacial de un conjunto de señales EEG. Sin embargo, en el trabajo de Li no se justifica
alguna metodoloǵıa para concatenar los vectores, al parecer se realiza de forma arbitraria
sin tener en cuenta un orden que represente la relación espacial de los electrodos.
Para el caso del conjunto de datos EEGLife, un frame tiene un tamaño de 64× 14 para 64
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escalas 14 canales. De esta manera, el conjunto de datos tiene 240 ejemplos cada uno de ellos
con matrices de tamaño 64× 14×N , donde N es el número de segundos y por cada uno de
ellos existe un frame. Para que cada ejemplo del conjunto de datos se adapte a la ventana de
10 segundos, cada matriz 64× 14×N se divide en n-pasos, para n = 0, 10, ..., N − (N %10)
(donde % es la operación módulo). El puntaje emocional de los n-pasos es el mismo del
ejemplo inicial de tamaño 64 × 14 × N . Por ejemplo, el est́ımulo 2 del participante 1 tiene
una duración de 166 segundos (N = 166) y un puntaje emocional (por ejemplo, 3), la matriz
de caracteŕısticas tiene tamaño 64×14×166, al dividir en ventanas de 10 segundos, resultan
16 matrices de tamaño 64 × 14 × 10, y cada una de estas 16 matrices toman el puntaje
emocional del est́ımulo 2 del participante 1 (en el ejemplo, toman el valor de 3).
Dado que la duración de los 8 est́ımulos en segundos es {78, 166, 90, 98, 77, 104, 76, 122}, al
dividir cada est́ımulo en ventanas de 10 segundos se obtiene un total de 77 ventanas por
cada participante. El conjunto de datos final ΩCRNN se compone de 2310 ejemplos, cada uno
con una matriz de tamaño 64× 14× 10 y un puntaje emocional.
En el caso del conjunto de datos DEAP, existen 40 est́ımulos para 32 participantes, cada
est́ımulo con una duración de 60 segundos. Esto significa que el conjunto de datos ΩCRNN
para el conjunto DEAP tiene 7680.
Mapas auto-organizados
Dado que un SOM no tiene una estructura que permita manejar series temporales o secuen-
cias de caracteŕısticas, es necesario representar el conjunto de datos Ωc de tal forma que la
noción de temporalidad se vea reflejada en dicha representación. Para tal fin, se adopta un
esquema de ventanas deslizantes con ventanas de 10 segundos y paso de deslizamiento de 1
segundo; este esquema se aplica a cada señal ξpc tal que se obtiene un número de ventanas
N − 10 siendo N el tamaño de ξpc en segundos. La noción de temporalidad está impĺıcita en
las ventanas deslizantes que dan paso a cada ejemplo del conjunto de datos. Cada una de
estas ventanas se convierte en un ejemplo para el conjunto de datos entrenamiento-validación.
Aunque el método de aprendizaje para los SOM es no-supervisado, para poder validar la
respuesta del modelo con un valor de referencia se usan los puntajes emocionales dadas por
cada participante para cada est́ımulo. Dado que surgen N − 10 ejemplos para un est́ımulo
de N -segundos, se asignan a esos ejemplos el puntaje emocional del est́ımulo de origen. De
tal forma que el nuevo conjunto de datos ΩSOM tiene 23430 ejemplos (la duración total de
los est́ımulos por participante es 871 segundos -ver tabla 3-4-, eso significa que por cada
participante surgen 781 ejemplos).
Se utiliza la correlación Rij entre las series de tiempo de un conjunto de señales ξ
p. Como la
correlación obtiene información de la variación conjunta entre las señales entonces representa
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la relación espacial entre los canales. También se obtiene el promedio de la potencia relativa
de las bandas de frecuencia para cada uno de los canales (µPξ̂(θ), µPξ̂(α), µPξ̂(β), µPξ̂(γ)). Al
concatenar los valores de correlación conjunta Rij y los promedios de las potencias relativas
µPξ̂ se obtiene un vector de 147 valores.
El conjunto de datos ΩSOM cuenta con 23430 ejemplos, cada uno es un vector de tamaño
147× 1 y un puntaje emocional.
4.2.3. Arquitectura de los modelos
Una vez se organizan los conjuntos de datos de caracteŕısticas para cada uno de los mo-
delos de red neuronal planteados, se definen las arquitecturas para cada red neuronal y los
hiperparámetros.
Red Neuronal Convolucional-Recurrente
Tomando como referencia el trabajo de Li en [44], cada ejemplo del conjunto de datos ΩCRNN
contiene un puntaje emocional y una secuencia de 10 Frames de tamaño 64 × 14 para el
conjunto de datos EEGLife, para el conjunto DEAP la secuencia es de tamaño 32× 32. Ca-
da Frame se interpreta como una imagen, que es la entrada de la red neuronal convolucional.
En la figura 4-5 se muestra la arquitectura de la CRNN definida en [44] para un Frame de
tamaño 32 × 32 (32 canales, 32 escalas para el conjunto de datos DEAP). La arquitectura
de la CNN consiste en dos capas de pares convolución-agregación: la primera con 8 kernels
de tamaño 32 × 1 y con una agregación avg-pooling de tamaño 1 × 2, los 8 kernels buscan
filtrar la información de los canales, la capa de avg-pooling agrega la información de las
escalas; la segunda capa tiene 16 kernels de tamaño 1× 1 y con una agregación avg-pooling
de tamaño 1× 2, con los 16 kernels se aumentan los 8 filtros de la capa anterior para buscar
más detalles en los canales, con la capa avg-pooling se vuelve a agregar la información de
las escalas. Finalmente, la capa de salida concatena las 16 matrices de tamaño 1× 8 en un
vector de 128× 1.
La arquitectura de la RNN toma la salida de la CNN como la capa de entrada, se agrega una
capa oculta de 256 neuronas LSTM y una capa de salida softmax para dos clases (Positivo
o Negativo). Para cada una de las dimensiones Actividad y Valencia hay una CRNN con la
arquitectura previamente presentada.
En este trabajo se toma como referencia la arquitectura previamente descrita, salvo que se
agrega una capa oculta en la RNN y la capa de salida tiene una o varias neuronas, depen-
diendo si se aborda la solución como un clasificador binario o multiclase. La arquitectura de
la CNN se conserva, aún cuando el tamaño de Frames es diferente para el trabajo en [44]
y el conjunto de datos ΩCRNN , los tamaños de kernels y las capas de agregación se pueden
aplicar a este último.
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Figura 4-5: Arquitectura de CRNN presentada en [44], la cual se toma como referencia
para identificar emociones con el conjunto de datos EEGLife.
Los hiperparámetros que se configuran son: la dimensión emocional o la emoción a identificar
(Actividad, Valencia o alguna de las cuatro emociones estudiadas), el tipo de salida de la red
neuronal (sigmoidal para clasificador binario, tipo softmax para clasificador multiclase), el
número de neuronas en las capas ocultas de la RNN, el número de iteraciones m (cuántas ve-
ces se presenta el conjunto de entrenamiento al modelo), el tamaño de lote (en una iteración,
cuántas veces se actualizan los pesos sinápticos de la red con base en cuántos lotes están en
el total de ejemplos de entrenamiento), un valor de probabilidad para aplicar regularización
por dropout (con qué probabilidad se descarta una o varias neuronas en una capa oculta en
una iteración del entrenamiento) y la tasa de aprendizaje η.
Mapas auto-organizados
Como el algoritmo de aprendizaje de los SOM es de tipo no-supervisado, los elementos del
espacio de entradas (el conjunto de datos ΩSOM) se proyectan en la rejilla discreta del SOM
como puntos, susceptibles de ser agrupados y de asignarles un significado en términos de
los puntajes emocionales. Este enfoque permite que las redes neuronales se configuren para
agrupar la información de acuerdo a las propiedades estad́ısticas del espacio de entradas sin
tener en cuenta los puntajes emocionales (algo que no se puede hacer con el modelo CRNN
que tiene un enfoque de aprendizaje supervisado).
Se plantea un SOM -general y un conjunto de SOM -individuales: un SOM -individual se
entrena con la información un participante, tal que se entrenan 30 SOM -individuales para
el conjunto de datos EEGLife y 32 SOM -individuales para el conjunto de datos DEAP. El
SOM -general se entrena con la información del todos los participantes. El objetivo del SOM -
general es agrupar la información de todos los participantes y encontrar similitudes entre
dos o más participantes cuando sus puntos están cerca en el mapa, el puntaje emocional se
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calcula a partir de los SOM -individuales de los participantes que presentan la cercańıa en el
SOM -general.
Para todos los mapas auto-organizados se define una vecindad toroidal. Los hiperparámetros
son la tasa de aprendizaje η, el número de iteraciones m y el número de neuronas. Se realiza
una prueba de concepto con el objetivo de encontrar el menor tamaño de los mapas que
permita agrupar los puntos proyectados desde el espacio de entradas. A partir de la prueba
de concepto se define un tamaño de 10 × 10 para los SOM -individuales y un tamaño de
20× 20 para el SOM -general, dado que el conjunto de datos para entrenar el mapa general
es mucho más grande que el de los mapas individuales.
4.2.4. Identificación de emociones para Mapas Auto-Organizados
Las neuronas de un SOM se organizan de tal forma que los pesos sinápticos entre cada una
de ellas y sus vecinas tienden a ser similares, lo que permite definir regiones y fronteras den-
tro del mapa. En la figura 4-6 se observa el ejemplo de un SOM -individual entrenado. Entre
más claro es el color de una neurona más similitud existe entre ella y sus vecinas (regiones),
mientras que las neuronas más oscuras presentan niveles de similitud muy pequeños con
sus vecinas (fronteras). Las regiones representan los patrones de similitud que presentan los
elementos del conjunto ΩSOM en el espacio de entradas. La proyección de cada uno de estos
elementos en el mapa es un punto, el cual se localiza en una región o en una frontera. En
la figura 4-6a se observa la localización de los puntos proyectados en el SOM de ejemplo y
cómo estos puntos se organizan en las regiones definidas por el mapa auto-organizado.
Para los SOM -individuales se utiliza un algoritmo de agrupación basado en densidad para
encontrar los grupos formados por los puntos proyectados en el mapa.
Algoritmo de agrupación por densidad
El algoritmo de agrupación Density Peaks (D-peaks) toma en cuenta dos medidas: una de
densidad local ρi, y una medida de distancia δi entre un punto i con otros puntos con mayor
densidad local que i [58]. Para calcular el valor ρi se define un radio de operación dc que
define el área alrededor del punto i para calcular la densidad local. El valor δi de un punto
i se calcula como la distancia mı́nima entre i y un conjunto de puntos que tengan valores
ρ mayores que ρi, esto permite identificar puntos candidatos a ser centroides, pues entre
mayor sea el valor de δ significa que está más lejos de otros puntos con alta densidad local.
Con base en estas dos medidas, en [58] se propone la determinación de los n-centroides Cn
por medio de dos alternativas: la gráfica que relaciona las medidas ρ y δ, tal que se puede
escoger un valor mı́nimo ρmin y δmin, si un punto está por encima de esos valores mı́nimos,
se considera un centroide; la segunda alternativa surge de la gráfica de los puntos ordenados
de mayor a menor en relación al producto entre ρ y δ, donde un valor umbral determina qué
4.2 Arquitectura de modelos de redes neuronales 53
a. Puntos sin agrupar. b. Puntos agrupados.
Figura 4-6: Proyección de un conjunto de puntos desde el espacio de entradas ΩSOM hacia
un Mapa Auto-Organizado entrenado. El algoritmo D-Peaks es usado para
agrupar los puntos proyectados.
puntos son centroides de las agrupaciones. En la figura 4-7 se muestran las dos gráficas de
decisión para la agrupación de los puntos en el mapa de la figura 4-6b.
Para asignar cada punto a un grupo, los vecinos dentro de dc de cada centroide Cn se agregan
a su respectiva agrupación, la densidad δi de un punto i con sus vecinos permite la asignación
de puntos a la agrupación que corresponda. Esto permite definir una frontera de puntos para
cada agrupación, el valor máximo de densidad local para los puntos de la frontera se convierte
en el criterio para saber si un punto nuevo pertenece a una agrupación o se considera un
valor at́ıpico (outlier). En la figura 4-6b se observa la agrupación de puntos para el conjunto
de puntos del SOM de ejemplo.
Asignación de puntajes para SOM-individuales
Los elementos de ΩSOM se proyectan a un SOM -individual como un conjunto de puntos, los
cuales se agrupan por medio del algoritmo D-Peaks y se determina un número n de grupos.
Como cada punto proyectado conserva el puntaje emocional de su elemento correspondiente
en ΩSOM , estos puntajes emocionales (en términos de la escala SAM de 1 a 9 para cada di-
mensión emocional Actividad y Valencia) se toman como referencia para darle un significado
a cada n-grupo de la siguiente manera:
Los puntos que conforman cada n-grupo se asocian a los est́ımulos de origen en ΩSOM y
se realiza el conteo del número de puntos por cada est́ımulo. Dado que un n-grupo está
conformado por puntos de uno o más est́ımulos, se define S como el número de est́ımulos
que conforma un n-grupo. Se define Wn como el conjunto de valores ponderados del conteo
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Figura 4-7: Gráficas para decidir cuáles puntos son centroides en el algoritmo D-Peaks.
Est́ımulos en grupo est́ımulo 0 est́ımulo 1
Conteo de puntos en grupo 35 15
Puntajes emocionales - Actividad 7 9
Puntajes emocionales - Valencia 1 6
Wn - Actividad {7: 0.7, 9: 0.3}
Wn - Valencia {1: 0.7, 6: 0.3}
Tabla 4-1: Ejemplo para asignar a un grupo los valores ponderados Wn a partir del conteo
de puntos asociados a dos est́ımulos.
de puntos para los S-est́ımulos de un n-grupo, con la siguiente notación: {V1: v1, V2: v2,...,
Vs: vs} ∀s = 1, ..., S, donde V hace referencia a los puntajes emocionales asociados a cada
s-est́ımulo y v hace referencia al valor ponderado del número de puntos de V en el n-grupo.
Como existen puntajes emocionales para Actividad y Valencia, entonces existe un Wn pa-
ra Actividad y un Wn para Valencia. En la tabla 4-1 se muestra un ejemplo de cómo se
construye los valores ponderados Wn para las dimensiones Actividad y Valencia cuando un
grupo se conforma por dos est́ımulos, con un número de puntos 35 y 15, respectivamente.
Los puntajes emocionales de cada est́ımulo para la dimensión Actividad son 7 y 9, y para la
dimensión Valencia son 1 y 6.
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Figura 4-8: Componentes de un sistema difuso.
Sistema difuso para asignación de puntajes emocionales
El SOM -general se entrena con información de todos los participantes, es decir, con un
conjunto de elementos del espacio de entradas ΩSOM (conjunto de entrenamiento) que se
proyectan en el mapa general como puntos. Si existen puntos que provienen de diferentes
participantes y están cerca en el SOM -general, entonces las señales EEG de esos participan-
tes son similares en términos del espacio de entradas -de las caracteŕısticas extráıdas de esas
señales-.
Los SOM -individuales se entrenan con la información de cada participante y los valores pon-
derados Wn de cada agrupación representan la información que puede aportar cada grupo
en términos de los puntajes emocionales.
Con base en esto, se define p como el punto proyectado desde el espacio de entradas ΩSOM
hacia los mapas general e individuales. Para el SOM -general se define Pm∀m = 1, ...M como
el participante m, donde M es el número de participantes en el espacio de entradas. Para los
SOM -individuales, se define cmn ∀n = 1, .., N,m = 1, ...,M como el centroide del grupo n del
participante m, donde N es el número de grupos; se define Wmn como el conjunto de valores
ponderados de un grupo n para un participante m (en esta definición se sigue teniendo en
cuenta que existe un Wmn para Actividad y un W
m
n para Valencia, por simplicidad se omiten
las dimensiones emocionales).
Teniendo en cuenta la notación definida previamente, en este trabajo se propone un sistema
difuso para realizar la asignación del puntaje emocional de p en las dimensiones Actividad y
Valencia. En la figura 4-8 se observa los componentes fundamentales de un sistema difuso:
fusificador (fuzzifier), sistema de reglas, motor de inferencia y defusificador (defuzzifier). A
continuación se hace una descripción de cada elemento del conjunto difuso:
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Fusificador
La variable lingǘıstica de la entrada x del sistema difuso (también denominada entrada
”dura” o crisp) se define como la distancia de un punto p con otros puntos, ya sea en el
mapa general o en los mapas individuales. Se propone un fusificador tipo singleton para
simplicar el diseño del sistema difuso de acuerdo a la definición de Wang [70]. En la ecuación
4-5 se define la función de pertenencia µA′(x) del fusificador singleton para la entrada x.
µA′(x) =
{
1 si x = x∗
0 en otro caso
(4-5)
Donde x∗ es una distancia entre p y otro punto en un mapa general o individual.
Sistema de reglas
El sistema de reglas se establece tal que la salida y está en términos de Wmn y las entradas
tiene dos premisas atómicas definidas en términos de la distancia: la primera entre el punto p
con los puntos de un participante en el mapa general, y la segunda entre del punto p con los
centroides de las agrupaciones en los mapas individuales. Con base en la notación descrita,
por cada grupo n del mapa individual de un participante m se define una regla difusa, tal
que el sistema de reglas se define como:
SI p está cerca de P1 y p está cerca de c
1
1 ENTONCES y es W
1
1
SI p está cerca de P1 y p está cerca de c
1




SI p está cerca de P1 y p está cerca de c
1
n ENTONCES y es W
1
n
SI p está cerca de P2 y p está cerca de c
2




SI p está cerca de Pm y p está cerca de c
m
n−1 ENTONCES y es W
m
n−1
SI p está cerca de Pm y p está cerca de c
m





Con el objetivo de que el sistema difuso sea computacionalmente eficiente, se escoge el motor
















Donde L es el número de reglas en el conjunto de reglas. x hace referencia a la entrada crisp
del sistema difuso. U es el espacio de entradas de la variable lingǘıstica x. µA′(x) es el valor de
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fusificación. µlA(xi) es el valor de pertenencia de las reglas difusas por cada premisa atómica
i-ésima. µlB(y) es la salida para cada regla. µB′(y) es el resultado del motor de inferencia por
producto.
En [70] se describe la simplificación del motor de inferencia canónico cuando se utiliza un
fusificador tipo singleton, el supx∈U se logra con la condición x = x
∗ del fusificador singleton,












Relacionando la ecuación 4-8 con el sistema difuso planteado para asignar los puntajes emo-
cionales al modelo SOM : µlA(x1) es el valor de la distancia entre p y los puntos de un
participante Pm en el mapa general para la regla l, µ
l
A(x2) es el valor de la distancia entre p
y el centroide cmn del grupo n del participante m, µ
l
B(y) es el valor ponderado W
m
n , y µB′(y)
es la salida difusa en términos de los valores ponderados Wmn .
Defusificador
Dado que los valores ponderados Wmn tienen la forma {V1: v1, V2: v2,..., Vs: vs}, la salida del
motor de inferencia µB′(y) también se encuentra en esa forma pero con los valores difusos
producto del motor de inferencia {V1: f1, V2: f2,..., Vs: fs}, donde fs es la versión fusificada
de vs. Se define como la salida defusificada del sistema difuso el puntaje emocional V que
presente el valor f máximo. (Se recuerda que s = 1, ..., S, donde S es el número de est́ımulos
de n-grupo, y V hace referencia los puntajes emocionales asociados a cada s-est́ımulo dentro
de un n-grupo).
Para cada i-ésima premisa atómica se define un conjunto difuso teniendo en cuenta la dis-
tancia como variable lingǘıstica. Para el caso de los mapas individuales, dado que el mapa
tiene un tamaño de 10×10 y la vecindad es toroidal, se define un conjunto difuso trapezoidal
descrita en la ecuación 4-10, tal que existe un valor de pertenencia máximo hasta un valor
de distancia 5. Para el caso del mapa general, se define un conjunto difuso gaussiano con
promedio 0 y varianza 1, descrito en la ecuación 4-9. Se escoge este conjunto difuso para
que la vecindad alrededor del p se defina en un radio máximo de 3 y la contribución de los
vecinos sea más suave que en el caso de los mapas individuales. En la figura 4-9 se puede





2 si x2 ≥ 0
0 en otro caso
(4-9)
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a. Conjunto difuso para calcular la fun-
ción de pertenencia µlA(x1) en el SOM -
general.
b. Conjunto difuso para calcular la fun-
ción de pertenencia µlA(x2) en los
SOM -individual.
Figura 4-9: Conjuntos difusos para evaluar la pertenencia de un punto p al SOM -general
y a los SOM -individuales.
µlA(x2) =

1 si 0 < x2 ≤ 1
−0.25x2 + 1.25 si 1 < x2 ≤ 5
0 en otro caso
(4-10)
4.2.5. Esquema de Entrenamiento
El esquema de entrenamiento-validación para el conjunto de datos ΩCRNN o ΩSOM no se
puede definir de la forma que se define para otros conjuntos de datos genéricos. Para el
problema de identificación de emociones este esquema se puede abordar desde una perspec-
tiva basada en el sujeto o independiente del sujeto. La perspectiva basada en el sujeto es
el método estándar en el diseño de Interfaces Cerebro-Computador (BCI por su sigla del
inglés Brain-Computer interface) cuando se calibra el modelo computacional para los suje-
tos espećıficos, mientras que la perspectiva independiente del sujeto busca que una BCI no
requiera calibraciones adicionales cuando se evalúan nuevos participantes [1].
El número de participantes que componen el conjunto de datos es el criterio más relevante
para escoger una de estas dos perspectivas, en [7] Blankertz sugiere que entre más grande
sea el conjunto de entrenamiento (mayor cantidad de participantes), más información está
disponible para plantear un estudio independiente del sujeto. En ese estudio sólo se utiliza
un participante para validación con el conjunto de datos DEAP, lo cual parece ser muy po-
co. Si se planteara una validación cruzada dejando-uno-afuera se podŕıa plantear el estudio
independiente del sujeto para conjuntos de datos pequeños (como es el caso de EEGLife y
DEAP), sin embargo se necesitaŕıa mucho tiempo para entrenar los modelos propuestos en
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Hiperparámetro Valores
Clasificador binario, multiclase
No. Neuronas - Capa Oculta 1 128, 256
No. Neuronas - Capa Oculta 2 64, 128
número iteraciones 50, 100
Tamaño de lote 10, 20, 50
Regularización Dropout 0, 0.2, 0.5
Tabla 4-2: Búsqueda por ret́ıcula para el modelo CRNN.
esta tesis, lo cual se sale del alcance de acuerdo al cronograma planteado. Por tal motivo
se adopta la perspectiva basada en el sujeto y se toma el 20 % de los est́ımulos de cada
participante para realizar la validación de los modelos propuestos.
Red Neuronal Convolucional-Recurrente
Para el entrenamiento del modelo CRNN se define una búsqueda por ret́ıcula (Grid Search)
para los siguientes hiperparámetros: tipo de clasificador, número de neuronas en capas ocul-
tas, número de iteraciones, el tamaño de lote (Batch size) y valor de regularización dropout.
La tasa de aprendizaje se configura como η = 0.001. En la tabla 4-2 se definen los valores
que puede tomar cada hiperparámetro para el caso de la CRNN. A partir de la búsque-
da por ret́ıcula se configuran 144 redes neuronales: 72 para los clasificadores binarios y 72
para clasificadores multiclase (36 redes neuronales para cada clasificador y cada dimensión
emocional). Con el fin de balancear el número de ejemplos en el conjunto de entrenamiento-
validación que se le entrega a cada red neuronal, se utiliza la técnica k-folios estratificados
(Stratified K-fold) con parámetro k = 5. Esto implica que para cada folio el esquema de
entrenamiento-validación es del 80 %-20 %.
Mapas auto-organizados
Para los mapas auto-organizados, los hiperparámetros se escogen de acuerdo a los criterios
de diseño establecidos por Haykin [31], donde se define una tasa de aprendizaje η = 0.1, el
número de iteraciones m = 500 ∗ l (donde l es el número de neuronas del SOM ). Para el
SOM -general m = 200000 (l = 400) y para cada SOM -individual m = 50000 (l = 100). En
el caso de los SOM no se realiza una búsqueda por ret́ıcula, sino que se define un total de
50 experimentos para evaluar el desempeño del modelo propuesto. A través de pruebas de
concepto se escoge el valor umbral ρ ∗ δ = 60 para los mapas individuales, este valor umbral
define el número de grupos por medio del algoritmo D-peaks [58]. De igual manera que
para los modelos CRNN, se aplica la técnica de k-folios estratificados para tener en cuenta
el desbalance de clases en los conjuntos de entrenamiento-validación, usando un esquema
80 %-20 %.
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Medidas de desempeño
La identificación de emociones se enfoca como un problema de clasificación (sea multiclase
o binario) para los modelos de red neuronal, por tanto se calcula la matriz de confusión
para obtener las medidas de exactitud, precisión, exhaustividad y valor-F1 como medidas
de desempeño para los clasificadores multiclase de Actividad y Valencia. Para el caso de las
dimensiones emocionales existen 9 posibles clases (el rango del test SAM de 1 a 9), esto
significa que por cada clase existe un valor de Precisión, Exhaustividad y Valor-F1. Para
obtener el valor final para estas medidas de desempeño se toma el promedio ponderado con
respecto al número de elementos por clase, para tener en cuenta el desbalance de las clases.
El mismo enfoque se plantea para los clasificadores binarios de Actividad y Valencia, salvo
que en esos casos se evalúan 2 clases, Positiva o Negativa.
4.3. Resultados
4.3.1. Red Neuronal Convolucional Recurrente
Análisis de los clasificadores
En la tabla 4-3 se muestra el promedio y la desviación estándar para cada una de las me-
didas de desempeño - Precisión, Exhaustividad, Valor-F1 y Exactitud - de los clasificadores
entrenados para la CRNN, tanto para el conjunto de datos DEAP como EEGLife. Los cla-
sificadores entrenados con el conjunto de datos DEAP se denominan clasificadores DEAP,
mientras que los entrenados con el conjunto de datos EEGLife se denominan clasificadores
EEGLife.
No existe una diferencia estad́ıstica significativa al comparar las medidas de Exhaustividad
y Precisión para los clasificadores, aún cuando el promedio de la Precisión es en la mayoŕıa
de los casos mayor a la Exhaustividad, la desviación estándar hace que las distribuciones
no tengan una diferencia significativa. Con base en esto, se puede tomar el Valor-F1 como
medida que tiene en cuenta tanto a la Exhaustividad como a la Precisión, y pueda compa-
rarse sólo con la Exactitud. Para los clasificadores DEAP existe una diferencia estad́ıstica a
favor de la Exactitud con respecto al Valor-F1, esto conlleva a que el modelo CRNN es más
sensible al desbalance de clases del conjunto de datos DEAP. Para los clasificadores EEGLife
la diferencia no es significativa aún cuando el promedio de la Exactitud es mayor que el del
Valor-F1. Se puede concluir que el modelo CRNN es más robusto al desbalance de clases del
conjunto de datos EEGLife.
En las figuras 4-10 y 4-11 se puede visualizar los diagramas de cajas de las medidas de
desempeño Precisión, Exhaustividad, Valor-F1 y Exactitud para los clasificadores binarios y




Prom. ± desv. Prom. ± desv.
Binario - Actividad
Precisión 0.56 ± 0.02 0.69 ± 0.03
Exhaustividad 0.54 ± 0.01 0.68 ± 0.04
Valor-F1 0.51 ± 0.03 0.68 ± 0.04
Exactitud 0.58 ± 0.01 0.70 ± 0.03
Binario - Valencia
Precisión 0.62 ± 0.01 0.68 ± 0.03
Exhaustividad 0.60 ± 0.01 0.68 ± 0.03
Valor-F1 0.60 ± 0.02 0.68 ± 0.04
Exactitud 0.63 ± 0.01 0.68 ± 0.03
Multiclase - Actividad
Precisión 0.19 ± 0.06 0.41 ± 0.08
Exhaustividad 0.17 ± 0.03 0.35 ± 0.06
Valor-F1 0.15 ± 0.04 0.35 ± 0.07
Exactitud 0.21 ± 0.02 0.40 ± 0.06
Multiclase - Valencia
Precisión 0.22 ± 0.06 0.39 ± 0.09
Exhaustividad 0.21 ± 0.03 0.34 ± 0.08
Valor-F1 0.19 ± 0.04 0.34 ± 0.09
Exactitud 0.26 ± 0.03 0.40 ± 0.07
Tabla 4-3: Promedio y desviación estándar para las medidas de desempeño de los 4 clasifi-
cadores entrenados con la CRNN.
a. Precisión. b. Exhaustividad.
c. Exactitud. d. Valor F1.
Figura 4-10: Medidas de desempeño para clasificadores binarios de la CRNN aplicados a
los conjuntos de datos DEAP y EEGLife.
62 4 Modelos computacionales
a. Precisión. b. Exhaustividad.
c. Exactitud. d. Valor F1.
Figura 4-11: Medidas de desempeño para clasificadores multiclase de la CRNN aplicados
a los conjuntos de datos DEAP y EEGLife.
y la Precisión; la Exactitud mayor que el Valor-F1 para el caso de los clasificadores DEAP,
y su similitud para el caso de los clasificadores EEGLife.
Adicionalmente, los clasificadores EEGLife tienen mejor desempeño que los clasificadores
DEAP. Por lo tanto los modelos CRNN parece reconocer con mayor facilidad la información
asociada a los puntajes emocionales del conjunto EEGLife que del conjunto DEAP.
Análisis de la búsqueda por ret́ıcula
En la tabla 4-4 se observa el promedio y la desviación estándar del Valor-F1 para los clasifi-
cadores DEAP y EEGLife, los resultados se agrupan de acuerdo a los valores de la búsqueda
por ret́ıcula: número de épocas (50 o 100), número de neuronas en capas ocultas (Arquitec-
tura 256-128 o Arquitectura 128-64), tamaño de lote (10, 20 o 50), valor de regularización
por dropout (0.0, 0.2 o 0.5). Las siglas de los clasificadores son las siguientes: binario para
Actividad (BA), binario para Valencia (BV), multiclase para Actividad (MA) y multiclase
para Valencia (MV). Los hiperparámetros que presentan un promedio mayor son el Lote 50
para los clasificadores EEGLife, la arquitectura 256-128 para los clasificadores multiclase, y el




BA BV MA MV BA BV MA MV
Época 50 0.51 ± 0.03 0.60 ± 0.02 0.15 ± 0.04 0.19 ± 0.05 0.68 ± 0.04 0.68 ± 0.04 0.35 ± 0.07 0.34 ± 0.08
Época 100 0.52 ± 0.02 0.60 ± 0.02 0.16 ± 0.04 0.20 ± 0.04 0.69 ± 0.04 0.68 ± 0.03 0.36 ± 0.07 0.34 ± 0.10
Arqui. 256-128 0.52 ± 0.03 0.60 ± 0.02 0.16 ± 0.05 0.20 ± 0.03 0.69 ± 0.04 0.68 ± 0.04 0.38 ± 0.07 0.38 ± 0.09
Arqui. 128-64 0.51 ± 0.03 0.60 ± 0.02 0.14 ± 0.04 0.18 ± 0.05 0.68 ± 0.04 0.68 ± 0.04 0.33 ± 0.06 0.31 ± 0.07
Lote 10 0.51 ± 0.03 0.59 ± 0.02 0.15 ± 0.05 0.18 ± 0.05 0.68 ± 0.04 0.67 ± 0.04 0.32 ± 0.07 0.31 ± 0.08
Lote 20 0.52 ± 0.03 0.60 ± 0.02 0.15 ± 0.04 0.20 ± 0.04 0.68 ± 0.04 0.68 ± 0.04 0.34 ± 0.06 0.33 ± 0.09
Lote 50 0.51 ± 0.03 0.60 ± 0.02 0.16 ± 0.04 0.20 ± 0.04 0.70 ± 0.03 0.68 ± 0.04 0.39 ± 0.06 0.38 ± 0.08
Dropout 0.0 0.52 ± 0.02 0.60 ± 0.02 0.17 ± 0.04 0.20 ± 0.03 0.69 ± 0.03 0.68 ± 0.03 0.37 ± 0.06 0.36 ± 0.08
Dropout 0.2 0.52 ± 0.02 0.60 ± 0.02 0.16 ± 0.04 0.19 ± 0.05 0.68 ± 0.04 0.68 ± 0.03 0.37 ± 0.06 0.35 ± 0.08
Dropout 0.5 0.50 ± 0.03 0.60 ± 0.02 0.14 ± 0.04 0.18 ± 0.04 0.68 ± 0.05 0.67 ± 0.04 0.32 ± 0.08 0.31 ± 0.09
Tabla 4-4: Promedio y desviación estándar del Valor-F1 para los clasificadores de la CRNN
agrupados por los hiperparámetros de la búsqueda por ret́ıcula propuesta.
ca significativa para ningún hiperparámetro cuando se contempla la desviación estándar. En
el anexo A.1 se pueden observar los diagramas de cajas para los clasificadores binarios y
multiclase agrupados por los parámetros de la búsqueda por ret́ıcula. En las figuras A-1 y
A-3 se visualizan los diagramas de cajas para los clasificadores entrenados con el conjunto
EEGLife, y en las figuras A-2 y A-4 se visualizan los diagramas de cajas para los clasifica-
dores entrenados con el conjunto DEAP. En estos diagramas se observa que no existe una
diferencia estad́ıstica significativa que permita escoger una combinación de hiperparámetros.
Con base en esto, si sólo se tiene en cuenta el promedio del Valor-F1, la mejor configuración
es: número de épocas 50, arquitectura 256-128, sin dropout, tamaño de lote 50.
4.3.2. Mapas Auto-Organizados
Análisis de los clasificadores
En la tabla 4-5 se muestra el promedio y la desviación estándar para cada una de las me-
didas de desempeño - Precisión, Exhaustividad, Valor-F1 y Exactitud - de los clasificadores
entrenados para la SOM, tanto para el conjunto de datos DEAP como EEGLife.
Existe una diferencia estad́ıstica entre la Exhaustividad y la Precisión para la mayoŕıa de
clasificadores, la Precisión es mayor que la Exhaustividad, excepto para el clasificador binario
de Valencia cuyos valores estad́ısticos son similares. La menor Exhaustividad significa que
los modelos SOM son más sensibles a no relacionar las caracteŕısticas de las señales EEG a
la clase correcta (falsos negativos).
Al comparar las medidas de desempeño Exactitud y Valor-F1, se observa que para los cla-
sificadores DEAP y EEGLife existe una diferencia estad́ıstica a favor de la Exactitud con
respecto al Valor-F1, esto conlleva a que el modelo SOM es más sensible al desbalance de
clases, excepto para el clasificador binario de Valencia, los valores estad́ısticos Exactitud y
Valor-F1 son similares y por tanto menos sensible al desbalance de clases.
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Clasificador Medida
DEAP EEGLife
Prom. ± desv. Prom. ± desv.
Binario - Actividad
Precisión 0.60 ± 0.01 0.74 ± 0.02
Exhaustividad 0.58 ± 0.01 0.70 ± 0.02
Valor-F1 0.57 ± 0.01 0.71 ± 0.02
Exactitud 0.64 ± 0.01 0.74 ± 0.02
Binario - Valencia
Precisión 0.63 ± 0.01 0.73 ± 0.02
Exhaustividad 0.62 ± 0.01 0.73 ± 0.02
Valor-F1 0.61 ± 0.01 0.72 ± 0.02
Exactitud 0.61 ± 0.01 0.73 ± 0.02
Multiclase - Actividad
Precisión 0.33 ± 0.01 0.61 ± 0.03
Exhaustividad 0.24 ± 0.01 0.46 ± 0.02
Valor-F1 0.25 ± 0.01 0.48 ± 0.03
Exactitud 0.30 ± 0.00 0.52 ± 0.02
Multiclase - Valencia
Precisión 0.33 ± 0.01 0.59 ± 0.02
Exhaustividad 0.24 ± 0.01 0.47 ± 0.02
Valor-F1 0.24 ± 0.01 0.50 ± 0.02
Exactitud 0.33 ± 0.01 0.52 ± 0.02
Tabla 4-5: Promedio y desviación estándar para las medidas de desempeño de los 4 clasifica-
dores entrenados con la SOM, tanto el conjunto de datos DEAP como EEGLife.
a. Precisión. b. Exhaustividad.
c. Exactitud. d. Valor F1.
Figura 4-12: Medidas de desempeño para clasificadores binarios de la SOM aplicados a los
conjuntos de datos DEAP y EEGLife.
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a. Precisión. b. Exhaustividad.
c. Exactitud. d. Valor F1.
Figura 4-13: Medidas de desempeño para clasificadores multiclase de la SOM aplicados a
los conjuntos de datos DEAP y EEGLife.
En las figuras 4-12 y 4-13 se puede visualizar los diagramas de cajas de las medidas de
desempeño Precisión, Exhaustividad, Valor-F1 y Exactitud para los clasificadores binarios
y multiclase, respectivamente. En las figuras es evidente la diferencia estad́ıstica entre la
Exhaustividad y la Precisión (excepto para el clasificador binario - Valencia); al comparar
la Exactitud y el Valor-F1, se observa la sensibilidad al desbalance de clases para los cla-
sificadores DEAP y EEGLife; el menor manejo del desbalance de clases por parte de los
clasificadores binarios de Valencia.
Los clasificadores EEGLife tienen mejor desempeño estad́ıstico que los clasificadores DEAP.
Por lo tanto, similar a los modelos CRNN, los modelos SOM parecen reconocer con mayor
facilidad la información asociada a los puntajes emocionales del conjunto EEGLife que del
conjunto DEAP.
A diferencia del modelo CRNN, la arquitectura propuesta para el modelo SOM permite
visualizar la información del espacio de entradas como puntos tanto en el mapa general
como en los mapas individuales. Esta visualización se puede asociar con una propiedad de
interpretabilidad para analizar señales EEG que en el CRNN no es evidente.
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Figura 4-14: Representación gráfica de las caracteŕısticas extráıdas a un conjunto de señales
EEG.
Interpretabilidad de la identificación de emociones en el modelo SOM
Gracias a la construcción topológica de los mapas Auto-Organizados, es posible interpretar
la proyección de la información desde el espacio de entradas como puntos que se agrupan en
los mapas de 2 dimensiones. Para el caso de la identificación de emociones, se puede describir
los pasos para obtener un puntaje emocional de un conjunto de señales EEG dado: 1) Se
extraen las caracteŕısticas de las señales EEG con el fin de representarlas como un elemento
en el espacio de entradas ΩSOM ; 2) Se proyecta ese elemento como un punto p hacia el
mapa general y luego hacia uno o varios mapas individuales; 3) Finalmente se entrega la
proyección del punto p al sistema difuso para obtener el puntaje emocional en términos de
las dimensiones Actividad y Valencia.
Es posible visualizar cómo la información de las señales EEG se transforma en cada uno
de los pasos del proceso previamente descrito, a esta visualización por pasos se le denomina
propiedad de interpretabilidad del modelo SOM, lo cual se ejemplifica a continuación:
1) En la figura 4-14 se observa la representación gráfica de las caracteŕısticas extráıdas de
un conjunto de señales EEG (el elemento en el espacio de entradas ΩSOM), esta represen-
tación permite hacer seguimiento al estado particular de las señales EEG en términos de la
correlación cruzada entre canales y la enerǵıa en las bandas de frecuencia.
2) En las figuras 4-15 y 4-16 se puede visualizar la proyección del elemento en el espacio de
entradas hacia un mapa general e individual, respectivamente. Esta representación permite
hacer seguimiento de las regiones donde se proyecta el punto p en cada uno de los mapas,
observar qué puntos de participantes conforman la vecindad en el mapa general y cerca a
qué grupos se encuentra p en los mapas individuales.
3) La salida del conjunto difuso es el puntaje emocional que se asigna al punto p en térmi-
nos de las dimensiones Actividad y Valencia, este puntaje se puede representar en el modelo
vectorial de emociones (el modelo que describe las emociones como una combinación entre
las dimensiones Actividad y Valencia) como se representa en la figura 4-17.
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Figura 4-15: Proyección del punto p desde el espacio de entradas hacia el SOM -general.
Figura 4-16: Proyección del punto p desde el espacio de entradas hacia uno de los SOM -
individuales vecinos de p en el SOM general.
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Figura 4-17: Representación en el modelo vectorial de emociones de la salida del sistema
difuso para un punto p en términos de las dimensiones Actividad y Valencia.
Aunque los pasos 1 y 3 se pueden adaptar para el modelo CRNN, el valor agregado que tiene
el modelo SOM está en el paso 2: la visualización de puntos tanto en el mapa general como
en los mapas individuales permite analizar la similaridad entre puntos y cómo esa similaridad
se relaciona con los puntajes emocionales asociados a los grupos. Para poder lograr ese valor
agregado directamente con el modelo CRNN, se debeŕıa poder acceder a una representación
intuitiva de las conexiones y los valores de pesos sinápticos en las capas ocultas de la red
neuronal. Sin embargo, esto no es fácil de implementar dada la propiedad de caja negra que
tienen este tipo de modelos de red neuronal.
Interpretabilidad de conjuntos de datos DEAP y EEGLife
Con base en la interpretabilidad del modelo SOM, se realiza un análisis cualitativo de la
distribución de puntos proyectados para los conjuntos de datos DEAP y EEGLife tanto en
el mapa general como en los mapas individuales.
Mapa general
Se analizan dos mapas generales, uno para el conjunto DEAP y otro para el conjunto EEGLi-
fe. En la figura 4-18 se muestran los dos mapas, en cada uno de ellos los puntos se agrupan
por participante. Para el conjunto DEAP, en la figura 4-18a se observa cómo se configura
el mapa con regiones y fronteras bien definidas, y cómo los puntos de cada participante se
distribuyen en esas regiones. Para el conjunto EEGLife, en la figura 4-18b se observa que
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a. SOM -general para DEAP. b. SOM -general para EEGLife.
Figura 4-18: Ejemplo de un SOM -general para los conjuntos de datos DEAP y EEGLife.
a. SOM -individual 1 para DEAP. b. SOM -individual 2 para DEAP.
c. SOM -individual 1 para EEGLife. d. SOM -individual 2 para EEGLife.
Figura 4-19: Ejemplo de SOM -individuales para los conjuntos de datos DEAP y EEGLife.
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el mapa no se configura con regiones y fronteras tan definidas, y que los puntos proyectados
de diferentes participantes están más cerca e incluso se sobreponen.
La separación que se observa en el mapa general del conjunto DEAP se interpreta como si
el modelo SOM permitiera separar adecuadamente la información de los participantes. Esta
separación implica que no hay similitudes entre las señales EEG de diferentes participantes,
y que la información asociada con los puntajes emocionales es diferente para cada partici-
pante. Dado que la fuente de est́ımulos fue la misma para todos participantes del conjunto
DEAP, se espera que la expresión emocional en ondas cerebrales presente similitudes entre
diferentes participantes, si no en todos, al menos en varios de ellos.
Teniendo en cuenta lo anterior, se esperaŕıa que los puntos de diferentes participantes estén
cerca y que varios de ellos se sobrepongan. Esto último ocurre más para el conjunto EEGLife
que para el conjunto DEAP.
Mapas individuales
Se analizan 4 mapas individuales, dos para el conjunto DEAP y dos para el conjunto EE-
GLife. Los puntos en cada mapa se agrupan por est́ımulo, 40 para el conjunto DEAP y 8
para el conjunto EEGLife. Para el conjunto DEAP, en las figuras 4-19a y 4-19b se observa
que los mapas no se configuran en regiones y fronteras bien definidas, y que los puntos de
cada est́ımulo se mezclan e incluso se sobreponen. Mientras que en el conjunto EEGLife,
en las figuras 4-19c y 4-19d se observa la configuración de regiones y fronteras definidas,
los puntos se agrupan mejor que en el caso DEAP. Aunque esta agrupación más definida
no pasa para todos los participantes del conjunto EEGLife, si sucede para la mayoŕıa (Para
observar la distribución de puntos de los conjuntos DEAP y EEGLife, en las figuras B-1
y B-2 del anexo B se visualizan los mapas individuales para uno de los 50 experimentos
implementados).
En el caso de los mapas individuales, si existen regiones bien definidas y los grupos se dis-
tinguen entre ellos, entonces la información de las señales EEG de un participante presenta
diferencias que podŕıan asociarse con una expresión emocional. Dado que los puntajes emo-
cionales representan a las 4 emociones estudiadas (Alegŕıa, Tristeza, Calma y Furia) por
medio de las dimensiones emocionales Actividad y Valencia (en el rango de 1 a 9 de la
prueba SAM ), se espera que el número de grupos de los mapas individuales sea similar al
número de emociones estudiadas o al rango de la prueba SAM. Con base en esto, en la tabla
4-6 se observa el promedio y la desviación estándar del número de grupos encontrados para
los conjuntos DEAP y EEGLife, estos valores estad́ısticos se calculan para todos los parti-
cipantes y para todos los experimentos. (en la tabla B-1 del anexo B.3 se puede visualizar
los valores estad́ısticos de cada uno de los participantes en ambos conjuntos de datos). Para
el caso del conjunto EEGLife se obtiene un valor estad́ıstico de 4.74 ± 1.93 grupos y para
el conjunto DEAP el valor estad́ıstico es de 11.88 ± 3.17 grupos. Estos valores, junto con
el análisis de la configuración de los mapas individuales (regiones, fronteras y distribución
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Conjunto de datos Número de grupos
EEGLife 4.74 ± 1.93
DEAP 11.88 ± 3.17
Tabla 4-6: Promedio y desviación estándar del número de grupos conformados para los
SOM -individuales de todos los participantes y experimentos.
de puntos) permiten concluir que los est́ımulos parecen separarse mejor para el conjunto de
datos EEGLife, tal que estos grupos se pueden asociar a las emociones estudiadas a través
de los puntajes de la prueba SAM. En efecto, las medidas de desempeño son mejores para los
clasificadores entrenados con el conjunto EEGLife, por ejemplo, para el clasificador binario
de Actividad se obtiene un Valor-F1 de 71 % ± 2 % frente a un 58 % ± 1 % de su homólogo
para el conjunto DEAP (ver tabla 4-5).
Análisis de resultados para los modelos CRNN y SOM
En la figura 4-20 se muestran los diagramas de cajas para comparar los modelos propuestos
de cada uno de los clasificadores entrenados y de cada conjunto de datos en términos del
Valor-F1.
En todos los casos existe una diferencia estad́ıstica significativa a favor de los modelos en-
trenados con el conjunto de datos EEGLife.
Parece ser que el conjunto DEAP tiene algunas fallas en alguna de las etapas de su construc-
ción. Puede ser que el problema esté relacionado con las técnicas para limpiar o atenuar los
artefactos extŕınsecos e intŕınsecos, dado que en [39] no se especifica con mucho detalle cuál
fue el proceso de limpieza de las señales EEG. Con base en el análisis de interpretabilidad
realizado con el modelo SOM, parece que la etapa de limpieza de datos se especializó en
separar la información de cada participante, conduciendo a que la similitud de expresiones
emocionales entre participantes se disminuyera.
Sin embargo, no se puede descartar que los resultados más bajos del conjunto DEAP estén
relacionados con una mayor dificultad para clasificar el conjunto de datos y no con un pro-
blema en su fundamentación. Puede que sea necesario diseñar modelos más complejos para
el conjunto DEAP.
Lo que se puede concluir es que los modelos de red neuronal planteados en este trabajo cla-
sifican con menos dificultad la información del conjunto EEGLife que la del conjunto DEAP.
Si se comparan los resultados entre los modelos de red neuronal, para la mayoŕıa de los casos
el modelo SOM tiene una diferencia estad́ıstica significativa con respecto al modelo CRNN
(A excepción del clasificador binario para Valencia y el conjunto DEAP, cuyo desempeño
para CRNN y SOM es similar). Esto puede explicarse desde dos perspectivas:
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a. Clasificadores binarios - Actividad. b. Clasificadores multiclase - Actividad.
c. Clasificadores binarios - Valencia. d. Clasificadores multiclase - Valencia.
Figura 4-20: Comparación de clasificadores en términos del Valor-F1 de los modelos CRNN
y SOM para los conjuntos de datos DEAP y EEGLife.
La primera hace referencia a la representación de la distribución espacial de los electrodos
de la diadema en los conjuntos de datos ΩCRNN y ΩSOM . Para la construcción de los fra-
mes, después de agregar la información del escalograma para cada canal en el peŕıodo de 1
segundo, estos vectores agregados (que hacen referencia a la información de cada canal) se
concatenan arbitrariamente y no existe un criterio que respete la distribución espacial de los
electrodos. En el caso del conjunto ΩSOM , la correlación cruzada obtiene información de la
variación conjunta de los canales teniendo en cuenta la distribución espacial de los electrodos.
La segunda perspectiva se relaciona con el método para asignar el puntaje emocional a un
conjunto de señales EEG. En el caso del modelo SOM, el sistema difuso tiene en cuenta la
contribución de varios participantes para dar el puntaje emocional; esa contribución puede
hacer que el modelo SOM tenga más información para determinar el puntaje emocional,
algo que no se puede obtener sólo del modelo CRNN. Si bien no se puede afirmar que el
modelo CRNN no contempla la contribución de varios participantes en los pesos sinápticos
de la etapa convolucional y recurrente, no es tan evidente como en el modelo SOM dado que
esa información estaŕıa en las capas ocultas del modelo CRNN.
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Figura 4-21: Trayectoria de puntos en el modelo vectorial de emociones, donde se preserva
la temporalidad de las señales EEG que producen esos puntos a través de los
modelos de red neuronal.
Se puede concluir que la propiedad de interpretabilidad atribuida al modelo SOM permite
visualizar la contribución de varios participantes a la hora de obtener el puntaje emocional.
Respuesta temporal de los modelos de red neuronal
Dado que los conjuntos de entradas ΩSOM y ΩCRNN se construyen teniendo en cuenta la
noción de temporalidad con las ventanas de 10 segundos (para el caso del modelo CRNN ) y
el paso de deslizamiento de 1 segundo (para el caso del modelo SOM ), esta noción se preserva
en la salida de ambos modelos de red neuronal. Como ejemplo, tomando como referencia
el modelo SOM, se toma un conjunto de señales EEG de 14 segundos, de estas señales se
toman 5 ventanas deslizantes y se extraen sus caracteŕısticas en términos de la correlación
cruzada y la enerǵıa en las bandas de frecuencia. Ahora que las 5 ventanas deslizantes
están representadas en el espacio de entradas ΩSOM , el modelo SOM se alimenta con estos
elementos y la salida es una secuencia de 5 puntos en el modelo vectorial de emociones. En
la figura 4-21 se puede visualizar la secuencia de 5 puntos resultante de todo el proceso,
donde se observa que la secuencia sigue el orden dado por la temporalidad de las ventanas
deslizantes de las señales EEG.
5. Conclusiones y trabajo futuro
5.1. Conclusiones
El reconocimiento de los patrones de señales EEG asociados con las expresiones emocionales
no es una tarea sencilla, dado que el proceso para llegar a este reconocimiento se compone de
varias etapas que deben ser formuladas y/o tratadas cuidadosamente. Una de estas etapas es
la construcción de un conjunto de datos que relacione apropiadamente las señales EEG con
los puntajes emocionales de un grupo de participantes. Otra etapa es la construcción de uno
o varios modelos computacionales, quienes se entrenan para encontrar la información aso-
ciada a las expresiones emocionales dentro del conjunto de datos. Teniendo en cuenta estas
etapas, en esta tesis se diseñan dos modelos computacionales basados en redes neuronales,
una red neuronal Convolucional Recurrente (CRNN ) entrenada de forma supervisada, y un
conjunto de mapas Auto-Organizados (SOM ) entrenados de forma no supervisada. Para el
modelo CRNN se entrenan algunos clasificadores a partir de las señales EEG y los puntajes
emocionales. Para el modelo SOM, estos puntajes se usan para dar un sentido a las grupos
resultantes del proceso de entrenamiento y de la aplicación de técnicas de agrupamiento,
permitiendo que la salida del modelo SOM sea comparable con los clasificadores del mode-
lo CRNN en términos de las medidas de desempeño. Dadas las caracteŕısticas de un mapa
Auto-Organizado y la asociación de las agrupaciones con los puntajes emocionales, el modelo
SOM tiene una propiedad de interpretabilidad que presenta ventajas para analizar cómo se
va transformando la información desde las señales EEG hasta la salida del modelo.
Para la construcción del conjunto de datos, a través de un protocolo experimental se regis-
tran las señales EEG y la percepción emocional de los participantes mientras reciben una
serie de est́ımulos. En esta tesis se toma como referencia el modelo vectorial para describir
emociones a través de las dimensiones Actividad y Valencia, y se utiliza la prueba maniqúı de
auto-evaluación (SAM ) para evaluar cada dimensión en un rango entre 1 y 9. Como fuente
de est́ımulos se compone un conjunto de 8 piezas musicales para evocar 4 emociones: alegŕıa,
tristeza, calma y furia. De acuerdo a las teoŕıas que relacionan las dimensiones emocionales
del modelo vectorial con los elementos de la música, se espera que las distribuciones de los
puntajes emocionales tengan una tendencia hacia los valores 1 o 9 de la escala de la prueba
SAM -valores asociados con la expresión de las emociones estudiadas-. Según los resultados
del protocolo experimental, eso sólo ocurre en la dimensión Actividad para las emociones
tristeza y calma, y en la dimensión Valencia para la emoción alegŕıa; para los est́ımulos
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restantes la distribución de los puntajes emocionales está alrededor del valor neutral. Esto
significa que la música compuesta en este trabajo no tiene un impacto significativo en los
participantes para evocar emociones. Si bien se tiene en cuenta el contexto de la música
occidental para guiar la composición, puede ser que sea necesario ser más selectivo en los
elementos de la música aplicados a nuestra cultura colombiana, en el contexto de la música
latina y de la ciudad de Bogotá.
La construcción del conjunto de datos requiere realizar la limpieza de las señales EEG re-
gistradas durante el protocolo experimental para eliminar o atenuar artefactos ruidosos. Si
bien aún no existe un estándar para realizar esta limpieza, entender las fuentes de ruido
y cómo se pueden mitigar apropiadamente permite aplicar técnicas de procesamiento de
señales efectivas sobre el conjunto de datos, tal que el conjunto resultante pueda ser más
sencillo de tratar por modelos computacionales. Con base en esto, en este trabajo se cons-
truye el conjunto de datos EEGLife como resultado de la aplicación de filtros, imputación
de valores faltantes y análisis de componentes independientes. Con el objetivo de comparar
el rendimiento de los modelos CRNN y SOM no sólo sobre el conjunto de datos EEGLife,
se utiliza el conjunto de datos DEAP (un conjunto de referencia para la identificación de
emociones a partir de señales EEG y puntajes emocionales en la escala de la prueba SAM ).
De cada conjunto de datos se extraen caracteŕısticas en los dominios del tiempo, frecuencia
y tiempo-frecuencia. Estas caracteŕısticas se adaptan para conformar el espacio de entradas
de cada modelo de red neuronal. En el caso del modelo SOM, cada elemento del espacio
de entradas se proyecta como puntos sobre los dos tipos de mapas Auto-Organizados pro-
puestos: el mapa general y los mapas individuales. La visualización de cómo los puntos se
agrupan en ambos tipos de mapas es la caracteŕıstica que permite atribuir la propiedad de
interpretabilidad a este modelo; algo que no se puede hacer con el modelo CRNN ya que
se necesitaŕıa acceder a la información de las capas ocultas, y aún aśı esa información no
seŕıa fácil de interpretar dada la propiedad de caja negra que posee este tipo de red neuronal.
De acuerdo al protocolo experimental implementado para evocar emociones, se espera que
las señales EEG de diferentes participantes presenten similitudes tal que los puntos pro-
yectados en los mapas Auto-Organizados se agrupen en regiones similares, y estas regiones
estén relacionadas con los puntajes emocionales reportados. En los mapas individuales es
deseable que los puntos se agrupen en regiones asociadas a las emociones reportadas. En
los mapas generales se esperaŕıa algo similar a los mapas individuales, pero puede que no
sea aśı dada la diversidad de patrones de ondas cerebrales de los participantes, por tanto,
es deseable al menos que los puntos de diferentes participantes estén cerca si los patrones
de señales EEG son parecidos. Al analizar cualitativamente cómo se distribuyen los puntos
proyectados para los conjuntos de datos EEGLife y DEAP, el conjunto EEGLife se distribuye
de una forma más cercana a lo descrito previamente: en los mapas individuales los puntos
del conjunto EEGLife presentan regiones mejor diferenciadas con fronteras mejor definidas
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comparado con los puntos en los mapas individuales del conjunto DEAP, lo que permite
realizar asociaciones más apropiadas con los puntajes emocionales reportados; en el caso
de los mapas generales, para el conjunto EEGLife las regiones no son tan diferenciadas y
los puntos de diferentes participantes se mezclan en varias de estas regiones, mientras que
para el conjunto DEAP los puntos de los participantes no se mezclan, reflejando que no hay
mucha similitud entre las señales EEG de los participantes. Basado en la interpretabilidad
del modelo SOM, el conjunto de datos EEGLife presenta más facilidad para representar los
patrones asociados con la expresión de emociones comparado con el conjunto de datos DEAP.
En términos de las medidas de desempeño de los clasificadores, se evidencia una diferen-
cia estad́ıstica significativa entre los modelos cuando se entrenan con el conjunto de datos
EEGLife que cuando se entrenan con el conjunto DEAP. Esta diferencia estad́ıstica, junto
con el análisis cualitativo producto de la interpretabilidad del modelo SOM, muestra que los
modelos CRNN y SOM clasifican con menos dificultad la información del conjunto EEGLife
que la del conjunto DEAP. Es claro que esta diferencia permite decir que el conjunto EE-
GLife es más fácil o es mejor construido para la tarea de reconocimiento de emociones que
el conjunto DEAP. Es posible que el conjunto DEAP haya presentado algunas dificultades
durante su construcción o que tenga mayor complejidad, tal que se necesiten modelos más
complejos para extraer más información de este conjunto.
Aunque se evidencia una mayor facilidad de los modelos para clasificar la información re-
lacionada con la expresión emocional en el conjunto de datos EEGLife, es posible ajustar
algunos componentes de todo el proceso con el fin de mejorar el desempeño de los mode-
los, tales como: i) el protocolo experimental, dado que las piezas musicales compuestas no
muestran un impacto significativo para evocar emociones en los participantes, es posible
replantear la fuente de est́ımulo e incluso el método para que los participantes identifiquen
su estado emocional (puede que la prueba SAM tenga algunas dificultades para representar
la percepción emocional cuando un est́ımulo no es efectivo); ii) la limpieza de señales EEG,
en la academia aún no existe un concenso sobre cuáles técnicas son las más adecuadas para
atenuar o eliminar artefactos de las señales EEG, por lo que un análisis más riguroso sobre
el impacto de estas técnicas puede ayudar a mejorar todo el proceso; iii) la extracción de
caracteŕısticas, en este trabajo se utilizan caracteŕısticas sencillas en el dominio del tiempo
y la frecuencia. Al igual que las técnicas de limpieza de las señales, no existe un estándar
para la extracción de caracteŕısticas, por lo que pueden existir otras caracteŕısticas que re-
presenten mejor la información de la expresión emocional dentro de las señales EEG.
Con base en los resultados de las medidas de desempeño, existe una diferencia estad́ıstica
entre el modelo SOM y el modelo CRNN : para la mayoŕıa de clasificadores las medidas de
desempeño son mejores para el modelo SOM (excepto el clasificador binario para Valencia
entrenado con el conjunto de datos DEAP, el desempeño de ambos modelos es similar).
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Existen tres factores que pueden explicar esa diferencia estad́ıstica a favor del modelo SOM :
El primero factor se relaciona con la representación de la distribución espacial de los elec-
trodos en las caracteŕısticas extráıdas; para el modelo CRNN la construcción de los frames
no contempla un criterio apropiado para representar esta distribución, lo que puede llevar a
perder la información espacial del proceso. Para el modelo SOM esa información espacial se
representa por medio de la correlación cruzada entre los canales.
El segundo factor se relaciona con el método de aprendizaje, el modelo CRNN tiene en
cuenta los puntajes emocionales para propagar la señal de error durante el entrenamiento y
aśı actualizar los pesos sinápticos. En el caso del modelo SOM, el entrenamiento es guiado
por una noción de similaridad entre el espacio de entradas y los pesos sinápticos de cada
neurona, lo que permite que las neuronas conformen regiones de acuerdo a esa noción de
similaridad; los puntajes emocionales no se tienen en cuenta durante el entrenamiento sino
sólo en el paso de asignar un significado a los grupos resultantes. La presencia de los pun-
tajes emocionales en el método de aprendizaje supervisado puede representar un problema
de sesgo si las etiquetas no representan adecuadamente el problema que se trata de resolver.
Esta falta de representación puede ser causado por el impacto poco significativo que tienen
las piezas musicales en los participantes para evocar emociones, llevando a los participantes
a escoger un puntaje emocional que no necesariamente representa su estado emocional. El
tercer factor está relacionado con el método para asignar puntajes emocionales de los mo-
delos. En el caso del modelo CRNN, los puntajes emocionales se entregan a la salida de la
red neuronal y se calculan de acuerdo a la configuración de los pesos sinápticos de la red. En
el caso del modelo SOM, el sistema difuso considera la contribución de varios participantes
tanto del mapa general como de los mapas individuales para entregar el puntaje emocional.
Esta contribución puede hacer que el modelo SOM extraiga más información para obtener
un puntaje emocional, algo que al parecer no se puede obtener sólo con el modelo CRNN.
5.2. Trabajo futuro
Dado que el protocolo experimental no tuvo un impacto significativo para evocar emociones
en los participantes, es necesario trabajar en una manera más efectiva para realizar esto,
tal que se refleje en señales EEG más diferenciadas y más asociadas con las emociones es-
tudiadas. Se propone revisar nuevamente las teoŕıas que relacionan música con emociones y
aplicarlas en el contexto espećıfico de la cultura colombiana (la música de la región, la ex-
presión emocional de la población). Esta revisión puede llevar a explorar otro tipo de fuentes
de est́ımulos, tales como: audiovisuales y/o expresiones art́ısticas como la danza o el canto.
Los modelos diseñados en esta tesis no realizan la identificación de emociones en tiempo real,
principalmente porque la limpieza de señales EEG puras se realiza de forma manual. Para
lograr esto, se puede automatizar el proceso de aplicación de filtros, imputación de valores
faltantes, análisis de componentes independientes y extracción de caracteŕısticas.
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En la actualidad no existe un concenso sobre las técnicas más apropiadas para limpiar y
extraer caracteŕısticas de las señales EEG que se relacionen con la expresión de emociones,
en parte porque es dif́ıcil medir el impacto de una técnica u otra. Se puede plantear una
medida de desempeño basada en la interpretabilidad de los mapas Auto-Organizados para
evaluar la eficacia de diferentes técnicas, esa medida puede estar definida en términos del
número de agrupaciones o de las regiones formadas en los mapas.
Teniendo en cuenta el alcance de esta tesis, el conjunto de datos EEGLife se construye con un
número pequeño de participantes, por lo que la identificación de emociones se aborda desde
la perspectiva basada en el sujeto. Si se quiere construir modelos que busquen generalizar la
identificación de emociones para poblaciones más grandes, se puede abordar la perspectiva
independiente del sujeto, donde la validación de los modelos se debeŕıa realizar con un número
de participantes igual o superior al total de participantes de los conjuntos de datos EEGLife o
DEAP. Si se construye un conjunto de datos con al menos 100 participantes, el modelo SOM
parece ser más adecuado que el modelo CRNN para aplicar la perspectiva independiente del
sujeto, dado que los puntajes emocionales de Actividad y Valencia se calculan a partir de la
contribución de varios participantes en el mapa general por medio del sistema difuso.
Sin embargo, antes de realizar un trabajo de investigación que involucre a más participantes,
lo más recomendable es mejorar cada una de las etapas del proceso, tal que haya más
certeza sobre las técnicas de limpieza y extracción de caracteŕısticas más apropiadas para la
identificación de emociones a partir del análisis de señales EEG.
A. Anexo: Valor-F1 de la búsqueda por
ret́ıcula
A.1. Red Neuronal Convolucional Recurrente
a. Clasificador binario - Actividad.
b. Clasificador multiclase - Actividad.
Figura A-1: Valor-F1 para los clasificadores de Actividad entrenados con CRNN y el con-
junto de datos EEGLife agrupados por los parámetros de la búsqueda por
ret́ıcula (Grid search).
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a. Clasificador binario - Actividad.
b. Clasificador multiclase - Actividad.
Figura A-2: Valor-F1 para los clasificadores de Actividad entrenados con CRNN y el con-
junto de datos DEAP agrupados por los parámetros de la búsqueda por ret́ıcula
(Grid search).
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a. Clasificador binario - Valencia
b. Clasificador multiclase - Valencia
Figura A-3: Valor-F1 para los clasificadores de Valencia entrenados con CRNN y el conjun-
to de datos EEGLife agrupados por los parámetros de la búsqueda por ret́ıcula
(Grid search).
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a. Clasificador binario - Valencia
b. Clasificador multiclase - Valencia
Figura A-4: Valor-F1 para los clasificadores de Valencia entrenados con CRNN y el conjun-
to de datos DEAP agrupados por los parámetros de la búsqueda por ret́ıcula
(Grid search).
B. Anexo: Mapas Auto-Organizados
para conjuntos DEAP y EEGLife
B.1. Conjunto de datos EEGLife
Figura B-1: SOM -individuales para conjunto de datos EEGLife.
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B.2. Conjunto de datos DEAP
Figura B-2: SOM -individuales para conjunto de datos DEAP.
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B.3. Número de grupos en SOM-individuales
Participante
Número de grupos Número de grupos
EEGLife DEAP
1 7.70 ± 0.57 9.28 ± 2.11
2 3.08 ± 0.27 17.60 ± 1.88
3 8.30 ± 0.83 14.04 ± 2.82
4 5.70 ± 0.61 13.62 ± 2.46
5 2.06 ± 0.24 10.82 ± 1.61
6 6.80 ± 0.72 9.18 ± 2.16
7 6.56 ± 1.10 8.84 ± 1.92
8 5.16 ± 0.88 11.78 ± 1.46
9 4.04 ± 0.66 12.16 ± 1.68
10 6.56 ± 0.78 11.20 ± 1.99
11 2.28 ± 0.45 10.58 ± 1.91
12 4.38 ± 0.72 13.06 ± 1.96
13 7.20 ± 0.69 8.84 ± 1.55
14 5.04 ± 1.13 13.94 ± 1.41
15 5.28 ± 0.80 11.14 ± 1.76
16 5.40 ± 1.02 15.90 ± 1.88
17 2.92 ± 0.87 11.00 ± 2.03
18 6.34 ± 1.07 11.14 ± 1.85
19 4.08 ± 0.80 8.56 ± 1.90
20 2.72 ± 0.57 11.14 ± 2.37
21 2.70 ± 0.57 16.84 ± 2.03
22 4.22 ± 1.10 15.22 ± 1.85
23 3.36 ± 0.84 10.96 ± 1.74
24 6.78 ± 1.03 11.60 ± 1.77
25 3.94 ± 0.81 7.08 ± 1.90
26 2.14 ± 0.77 12.96 ± 1.62
27 2.44 ± 0.57 12.76 ± 1.68
28 6.08 ± 0.84 14.46 ± 1.51
29 4.80 ± 0.96 7.14 ± 1.41
30 4.22 ± 0.94 13.20 ± 1.79
31 10.42 ± 1.81
32 13.64 ± 1.57
Tabla B-1: Promedio y desviación estándar para el número de grupos formados en los SOM -
individuales de los conjuntos de datos EEGLife y DEAP.
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