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ON THE MAXIMUM ENTROPY OF A SUM OF INDEPENDENT
DISCRETE RANDOM VARIABLES
MLADEN KOVACˇEVIC´
Abstract. Let X1, . . . ,Xn be independent random variables taking values in the al-
phabet {0, 1, . . . , r}, and Sn =
∑
n
i=1
Xi. The Shepp–Olkin theorem states that, in the
binary case (r = 1), the Shannon entropy of Sn is maximized when all the Xi’s are
uniformly distributed, i.e., Bernoulli(1/2). In an attempt to generalize this theorem to
arbitrary finite alphabets, we obtain a lower bound on the maximum entropy of Sn and
prove that it is tight in several special cases. In addition to these special cases, an argu-
ment is presented supporting the conjecture that the bound represents the optimal value
for all n, r, i.e., that H(Sn) is maximized when X1, . . . , Xn−1 are uniformly distributed
over {0, r}, while the probability mass function of Xn is a mixture (with explicitly defined
non-zero weights) of the uniform distributions over {0, r} and {1, . . . , r − 1}.
1. Introduction
Maximum entropy probability distributions, being of interest in various fields of science
and engineering [7], have been studied extensively in the literature. Many of the canonical
distributions from probability theory (e.g., uniform, geometric, exponential, Gaussian) can
be characterized as entropy maximizers in natural families of probability laws. Some more
recent works [1,6,12] have shown that Poisson and binomial distributions are also maximum
entropy distributions under certain log-concavity constraints. In this paper we consider
the problem of entropy maximization for sums of independent random variables, which has
itself attracted a lot of interest and is of importance in information theory in particular.
One of the most basic and well-known results in this area is the Shepp–Olkin theorem
[8, 10] which states that the entropy of a sum of independent binary random variables is
maximized when all the variables are uniform, i.e., Bernoulli(1/2). This statement has
subsequently been strengthened in several directions (see, e.g., the recent works [2–4] which
settled the conjectures made in [10]), and a continuous version of the problem was analyzed
in [9, 11]. Virtually nothing is known about the problem for discrete variables over non-
binary alphabets. In an attempt to generalize the Shepp–Olkin theorem to arbitrary finite
alphabets, we obtain a lower bound on the maximum entropy of a sum of independent
discrete random variables and prove that the bound is tight, i.e., that it is in fact equal to
the optimal value, in some particular cases.
Notation, definitions, and auxiliary facts. The Shannon entropy of a discrete ran-
dom variable X with probability mass function PX supported on {0, 1, . . . , r} is defined as
H(X) = H(PX) = −
∑r
j=0 PX(j) log2 PX(j). The following bounds on entropy are imme-
diate from the definition: 0 6 H(X) 6 log2(r + 1). We shall also write h(p) = H(p, 1 − p)
for the binary entropy function. The following elementary property of entropy will be useful
in the analysis: given a partition {A1, . . . , AM} of the alphabet (meaning that the Ai’s are
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pairwise disjoint and their union is {0, 1, . . . , r}), we have
H(X) =
M∑
m=1
αmH(X |X ∈ Am) +H(α1, . . . , αM ),(1.1)
where αm = P (X ∈ Am) =
∑
j∈Am PX(j), and H(X |X ∈ Am) = H
(
PX|X∈Am
)
is the
entropy of the conditional distribution PX|X∈Am .
The binomial distribution with parameters n, p is denoted by Binomial(n, p). We shall
use the symbol Bn for a generic random variable with Binomial(n, 1/2) distribution.
A probability distribution (or any non-negative sequence) u0, u1, . . . , un is said to be log-
concave if u2i > ui−1ui+1 for all i = 1, . . . , n − 1. It is said to be ultra-log-concave of order
∞ if the stronger condition iu2i > (i + 1)ui−1ui+1 holds, i.e., if the sequence (uii!)
n
i=1 is
log-concave, and it is said to be ultra-log-concave of order n if the still stronger condition
i(n− i)u2i > (i+1)(n− i+1)ui−1ui+1 holds, i.e., if the sequence
(
ui/
(
n
i
))n
i=1
is log-concave.
2. The results
In the following theorem we present a lower bound on the maximum value of H(X1 +
· · ·+Xn) and prove that the bound is tight in the case n = 2.
Theorem 2.1. Let X1, . . . , Xn be independent random variables taking values in {0, 1, . . . , r},
and let Sn =
∑n
i=1Xi. Then
max
PX1 ,...,PXn
H(Sn) > w0H(Bn) + (1− w0)
(
H(Bn−1) + log2(r − 1)
)
+ h(w0),(2.1)
where
w0 =
2H(Bn)−H(Bn−1)
r − 1 + 2H(Bn)−H(Bn−1)
.(2.2)
For n = 2, equality holds in (2.1) for all r > 1, i.e., we have
max
PX1 ,PX2
H(S2) = 1 +
w0
2
+ (1 − w0) log2(r − 1) + h(w0),(2.3)
where w0 =
√
2
r−1+√2 .
Proof. Select the following distributions for the random variables X1, . . . , Xn: QXi(0) =
QXi(r) =
1
2 for i = 1, . . . , n − 1, and QXn(0) = QXn(r) =
w0
2 , QXn(j) =
1−w0
r−1 for j =
1, . . . , r − 1, for some parameter w0. Let QSn denote the corresponding distribution of Sn.
Note that, with this choice of probability mass functions, Sn−1 =
∑n−1
i=1 Xi is a Bernoulli
sum having a binomial distribution with parameters n− 1 and 1/2, namely
QSn−1(kr) =
(
n− 1
k
)
2−(n−1), k = 0, 1, . . . , n− 1.(2.4)
Consequently, for any k = 0, 1, . . . , n and j = 1, . . . , r − 1, we have
QSn(kr) = QSn−1(kr)QXn(0) +QSn−1((k − 1)r)QXn(r) = w0
(
n
k
)
2−n,(2.5)
and
QSn(kr + j) = QSn−1(kr)QXn(j) =
1− w0
r − 1
(
n− 1
k
)
2−(n−1).(2.6)
Therefore, conditioned on the event Sn ≡ 0 (mod r), Sn ∼ Binomial(n, 1/2), and condi-
tioned on Sn ≡ j (mod r), Sn ∼ Binomial(n − 1, 1/2), for every j = 1, . . . , r − 1. In other
words, the distribution of the random variable Sn is a disjoint mixture of a Binomial(n, 1/2)
distribution of weight w0, and r − 1 Binomial(n− 1, 1/2) distributions of weight
1−w0
r−1 each
(see Figure 1). The entropy of this distribution is given precisely by the expression on the
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Figure 1. The probability distribution of S4 in the case when PX1 , PX2 ,
and PX3 are uniform over {0, 3}, and PX4 is a mixture of the uniform dis-
tributions over {0, 3} and {1, 2}. For the purpose of illustration, the values
PS4(a) are marked in different colors for a ≡ 0 (mod 3), a ≡ 1 (mod 3), and
a ≡ 2 (mod 3).
right-hand side of (2.1). The choice of the weight w0 that maximizes this expression is the
one in (2.2), as can be shown directly by differentiating (2.1).
To prove the second part of the statement, let n = 2, and let PX1 , PX2 be generic dis-
tributions of X1, X2, and PS2 the induced distribution of S2. To simplify notation, denote
w0 = P (S2 ≡ 0 (mod r)) = PS2(0) + PS2(r) + PS2(2r), and wj = P (S2 ≡ j (mod r)) =
PS2(j) + PS2(r + j) for j = 1, . . . , r − 1. According to (1.1), the entropy of S2 can be
decomposed as follows:
H(S2) =
r−1∑
j=0
wjH(S2 |S2 ≡ j (mod r)) +H(w0, w1, . . . , wr−1).(2.7)
We will show that the choice of the probability mass functions from the first part of the
proof (QX1 , QX2) simultaneously maximizes all the terms on the right-hand side of (2.7),
thereby maximizing H(S2) as well. First, for j = 1, . . . , r − 1, it is clear that H(S2 |S2 ≡
j (mod r)) 6 H(B1) = 1, because the conditional distribution PS2|S2≡j (mod r) has only two
masses. Now consider the case j = 0. We have
PS2(0) = PX1(0)PX2(0),
PS2(r) = PX1(0)PX2(r) + PX1(r)PX2 (0) +
r−1∑
j=1
PX1 (j)PX2(r − j),(2.8)
PS2(2r) = PX1(r)PX2 (r).
It is straightforward to verify from these equations that the following holds:
P 2S2(r) − 4PS2(0)PS2(2r) >
(
PX1 (0)PX2(r) − PX1(r)PX2 (0)
)2
> 0,(2.9)
implying that the conditional distribution PS2|S2≡0 (mod r) is ultra-log-concave of order n =
2. It was shown in [12] that the Binomial(n, 1/2) is the maximum entropy distribution in the
class of all ultra-log-concave distributions of order n, and thereforeH(S2 |S2 ≡ 0 (mod r)) 6
H(B2) =
3
2 . From these observations and (2.7) we conclude that
H(S2) 6 w0H(B2) + (1− w0)H(B1) +H(w0, w1, . . . , wr−1)(2.10)
6 w0H(B2) + (1− w0)H(B1) +H(w0, 1− w0) + (1− w0) log2(r − 1)
= w0H(B2) + (1− w0)
(
H(B1) + log2(r − 1)
)
+ h(w0),
where the second inequality follows by partitioning {0, 1, . . . , r−1} into {0} and {1, . . . , r−1}
and applying (1.1) to the term H(w0, w1, . . . , wr−1). Now (2.1) and (2.10) imply (2.3). 
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Although we are at present in no position to prove such a statement, it is tempting
to conjecture that equality holds in (2.1) for all n, r, i.e., that H(Sn) is maximized when
X1, . . . , Xn−1 are uniformly distributed over {0, r}, while the probability mass function of
Xn is a mixture of the uniform distributions over {0, r} and {1, . . . , r−1}. In addition to the
case n = 2, and several more special cases to follow, where this is shown to be true, this claim
would be in agreement with the continuous version of the problem where it is known [9] that
the differential entropy of a sum of independent symmetric random variables taking values
in the interval [−1,+1] is maximized when X1, . . . , Xn−1 are uniformly distributed, i.e.,
Bernoulli(1/2), on {−1,+1} and Xn is uniformly distributed on the entire interval [−1,+1]
(this is also conjectured to be true without the symmetry assumption).
Before proceeding to the remaining special cases that we intend to analyze, we reiterate
once more the main idea behind Theorem 2.1. Our approach is to decompose the distribution
PSn into r conditional distributions PSn|Sn≡j (mod r) of weight wj = P (Sn ≡ j (mod r)),
j = 0, 1, . . . , r − 1, write
H(Sn) =
r−1∑
j=0
wjH(Sn |Sn ≡ j (mod r)) +H(w0, w1, . . . , wr−1),(2.11)
and then optimize the entropies and weights of each of these conditional distributions.
These distributions are of course interdependent and it is not obvious that they can be
optimized separately. However, guided by intuition, as well as by the problem’s contin-
uous counterpart [9], one may “guess” that a (near) optimal solution is obtained when
the probability mass functions PX1 , . . . , PXn−1 are uniform on {0, r}. In this case the ran-
dom variable Sn, conditioned on the event Sn ≡ j (mod r), has binomial distribution so
we have H(Sn |Sn ≡ 0 (mod r)) = H(Bn), and H(Sn |Sn ≡ j (mod r)) = H(Bn−1) for
j = 1, . . . , r − 1, and the expression (2.11) reduces to
H(Sn) = w0H(Bn) + (1− w0)H(Bn−1) +H(w0, w1, . . . , wr−1).(2.12)
Moreover, in this case the weights of these conditional distributions (wj , j = 0, 1, . . . , r− 1)
are controlled by the masses of the n’th random variable, Xn. Namely, w0 = P (Sn ≡
0 (mod r)) = P (Xn = 0) + P (Xn = r), and wj = P (Sn ≡ j (mod r)) = P (Xn = j) for
j = 1, . . . , r− 1. These weights can therefore be chosen separately in order to maximize the
expression in (2.12) and thus obtain a good lower bound, stated in (2.1), on the maximum
entropy of Sn. Further, by using the maximum entropy properties of the binomial distribu-
tion, one may prove that the above choice of probability mass functions PXi is in fact optimal
in some cases. In particular, by the results of [12], showing that the conditional distributions
PSn|Sn≡j (mod r) are ultra-log-concave of order t (where t = n for j = 0 and t = n − 1 for
j = 1, . . . , r − 1) is sufficient to conclude that H(Sn |Sn ≡ j (mod r)) 6 H(Bt) and that,
consequently, equality holds in (2.1). This reasoning is used to establish the following claim
as well.
Theorem 2.2. For n = 3, r = 2, equality holds in (2.1). That is, over a ternary alphabet,
max
PX1 ,PX2 ,PX3
H(S3) =
3
4
(
2 + (2 − log2 3)w0
)
+ h(w0),(2.13)
where w0 =
(4/3)3/4
1+(4/3)3/4
.
Proof. Let PX1 , PX2 , PX3 be generic distributions over {0, 1, 2}, and PS3 their convolution.
According to the above discussion, it suffices to prove that the conditional distribution
PS3|S3≡0 (mod 2), resp. PS3|S3≡1 (mod 2), is ultra-log-concave of order n = 3, resp. n− 1 = 2.
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Denote for brevity xa1a2a3 = PX1(a1)PX2(a2)PX3(a3), and write
(2.14)
PS3(0) = x000
PS3(1) = x100 + x010 + x001
PS3(2) = x200 + x020 + x002 + x110 + x101 + x011
PS3(3) = x210 + x201 + x021 + x120 + x012 + x102 + x111
PS3(4) = x220 + x202 + x022 + x211 + x121 + x112
PS3(5) = x221 + x212 + x122
PS3(6) = x222.
In order to show that PS3|S3≡0 (mod 2) is ultra-log-concave of order 3, we need to demon-
strate that (
PS3(2k)(
3
k
)
)2
>
PS3(2(k − 1))(
3
k−1
) · PS3(2(k + 1))( 3
k+1
)(2.15)
for k = 1, 2. Consider first the case k = 1. Using the fact that each term in PS3(0)PS3(4)
is equal to a term in P 2S3(2), e.g., x000x220 = x200x020, x000x211 = x200x011, etc., one can
verify that the quantity P 2S3(2)− 3PS3(0)PS3(4) can be represented as follows:
P 2S3(2)− 3PS3(0)PS3(4)(2.16)
=
1
2
(
x200 − x020 − x011
)2
+
1
2
(
x020 − x002 − x101
)2
+
1
2
(
x002 − x200 − x110
)2
+
1
2
(
x2110 + x
2
101 + x
2
011
)
+ x200x110 + x020x011 + x002x101
+ 2
(
x200x101 + x020x110 + x002x011 + x110x101 + x110x011 + x101x011
)
.
This expression is clearly non-negative, implying (2.15). The proof for k = 2 is identical.
In order to prove that PS3|S3≡1 (mod 2) is ultra-log-concave of order 2, we need to establish
the inequality
P 2S3(3) > 4PS3(1)PS3(5).(2.17)
Using the fact that each term in PS3(1)PS3(5) is equal to a term in P
2
S3
(3), e.g., x100x221 =
x120x201, one can obtain the following identity:
P 2S3(3)− 4PS3(1)PS3(5)(2.18)
=
(
x210 − x012 + x201 − x021 + x120 − x102
)2
− 4
(
x201 − x021
)(
x120 − x102
)
+ x2111 + 2x111
(
x210 + x201 + x021 + x120 + x012 + x102
)
.
Now, if the terms x201−x021 and x120−x102 have different signs, i.e., if (x201−x021)(x120−
x102) 6 0, then the expression in (2.18) is certainly non-negative and (2.17) follows. On
the other hand, if these two terms are both non-negative (resp. non-positive), by writing
them out explicitly as x201 − x021 = PX3(1)
(
PX1(2)PX2 (0)− PX1 (0)PX2(2)
)
, x120 − x102 =
PX1(1)
(
PX2 (2)PX3(0)−PX2(0)PX3(2)
)
, it is not difficult to see that the term x210−x012 =
PX2(1)
(
PX1 (2)PX3(0)−PX1(0)PX3(2)
)
must also be non-negative (resp. non-positive), which
implies that
(
(x210 − x012) + (x201 − x021) + (x120 − x102)
)2
− 4
(
x201 − x021
)(
x120 − x102
)
(2.19)
>
(
(x201 − x021) + (x120 − x102)
)2
− 4
(
x201 − x021
)(
x120 − x102
)
=
(
(x201 − x021)− (x120 − x102)
)2
> 0.
This again implies that the expression in (2.18) is non-negative, i.e., that (2.17) holds. The
proof is complete. 
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To conclude the paper, we state one more result in this direction that generalizes both the
Shepp–Olkin theorem and the above special cases. Let X1, . . . , Xn be independent random
variables, as before, but now suppose that X1, . . . , Xℓ are taking values in {0, 1, . . . , r}, while
Xℓ+1, . . . , Xn are taking values in {0, r}. Denote Sℓ = X1+· · ·+Xℓ, S
′
n−ℓ = Xℓ+1+· · ·+Xn,
and Sn = Sℓ+S
′
n−ℓ. Since S
′
n−ℓ is a Bernoulli sum taking values in {kr : k = 0, 1, . . . , n−ℓ},
the conditional distribution PSn|Sn≡j (mod r) is a convolution of PSℓ|Sℓ≡j (mod r) and PS′n−ℓ ,
for any fixed j = 0, 1, . . . , r − 1. This implies1 that PSn|Sn≡j (mod r) is ultra-log-concave
(of order n for j = 0, and order n − 1 for j = 1, . . . , r − 1) whenever PSℓ|Sℓ≡j (mod r) is
ultra-log-concave (of order ℓ for j = 0, and order ℓ− 1 for j = 1, . . . , r − 1). Together with
Theorems 2.1 and 2.2, this proves the following claim.
Theorem 2.3. (a) Let X1, . . . , Xn, n > 2, be independent random variables, and suppose
that X1, X2 are taking values in {0, 1, . . . , r}, while X3, . . . , Xn are taking values in {0, r}.
Then equality holds in (2.1).
(b) Let X1, . . . , Xn, n > 3, be independent random variables, and suppose that X1, X2, X3
are taking values in {0, 1, 2}, while X4, . . . , Xn are taking values in {0, 2}. Then equality
holds in (2.1). 
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