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Abstract
We examine the structural dynamics of TMDC heterostructures with type-II band align-
ment after optical excitation using a pump-probe scheme. By driving the system under
study out of equilibrium with a pump pulse and observing its response on ultrafast time
scales, it is possible to learn about the coupling between the different subsystems of the
structure (see Figure 1). In this work, we use electron diffraction to probe the lattice, a
method which is sensitive to transient changes in the phonon population. Consequently,
the energy transfer from the excited electrons to the lattice in the individual materials as
well as the vibrational coupling between the two materials can be studied. Indirectly, the
measurement is also sensitive to carrier transfer between the two materials. By observing
the time-resolved structural response of the two lattices, we obtain information about
the relaxation pathway of the system and the individual coupling strengths between the
subsystems.
Figure 1: Sketch of a transition metal dichalcogenide (TMDC) heterostructure illustrating the
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When graphene was discovered in 2004 by Konstantin Novoselov and Andre´ Geim [Nov04],
it came as a surprise to most of the physics community. Until then, the common belief
was that the existence of a stable layer with a thickness of only one atom was not possible.
Soon, the potential of the new ’two-dimensional’ material was realized and an entire new
research field emerged. The properties of graphene are indeed intriguing: its unusual band
structure with the linear dispersion relation at the K-point leads to a very high carrier mo-
bility and an unusual Quantum-Hall-effect, for example. Furthermore, it is the strongest
and at the same time most flexible material known to exist [Gei07]. Graphene has been
suggested for numerous applications, for example for transistors, sensors, photovoltaic
devices or even medical applications [Nov12]. However, for many applications, especially
in electronics, the absence of a bandgap in graphene is disadvantageous. This, amongst
other reasons, motivated the search for ’materials beyond graphene’: shortly after the dis-
covery of graphene, it was found out that other layered crystals can also be exfoliated to
stable monolayers, among them transition metal dichalcogenides (TMDCs). In contrast
to graphene, many TMDCs are semiconducting. While the bandgap of the bulk material
is an indirect one, lowering the number of layers changes the bandstructure such that the
monolayer exhibits a direct bandgap. This makes TMDC monolayers especially interest-
ing for optoelectronic applications. In addition, the conduction band minima are strongly
spin-split, with the spin polarization alternating between the six corners of the Brillouin
zone (the K and K’ points). Consequently, it is possible to excite only electrons with
one spin by using circularly polarized light. This property is interesting for spintronic
applications. Furthermore, the inequivalence of the K and K’ points adds an additional
degree of freedom, the so-called valley degree of freedom, which could in principle be used
for information storage (’valleytronics’). On the other hand, TMDCs are also interesting
from a fundamental point of view due to their very anisotropic, layered structure and
because of the existence of strongly bound excitons in TMDC monolayers with binding
energies of up to hundreds of meV [Che15].
Going one step further, different 2D-materials can be stacked to produce hetero-
structures. This is possible because the different layers are held together by van der Waals
forces and can therefore be combined regardless of lattice constant mismatch. Moreover,
the interfaces are atomically sharp. Figure 2 displays an scheme of such a vertical het-
erostructure. The combination of 2D materials with different properties opens up vast
possibilities to design devices and even artificial materials, which can be customized to
obtain the desired properties. The ’building blocks’ for such devices range from insulat-
ing (hexagonal boron nitride) over semiconducting (many TMDCs) to conducting layers
(graphene and some TMDCs). In addition, also the relative orientation between the layers
can be used to tune the properties of the structure [Pur16].
Several devices made of TMDCs have already been realized in the lab, such as a
diode, a transistor (see Figure 2(b)) [Roy15] and a solar cell [Flo¨15]. Apart from these
’conventional’ applications, due to the unique properties of TMDCs, it is also possible to
realize devices and that are not achievable using other materials. Figure 2 (c) sketches an
efficient photovoltaic device exploiting the different band gap sizes of TMDCs. A similar
stacking could be used to build a very small spectrometer.
In general, all these devices are operated in non-equilibrium conditions. Their behavior
is therefore governed by the interaction between between the different subsystems of
the crystal: electron-electron interaction, electron-phonon interaction, phonon-phonon
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1 INTRODUCTION
Figure 2: Panel (a) shows a scheme of a heterostructure made from different two-dimensional
crystals. From [Gei13]. Panel (b) sketches a dual gated MoS2/WSe2 transistor recently realized
in the lab. From [Roy15]. Panel (c) shows a proposed photovoltaic device. The design mini-
mizes thermalization losses by stacking semiconducting layers with decreasing band gaps. From
[Pol12].
interaction and the interaction between spins. In order to design devices or materials
with the desired properties, it is of fundamental importance to know the efficiencies of
the different interactions. To study this, we drive the system out of equilibrium by
transferring energy to one of its subsystems (pumping). By observing the relaxation of
the system back to equilibrium, information on the interactions is obtained.
Since the relaxation processes in a solid happen on the femto- to picosecond time scale,
pump-probe experiments are the only way to access the dynamics of the system. We use
a femtosecond electron diffraction setup to investigate the structural dynamics of the
heterostructures after electronic excitation. As electron diffraction probes the long-range
order of the sample, this method is sensitive to distortions of the lattice caused by phonons.
Consequently, it is possible to observe changes in phonon population after excitation. This
contributes to understanding the relaxation pathway of the excited carriers and allows
to draw conclusions about the carrier-phonon coupling in the sample. The method has
already been applied successfully to thin layered crystals such as graphene [Cha14] and
WSe2 [Wal16b]. In comparison, the study of heterostructures with electron diffraction is
a conceptually new approach. For single-crystalline materials, it is possible to observe
the dynamics of the two materials separately. Hence, energy transfer processes across the
interface can be studied. Our experiments also serve as a proof of concept for this new
approach.
We focus on TMDC heterostructures with staggered (type-II) band alignment. In this
case, after excitation, charge is transferred between the layers, leading to charge separation
across the interface [Zhu15]. This is interesting both for applied and fundamental research.
Many applications, such as photovoltaic devices, require a type-II band alignment.
In the following, at first an introduction to the structural and electronic properties
of TMDCs is given, followed by an introduction to vertical heterostructures made of
layered crystals. Subsequently, the theory necessary to understand the diffraction patterns
of heterostructures is presented. Finally, the results of time-resolved measurements on
WS2/WSe2 heterostructures are presented and discussed.
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Figure 3: Panel (a) shows the structure of the TMDC crystals examined in this work (WSe2
and WS2). Two planes of chalcogen atoms enclose one plane of transition metal atoms. The
coordination is trigonal prismatic. The stacking of the crystal used in this work is 2H, as shown
in Panel (b). From [Zha15].
2 Transition metal dichalcogenides (TMDCs)
2.1 Lattice structure
Transition metal dichalcogenides have the chemical composition formula MX2, with M
being a transition metal (often Mo or W, but also for example Zr, V, Ta or Hf) and X
being a chalcogen, that is S, Se or Te. A plane of transition metal atoms together with two
planes of chalcogens form one layer. Within one layer, the atoms are bonded covalently,
while the layers are held together by van-der-Waals interaction.
There are two possible types of coordination of the chalcogen atoms, trigonal prismatic
and octahedral. The coordination strongly influences the electronic properties and also
changes the stacking order of the layers [Zha15]. The crystal structure of the TMDCs
examined in this work has a trigonal prismatic coordination and 2H stacking. This is
shown in Figure 3.
2.2 Electronic band structure
As an example for the electronic band structure of the TMDCs examined in this work,
Figure 4 shows the band structure of WSe2. The band structure of WS2 is qualitatively
very similar, only the magnitude of the band gap is different. An important point in the
band structure is the Σ point, the conduction band minimum of the bulk crystal. Going
from the bulk crystal to the monolayer, the minimum at Σ shifts upwards. Finally, in
the monolayer, the K-valley becomes the conduction band minimum. Consequently, the
monolayer exhibits a direct band gap, and thus a different optical behavior [Zha13].
2.3 Vibrational modes
Figure 5 shows the in-plane phonon dispersions of WS2 and WSe2. The dispersion rela-
tions are qualitatively very similar. Quantitatively, the vibrational energy of the phonon
modes is lower for WSe2. This is due to the higher mass of selenium compared to sulfur.
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Figure 4: Electronic band structure of bulk and monolayer WSe2. The valence band maximum
and the conduction band minimum are highlighted in blue and red, respectively. The band gap
is indicated with an arrow. The band structures differ at the Σ point, where the conduction
band minimum is significantly higher in the monolayer than in the bulk crystal. For this reason,
the monolayer possesses a direct band gap. Modified from [Kum12].
Figure 5: In-plane phonon dispersions of WS2 and WSe2. Data from [MS11] and [Sah13].
Additionally, multilayer structures also exhibit layer-breathing modes [Lui13] and
shear modes [Tan12].
2.4 Vertical TMDC heterostructures
Vertical van der Waals heterostructures can be produced by either growing the two ma-
terials on top of each other or by mechanical stacking. The latter technique has the
advantage that almost any rotation angle can be achieved.
2.4.1 Band alignment
The electronic behavior of a semiconductor heterojunction is determined to a large extent
by the energetic position of their band gaps with respect to the vacuum level. Figure 6 (a)
sketches the three different classes of band alignments. Figure 6 (b) shows the calculated
band offsets for WSe2 and WS2. WS2/WSe2 heterostructures have type II band align-
ment. Since the chemical potentials of the two materials differ, charge is transferred
across the interface when they are brought into contact. TMDCs have no dangling bonds
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Figure 6: Panel (a) shows a scheme the three different kinds of heterojunctions. Gray areas
stand for the valence and conduction bands of the two materials. Panel (b) shows the calculated
band offsets for WSe2 and WS2, which form a type II heterojunction. Data from [Kan13].
at their surface and thus no chemical bonding occurs across the interface of TMDC het-
erostructures. Consequently, the band bending is well described by Anderson’s rule (the
electron affinity rule) [And62], [Chi16]. In the case of the WS2/WSe2 heterostructure,
the chemical potential of WS2 is lower. Hence, electrons flow from WSe2 to WS2 until a
common chemical potential of both materials is established.
The charge separation leads to an electrostatic potential, which causes the band energy
to depend on the position normal to the interface (band bending). A negative potential
leads to a positive shift of the electronic energies, and vice versa. In the case of the
WS2/WSe2 heterojunction, the bands of WS2 are bent downwards and the bands of WSe2
are bent upwards. However, for undoped wide band gap semiconductors, the number of
thermally excited carriers is very low. Consequently, the total amount of surplus charge
in the materials after contact is low as well. We estimated the resulting electrostatic
potential for typical sample thicknesses (see Appendix C). The band bending is on the
order of less than 5 meV (in the absence of defects, see discussion below). Consequently,
the heterostructure samples examined in this work form a p-n-junction device. Figure 7
illustrates the bands and chemical potentials before and after contact.
Note that the band bending depends on the position of the chemical potential and
thus on the doping level of the crystals. The crystals used in this work (purchased from hq
graphene) are high-purity synthetic crystals with a low defect density. From the data given
by the manufacturer, we know that WSe2 is slightly p-doped while WS2 is slightly n-doped.
Apart from changing the chemical potentials and thus influencing the band alignment,
defect states also increase the density of thermally excited carriers. Consequently, the
enhance band bending effect. Nevertheless, we estimated that for the defect densities
of these crystals, the band bending is still much lower than the band offsets between
the materials. Hence, the p-n-character of the heterojunction is maintained even in the
presence of low doping.
2.4.2 Dynamics of photoexcited type-II heterostructures
In p-n-heterojunctions such as the WS2/WSe2 heterostructure, after photoexcitation,
charge separation across the interface occurs. This has an impact of the properties of the
heterostructure: For example, the charge transfer quenches the photoluminescence peaks
of the individual materials. A new peak at lower energy emerges, which corresponds to
the interlayer exciton. The charge transfer has been observed for several TMDC hetero-
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Figure 7: Band bending diagram for the undoped WSe2/WS2 heterojunction. Conduction
band minimum and valence band maximum are displayed as solid lines, the chemical potentials
are sketched as dashed lines. Upon contact, charge is transferred from WSe2 to WS2 until a
common chemical potential is established. We assume undoped crystals. Due to the low amount
of thermally excited carriers, the amount of band bending on the length scales of the sample is
very low.
structures [Hon14], [Zhu15], [Che16], [Pan16] and it has been reported to occur on time
scales below 50 fs [Hon14].
An important aspect for interfacial transfer is the existence of a momentum mismatch
between the band edges of two materials. The momentum mismatch depends on the
relative orientation of the two crystals. This is illustrated in Figure 8.
The momentum mismatch implies that a momentum transfer process has to occur
before the (tightly bound) interlayer exciton is formed. It has been reported [Che16] that
the formation of interlayer excitons occurs in two steps. This is depicted in Figure 9.
In the first step, electrons transfer to higher-lying states in MoS2. The charge transfer
happens within 50 fs. In the second step, electrons relax to the conduction band minimum
by transferring energy to the lattice. This step takes about 0.8-2 ps.
Apart from charge separation, there are other processes that contribute to the behav-
ior of the system after excitation. The fastest of them is carrier-carrier scattering. The
laser pulse initially excites a nonequilibrium distribution of excited carriers. The distri-
bution depends on the photon energy. Carrier-carrier-scattering reestablishes a thermal
energy distribution of the electronic subsystem, with temperatures that can reach several
thousands of Kelvin. In our experiments on WS2/WSe2 heterostructures, mainly WSe2 is
excited. As explained in Section 2.2, the conduction band minimum of WSe2 lies at the Σ
point, whereas the direct band gap is located at the K-point. For excitations into the first
excitonic resonance of WSe2 (pump center wavelength 800 nm) the initial excited state
population is created at the K-point. Then, electrons scatter to the lower-lying Σ-valley.
Time- and angle-resolved photoemission experiments have shown that this takes less than
50 fs [Ber16]. In contrast, for excitation with a pump center wavelength of 400 nm, exited
carriers are created at many points in the Brillouin zone of WSe2. Also in this case, an
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Figure 8: Panel (a) shows the Brillouin zones for aligned WS2/WSe2 heterostructures. Since
the difference in lattice constants is small, there is almost no difference between the momenta
of electrons at the K-points of the two materials. Panel (b) shows the Brillouin zones for
heterostructures that are rotated relative to each other. The rotation in real space translates
into a rotation in reciprocal space by the same angle. In contrast to the aligned heterostructure,
there is a significant momentum difference between equivalent points in the Brillouin zone.
Figure 9: Formation steps of the charge transfer exciton, shown for the MoS2/WS2 heterostruc-
ture. Panel (a) shows a case in which WS2 is excited at the excitonic resonance (1). In the
first step of exciton formation, electrons transfer to MoS2 (2). This transfer is possible since the
energy of the electrons is well above the band gap, and thus states with matching energy and
momentum are available. After this step, the carriers are weakly bound. Then, the electrons
relax to the conduction band minimum of MoS2 and form tightly bound interlayer excitons (3).
Panel (b) shows a situation at higher photon energies, where free carriers are excited (1). The
direct charge transfer (2) has been shown to be much faster than the formation of tightly bound
intralayer excitons (2’). From [Che16].
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electron distribution with most electrons in the Σ valley is established quickly (within a
time scale of around 100 fs [Pup]). Compared to 800 nm excitation, the electronic temper-
ature is much higher because of the initial excitation of electrons into states well above
the band gap.
Carrier-carrier scattering only redistributes energy between the electrons, but the to-
tal energy of the electronic subsystem remains unchanged. Equilibration between hot
carriers and the lattice is achieved via carrier-phonon coupling, which leads to a cooling
of the electronic subsystem by the creation of phonons. The time scale of carrier-lattice
equilibration within one material is typically on the order of few picoseconds. For WSe2
and 800 nm excitation, depending on the pump laser fluence, time constants of 1.5-4 ps
are observed. For 400 nm excitation (and thus much higher electronic temperatures), a
fluence-independent time constant of around 1 ps is observed [Ber].
In general, carrier-phonon scattering produces a nonequilibrium phonon distribution,
which is governed by the matrix elements for carrier-phonon scattering. Thermalization
of the lattice is achieved via phonon-phonon scattering. Phonon-phonon scattering is
mediated by the anharmonicities in the interatomic potentials. Typically, it is a rather
slow process compared to carrier-carrier and carrier-phonon scattering. For WSe2, time-
resolved diffraction experiments have shown that phonon-phonon equilibration takes sev-
eral tens of picoseconds [Wal17].
In the case of heterostructure samples, vibrational coupling across the interface can
also contribute to the equilibration of the system. The conductance of an interface (also
called Kapitza conductance) can be described using the diffuse mismatch model1 [Swa89].
In this model, the phonons are assumed to scatter from a state on one side of the interface
into a state on the other side. The phonon transfer rate is then determined by the overlap
of the phonon dispersions of the two materials. This depends on the relative alignment of
the two materials, since the real-space rotation angle between them translates into a rota-
tion of the two Brillouin zones by the same angle (compare Figure 8). In general, it should
be significantly slower than phonon-phonon equilibration in the individual materials, that
is slower than tens of picoseconds.
The interplay of all the equilibration processes described above determines the relax-
ation pathway of the system. With our experiments, we are able to measure the transient
phonon population and thus the structural dynamics of the sample. Consequently, we can
draw conclusions on processes that involve changes in the energy content of the lattice.
Before discussing the results, the next sections will give an introduction to high-energy
electron diffraction. The focus lies particularly on the diffraction patterns of thin films
and heterostructures and on the signatures of phonons in diffraction.
1Except for very low temperatures below 1 K, where the acoustic mismatch model provides a better
description.
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3 Femtosecond electron diffraction
In a diffraction experiment, light or matter waves are sent to a sample and interact
with it, leading to scattering of the waves. The intensity of the scattered light or particles
contains information about the structure of the sample and is recorded and analyzed. The
interaction of the beam with a sample depends on the type of radiation used: X-rays, for
example, interact mostly with the electron cloud surrounding the atoms while neutrons
interact with the magnetic moments present in the sample. In contrast to X-rays and
neutrons, electrons are charged particles. Therefore, they interact with the electrostatic
potential of the sample. Even though the diffraction patterns obtained by the different
techniques differ, they all probe the structural order of the sample.
While static diffraction measurements yield information on the structure of the sample
in equilibrium, a pump-probe-scheme can be applied to obtain information on the struc-
tural dynamics of the sample after excitation. In a pump-probe diffraction experiment,
first a pump pulse is sent to the sample to excite it. Secondly, a probe pulse (here: a bunch
of electrons), is used to probe the state of the lattice. By varying the time delay between
the two pulses, the evolution of the lattice structure after excitation can be measured.
In both static and time-resolved diffraction, the interpretation of the diffraction pat-
terns is usually not straightforward. For example, diffraction patterns depend on the
amount of secondary scattering and on contributions of inelastic scattering. In the case
of high-energy transmission electron diffraction of thin films, the probability to find an
electron deflected is usually lower than the probability that it is measured in the (000)
beam. Furthermore, the number of inelastic scattering events is very low. The following
sections are therefore dedicated to diffraction theory in this limit.
3.1 Kinematic diffraction theory
In general, classical diffraction theory describes the scattering using the Huygens-Fresnel
principle: when the incident wave hits the sample, each diffraction center - this is, each
point where the diffraction potential is non-zero - gives rise to a spherical wave . This
wave has the same frequency as the incident wave and its amplitude is proportional to
the amplitude of the incident beam at that point. The coherent superposition of all the
outgoing spherical waves determines the diffraction pattern.
In particular, kinematic diffraction theory describes the limit of very low total scatter-
ing, that is a situation where most of the incident beam is left unaffected by the scattering
potential. The approximation made in kinematic diffraction theory is that at any point in
the sample, the total incident intensity is the same as it was before hitting the sample. In
other words, secondary diffraction of the outgoing spherical waves and attenuation of the
incident beam are not considered. In this limit, it can be shown (see for example [Iba09])
that the diffracted amplitude Adiff is given by the Fourier transform of the diffraction
potential V (r):
Ascatt(k− k0) ∝ exp{−iω0t}
∫
V (r) exp{i(k− k0) · r}dr (1)
Here, k0 and k denote the wave vectors of the incident and outgoing waves, respectively.
Even in a situation where secondary scattering plays a role, the results of kinematic
scattering theory often describe the geometry of the diffraction pattern well. Typically,
only the intensities differ. In the following, we use mainly kinematic scattering theory to
discuss diffraction by thin crystalline films and heterostructures.
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3.2 Diffraction by crystals
3.2.1 The Fourier transform of periodic structures
To describe the periodicity of a crystal, the Bravais lattice concept can be used. A Bravais
lattice is a periodic set of points in space spanned by so-called primitive vectors (one for
each dimension). It describes the periodicity of the unit cell.
To complete the description of the periodic structure, also the distribution inside the
unit cell is needed. As discussed above, in the case of electron diffraction, the electrostatic
potential is the relevant quantity. It consists of the electrostatic potential of the individual
atoms in the unit cell plus a contribution from the chemical bonds:
Vscatt = Vatom + Vchem (2)
However, the contribution from bonding is typically smaller than 1% [Pen10] and may
therefore be neglected for most purposes (isolated atom superposition approximation). In
this approximation, it is possible to write the potential in the unit cell as follows:




Here, the Vi are the individual atomic electrostatic potentials and the ri refer to the
positions of the n atoms in the unit cell. Finally, the periodic potential of the crystal is
obtained by convoluting the Bravais lattice with the potential distribution inside the unit
cell.
As shown in Section 3.1, to determine the diffraction pattern, we have to compute the
Fourier transform of the electrostatic potential. The Fourier transform of a convolution
of two functions is the product of their Fourier transforms. Using this and the linearity
of the Fourier transform, the scattered amplitude can be written as:
Ascatt(k− k0) ∝ R(k− k0) ·
n∑
i=1
fi(k− k0) exp{i ri · (k− k0)} (4)
Here the fi =
∫
unit cell
Vi(r) exp{i(k− k0) · r}dr are the atomic scattering factors. R de-
notes the Fourier transform of the Bravais lattice, the reciprocal lattice:
R(q) =
{





nibi is a reciprocal lattice vector. The bi are the primitive vectors of the
reciprocal lattice. They are related to the primitive vectors of the Bravais lattice ai as
follows (see for example [Kit05]):
bi = 2pi
aj × ak
ai · (aj × ak) (6)
According to Equations 4 and 5, the scattered intensity is zero unless the difference
between the incoming and the outgoing wavevector corresponds to a reciprocal lattice
vector:
k− k0 = G (7)
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Figure 10: Panel (a) shows the form factors of tungsten, selenium and sulfur. Panel (b) shows
the normalized form factors. Their dependence on the scattering angle is very similar for all the
materials. Consequently, the contribution of the individual atoms to the total peak intensity is
similar for all diffraction orders. Data from [Bro06].
Figure 11: Scheme of the Ewald sphere construction in two dimensions. The wavevector k0 of
the incoming wave is drawn such that it ends on a point of the reciprocal lattice. The wavevectors
of elastically scattered electrons lie on a circle with radius |k0| around this point. The diffraction
condition k− k0 = G is fulfilled if the circle coincides with a point of the reciprocal lattice.
In other words, this means that the reciprocal lattice of a structure determines the position
of the diffraction peaks. On the other hand, their intensity is governed by the second




fi(G) exp{i ri ·G} (8)
Figure 10 displays the form factors fi(G) of the materials studied in this work.
3.2.2 The Ewald sphere
As shown in the previous section, in order for the scattered intensity in a certain direction
to be non-zero, the scattering condition (Equation 7) has to be fulfilled. This condition
can be visualized using a geometric construction, the Ewald sphere (see Figure 11).
Even for large wavevectors, as it is typically the case in high-energy electron diffraction,
the diffraction condition is almost never (exactly) fulfilled. However, so far, we have not
taken into account the finite size of the crystal. This will be discussed in the following
section.
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Figure 12: Reciprocal lattice of a thin film consisting of (a) 20 monolayers and (b) 4 monolayers.
In blue, a line profile in z-direction is shown. The finite size leads to a softening of the diffraction
condition in z. Panel (c) shows a typical Ewald sphere construction for high-energy electron
diffraction. In this particular example, we assume 20 monolayers, the lattice constant of graphite
and 60 keV electron energy. The image is stretched in z to make the finite-size effect visible.
3.2.3 Diffraction by thin films
In order to describe a finite crystal, the periodic potential has to be multiplied by a
window function. In the case of thin films, the crystal is quasi-infinite in two dimensions
but finite in the third one. Therefore, the scattering potential has to be multiplied by a
slit function in this direction. In the Fourier transform, this translates into a convolution
of Equation 4 with a Sinc function (the Fourier transform of a slit function). Figure
12 illustrates the effect for a two-dimensional crystal and different crystal thicknesses in
z-direction.
The finite size leads to a softening of the diffraction condition in the corresponding
direction in reciprocal space. Nevertheless, for multilayer samples, the softening of the
diffraction condition is still quite small compared to the lattice constant. On the other
hand, the curvature of the Ewald sphere is very low. Furthermore, in our experiment,
additional softening of the diffraction condition comes from the fact that the electrons
can have slightly different energies and/or directions. Due to the combination of these
effects, many reciprocal lattice spots of the same plane contribute to the diffraction pat-
tern. The Bragg peak intensity decreases with increasing distance from the (000) point2.
Consequently, at normal incidence, the positions of the diffraction spots correspond to
the in-plane reciprocal lattice of the TMDCs.
3.2.4 Diffraction by heterostructures
A vertical heterostructure can be formally described by a sum of the two periodic poten-
tials, each of them multiplied by the appropriate rectangular window function. Due to
the linearity of the Fourier transform, the Fourier transform of the heterostructure, and
thus the diffraction pattern in the kinematic approximation, is the sum of the reciprocal
lattices of the two films. However, additional diffraction spots (so-called extraordinary
spots) are observed frequently [Cha01]. These spots are not described by kinematic diffrac-
tion theory, because they stem from secondary scattering. The location of these spots
is given by the convolution of the two reciprocal lattices [Bas64]. Figure 13 illustrates
secondary-scattering effects for two simple one-dimensional crystals.
2In our experiments, only the zero order Laue zone (ZOLZ) is observed, the (hk0) spots. For larger
scattering vectors, the Ewald sphere eventually matches reciprocal lattice points (hkl) with l 6= 0 (higher
order Laue zones, HOLZ). Their intensity can be high.
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Figure 13: Formation of extraordinary spots due to secondary diffraction. Panel (a) shows
the Ewald sphere construction (red) for scattering in the first thin film, the reciprocal lattice of
which is shown as dotted rods. For simplicity, the curvature of the Ewald sphere is exaggerated.
The incoming/zero-order beam is shown in yellow, diffracted beams in blue. Panel (b) shows
the Ewald sphere construction for the kinematic diffraction taking place in the second film.
The reciprocal lattice of the second film is shown as solid black lines, diffracted beams are
shown in purple. Panel (c) shows the Ewald sphere construction for secondary scattering, that
is scattering of the higher-order beams of material 1 (blue). The outgoing beams are shown
in green., Panel (d) shows all the outgoing beams and relates them to the convolution of the
reciprocal lattices (gray lines). Within the kinematic theory, scattering spots always correspond
to one of the individual reciprocal lattices (purple and blue beams). Secondary diffraction (green
beams) leads to spots that appear at sites corresponding to the convolution of both lattices.
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3.3 The role of phonons in diffraction
So far, we have regarded the crystal as being static and perfectly periodic. However,
in reality thermal vibrations cause the atomic positions to fluctuate. On average, the
atomic motion corresponds to an effective smoothing of the potential. Hence, it leads to
a decrease of Bragg peak intensity. At the same time, the diffuse scattering background
increases.
The decrease of Bragg peak intensity can be described by including the atomic dis-
placements in the structure factor, which then becomes time-dependent:
F (G, t) =
n∑
i=1
fi(G) exp{i (ri + ui(t)) ·G} (9)
Here, ui(t) denotes the displacement of the i-th atom in the unit cell
3.
The time average of the structure factor is given by:
〈F (G, t)〉t =
n∑
i=1




fi(G) exp{i ri ·G}exp{−1
2
〈(ui(t) ·G)2〉t} (11)
The last equality holds within the harmonic approximation. The attenuation depends on
the square of the scalar product between the reciprocal lattice vector and the lattice dis-
placement. For normal incidence of the beam and ZOLZ diffraction as in our experiment,
this means that the diffraction peak intensity is only sensitive to in-plane atomic displace-
ments. If the mean displacement is isotropic, Equation 11 can be further simplified to
give:
〈F (G, t)〉t =
n∑
i=1





〈u2i 〉tG2} is called the temperature factor and is often written as:
exp{−1
6
〈u2i 〉tG2} = exp{−Bks2} (13)





pi2 〈u2i 〉. Bk is called the Debye-Waller factor. Note that for
layered materials such as the TMDCs examined in this work, which are very anisotropic
materials, Equations 12 and 13 cannot be used. However, in this case, an in-plane and
out-of-plane Debye-Waller factor can be defined.
The Debye-Waller factor is a quantity describing the mean squared displacement 〈u2i 〉,
which is the result of all the phonons present in the sample. For thermal phonon distri-
butions, the mean squared displacement can be related to the temperature. In the case
of a crystal with only one atom per unit cell, it can be calculated based on the phonon
dispersion. However, in the case of crystals with several atoms per unit cell, such as
TMDCs, additional knowledge of the phonon polarization vector for each mode and each
atom of the unit cell is necessary. In the following, we outline the treatment of crystals
with one atom per unit cell given in reference [Pen10]. It allows to illustrate some general
relations that are also valid for more complex crystals.
3Correlations of the atomic motions are not taken into account, which is valid for the calculation of
the Bragg peak attenuation (see for example [War90])
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In general, the displacement u of an atom can be written as the sum over the contri-





q is the phonon momentum, j is an index labeling the phonon modes (here: 3). The
contribution of one phonon mode, uq,j, can be written as:
u = aq,j eq,j cos{ωq,jt− q · r− φq,j} (15)
aq,j is the amplitude of the mode, eq,j its polarization vector, ωq,j its frequency, φq,j is an
arbitrary phase and r is the position of the atom. In the next step, the amplitude of each
modes is related to the total energy stored in the respective mode. For this, we calculate
















m is the atomic mass and N is the number of atoms in the crystal. On the other hand,
the total energy of the lattice 〈Etot〉 can be written as a sum over all the contributions of










On the other hand, the mean energy of one phonon mode in thermal equilibrium is given
by:
〈Eq,j〉 = h¯ωq,j(〈nq,j〉+ 1
2
) (19)





} − 1 (20)









A very important result is that the total mean squared displacement depends inversely on
the phonon frequency. Consequently, acoustic phonon modes contribute much more to the
Bragg peak attenuation than optical modes. Note that this is not an occupation effect,
but that the contribution per phonon depends on the phonon frequency. Furthermore,
the result also allows to draw qualitative conclusions on the Debye-Waller-factors of more
the more complex materials studied in this work: Comparing the phonon dispersions of
WSe2 and WS2 (Figure 5), it can be seen the phonon modes of WSe2 have on average
4This statement holds for an harmonic oscillator in general. Since each phonon mode is an (uncoupled)
harmonic oscillator, the relation also holds for the total mean kinetic energy of the lattice.
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lower phonon frequencies than WS2. Consequently, a significantly higher Debye-Waller
factor is expected for WSe2.
The second relevant quantity in Equation 21 is the mean occupation number 〈nq,j〉,
which is changed transiently in a time-resolved diffraction experiment. Note that after the
lattice has reached a thermal phonon distribution, the occupation number also depends
on the frequency (compare Equation 20). Consequently, in equilibrium, high-frequency
phonons contribute even less to the total Debye-Waller-effect because they are less pop-
ulated.
To summarize, time-resolved diffraction experiments probe the phonon population, but
with a higher sensitivity for low-frequency modes. The main observable, the attenuation
of the Bragg peak intensity, depends on the phonon properties. Therefore, the magnitude
of the Debye-Waller effect varies for different materials.
Another effect that has to be kept in mind in electron diffraction, especially when
performing experiments on heterostructures, is the attenuation of the zero-order beam.
In Equations 11 and 12, the Bragg peak attenuation strongly depends on the magnitude
of the scattering vector. For the zero-order peak (G = 0), no attenuation is predicted.
Nevertheless, in reality, the zero-order intensity is often affected by the lattice tempera-
ture, albeit much less than the higher orders [Lig11], [Boe64]. The effect increases with
increasing sample thickness. The peak attenuation including zero-order effects can be well
described by the following empirical formula [Lig11]:
I(G, T )
I(G, Tref)
= exp{−(b+ a ·G2) · (T − Tref)} (22)
Here, Tref is the reference temperature, usually room temperature, a is a material-dependent
parameter related to the Debye-Waller factor and b depends on the material as well as on
the sample thickness.
The underlying reason for the zero-order attenuation is secondary scattering. With
increasing thickness, the amount of secondary scattering in the material increases as well.
As a consequence, a part of the scattered beam is scattered back to the (000) spot.
Figure 14 illustrates the process using an Ewald sphere construction, conceptually similar
to Figure 13.
So far, we have described the intensity loss of the Bragg diffraction spots. Since the
total intensity is conserved, the intensity has to rise elsewhere: the diffuse background of
the diffraction image increases. A treatment of this effect can be found in [Xu05]. To first
order, a phonon mode with momentum q leads to additional intensity at q + G (with
G being any of the reciprocal lattice vectors). Consequently, the diffuse scattering back-
ground contains information about the phonon momenta. In time-resolved measurements,
this can be exploited to learn about the transient distribution of phonon momenta. Com-
pared to the Debye-Waller-analysis, this allows to study the coupling of excited carriers
to specific phonon modes in greater detail.
Apart from incoherent vibrations, it is known that electronic excitation of crystals
with femtosecond laser pulses can also lead to the excitation of coherent phonons. Their
effect on the diffraction image depends on the direction and symmetry of the lattice
distortion caused by the coherent phonon. In principle, coherent phonons can be observed
as oscillatory changes. In our case, however, the oscillation period of the coherent phonons
that are excited is shorter than the time resolution of our setup. In consequence, we
essentially observe the time-average of the effects. We simulated the effect of the A1g
and E2g coherent phonons on the diffraction pattern using CrystalMaker
R©. Especially
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Figure 14: Ewald sphere construction of the mechanism leading to zero-order effects. Panel (a)
shows primary scattering. Panel (b) shows secondary scattering of a first order beam. A part of
the beam is scattered back to the zero order (blue). Panel (c) shows two different contributions
to the (000) spot. The unscattered beam (yellow) is not attenuated by phonons. In contrast, the
secondary scattered beam is attenuated like a first order beam. Consequently, in total, the zero
order is attenuated. The more pronounced secondary scattering becomes, that is the thicker the
sample is, the larger is the zero-order effect.
the E2g mode causes momentary changes in the diffraction pattern
5. However, after time-
averaging, the effect vanishes. Consequently, we don’t expect to observe any trace of
coherent phonons in the diffraction images.
In conclusion, femtosecond electron diffraction allows to observe pump-induced changes
in the (incoherent) phonon population. Two observables indicate the amount of phonons
present in the crystal: the Bragg peak intensity and the amount of inelastic scattering
background. In the following, we analyze the response of the Bragg peak intensity to
photoexcitation. It should be kept in mind that the experiments are more sensitive to
low-frequency phonons. Additionally, at normal incidence, only in-plane displacements
can be observed.
5The simulations were performed at normal incidence. It is reasonable that the E2g mode affects the





4.1 The femtosecond electron diffraction setup
Figure 15 shows a sketch of the experimental setup. A Ti:Sa amplifier is used to produce
short laser pulses with a center wavelength of 800 nm and a pulse duration of around 30 fs
at a repetition rate of 1.1 kHz. The beam is split into a probe and a pump beam. The
probe beam is sent into a non-collinear optical parametric amplifier (NOPA) to produce
light with a photon energy of 2.2 eV (565 nm). This energy corresponds to half of the work
function of the gold photocathode (∼ 4.4 eV). The output of the NOPA is compressed to
reach a pulse duration of 30-40 fs and then focused onto the photocathode, where it
leads to the creation of multiple electrons (several thousands per pulse) via a two-photon
process. The emitted electrons are accelerated and directed to the sample, where they
diffract. Diffraction images are recorded in transmission using a phosphor screen and a
camera. For focusing of the electrons, a magnetic lens is used. It can be operated in
diffraction and imaging mode, the latter allowing a precise positioning of the sample.
Since electrons have a quadratic dispersion relation, the wavepackets describing single
electrons broaden during propagation. For multiple-electron pulses, space charge effects
lead to further pulse broadening. Since this decreases the time resolution, the total
propagation distance of the electrons to the sample is kept as short as possible. At 60 keV
electron energy, a time resolution of ∼250 fs is achieved.
The pump beam goes through a delay stage to adjust the time delay between the
pump and probe pulses. Optionally, the 800 nm pump pulses can be frequency-doubled
using a BBO crystal. The pump beam is then sent into the chamber, where it hits the
sample from the back side.
Figure 15: The femtosecond diffraction setup (see text for details). From [Wal16b].
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Figure 16: Different steps of the sample preparation. Panel (a) shows a WS2 flake on PDMS.
Panel (b) shows a WSe2 flake on Crystalbond. The dark circles are air bubbles enclosed in the
Crystalbond glue. Panel (c) shows the WS2/WSe2 heterostructure on Crystalbond (marked in
red). Panel (d) shows the heterostructure after transfer onto a TEM grid. The sample shown
here is sample number 1 (see Appendix B for details). The dotted green line marks the spot
where the measurements were taken.
4.2 Sample preparation
The heterostructure samples are prepared using the viscoelastic stamping technique [CG14].
For the PDMS stamp we use Sylgard R© 184 Silicone Elastomer from Dow Corning. In-
stead of mixing 1 part of curing agent with 10 parts of the uncured product (by weight)
as suggested by the manufacturer, we use a 1:13 ratio to increase the stickiness of the
elastomer. We fabricate rather thick PDMS sheets with thicknesses of about 2-3 mm.
The reason is that thick stamps seem to decrease the risk of cracks during the fabrication
process. TMDC flakes are deposited on the PDMS stamp by the following procedure:
1. The stamp is placed on top of a bulk crystal (a pre-thinned, but still non-transparent,
thick flake attached to a glass slide with tape). It is extremely important to choose
a crystal with shiny, undamaged surfaces in order to get large flakes. During this
step, caution has to be taken to apply only very little or no pressure. Otherwise,
the crystal is damaged, which results in shattered, small flakes.
2. The stamp is left on top of the crystal for some time (around 20s is sufficient) in order
to allow the PDMS to adhere to the sample. This is related to the viscoelasticity
of PDMS: it behaves solid-like on short time scales but like a liquid on long time
scales. Consequently, if given the time, it can adhere very well and homogeneously
to the crystal surface.
3. The stamp is removed quickly from the crystal. Here it is important to bend the
stamp as little as possible to avoid cracks. The stamp is placed on a glass slide and
suitably large and thin flakes are identified using the optical microscope.
Figure 16 a shows an example for a flake obtained by this technique. To produce the second
part of the heterostructure, we use a water-soluble mounting adhesive (Crystalbond 555
from SPI R© supplies). We heat a piece of Crystalbond on a glass slide to around 150◦. To
get flakes onto the melted crystal bond, we use thick flakes on Scotch tape. The Scotch
tape is attached to a piece of PDMS on a glass slide. It is placed on top of the liquid
Crystalbond. After cooling, the Crystalbond becomes solid again. Then, the glass slide
with the thick crystal is removed, leaving some flakes attached to the Crystalbond. They
are thinned by mechanical exfoliation until reaching the desired thickness. Figure 16 (b)
shows a WSe2 flake obtained in this way.
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In the next step, the two parts of the heterostructure are brought into van der Waals
contact and the PDMS stamp is slowly removed. The piece of Crystalbond with the
heterostructure is cut out and floated on the surface of distilled water. The water-soluble
Crystalbond slowly dissolves, leaving the heterostructure floating on the surface. From
there, it can be picked up with the TEM grid. Figure 16 (d) shows the finished sample.
For AFM and optical measurements, TMDC flakes were brought on glass and fused
silica substrates using the following procedure:
1. Similar to above, flakes are glued to a glass substrate using a mounting adhesive.
However, in this case we use Crystalbond 509, which is soluble in acetone, due to
its superior solubility. The flakes are thinned until reaching the desired thickness.
2. The piece of glue containing the flake is cut out and placed onto the desired sub-
strate.
3. The glue is dissolved by carefully dropping small quantities of acetone onto it using
a syringe. A tissue or cotton swab is used to absorb the acetone with the dissolved
glue on the side of the substrate. Several cycles of dropping acetone and removing
it are necessary to ensure that as little glue as possible is left on the sample.
4.3 Thickness and optical properties of multilayer flakes
For the interpretation of the pump-probe-experiments, it is important to know the thick-
ness of the flakes and the penetration depth of the laser pulse into the sample. There are
methods to measure the thickness of flakes with a small number of layers, e.g. using the
dependence of certain Raman peaks on the number of layers. However, these methods
are not applicable to the samples used in our experiments, in which each material is more
than 10 layers thick. In principle, atomic force microscopy (AFM) can be used to measure
the thickness of such flakes. Nevertheless, apart from being time-consuming, AFM also
requires a flat substrate, which is not given at any time during the sample preparation
process. On the other hand, in transmission optical microscopy, thin multilayer TMDCs
with different thicknesses are easily distinguished. As shown in Figure 17, they exhibit
different colors due to interference effects.
We thus aim at establishing a link between transmittance at different wavelengths and
thickness of the sample. For this, the thicknesses of several WS2 and WSe2 samples on
glass substrates are measured using an AFM. Additionally, optical microscope images in
transmission are recorded. To quantify the transmitted intensity in different wavelength
ranges, three different bandpass filters are used (ranges: 406-422 nm, 628-672 nm, 773-
812 nm, filters from AHF Analysentechnik). With a monochromatic camera, we record
images of the sample and the background. Then, the gray-scale value of the sample is
divided by the gray-scale value of the background. This quantity is independent of the
illumination intensity. For free-standing samples, it corresponds to the transmittance of
the sample. In order for the method to be valid, several requirements have to be fulfilled:
• The illumination should be as homogeneous as possible. The two areas of the image
(sample/background) should be as close to each other as possible.
• The gamma correction of the recorded image must be set to 1. Then, the grayscale
value is proportional to the intensity (assuming constant camera sensitivity within
the bandwidth of the filter).
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Figure 17: Optical microscope image of WS2 (a) and WSe2 (b) flakes recorded in transmission.
Areas of different thickness can be distinguished by their color. Below the image, the approxi-
mate color-thickness relationship based on simulated transmission spectra is shown (see text for
details on the simulation).
• Care must be taken not to saturate the background or parts of it. The images used
for the calculations thus appear rather dark.
• The response of the camera must be linear. This is verified by taking images with
different exposure times under the same illumination.
• Reflections of stray light on the surface of the flake should be minimized, for example
by placing a narrow cylinder of blackout material around the flake.
• When comparing the measured values to literature values, it should be kept in
mind that the spectrum of the white light source and the sensitivity of the camera
influence the measured transmission. Relatively narrow bandpass filters should be
used.
In order to verify the validity of the approach, the transmittances of neutral density
filters with different optical densities were measured. The results are in Appendix A. In
general, the measured values agree well with the expected ones. This confirms that the
approach is valid for transmittance measurements. At the same time, this comparison
provides a rough estimate for the accuracy of the method: For transmittances of 0.3 and
more, the relative accuracy is around 10% while for lower transmissions a relative error
of 20% has to be assumed.
In the next step, we measure the thickness of several WSe2 and WS2 flakes on glass
substrates using an AFM. Then, we relate the thicknesses and the transmission measured
by the method described above. Note that our method measures the transmittance only if
the sample is free-standing. For samples on transparent substrates, the same calculation
provides a quantity that cannot be directly related to the transmittance. This is due to
the fact that the intensity transmitted through the substrate is not equal to the intensity
transmitted at the substrate-sample interface, because the refractive indices of the sample
and air are different. Consequently, the substrate has to be included in the analysis.
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Figure 18: Panel (a) displays the results of the transmission measurements and simulated
transmission over layer thickness for WS2. In Panel (b), the experimental results are corrected
by subtracting an empirical constant offset of ∆T = 0.14. The glass substrate is taken into
account in the simulations.
Since the samples are thin films with thicknesses in the range of tens of nanometers,
interference effects play a role. In order to interpret the obtained transmission data and
to relate it to the optical properties of the materials, it is thus necessary to perform cal-
culations which take these effects into account. We use the program IMD [Win98], a soft-
ware for calculating optical functions of multilayer structures from the optical constants
(wavelength-dependent refractive index and extinction coefficient) of the constituent ma-
terials. We use literature values from [Bea76] and [Eic14] for the optical constants of WS2
and WSe2, respectively. We take into account the glass substrate and the fact that in
our measurement the transmission is measured relative to the transmission of the sub-
strate (see above). Figure 18 displays experimental thickness-transmission relationship
together with the simulation results for WS2. Note that the transmittance at 800 nm and
650 nm exhibit pronounced interference effects. This is due to the low absorption in this
wavelength region, especially at 800 nm, where only indirect transitions can be excited in
WS2. The interference effects are almost absent at 410 nm, where due to the high photon
energy many transitions can be excited and thus the penetration depth is short. The
experimental data is able to qualitatively reproduce the shape of the curves, including
interference effects. However, there is an offset of ∆T ≈ 0.14 between experimental val-
ues and simulation results. Furthermore, the behavior of the experimental transmission
in the wavelength range of 406-422 nm, which decays quickly but then remains around
0.15-0.2 is not a physically reasonable result. Regardless of the exact values of the optical
functions, the thickness-dependence of the transmittance of any thin film behaves like an
exponential that is modulated by interference effects (whose magnitude depends on the
penetration depth). Consequently, we assume a constant offset of ∆T = 0.14 for the ex-
perimental values. This could be caused for example by scattered light that gets reflected
on the surface of the flake. Figure 18 (b) displays the corrected values. They agree well
with the results from the simulation.
Figure 19 displays the corrected experimental values and the simulation results for
WSe2. In the wavelength ranges of 773-812 nm and 628-672 nm, the corrected experi-
mental values agree well with the simulation. For the wavelength range of 406-422 nm,
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Figure 19: Comparison of the measured transmission-thickness relationship with the simulated
transmission for WSe2. The measured transmission values were corrected by ∆T = +0.14 based
on the results for WS2, see Figure 18 and text for details.
experimental and simulation values differ.
In the following, we therefore use the filter in the wavelength range of 628-672 nm
to estimate thicknesses. Then, we use the result together with the optical constants of
the material to calculate its optical properties (for example its absorbance). Knowing
the thickness and optical properties of the materials is an important prerequisite for the
interpretation of time-resolved experiments: First of all, it is necessary to know, at least
roughly, the initial distribution of hot carriers excited by the pump pulse. Secondly, the
behavior of a heterostructure can depend on the thicknesses of the individual materials.
For example, the total heat capacity of each material depends on its thickness.
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5 Time-resolved diffraction results
5.1 Structural dynamics of the individual materials
Before interpreting time-resolved diffraction data of heterostructures, it is useful to know
the structural dynamics of the individual materials. We thus perform measurements on
free-standing WSe2 and WS2 samples. As an example, Figure 20 shows the diffraction
image of freestanding WSe2.
In all measurements, to obtain the Bragg peak intensities from the diffraction images,
we sum over the number of counts within a circle around each Bragg peak. We analyze
60 Bragg peaks, from the (100) peak family to the (400) peak family. The time trace of
the Bragg peak intensity is normalized to the equilibrium value at room temperature.
Figure 21 displays the time-resolved diffraction results for free-standing WSe2 and
WS2. The thickness of the WSe2 sample is (39±10) nm and the thickness of the WS2
sample is (32±5) nm. The measurements are performed using a pump center wavelength
of 400 nm. In both cases, the attenuation of the Bragg peak intensity can be described well
by a single-exponential behavior. For both materials, we obtain the same time constant of
(1.3±0.2) ps (WS2) and (1.3±0.1) ps (WSe2). The time constant reflects the efficiency of
the energy transfer from the hot electrons to the lattice. Therefore, it is a measure of the
strength of the electron-phonon coupling. For WSe2, the result agrees well with previous
measurements [Ber], which furthermore show that the time constant is independent of the
pump laser fluence. Since WS2 is a very similar material, we assume its time constant to
be fluence-independent as well.
Panels (b) and (d) of Figure 21 display the dependence of the intensity attenuation
on the scattering vector. It is described well by a linear behavior with a small positive
y-axis intercept. This indicates that the samples are thin enough such that the kinematic
scattering limit is fulfilled to a good approximation. If the kinematic scattering limit is
fulfilled perfectly, that is in the absence of secondary scattering, the points should lie on
a line that crosses the origin (compare Equation 13). In our case, a small contribution
Figure 20: Diffraction image of free-standing WSe2 with a thickness of 40±10 nm at 60 keV
electron energy. The hexagonal symmetry of the diffraction pattern reflects the in-plane symme-
try of the crystal. The intensity of the Bragg peaks differs between diffraction spots belonging
to the same peak family. This indicates a slight tilt of the sample with respect to the electron
beam. The zero order beam is blocked.
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Figure 21: Time-resolved diffraction results for free-standing WS2 and WSe2. The photon
wavelength used in these measurements was 400 nm. Plots (a) and (c) show the time trace of
the Bragg peak intensity for a free-standing WS2 and WSe2 sample, respectively. Here, the
median of all observed Bragg peaks is displayed. In plots (b) and (d), the logarithm of the
relative intensity after the energy transfer to the lattice (here: after 10 ps) over the scattering
vector is displayed.
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Figure 22: Diffraction pattern of a WS2/WSe2 heterostructure. The reciprocal lattices (and
thus also the real-space lattices) are rotated relative to each other by an angle of 16◦. The
individual reciprocal lattices of the two materials (red: WS2, green: WSe2) as well as less intense
extraordinary diffraction spots (dotted purple circles) can be identified. The diffraction image
was recorded on sample number 1 (see Appendix B for sample details). For all the diffraction
images recorded in this work we use an electron energy of 60 keV.
from secondary scattering exists. Interestingly, the y axis intercept and thus the amount
of secondary scattering is bigger for WSe2 even though the thicknesses of WSe2 and WS2
are comparable. This is due to the higher scattering form factor of selenium compared to
sulfur (see Figure 10). Contributions from secondary scattering lead to attenuation of the
zero-order beam. This effect becomes important when analyzing time-resolved diffraction
of heterostructures, and will be discussed in the next section.
5.2 Structural dynamics of the WS2/WSe2 heterostructure
5.2.1 The diffraction pattern
The diffraction pattern of a WS2/WSe2 heterostructure is shown in Figure 22. The two
superimposed reciprocal lattices of the individual materials can be identified (red and
green circles). They are rotated relative to each other by an angle of about 16◦, which
means that in real space, the crystals of the two materials are rotated by the same angle.
Due to the hexagonal symmetry of the WSe2 layers, for each material there are six
Bragg peaks with the same magnitude of the scattering vector. In the following, these
are called a ’peak family’.
Intensity differences between peaks of the same peak family can be observed. This
indicates that the incidence of the electron beam is not perfectly normal, but deviates by
a small angle due to a slight tilt of the sample. In addition to the main Bragg peaks,
diffraction spots with much weaker intensity are also observed, which are due to diffraction
beyond the kinematic approximation (compare Section 3.2.4).
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5.2.2 The treatment of zero-order effects (ZOE)
As described in Section 3.3, in cases where the sample is thick enough such that a signif-
icant amount of secondary scattering occurs, the (000) spot of the diffraction pattern is
also attenuated when the phonon population rises. Since electrons interact strongly with
matter, this is often the case even for relatively thin samples. The samples used in our
experiment are multilayer samples with thicknesses of several tens of nanometers. Fur-
thermore, they contain rather heavy elements that scatter strongly, which is why the effect
is non-negligible. In the case of a sample consisting of just one material, the zero-order
effect (ZOE) alters the dependence of the attenuation on the scattering vector. Hence, if
not accounted for, the ZOE leads to a systematic error in the determination of the sample
temperature. The time behavior of the dynamics remains unchanged compared to the
kinematic limit. For heterostructures, ZOE are more problematic because a ZOE in one
material leads to the attenuation of all diffraction peaks of the other material. This means
that the dynamics of one material gets imprinted on the time traces of the peaks origi-
nating from the other material. Figure 23 illustrates the effects of zero-order attenuation
on the time traces for two fictitious examples. The entanglement of the time traces poses
a challenge to the separate observation of the dynamics and makes a very careful analysis
of the time traces necessary. The key to disentangle the dynamics of the two materials
is the dependence on the scattering vector: ZOE lead to Bragg peak attenuation of the
other material that is independent on the scattering vector. In contrast, a temperature
rise in the material always leads to a scattering vector dependent attenuation6 (compare
Equation 22 of Section 3.3). Equation 22 suggests that in the case of a heterostructure,
the s2-dependence of the materials is linear with a non-zero y-axis intercept, which is the
same for both materials7. Consequently, we analyse the time traces of heterostructures
as follows: we fit the scattering vector dependence of the two materials with two linear
curves. In the fit, we impose the constraint that both lines have the same y-axis intercept.
Only if a material exhibits a non-zero slope under this constraint, we can interpret this
as a rise of the phonon population in the respective material.
Apart from causing misleading time traces, zero-order effect may also lead to system-
atic errors in the determination of time constants. To better understand these systematic
errors, we performed single-exponential fits on model data. Since the carrier-lattice en-
ergy transfer in WS2 and WSe2 can be well described by a single-exponential function
(compare with results of Section 5.1), we assume a single-exponential behavior:
I(t) = 1− c1 (1− exp{− t
τ1
}) (23)
To model the zero-order effect (ZOE), we use another single-exponential function with a
magnitude c2 < c1 and a different time constant τ2:
IZOE (t) = 1− c2 (1− exp{− t
τ2
}) (24)
The resulting time trace Itotal(t) = I(t) · IZOE(t) is fitted with a single-exponential func-
tion. The resulting value is compared to the real time constant τ1. Figure 24 displays the
deviations from τ1. In general, ZOE slower than the real time constant perturb the result
6Except in the limiting case of a very thick crystal, where the attenuation is equal for all diffraction
orders. This is not the case for our samples.
7More precisely, the y-axis intercept of the heterostructure is the sum of the y-axis intercepts that
would be measured on the materials if they were free-standing.
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Figure 23: Explanation of the influence of zero-order effects (ZOE) on the time traces of two
materials forming a heterostructure. Two different fictitious examples are shown. Panels (a)-(c)
illustrate the case when only material 1 shows a response to photoexcitation. Panel (a) shows
the s2-dependence of the attenuation in the absence of ZOE. The intercept with the y axis
determines the magnitude of the ZOE on the other material, respectively. In Panel (b), the
time trace of material 1 is shown, which is not affected by ZOE. A single-exponential decay
is assumed. Panel (c) shows the time trace of material 2. Even though the material shows
no response to photoexcitation, the intensity of its Bragg peaks is attenuated due to ZOE. The
attenuation is independent on the scattering vector. Panels (d)-(f) illustrate the case where both
materials show a response to photoexcitation, but with different time constants. The phonon
population of material 1 rises with a time constant of 3 ps while material 2 exhibits a much
slower dynamics with a time constant of 20 ps (a single-exponential behavior is assumed for
both). A similar situation could arise if only material 1 is photoexcited and equilibrates with
material 2 via phonon-phonon coupling. Here, both materials are thick enough such that ZOE
are non-negligible, as can be seen from the non-zero y axis intercepts in Panel (d). In Panels
(e) and (f), the time traces in the presence of ZOE (solid lines) are compared to the time traces
without ZOE (dashed lines). Both materials are affected by ZOE, which can lead to a systematic
error in the determination of the time constants. In general, higher order peaks are less affected
by ZOE than lower order peaks.
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Figure 24: Simulation of the relative error of time constants due to ZOE. The x-axis shows
the magnitude of the ZOE relative to the magnitude of the signal. The y-axis corresponds to
the time constant of the zero-order effect relative to the time constant of the signal. A single
exponential behavior for both signal and ZOE is assumed.
significantly more than faster ZOE. Slower ZOE lead to too large time constants while
fast ZOE lead to time constants that are too small. Furthermore, the more similar the
two time constants are, the less pronounced the error introduced by ZOE is. In particular,
based on this simulation, it is possible to estimate the maximum error of the measured
time constants.
5.2.3 Structural dynamics of the WS2/WSe2 heterostructure induced by 400 nm
excitation
We perform time-resolved measurements on WS2/WSe2 heterostructures using a photon
energy of 3.1 eV (400 nm pump center wavelength). The sample is excited from the side
of WSe2 at nearly normal incidence. From the thicknesses of the flakes and their optical
properties, we estimate that for all samples more than 75% of the total absorbed energy is
absorbed in WSe2 (see Appendix B for details). Consequently, most of the excited carriers
are initially located in WSe2. Note that this reasoning is valid only if the absorption is
not altered significantly by the laser pulse. In general, strong photoexcitation can lead to
bleaching of transitions, and thus to a change in the absorption of the sample. However,
for 400 nm excitation, this effect is expected to be weak for two reasons: First of all,
many transitions can be excited. Hence, the number of excited carriers at a specific
point in k-space is low. Secondly, most carriers are excited high above the band edges.
Electron thermalization quickly changes the distribution of carriers in the Brillouin zone.
Consequently, the transient population change at the transition points is not high enough
to significantly alter the absorption.
Figure 25 shows the response of the relative Bragg peak intensities to photoexcitation.
Both materials exhibit a decrease of the Bragg peak intensity that happens on a time
scale of few picoseconds. The Bragg peak attenuation depends on the scattering vector
for both materials. Consequently, in both materials the attenuation is caused by energy
transfer to the lattice and not only by ZOE.
Figure 26 displays the dependence of the attenuation on the scattering vector. The
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Figure 25: Relative Bragg peak intensity as a function of time delay for the Bragg peaks of
WS2 and WSe2. Each curve corresponds to the mean of all peaks belonging to the respective
peak family. The pump laser fluence in this measurement was around 0.6 mJ
cm2
.
values for I(15 ps)
I0
were obtained by fitting each curve of Figure 25 with a single-exponential
function. Based on the discussion of ZOE in heterostructures (Section 5.2.2), we fit the
two curves of Figure 26 using two coupled linear regressions with the same y-axis intercept.
The resulting values are (8 ± 2) · 10−3 for the y-axis intercept, (1.9 ± 0.4) · 10−3 for the
slope of the curve for WS2 and (2.8± 0.4) · 10−3 for the slope of the curve for WSe2. The
difference in the two slopes expresses the observation that the relative change in Bragg
peak intensity is lower for WS2.
Figure 27 shows the experimental data for time delays up to 1 ns. After the initial
decay, the Bragg peaks of the two materials evolve parallel to each other. Consequently,
there is no further energy transfer between them. The slow recovery of the intensity
corresponds to an overall cooling of the sample. From these results, we infer that the
equilibration between the two materials is already finished at short time delays of 10 ps or
less. The different magnitude of the Bragg peak attenuation stems from different Debye-
Waller factors. Indeed, recalling the qualitative discussion in Section 3.3, we expect WSe2
to have a larger Debye-Waller factor than WS2 due to the lower frequencies of its phonon
modes.
From the experiments presented in Section 5.1, we know the structural dynamics
of free-standing WS2 and WSe2 after 400 nm excitation. The energy transfer from the
hot electrons to the lattice can be described by a single exponential behavior with a
time constant of around 1.3 ps. In the case of the WS2/WSe2 heterostructure where
mostly WSe2 is excited, one could expect a delayed structural response for WS2: Most
of the excited carriers have to transfer to WS2 before creating phonons there. If the
timescale for carrier transfer across the interface was equal or larger than the electron-
phonon equilibration, this would lead to a slower attenuation of the Bragg peak intensity
in WSe2. However, in our experiment we observe dynamics that can be well described
by a single-exponential behavior with the same time constant as for free-standing WS2.
We thus conclude both the transport within WSe2 and the carrier transfer across the
interface happens on a time scale that is much faster than the time scale for electron-
lattice equilibration. This result is in agreement with previous results, which observed
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Figure 26: Natural logarithm of the relative intensity after 15 ps as a function of the squared
scattering vector for the measurement of Figure 25. We obtain the data points from single-
exponential fits of the time traces in Figure 25. The data is fitted with two linear regressions.
We impose the constraint that both linear fits have the same y-axis intercept to account for
ZOE (compare Section 5.2.2).
Figure 27: Behavior of the Bragg peaks of the two materials for time delays up to 1 ns. The
median of all observed Bragg peaks is shown. No signs of equilibration processes between the
materials at long time delays are observed. This measurement was taken at a pump laser fluence
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Figure 28: Comparison of the intensity attenuation for WSe2 in the heterostructure and free-
standing WSe2 of the same thickness. The pump center wavelength is 400 nm and the same
excitation fluence of 0.6 mJ
cm2
is used in both measurements. In the case of WSe2 as part of the
heterostructure, the total energy transferred to the WSe2 lattice is much smaller, indicating that
a significant amount of energy is transferred to WS2.
the charge transfer to occur within 100 ps or less [Hon14], [Che16].
In order to provide further evidence that energy is transferred between the two ma-
terials, we perform a reference measurement on free-standing WSe2. For this, we use an
area of sample number 1 where the WSe2-flake is not covered by WS2. The thickness
of WSe2 is the same as in the heterostructure, (40±10) nm. Furthermore, we use the
same excitation conditions as for the experiment on the heterostructure. Due to the short
penetration depth, it can be assumed that the amount of energy absorbed in WSe2 is
nearly equal despite the different interfaces for the outgoing pump beam (WSe2/WS2 and
WSe2/vacuum, respectively). Figure 28 shows the behavior of WSe2 in both cases. The
magnitude of the relative intensity decay is smaller for the heterostructure, indicating
that a significant amount of energy was transferred from WSe2 to WS2.
From the single-exponential fits also shown in Figure 28, time constants of (1.3±0.1) ps
for the free-standing WSe2 and (1.3±0.2) ps for WSe2 as part of the heterostructure are
obtained. There is no difference in the efficiency of the energy transfer to the lattice.
The fact that the amplitude of the Debye-Waller-effect is smaller for WSe2 as part of
the heterostructure does not only indicate that energy is transferred across the interface,
but also suggests that this happens before the electrons have relaxed to the conduction
band minimum of WSe2, that is on a time scale much faster than (1.3±0.1) ps. If the
energy transfer was slower than the relaxation to the conduction band minimum of WSe2,
the electrons would deposit the same amount of energy in WSe2 as in the case of free-
standing WSe2. After the transfer, additional energy, which is available due to the offset
of the conduction band minima, would be deposited in WS2. The fact that this is not
observed provides further evidence for efficient carrier transfer across the interface.
So far, all the measurements were taken at a particular excitation fluence and thus at
a particular density of excited carriers. In principle, the dynamics of the heterostructure
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can depend on the excitation fluence, for example due to charging effects. Consequently,
in the next step, we vary the excitation density by varying the pump laser fluence and
investigate its effect on the structural dynamics. Figure 29 displays the result of the
fluence-dependent measurements.
The slope of the curves in Panels (a) and (b) of Figure 29 relates to the total phonon
population in the lattices. It is fluence-dependent for both materials. As expected based
on Equation 22, the magnitude of ZOE (the y- axis intercept) also increases with increasing
fluence. Figure 29 (c) shows the magnitude of the slope over the pump fluence. If bleaching
effects are small, the pump fluence is proportional to the energy deposited in the sample.
For samples with small ZOE, the slope of s2-dependence corresponds to Bk(T )−Bk(Tref),
where Bk(T ) is the Debye-Waller factor (compare Equation 13). The Debye-Waller factor
in turn is proportional to the total mean squared displacement. Hence, it is proportional
to the energy content of the lattice. Both curves of Figure 29 increase linearly with
the pump fluence. The result indicates that the fraction of the total absorbed energy
deposited in each material stays constant. Consequently, the fast equilibration between
the materials is a fluence-independent effect. Figure 29 (d) shows that the time-constants
for the energy transfer to the lattice are fluence-independent. This result confirms the
observation of fast interfacial energy transfer for all fluences.
To summarize, the experiments on the WSe2/WS2 heterostructure after 400 nm pho-
toexcitation show that a large portion of the hot carriers is transferred from WSe2 to WS2
within less than the time resolution of our setup (250 fs). The electronic coupling at these
time scales already establishes equilibrium between the two materials. Furthermore, fast
electronic coupling is observed independently of the excitation fluence.
In the 400 nm experiments, excited carriers have large initial excess energies. In gen-
eral, the efficiency of the electronic transfer can depend on the excess energy. Therefore,
in the next step, we examine the dynamics of the heterostructure after preparing excited
electronic states with much less excess energy in WSe2.
5.2.4 Structural dynamics of the WS2/WSe2 heterostructure induced by 800 nm
excitation
In contrast to 400 nm, 800 nm excitation produces a very defined distribution of excited
carriers, since carriers can only be excited at the K-point of WSe2. Figure 30 displays the
spectrum of the pump pulse and the absorption spectrum of WSe2 and WS2. Only a part
of the pump pulse spectrum can excite WSe2. The absorption of WS2 is very small since
only indirect transitions contribute. This excitation condition has two main differences
compared to the 400 nm excitation: First, the location of the excited electrons and holes
in WSe2 in reciprocal space is known. Second, a rise in phonon population in WS2 has to
be caused by energy transfer across the interface, because WS2 is almost not excited by
the pump pulse.
Figure 31 displays the time-resolved diffraction results for an excitation fluence of
about 10 mJ
cm2
8. The s2-dependence in Figure 31 (b) reveals that the phonon population
rises in both materials. As in the previous measurements, the onset of the effect is the
same for both materials. However, in contrast to 400 nm excitation, the time scale of
the energy transfer is different: The time trace of WSe2 exhibits a decay with a time
8This is a rather high fluence for time-resolved diffraction experiments. High fluences are necessary
here for two reasons: First, the absorbance of WSe2 in the wavelength region around 800 nm is low.
Second, each carrier transfers relatively little energy to the lattice, so that much more excitation density
is needed to obtain a reasonably high signal.
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Figure 29: Fluence-dependence of the Bragg peak attenuation after 400 nm excitation. Panel
(a) and (b) show the dependence of the Bragg peak attenuation on the squared scattering vector
at different pump fluences for WS2 and WSe2, respectively. Panel (c) displays the slope of the
linear regressions of Panel (a) and (b) over the pump fluence. Panel (d) displays the measured
time constants over the pump fluence. The measurements were recorded on sample number 2
(see Appendix B for sample details).
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Figure 30: Absorption spectrum of bulk WSe2 (green) and WS2 (red), data from [Zha13]. The
spectrum of the pump laser is shown in black. In WSe2, the laser excites the first excitonic
resonance (A exciton). In WS2, only indirect transitions are excited. Consequently, excited
charge carriers are created almost exclusively in WSe2.
Figure 31: Structural dynamics of the heterostructure after 800 nm excitation. Panel (a) shows
the time trace of the relative Bragg peak intensity. The median of all observed Bragg peaks is
shown, except (100) and (110), which were excluded due to their high noise level. Panel (b)
shows the dependence of the Bragg peak attenuation on the scattering vector. The excitation
fluence of this measurement was about 10 mJ
cm2
. The measurement was performed on sample
number 3 (see Appendix B for sample details).
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constant of (3.4±0.5) ps. For WS2, a significantly longer time constant of (7.2±0.7) ps is
observed. The time constant of WSe2 agrees well with previous measurements on free-
standing WSe2 [Wal17]. Compared to 400 nm excitation, the time constant is longer. This
can be explained by the lower initial electronic temperature in the 800 nm measurements.
In general, carriers with energies well above the conduction band minimum have more
phase space available for electron-phonon scattering than carriers with energies close to
the conduction band minimum. During the electron-lattice equilibration, each excited
electron leads to the creation of multiple phonons9. In cases where the initial electronic
temperature is high, the electron-phonon scattering rate is high in the beginning. As the
electronic temperature decreases with time, the electron-phonon scattering rate becomes
slower, because the available phase space becomes smaller. For this reason, faster time
constants are observed for high initial electronic temperatures.
The time constant for the energy transfer to the lattice in WS2 is expected to depend
on the electronic temperature in a similar way. Nevertheless, the time constant observed
for WS2 is significantly longer than the time constant of WSe2. This indicates that
the transfer of hot carriers from WSe2 to WS2 is relatively slow: Electron transfer times
which are slower than the electron-lattice equilibration in WS2 lead to structural dynamics
dominated by the slower ’bottleneck’ process.
A possible explanation for the slow carrier transfer in the case of 800 nm is the existence
of an energy barrier at the interface. Such an energy barrier can develop transiently due
to charge separation. It particularly affects carriers excited with 800 nm due to their low
temperature. The effect will be discussed further in Section 7.2.
In conclusion, the 800 nm experiments on the WS2/WSe2 heterostructure show that
energy is transferred to both materials with a time constant of (3.4±0.5) ps (WSe2) and
(7.2±0.7) ps (WS2). In contrast to the 400 nm experiments, the time scales differ for the
two materials: WS2 exhibits a significantly longer time constant. This indicates that
the time constant for charge transfer across the interface is similar compared to the time
constant for electron-lattice-equilibration.
9For pumping with 400 nm, carriers have large excess energies due to the excitation well above the
conduction band minimum. In the 800 nm experiments, electrons have average excess energies of about
300 meV because of the indirect band gap of bulk WSe2: Excited electrons are created at the K point
but then relax to the bottom of the Σ valley.
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Figure 32: Scheme of the optical pump-probe experiments performed on WSe2. Panel (a)
illustrates front pump - front probe experiments. Here, pump-induced changes in the electronic
and structural properties can be measured. Panel (b) shows the principle of front pump - back
probe experiments. In this case, the signal also depends on the transport of hot carriers in the
sample.
6 Time-resolved optical experiments on WSe2
The time resolved diffraction experiments with 400 nm pump wavelength suggest an ef-
ficient charge transfer across the interface. Furthermore, in the 400 nm experiments, the
penetration depth is short and thus most free carriers are created close to the interface
vacuum-WSe2. Consequently, the results suggest an efficient charge transfer also within
WSe2. To corroborate the latter result, we perform optical measurements on thick WSe2.
We compare two cases: In the first experiment, pump and probe beam are illuminate the
same side of the sample (front pump - front probe). In the second experiment, pump and
probe beam illuminate the sample on different sides (front pump - back probe). This is
depicted in Figure 32. By comparing the results of the two measurements, conclusions
about the transport of excited carriers in the sample can be drawn [Bro62]. We use a
WSe2 flake on fused silica, which is prepared by the method described in Section 4.2. The
sample is displayed in Figure 33. Areas of different thicknesses can be distinguished. Mea-
surements were performed on two areas with different thicknesses. Area 1 has a thickness
of 750-900 nm and area 2 has a thickness of (130±20) nm (both measured by AFM).
Especially for the front pump - back probe measurements, a thin reference material
with a fast response on the back side is needed in order to determine the delay at which
Figure 33: Optical microscope image of the WSe2 sample used for the optical pump-probe
measurements. Two different areas of the sample were examined, which are marked in the
image. Area 1 is about 750-900 nm thick while area 2 has a thickness of only (130±20) nm
(measured by AFM). The substrate is fused silica. On the side, a thin gold film was evaporated,
which is used for determination of time zero in the time-resolved optical measurements.
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Figure 34: Schematic illustration of resonant second harmonic generation. A carrier is excited
from the ground state to an intermediate state |1〉 and then to state |2〉. During this process,
two photons are absorbed. When the excited carrier relaxes, it can emit a photon with double
the incident frequency.
the pump pulse and probe pulse arrive simultaneously (time zero). For this, a thin gold
film with a thickness of ca. 5 nm is evaporated close to the WSe2 flake. For both the
pump and the probe pulses we use a center wavelength of 800 nm.
In time-resolved optical experiments, several quantities can be measured, e.g. re-
flectance, transmittance, second harmonic generation (SHG) or ellipticity. In our experi-
ments we record the reflectivity the SHG signal. Changes in reflectivity after photoexci-
tation reflect the changes in the population of the electronic bands. Some transitions are
bleached while others become available. In the case of 800 nm excitation, only transitions
at the K point can be excited. Consequently, the reflectivity signal probes the change in
population only in this region of the Brillouin zone10.
The SHG signal also measures changes in the electron population, albeit in a different
way. The process of (resonant) second harmonic generation in a crystal involves three
states which are separated by the same energy h¯ω: a populated ground state and two
unpopulated excited states. Figure 34 illustrates the process. Changes in the SHG signal
indicate population changes of states that are involved in the SHG process.
For inversion-symmetric materials, SHG is forbidden in the bulk. This makes SHG a
surface-sensitive technique for many materials. WSe2 is an inversion-symmetric crystal.
However, the inversion symmetry stems from the 2H-stacking of the crystal - the individual
layers are not inversion-symmetric. For few-layer samples, this leads to a strong variation
of the SHG intensity between even/odd numbers of layers [Zen13], [Li13]. For thick
samples, the incident pulse is attenuated significantly inside the sample. This can lead
to a net SHG signal from the bulk, because the SHG contributions from the individual
layers don’t cancel perfectly. Consequently, it cannot be assumed that the SHG signal
comes only from the surface, even though WSe2 is inversion-symmetric.
To summarize, both changes in the reflectivity and the SHG signal indicate a change in
the carrier distribution in the probed region. This change can be due to direct excitation
or to transport processes. In both cases, relating the details of the signal to the underlying
processes requires theoretical calculations of the excitation process and of the evolution
of the system after excitation. Nevertheless, the onset of the hot-carrier-induced changes
can be determined directly from the time traces.
Figure 35 displays the time traces of the reflectivity and SHG signal for both front and
10For electrons that have already been excited into the conduction band, more transitions are available.
However, for moderate excitation densities, their contribution to the change in reflectivity is small.
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back pumping. Note that the amplitudes of the signals vary slightly for different spots
on the sample, but the general shape is reproducible. The time resolution of the setup is
around 20 fs.
Comparing front and back pump experiments for the thin area, no significant delay is
observed in the response to photoexcitation. However, the shape of the signal is different
for back probing, indication of a different electronic distribution. For the thick area, the
initial rise/drop of the signal is shifted both for reflectivity and SHG. The shift is 30 fs
for the reflectivity signal and 20 fs for the SGH signal, which is already close/equal to the
time resolution of the setup (20 fs).
To draw conclusions on the velocity of hot carrier transport in the material, it is
necessary to take into account the finite penetration depth of the pulses, which is rather
high at 800 nm. For this, we use the optical properties of WSe2 (compare Section 4.3) to
estimate the excitation profile of the pump pulse from its spectrum. Figure 36 (a) shows
the spectrum of the pump pulse. Figure 36 (b) displays the resulting distribution of excited
carriers. Since the different wavelength components of the pump pulse have different
penetration depths, the total excitation profile is the sum of exponentials with different
decay lengths. In particular, the wavelength components at the excitonic resonance decay
quickly. The components with longer wavelengths have very large penetration depths.
By comparing these results with the thickness of the two sample regions, we find that
in the thin area, carriers are basically excited everywhere in the sample. Consequently,
identifying the contributions of carrier transport is not possible in this case. However,
the thicker area is thick enough such that few carriers are excited at the back side of
the sample. To estimate the velocity of carrier transport, we calculate the average initial
position of an excited carrier (dashed black line in Figure 36 (b)). The result is about
270 nm. Considering that the probe pulse penetrates the material by roughly the same
amount, we estimate that the transport velocity of the excited carriers is on the order
of 10 nm
fs
. Note that this is a rough estimation due to the simplifications regarding the
initial position of the excited carriers. Furthermore, the calculation of the excitation
profile relies on the precise knowledge of the optical constants of WSe2. Literature values
for these don’t always agree, especially in the relevant wavelength region around the
A excitonic resonance (compare for example references [Eic14], [Bea76] and [Dav72]).
Measurements on much thicker samples could yield more precise results for the transport
velocity. Alternatively, a center wavelength of 400 nm could be used. In this case, the
penetration depth is much shorter for all wavelength components.
In any case, the results of the optical measurements confirm the result of the time-
resolved diffraction experiments with 400 nm pump center wavelength. The charge carrier
transport in WSe2 is fast on the time scales of the diffraction experiment: For the typical
sizes of WSe2, around 20-40 nm, and a transport velocity on the order of 10
nm
fs
, all of the
excited carriers can reach the interface in a couple of femtoseconds.
As mentioned in Section 3.3, excitation of WSe2 with femtosecond laser pulses can also
lead to the creation of coherent phonons. These can be observed as oscillatory changes
of the signal in optical pump-probe experiments. Figure 37 shows the time traces of
the differential reflectivity for delays up to 2 ps. Indeed, an oscillation is observed both
for front and for back probing. Figure 38 shows the Fourier transform of the oscillatory
part of the signal. The amplitude of the oscillation is (7.7±0.7) THz. WSe2 has two
phonon modes in this frequency region that are Raman-active and thus can in principle
be excited: The E2g phonon at 7.43 THz and the A1g phonon at 7.54 THz [Ter14]. In
our experiments the resolution is not sufficient to resolve the two frequencies. Hence, the
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measured oscillation can correspond to either of the two modes or to a combination.
Comparing the amplitudes of the oscillation, it is reduced for back probing compared
to front probing. This reflects the fact that in order to excite a coherent phonon, the
electronic population needs to change very suddenly, within less than the period of the
coherent phonon. The electronic excitation typically changes the charge distribution. This
corresponds to a change of the potential energy landscape for the ions, which in response
start to oscillate. On the front side, the short pump laser pulse causes the excitation of
many electrons within a short period of time. Therefore, the requirement of a sudden
electronic population change is fulfilled. In contrast, most of the electrons on the back
side of the sample are not initially created there. They are transported from the front
side to the back. The transport leads to an effective broadening of the excited electron
pulse, which is reflected in the decrease of the amplitude of the coherent phonon.
An additional effect can contribute to the weakening of the coherent phonon: the
populated excited states are different at the front compared to the back side. Initially,
the excited carrier population is created at the K-point, but it quickly scatters to the
Σ-valley for bulk WSe2. Therefore, the transported electrons are likely to be in a Σ-state.
Since not all of the excited electronic states have the right charge distribution to excite
these particular coherent phonon(s), this effect may also contribute to the weakening of
the oscillation.
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Figure 35: Time-resolved reflectivity and SHG measurements of WSe2 photoexcited with
800 nm, comparison of front and back probing. The curves displayed in Panel (a) and (b) were
measured on the thin area (thickness 130±20 nm). The data of plots (c) and (d) was measured
on the thick area (thickness 750-900 nm).
Figure 36: Laser spectrum and corresponding excitation profile in WSe2. Panel (a) displays
the spectrum of the pulses used in the time-resolved optical experiments. Panel (b) shows the
number of excited carriers as a function of the distance from the sample surface (solid red line).
For comparison, the penetration profile at the peak of the excitonic resonance is shown as well
(dotted red line). The dashed black line indicates the average distance of an excited carrier from
the surface. The calculations are based on optical constants for bulk WSe2 by reference [Eic14].
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Figure 37: Differential reflectivity signal of WSe2 for time delays up to 2 ps. The data of Panel
(a) was measured on the thin area of the sample (thickness (130±20) nm), the data of Panel
(c) on the thick area (thickness around 750-900 nm). The superimposed oscillation is due to
the coherent phonon(s) excited by the pump laser pulse. Panels (b) and (d) display only the
oscillatory parts of the signal for the thin and the thick area, respectively. In both cases, the
amplitude of the oscillation is reduced for back probing.
Figure 38: Fourier transform of the oscillatory part of the differential reflectivity signal. The




7.1 Influence of the excitation energy on the heterostructure
dynamics
We perform experiments using two different excitation energies, 1.6 eV (800 nm) and
3.1 eV (400 nm). Figure 39 (a) and (c) illustrates the initial distribution of excited carriers
in each case.
The 800 nm excitation creates excited carriers almost only in WSe2. Since the photon
energy corresponds to the A-exciton resonance, all of the excited carriers are located
close to the band edges. Since the penetration depth of the pump pulse is much larger
than the thickness of WSe2, the density of excited carriers is nearly constant in WSe2.
Figure 40 shows the excitation profiles of the pump pulses with 800 nm and 400 nm center
wavelength.
Figure 39 (b) illustrates that after excitation, electrons can transfer to WSe2. In
contrast, the holes are confined to WSe2 due to the band alignment. Experimentally,
we observe a structural response in both materials. The signal in WS2 indicates that
carriers are transferred across the interface after excitation. This is in agreement with the
expected behavior.
In contrast, 400 nm excitation produces a very different initial hot carrier distribution.
Many transitions can be excited at this photon energy. Hot electrons (holes) can be found
well above the conduction band minimum (well below the valence band maximum). In
this case, the density of excited carriers in WSe2 is not homogeneous: most of the excited
carriers are created close to the surface of WSe2. Since the photon energy is well above
the band gap energy of WS2 as well, some carriers are excited in WS2. Figure 39 (d)
illustrates the initial hot carrier distribution. All of the electrons as well as many holes
are able to cross the interface. Transfer and carrier-carrier-scattering is expected to lead
to a carrier distribution with more electrons in WS2 and more holes in WSe2. Hence, a
charge imbalance develops. This is illustrated in Figure 39 (f).
In the 400 nm experiment, a structural response is observed in both materials as well.
The reference measurements on free-standing WSe2 indicate significant charge transfer
across the interface, which agrees well with what is expected from the band alignment.
While for both excitation conditions a significant amount of charge is transferred across
the interface, the dynamics of the rise in lattice energy of WS2 is different in each case:
For 400 nm excitation wavelength, the time constant for the Bragg peak attenuation of the
WS2 peaks is the same regardless whether the materials are part of a heterostructure or
not (1.3 ps). Since most of the excited carriers are produced in WSe2, this means that the
carrier transfer has to be much faster than 1.3 ps. Otherwise, the transfer process would
delay the rise of lattice energy in WS2. In contrast, for 800 nm excitation wavelength, the
rise time of the signal in WS2 is large: (7.2±0.7) ps. This is significantly larger than the
time constant for the energy transfer to the lattice of WSe2, (3.4±0.5) ps. A comparison
of WS2 as part of the heterostructure and free-standing WS2 is not possible, because it
cannot be excited at 800 nm. However, due to the similarities of the two materials, it is
valid to assume that the time constant of free-standing WS2 should have a value close to
the time constant of WSe2. The large time constant of WS2 in our experiment suggests
that for this particular excitation condition, the interfacial carrier transfer is slow enough
to delay the rise of lattice energy in WS2.
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Figure 39: Comparison of the initial excitation condition and carrier transfer dynamics in the
heterostructure for 800 nm and 400 nm excitation. Panel (a) illustrates the initial hot carrier
distribution for 800 nm excitation. Carriers are excited almost uniformly in WSe2. The excited
carriers have energies close to the band edges of WSe2. Panel (b) illustrates that only electrons
can transfer to WS2 due to the type-II band alignment. Panel (c) shows that after the transfer,
WSe2 is negatively charged and WS2 is positively charged. Panel (d) depicts the initial hot
carrier distribution for 400 nm excitation. Electrons are excited up to energies well above the
conduction band minimum of WSe2. Due to the short penetration depth, the excited carrier
density is much higher close to the surface of WSe2. Panel (e) shows that carrier-carrier scatter-
ing leads to a transport of electrons and holes towards and across the interface. In contrast to
800 nm excitation, both electrons and holes can cross the interface. Panel (d) shows that transfer
and carrier-carrier thermalization lead to a charge imbalance between the two materials. WS2
gets negatively charged and WSe2 gets positively charged.
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Figure 40: Comparison of the excitation profiles in WSe2 for the pulses used in the time-
resolved diffraction experiments. The number of carriers excited by the 400 nm pulses decays
to half of the initial value within 12 nm. For the 800 nm pulses, this takes 190 nm (values are
obtained from single-exponential fits of the curves). The calculation of the excitation profile is
based on the optical constants by reference [Eic14]. The number of excited carriers in arbitrary
units corresponds to the derivative of the intensity in the sample.
The observation of a different behavior for the two excitation conditions indicates
that the electronic transfer across the interface can be fast in some cases. Nevertheless,
there is a mechanism that delays the transfer in the case of excitation with 800 nm. In
principle, efficient interfacial charge transfer on time scales much lower than 1.3 ps is a
plausible result: The transfer can be achieved by scattering of an electron from a state
located in WSe2 into a state located in WS2. It is plausible that this scattering process
happens on time scales similar to electron-electron scattering. States that couple strongly
in the z-direction could even hybridize to form states delocalized over the entire structure.
In this case, the ’transfer’ from WSe2 to WS2 is caused by the time-evolution of the
initially prepared state, which causes the electronic density to spread across the sample.
This process is also fast compared to the electron-lattice equilibration. Furthermore, the
observation of efficient charge transfer agrees well with reports of sub-100 fs interlayer
charge transfer in similar TMDC heterostructures [Hon14], [Zhu15], [Che16].
The observation of a delayed interfacial charge transfer for excitations with 800 nm can
be explained by the presence of an energy barrier between the conduction band minimum
of WSe2 and the conduction band states in WS2. Such an energy barrier would especially
affect the dynamics of electrons excited with 800 nm wavelength due to their relatively
low temperature. There probably is a small static energy barrier on the order of 5 meV or
less that separates the states of WS2 due to static band bending (compare Section 2.4.1).
However, it is unlikely that such a small barrier has a significant effect on the electronic
transfer efficiency. However, as discussed above, transient charge transfer leads to a charge
imbalance between the materials. Both for 800 nm and 400 nm excitation, carrier-carrier
scattering and interfacial transfer leads to surplus electrons in WS2 and surplus holes in
WSe2. The charge separation causes an additional electrostatic potential, which influences




Figure 41: Illustration of transient band bending caused by charge transfer. If more electrons
are transferred to WS2 than holes are transferred to WSe2, the charge imbalance between the
material leads to transient band bending. Panel (a) shows the static situation before the pump
pulse has arrived. Panel (b) illustrates the band bending diagram after transient electron transfer
to WS2.
7.2 Transient band bending
Both for 800 nm and 400 nm excitation, a charge imbalance is expected to develop. This
transiently creates an additional electric field, which implies an additional potential.
Hence, it changes the energetic positions of the bands, just as in the case of static charge
transfer (compare Section 2.4.1). Qualitatively, the transient band shift has the same
direction as the static band shift: The bands of WS2 are shifted further upwards and
the magnitude of the band bending increases. However, the transient band shift is much
bigger than the static one because the number of excited carriers in the pumped sample
is much higher than the number of thermally excited carriers at room temperature.
Figure 41 illustrates the transient band bending effect. The bands of WSe2 are tran-
siently bent upwards, which causes an energy barrier to develop between the conduction
band minimum of WSe2 and the states in WS2. In the following, we estimate the density
of excited carriers for which the magnitude of the band bending becomes significant. For
simplicity, we assume the surplus charge to be distributed uniformly in the two mate-
rials. Furthermore, we assume the thicknesses of WS2 and WSe2 to be equal. Figure 42
schematically depicts the charge distribution in this case. Additionally, the figure shows
the electric field and the additional energy of the electrons caused by this charge distri-
bution.
If the charge distribution is known, the potential can be calculated using the Pois-
son equation. The details of the calculation for a constant charge distribution are in
Appendix C. In this case, the potential energy depends quadratically on the position, as






ρexcess is the density of the excess charge. Figure 43 displays the calculated electrostatic
potential as a function of the distance from the interface and of the density of excited car-
riers. Already for charge densities of 1017 1
cm3
, the magnitude of the electrostatic potential
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Figure 42: Illustration of the electrostatic potential due to charge imbalance between the two
materials of the heterostructure. For simplicity, a constant charge distribution is assumed, which
is shown in Panel (a). Panel (b) displays the electric field caused by the charge distribution.
Panel (c) shows the resulting electrostatic potential.
Figure 43: Resulting electrostatic potential for a constant distribution of the surplus charge
(compare Figure 42 and Equation 25) as function of the density of surplus carriers and of
the distance from the interface. The potential is measured with respect to the interface. See
appendix for details on the calculation.
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Figure 44: Illustration of the development of a transient energy barrier in the conduction band
of WSe2 after charge separation. Initially, there is only a negligibly small band bending and
electrons in the conduction band of WSe2 can transfer to WS2 (solid red arrow). After transient
charge separation, the amount of band bending increases significantly. This creates an energy
barrier for electrons close to the conduction band minimum. The transient energy barrier can
delay or even inhibit further carrier transfer (dashed red arrow).
is on the order of the band offsets at the junction (300-350 meV, compare Figure 7). In
a typical pump-probe diffraction experiment, the excited charge carrier density is much
higher, on the order of 1020 1
cm3
. Consequently, we expect large transient band bending
for all the experiments performed in this work. More precisely, the transient band bend-
ing reaches the saturation limit. In this limit, further charge separation is no longer
energetically favorable.
To understand the difference between excitation with 800 nm and 400 mn, the energy of
the excited carriers has to be considered: Carriers excited with λ=400 nm have large initial
excess energies, up to 1.9 eV in WSe2. In contrast, carriers excited with λ=800 nm have
very little average excess energies. Electrons have initial excess energies of around 300 meV
[Ber16]. Holes have even less excess energies, about 70 meV [Ril14]. As discussed above,
transient band bending causes the bands of WSe2 to shift upwards. This corresponds
to an energy barrier that electrons in WSe2 have to cross in order to transfer to WS2.
Figure 44 illustrates the formation of this energy barrier. In the saturation limit, the
height of the energy barrier is on the order of 300-350 meV (the band offsets between
the two materials). Since carriers excited with 400 nm have large initial excess energies,
the energy barrier does not have a noticeable effect on the transfer. In contrast, for
electrons excited with 800 nm, the transient energy barrier is high enough to delay the
carrier transfer to WS2.
To summarize, we attribute the slow energy transfer to WS2 in the 800 nm case to
the development of a transient energy barrier. The small excess energy of the electrons
causes carrier transfer across the barrier to be relatively inefficient. This leads to a delayed
carrier transfer across the interface.
7.3 Charge transport in WSe2 and across the heterojunction
The 400 nm diffraction experiments on heterostructures as well as the optical experiments
on WSe2 indicate that the carrier transport in WSe2 is efficient. This is remarkable since
the charge is transported perpendicular to the layers (along the c-axis), which is typically
the least conductive in layered materials [KK82]. In order for the carrier transport to
be efficient, significant electronic coupling must exist between the layers. The strength
of the interlayer coupling depends on the position of the electrons in k-space: positions
where the dispersion varies significantly in kz indicate strong interlayer coupling, or three-
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Figure 45: DFT calculation of the electronic structure of WSe2 for kz=0 (center of the Brillouin
zone in z-direction) to kz =
pi
a (edge of the Brillouin zone in z-direction). States along K-H show
a flat dispersion in z while states at Σ and Γ have a pronounced z-dispersion. From [Ber16].
dimensional character of the states. A flat dispersion in this direction indicates weak
coupling / two-dimensional character. Figure 45 shows the electronic band structure of
WSe2 for different kz.
In the optical experiments on WSe2, which were performed using a pump center wave-
length of 800 nm, the excitation happens at only one region of the Brillouin zone. There-
fore, the states that are involved in the charge transport are known. The initial excitation
happens at the K-point. According to their z-dispersion, states at the K-point are rather
two-dimensional and thus couple weakly across the interface. The two-dimensionality is
also reflected in the electron density distribution: Figure 46 shows A real-space image of
the electron density for a conduction band state at the K-point. The electron density is
high at the center of the layer, but low in between adjacent layers. This suggest weak
coupling across the interface. Consequently, transport in the z-direction is expected to
be inefficient for electrons at the K-point. However, in bulk WSe2, the K-point is not
the global minimum: The Σ-valley lies ca 300 meV below the K-valley [Ber16] (compare
Figure 45). From time- and angle-resolved photoemission experiments, it is known that
the electrons excited to the K-valley scatter to the Σ-valley within about 50 fs [Ber16]. In
contrast to the rather two-dimensional K-states, the Σ-states are more three-dimensional:
They have significant electron density in between the layers (compare Figure 46) and a
high dispersion in kz (compare Figure 45). Consequently, after scattering of electrons into
the Σ-valley, transport along the z-direction is expected to be efficient.
Additionally, holes also contribute to the charge transport. Just like the conduction
band states at the K-point, also the valence band states at this point are rather two-
dimensional states with weak interlayer coupling. However, the global maximum of the
valence band lies at the Γ-point [Ril14]. The states along Γ-A exhibit a pronounced
dispersion in kz and thus couple strongly between the layers. Consequently, holes are also
expected to contribute significantly to the transport of excited carriers in the z-direction.
Based on these considerations, we conclude that the efficient carrier transport in WSe2
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Figure 46: Real-space electron density distributions for a conduction band state at the K-
and Σ-point, respectively. The K-state is rather two-dimensional with a low electron density
between the layers. In contrast, the Σ-state has significant electron density between the layers
and thus the interlayer coupling is stronger. Modified from reference [Ber16].
after 800 nm excitation is due to the scattering of hot carriers from two-dimensional into
three-dimensional states. These three-dimensional states couple strongly in the direction
perpendicular to the crystal layers.
In contrast, 400 nm pulses can excite many transitions. Figure 45 shows that there are
several higher-lying states with a pronounced dispersion in kz. Hence, the transport of
excited carriers along the z-direction is expected to be efficient for this excitation condition
as well. This agrees with the experimental observations.
The two- or three-dimensional character of the electronic states does not only influence
the transport within the material, but also across the interface. The interlayer coupling
influences the efficiency of the carrier transfer across the interface. In the case of bulk
WSe2, the conduction band minimum is at the Σ-point, which is a state with strong
interlayer coupling. Also in WS2, states with three-dimensional character exist at this
energy. Consequently, efficient carrier transfer is expected.
On the other hand, in TMDC monolayers, the conduction band minimum is at the
K-point, which has two-dimensional character. Nevertheless, sub-100 fs charge transfer
has been observed for monolayer-monolayer heterostructures as well [Hon14], [Zhu15],
[Che16]. Consequently, the interfacial transfer is expected to be even more efficient in the
case of bulk TMDC heterostructures. This is consistent with the observation of the fast
carrier transfer across the interface in the case of 400 nm excitation.
7.4 Carrier-lattice energy transfer and phonon thermalization
in the individual materials
So far, we have discussed electronic transfer across the interface and electron-electron
scattering processes. These processes only establish equilibrium within the electronic
subsystem. On longer time scales, energy is transferred from the excited carriers to the
lattice. To study the lattice dynamics in the individual materials, we perform measure-
ments on a WSe2 and a WS2 sample using 400 nm excitation wavelength. In both cases,
the Bragg peak attenuation is described well by a single-exponential behavior with a time
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Figure 47: Bragg-peak attenuation of graphite after 800 nm excitation, probed with 80 keV-
electrons at normal incidence. A biexponential behavior is observed: The excited electrons
couple strongly to optical phonons, causing the initial decay. The second decay with a much
longer time constant corresponds to the decay of optical phonons into acoustic phonons. From
[Cha14].
constant of around 1.3 ps.
In general, the relaxation of carriers towards the band edges produces a nonequilibrium
phonon distribution. The number of phonons created in a certain mode depends on the
matrix elements for electron-phonon coupling and on the available phase space. Often,
the coupling to optical phonons is larger than to acoustic phonons [Wal16a], [Cha14]. If
the coupling to optical phonons is much larger, it can result in a biexponential Bragg
peak decay: First, a large number of optical phonons is created. Recalling the discussion
of Section 3.3, optical phonons have only a small effect on the Bragg peak attenuation
compared to acoustic phonons. On longer time scales, the number of optical phonons
decreases as the phonon distribution thermalizes and more acoustic phonons are created.
This results in a second time scale for the Bragg peak attenuation. In total, a biexponential
behavior is observed. For example, this is the case for graphite [Cha14]. Figure 47 shows
a time trace of its Bragg peak attenuation.
In contrast, in the experiments on WSe2 and WS2, a single-exponential behavior is ob-
served, even though it is known that it takes several tens of picoseconds until the phonon
distribution is fully thermalized [Wal17]. To interpret this result, it is important to keep
in mind that in the experiment, only in-plane modes are observed. In WSe2, the coupling
to the optical phonon branches B2g and A2u close to the Brillouin center is particularly
high [Wal17]. At the zone center, these modes correspond to an out-of-plane vibration
and are therefore not observed in the experiment. In principle, it is possible that the
initially created optical phonons are mainly ’dark’ for electron diffraction at normal inci-
dence. In this case, the observed signal stems mainly from acoustic phonons created by
phonon-phonon scattering. The scenario requires the decay of optical phonons into acous-
tic phonons to happen on a timescale of 1.3 ps, which is rather fast for phonon-phonon
coupling. On the other hand, it is known that the phonon-phonon equilibration between
phonons with different momenta takes several tens of picoseconds [Wal17]. Therefore, the
decay of the optical phonons into acoustic phonons would have to be much more efficient
than the equilibration between acoustic phonons with different momenta.
Another possibility is that the number of acoustic phonons created during carrier
51
7 DISCUSSION
relaxation is larger than the number of optical phonons. This could be caused by phase
space effects, since carriers close to the band edges can only create acoustic phonons.
In summary, from the measurements on free-standing WSe2 and WS2 we are able
to determine the time constant for the carrier-lattice energy transfer: (1.3±0.1) ps for
WSe2 and (1.3±0.2) ps for WS2. These values should be seen as an upper limit, since
phonon-phonon scattering processes can also contribute to the observed dynamics.
7.5 Equilibration between the two materials
As discussed above, electronic coupling is the fastest mechanism that transfers energy
between the two materials. However, due to the different band structures of the two
materials, transfer and relaxation of carriers does not necessarily lead to the same lattice
temperature in both materials. In a situation where the lattice temperatures are different,
equilibration will eventually be restored by vibrational coupling across the interface, which
typically takes place on a timescale of tens of picoseconds or more. We measure the struc-
tural dynamics after 400 nm excitation up to a time delay of 1 ns (compare Figure 27). No
further energy transfer processes at long time delays are observed. Equilibrium between
the two materials is already established after less than 10 ps.
One explanation for this observation is that the excited carriers distribute their energy
approximately equally in the two materials. In this case, the temperature difference
between the two lattices is small. This is a plausible scenario for the dynamics after
400 nm excitation: As already discussed in Section 7.2, the excess energy of the carriers
in WSe2, up to 1.9 eV, is much higher than the magnitude of the transient band bending.
Hence, the interfacial transfer is efficient. In this case, the energy deposited in each
material depends mainly on the average excess energy of the carriers in the respective
material. The average excess energy is determined by the photon energy and indirect
band gaps. WSe2 has an indirect band gap of 1.2 eV [Yeh15] and WS2 has an indirect
band gap of 1.35 eV [Bra12]. Since the difference is small, much smaller than the carrier
excess energy, the amount of energy (per volume) transferred to the lattice is expected to
be approximately the same for the two materials. Furthermore, also their heat capacities
are similar: WSe2 has a heat capacity of cp = 72
J
mol K
[Bol90] and WS2 has a heat
capacity of cp = 64
J
mol K
[o’H84]. Hence, the lattice temperatures are expected to differ
little after electron-lattice equilibration. This can explain the absence of energy transfer
processes at long time delays.
Furthermore, even if there is a temperature difference between the two materials, vi-
brational coupling between them is probably very slow, as already discussed in Section 2.3.
This is due to the low overlap between the phonon dispersions of the materials (compare
Figure 5 of Section 2.3). Consequently, even if there is a slight temperature difference, it
is probably not resolved in the measurements: in the time traces, the equilibration would
appear as a small difference in the slope of the two curves, which is difficult to detect due
to the noise of the signal.
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8 Summary and Outlook
We investigate the structural dynamics of bulk WS2/WSe2 heterostructures after photoex-
citation using time-resolved electron diffraction. This technique probes transient changes
in the phonon population after photoexcitation by making use of the Debye-Waller-effect.
By using single crystals, it is possible to observe the response of the two materials sepa-
rately and thus study electronic and vibrational coupling across the interface. We used two
different excitation wavelengths, 400 nm and 800 nm, to create two different initial carrier
distributions in the heterostructure: Exciting the sample with 400 nm creates electrons
with energies well above the conduction band minimum (and holes well below the valence
band maximum). Furthermore, most free carriers close to the interface of WSe2. After
excitation, we observe a significant carrier transfer across the interface. It is is efficient
enough such that we observe no delay of the carrier-lattice energy transfer in WS2. The
carrier transfer thus happens on time scales significantly shorter than 1.3 ps, in agreement
with previous results [Hon14] [Zhu15], [Che16], [Pan16]. Additionally, fluence-dependent
diffraction experiments on the heterostructure show that no saturation effects occur for
the carrier transfer to WS2.
Also within WSe2, the charge transfer is very efficient. This result is confirmed by
optical front pump / back probe experiments on WSe2, which yield a rough estimate for
the transport velocity on the order of 10 nm
fs
.
In contrast, 800 nm excitation creates a spatially quite homogeneous density of carriers
in WSe2. Due to the low photon energy, all carriers are located close to the band edges.
WS2 is almost not excited. For this excitation condition, we also observe charge transfer
to WS2. However, the time constant for the energy transfer to the lattice of WS2 is
significantly larger than the time constant of WSe2. This indicates that the carrier transfer
to WS2 is slow enough to significantly delay its structural response. We attribute the
delayed transfer to the development of a transient energy barrier after electron transfer.
This effect could be studied further by recording fluence-dependent measurements. From
the estimations of the transient band bending presented in Section 7.2, we inferred that for
typical excitation densities, saturation of the charge separation is already reached. In this
limit, the time constant of WS2 as well as the amount of transferred charge is expected
to be independent on the fluence. Hence, fluence-dependent measurements could yield
further information on the transient band bending. However, such experiments require
very stable experimental conditions. The noise level of the 800 nm experiments is quite
high and thus good statistics is necessary. Additionally, to monitor the transferred charge
independently on assumptions about the initial excitation profile, reference measurements
on free-standing WSe2 could be recorded, just as in the case of 400 nm excitation (compare
Figure 28).
Furthermore, the influence of transient energy barriers on the carrier transfer could
also be investigated by using doped crystals: In particular, p-doping of WS2 and n-
doping of WSe2 would increase the amount of carriers that flow across the interface upon
contact. Hence, the static band bending would be much higher compared to undoped
crystals. Figure 48 shows the band bending diagram for doped crystals. By comparing the
relaxation behavior of heterostructures with different dopant concentrations, the influence
of band bending effects on the carrier transfer across the interface could be studied further.
Additionally, further information on the heterostructure could be gained by investi-
gating its behavior at long time delays for different excitation conditions. In general,
interfacial carrier transfer and carrier-lattice equilibration does not necessarily lead to the
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Figure 48: Band bending in the case of p-doped WS2 and n-doped WSe2. Compared to the
undoped heterojunction, the band bending is much higher due to the large number of electrons
in the conduction band of WSe2 and the large number of holes in the valence band of WS2.
equilibration of the two materials. The amount of energy transferred to the lattice de-
pends on the carrier number and energy in each material. If there is still a non-equilibrium
between the two materials after carrier transfer and carrier-lattice-equilibration, further
energy is transferred across the interface by vibrational coupling. These processes can
also be detected in time-resolved diffraction. For 400 nm excitation wavelength, no en-
ergy transfer at long time scales is observed. We attribute this to the very similar indirect
band gaps of the two materials, which differ only by about 150 meV. Given that the
carriers excited with 400 nm have high excess energies of up to 1.9 eV, the amount of
energy per volume transferred to each material is expected to be roughly the same. This
could be different for 800 nm excitation: First, carriers have small excess energies. Thus,
the indirect band gap difference of 150 meV is more relevant. Second, the interfacial
charge transfer is delayed by the transient energy barrier. Consequently, the two lattice
temperatures could be different after electron-lattice thermalization.
The efficiency of the interfacial heat transfer depends on the overlap of the phonon
dispersions (compare Section 2.4.2) and thus on the alignment of the two crystals. If
vibrational coupling is observed in the 800 nm case, in the next step, the dependence of
the coupling on the rotation angle could be studied.
Vibrational coupling could also be studied in systems in which excited carrier trans-
fer across the interface is not possible. For this, a semiconductor heterostructure with
straddling (type I) band alignment is required. Furthermore, the bandgaps need to dif-
fer in order to be able to selectively excite one of the two materials. Alternatively, a
semiconductor/metal heterojunction is also suitable. Hence, possible choices include for
example WSe2 and hexagonal boron nitride (hBN), or graphene and hBN. Figure 49
displays the band alignment of these heterostructures. Since the lattice temperature of
hBN can only rise by vibrational heat transfer, these systems have the advantage that
vibrational coupling can be studied isolated from other effects.
In conclusion, our experiments show that time-resolved electron diffraction on het-
erostructures is a tool that allows to study not only the structural dynamics within the
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Figure 49: Panel (a) shows the band alignment of a hexagonal boron nitride (hBN)/WSe2 het-
erostructure (multilayer/multilayer). The heterostructure exhibits a straddling (type I) band
alignment. Panel (b) shows the band alignment of a hBN/graphene heterostructure (multi-
layer/monolayer). Both heterostructures can be used to study vibrational coupling across the
interface by exciting only WSe2 or graphene, respectively. The band bending is negligible for
typical sample thicknesses (tens of nanometers) due to the very low density of excited carriers
in hBN.
individual materials, but also both electronic and vibrational energy transfer processes
across heterostructure interfaces. In principle, any sample consisting of two or even more
single-crystalline materials can be studied. Consequently, the technique could help to
shed light on electronic and thermal interfacial coupling in a large number of different
heterojunctions. Understanding these interactions is a first step towards the successful
design of devices based on two-dimensional van der Waals materials.
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Appendix A: transmission measurements with the op-
tical microscope
To estimate the accuracy of the transmission measurement described in Section 4.3, we
measured the density of several ND filters (Thorlabs NEXXA, XX=OD*10). The resulting
values are:
optical density filter expected measured deviation
transmittance transmittance
0.3 none 0.50 0.50 0%
406-422 nm 0.49 0.50 +2%
628-672 nm 0.50 0.55 +10%
773-812 nm 0.47 0.53 +13%
0.5 none 0.32 0.29 -10%
1 none 0.11 0.10 -9%
406-422 nm 0.10 0.08 -20%
628-672 nm 0.10 0.11 +10%
773-812 nm 0.14 0.17 +21%
In general, the measured transmission values agree well with the expected ones. The
accuracy of the method is about 10 % for transmission of 0.3 or more and around 20 %
for smaller values.
The limited accuracy of these values leads to a rather large uncertainty of the calcu-
lated thicknesses. Furthermore,literature values for the optical properties don’t always
agree. This also contributes to the uncertainty of the flake thicknesses determined by this
method.
A more precise determination of the thickness could be achieved by measuring trans-
mission and/or reflection spectra locally. This method has the advantage that the inter-
ference features could be identified and used for the determination of the sample thickness.
The position of the interference peaks only depends on the sample thickness, but not on
the optical properties. Consequently, a much more precise determination of the thickness
would be possible with this method.
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Appendix B: properties of the heterostructure samples
The time-resolved diffraction measurements were taken on three different WS2/WSe2 het-
erostructure samples. The thicknesses of the constituent materials were determined using
the method described in Section 4.3. Using this information and the optical properties of
WSe2 and WS2 [Bea76], [Eic14], the ratio of energy deposited in each material for exci-
tation with 400 nm center wavelength was calculated. The results are displayed below.
sample dWSe2 dWS2 〈EWSe2〉 / 〈EWS2〉 (dWS2 · 〈EWSe2〉)/(dWSe2 · 〈EWS2〉)
[nm] [nm] (total energy) (energy per layer)
1 39±10 10±5 ≥89% ≥75%
2 40±10 30±5 ≥87% ≥83%
3 26±5 12±3 ≥82% ≥72%
Samples 1 and 2 were used for the measurements with 400 nm pump center wavelength.
The ratio of energy deposited per layer in WSe2 compared to WS2 is high for both these
samples. This result is important for the experiments with 400 nm excitation wavelength:
It allows to conclude that the Bragg peak attenuation of WS2 is mainly due to elec-
trons transferred across the interface (compare Section 7.1). Sample 3 was used for the
measurements with 800 nm pump center wavelength.
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Appendix C: calculation of the potential offset due to
static and transient charge imbalance
As explained in sections 2.4.1 and 7.2, charge imbalance between the materials creates an
electrostatic potential. This leads to energetic shifts of the bands and can be visualized
using a band bending diagram (compare figures 7 and 41). The electrostatic potential
depends on the distribution of the excess charge in each material, which is often unknown.
A simple estimation can be made based on the assumption of a homogeneous charge dis-
tribution (compare Figure 42 a). Let ρ be the surplus charge density. For a homogeneous
distribution of the surplus charge carriers within a thickness d on each side, it reads:
ρ(z) =

−ρ0 if − d < z < 0
ρ0 if 0 < z < d
0 otherwise
(26)
d is the thickness of the two materials forming the heterojunction. For simplicity, we as-
sume the same thickness for both materials. We also assume the heterojunction to extend
infinitely in x- and y direction, which is an excellent approximation for the heterostruc-
tures studied in this work. Then, we can treat the problem as being one-dimensional. In







0 denotes the vacuum permittivity. The above equation can be solved by integrating
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(28)
Here, the boundary condition E(−d) = E(d) = 0 was already inserted11. The second






















d2 if z < −d
(29)
This expression was used to estimate the amount of static and transient band bending.
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