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Notation
‖X‖p,J The p-variation of path X on time interval J
dp(X,Y) p-variation metric between two paths X and Y
E(X, p)[0,T ] The optimal partition for the p-variation of path X
on time interval [0, T ]
A∗ Transpose of matrix A
diag(A) The diagonal elements of matrix A
trace(A) The trace of matrix A
λmax(A) The maximum element of the eigenvalues of matrix
A
‖A‖q The q-norm of matrix A








= C with C a finite number
Aγ ∼ o(Bγ) Bγ is an upper bound of Aγ when γ →∞ or γ → 0
P−→ Converge in probability P
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Abstract
The dissertation is centred at the topic of parameter estimation for fractional
stochastic differential equations. Three projects are included, and they all con-
tribute to the problem of parameter estimation motivated by rough path theory.
The first project derives an algorithm for the calculation of the p-variation of a
piecewise linear path. One thing to be noticed is that the definition of p-variation
is different from the definition in Itô’s sense where the mesh of the partition goes
to zero. The algorithm first transforms the path into a weighted graph and then
exploits the optimal substructure.
The second one studies the method of the construction of approximate maximum
likelihood estimators (MLEs) for discretely observed case by applying it to frac-
tional Ornstein-Uhlenbeck (O-U) process. Parameter estimation for fractional pro-
cesses is in the early development, especially for discretely observed cases. Most
methods follow a strategy which approximates the exact likelihood function, and
the method we study constructs the MLEs by building the exact likelihood function
from an approximate model. The method is constructed under the frame work of
rough path theory which makes it has a wide application even for the very rough
paths.
The final project relates to the second one. We study an inverse algorithm in the
final project which allows us to calculate the driving force {Xt} given observations
{Yt}. The difficulty of the inverse problem we considered lies in the mismatch
between data and model. We need to calculate the piecewise linear driving force
of the approximate model, given the observations generated from the original con-
tinuous partial differential equation. The algorithm is motivated by the property
of the signature of a path, that is, the signature is invariant by adding tree like
paths. Thanks to the algorithm, the method in project two can be implemented
to stochastic differential equations without analytical solutions, and we conduct




The dissertation is centred at the topic of parameter estimation for rough
stochastic differential equations, and three projects are included. The first project
derives an algorithm for the calculation of the p-variation of a path. The p-variation
arising from Young’s integral, is important in integral equation, operator analysis
[23] and also in statistical inference. For instance, it can be used to estimate the
volatility when the exact variation of a process is unknown. Despite many theoret-
ical analysis involving p-variation, there are not many researches on the calculation
of p-variation. Only one algorithm for the calculation is found. The algorithm uses
segments and combine strategy which is different from our algorithm. We derive
the algorithm by converting the path to a weighted graph and then exploit the
property of optimal substructure.
The second one studies the method of the construction of approximate maximum
likelihood estimators (MLEs) for discretely observed case by applying it to frac-
tional Ornstein-Uhlenbeck (O-U) process. Brownian motion has been a popular
random process to model random phenomenon, for instance in biology [66], and in
[48], and thereby many studies contribute to the statistical inference of Gaussian
process, especially when only partial observations can be obtained, since in most
of the cases, we only have the observations at discrete time point in reality. In
addition, the discretely observed case is more challenging because of the missing
information which introduces error in our estimation. Many strategies for deal-
ing with the error have been proposed. For the likelihood method, Ait-Sahalia [1]
proposed a way to approximate the likelihood in a closed form. A computational
approximation method using Monte-Carlo to simulate the approximate likelihood
where the integrals in likelihood function are approximated by Riemann-Stiljes sum
6
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has also been developed [54]. The method can be strongly biased if the time be-
tween observations is large [54]. Hence, the Martingale estimation method [42]
is proposed in order to fix the bias problem by introducing a compensating fac-
tor. Apart from deriving the likelihood function, moment matching [25], Bayesian
method [57] and indirect method are several among other strategies to solve the
parameter estimation problem. A survey on methods tackling this issues can be
found in [61].
Parameter estimation for fractional processes is in early development. For the
continuously observed case, the methods are motivated by the fundamental mar-
tingale. Fractional process can be transformed to a fundamental martingale by
applying some integral transformation to the process, and then usual martingale
approach can be applied for the parameter estimation, see [35], and [37] for exam-
ple. By the same virtue, Tudor et al [64]proposed another method for a general
class of fractional differential equations, which is by far the most general method
for the continuously observed cases for fractional processes. Partial discussion for
discretely observed case is made in [64]. The above methods follow the same strat-
egy which constructs the estimators by approximating the likelihood function of the
continuous model, and the method we study constructing the MLEs by building
the exact likelihood function for an approximate model. The approximate model
is a piecewise smooth ordinary differential equation, in comparison to the integral
transformation in fractional calculus, it is easy to understand and to apply.
For the above method to work, we need to calculate the driving force {Xt} given
observations {Yt}, and we study such an algorithm in the final project. Inverse
problem for differential equation can be loosely characterised as follows, given ob-
servations {Yt} satisfyingYt = F (θ, ut) , we find the function {ut}. The difficulty
lies in the fact that the inverse operator F−1 is not necessarily well defined, and
thus many studies focus on the analysis of the regularity of the operator F−1 [31].
The inverse problem we considered is different from the above for the following rea-
sons, we assume sufficient regularity of the inverse operator, and the difficulty lies
in the mismatch between data and model. We need to calculate the piecewise lin-
ear driving force of the approximate model, given the observations generated from
the original continuous partial differential equation. The algorithm is motivated
by the property of the signature of a path, that is, the signature is invariant by
adding tree like paths. Thanks to the algorithm, the method in project two can be
implemented to stochastic differential equations without analytical solutions, and
we conduct numerical experiments on several such differential equations.
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The thesis is organized as follows. In Chapter 2, we provide some preliminaries
on rough path theory which relates to our projects. Chapter 3 is about the algo-
rithm of the calculation of the p-variation, Chapter 4 is devoted to the parameter
estimation problem for the discretely observed fractional processes, and finally, the
inverse algorithm is discussed in Chapter 5. In addition, a list of theorems which
will be used are presented in the Appendix for the reference of the readers. What’s
more, some calculations and proofs for the second project are also included in the
Appendix.
Chapter 2
Preliminaries on rough path
theory
In this chapter, some important and relating concepts in rough path theory
are introduced, with an focus on p-variation, signature and the rough differential
equation. Most of the material can be found in [41], and thus we will not make
explicit citation unless it is from other source.
2.1 P-variation
The p-variation is a basic yet important concept in rough path theory. In this
section, we will introduce some properties of the p-variation. The p-variation is
defined as follows,
Definition 1. [41] Let {Xt} : J → E be a continuous path where (E, |.|) is a









It is often referred to as the true p-variation, in order to distinguish it from
the p-variation in Itô’s definition. The difference is that, the quadratic variation is
calculated by letting the mesh goes to zero, whereas p-variation it is calculated by
taking the supreme of the p-variation over all the possible finite partitions, and the
mesh does not go to zero. It is obvious that ||X||p,J ≥ |Xt −Xs|, and therefore a
path is of zero p-variation if and only if it is a constant path. Generally, an α-Hölder
9
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continuous path has finite true 1α -variation. Therefore Brownian motion has finite
non-zero p-variation for any p > 2, and its 2-variation is unbounded. However, for
the partition whose mesh goes to zero, the 2-variation of Brownian motion is T
for any interval [0,T] almost surely. For any p > 2, such partition will yield zero
p-variation of Brownian motion, but the true p-variation will be a positive finite
number. Next, two basic but important properties of the true p-variation will be
given which were proposed by T.Lyons [41] (Chapter 1.2, p4, Lemma 1.6).
Property 1. Let ϕ : J → J be a non-decreasing surjection. Then ||X||p,J =
||X ◦ ϕ||p,J ∀p ≥ 1.
Property 2. The function p→ ||X||p,J from [0,∞) to [0,∞] is non-increasing.
2.2 Signature
Signature is an important concept in rough path theory. Signature, defined
as a series of iterated integral over a path, provides us with an efficient way of
summarizing the features of quickly oscillating paths. Traditionally, paths are taken
as an evolving system over time horizon, and the way to deal with them is to sample
them at some discrete interval. However, the method can be inefficient when the
paths are quickly oscillating, since it relies on sampling them at a very fine grid so
that we would not omit the picks over small intervals. What’s more, we can see
that redundant information might occur for sampling method, due to the repeated
behaviour of paths over certain time interval. We can ask the question that whether
it is necessary to include all the picks at a very fine grid, and how much new
information will we gain from the finer and finer sampling. On the contrary, the
signature of a path provides us with a tool to compress the data without losing
the key features. The paths can be broken down into several segments and we can
represent the features of the path by its signature under each segment. It is proved
to be a more efficient way of summarising an evolving system than sampling the
system at fine grid for Brownian motion case[19]. In addition, it has many successful
applications, such as to financial market data [40], Chinese handwriting recognition
[28], and medical and neuroimaging pattern recognition [13].
Let X : J → E be a n-dimensional continuous path, with J a compact interval,






dxt1 ⊗ dxt2 ⊗ ...⊗ dxti
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Each i-th iterated integral lives in a tensor space E⊗i with dimension N i where N
is the dimension of E.
It should be noticed that the definition of the iterated integral has some ambiguity
as to the definition of the integral, and we will not elaborate on this issue because
it is not the focus of this report. The integral can be defined, for example, in Ito’s





The relevant discussion can be found in Chapter 3 and 4 in T.Lyon’s St.Flour
notes[41].
Definition 2. We denote S(X) to be the signature of the d-dimensional continuous
path X, and thus
S(X) = (1, X1, X2, ..., Xn, ...)
S(X) is an object which contains all levels of the iterated integral of X, and
S(X) lives in tensor space T (E) =
∞⊕
i=0
E⊗i. An important operation on the signa-
ture is the concatenation,
S(X)s,t = S(X)s,u ⊗ S(X)u,t,
and we define the inverse S(
←−
X )u,s of a signature S(X)u,s as follows
1 = S(X)s,u ⊗ S(
←−
X )u,s, 1 = S(
←−
X )u,s ⊗ S(X)s,u,
where 1 = {1, 0, 0, ...} the unit element, is the signature of a constant path. As we
can see that the signature of paths forms a group over concatenation operation.
Another important property of signature is invariance over time parametrization.
Consider a pathX : [0, T ]→ E, and another path X̃τ(t) under the time parametriza-
tion τ : [0, T ]→ [0, T ]. Then we have
S(X)[0,T ] = S(X̃)[0,T ].
As we can see the first few levels of iterated integral contains most of the informa-
tion, and we can actually truncate the signature of a p-rough path up to bpc level.
We define T bpc = πbpc(T (E)) to be the truncated tensor space.
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Let C0,p(∆T , T
bpc(E)) be a functional space which contains all the continuous func-
tions from the simplex ∆T to the truncated tensor algebra T
bpc(E) with finite p-
variation, and let X,Y ∈ C0,p(∆T , T bpc(E)). Then the p-variation metric between















Other important properties on the signature include shuffle properties, and log sig-
nature, an important transformation of the signature. Please refer to the St.Flours
notes for more information, or papers[40], [28], and [13] which are about application
of the properties of the signatures.
2.3 Rough Differential Equation
We give the definition of the p-rough path first in order to give the definition
of the rough differential equation. Beforehand, we introduce the definition of mul-
tiplicative functional.
Definition 3. (p42, Section 3.2.1, Definition 3.1) Let V be a Banach space, and
n ≥ 1 be an integer. Let ∆T be a simplex on [0, T ], and Tn(V ) be an nth level of
truncation of the signature space of V . Let X : ∆T → Tn(V ) be a continuous map.







s,t) ∈ R⊕ V ⊕ V ⊗2 ⊕ · · · ⊕ V ⊗n.
The function X is called a multiplicative functional of degree n in V if X0s,t = 1 for
all (s, t), (t, u) ∈ ∆T , and
Xs,t ⊗Xt,u = Xs,u.
Next, we give the definition of p-rough path.
Definition 4. (p52, Section 3.2.1, Definition 3.11) Let V be a Banach space. Given
a real number p, X is a bpc-rough path if it is a multiplicative functional of degree
bpc in V and has finite bpc-variation.
Please refer to Definition 1 for the definition of bpc-variation. As we can see, the
first level of the rough path is the increment of the original path. A geometric p-
rough path is a p-rough path that can be expressed as the limit of 1-rough paths in
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the p-variation metric. For two p-rough paths, X, Y, and a Banach space (V, ‖.‖),
the p-variation metric is defined as follows (p52, Section 3.2.1)














where D is the time partition of [0, T ]. The space of geometric p-rough path in V
is denoted by GΩp(V ).
We then introduce the universal limit theorem which guarantees that the solution
of a differential equation will be a geometric rough path when the driving force is
a geometric rough path.
Theorem 2.3.1 (Universal Limit Theorem). (p83, Section 5.3, Theorem 5.3) Let
V and W be two Banach spaces. Let p ≥ 1 and γ > p be real numbers. Let
f : W → L(V,W ) a γ-Lipschitz continuous function. For all X ∈ GΩp(V ) and
η ∈W , the equation
dYt = f(Yt)dXt, Y0 = η
admits a unique solution which depends continuously on X and η in p-variation
metric. The rough path Y is a p-geometric rough path.
We give the definition of the γ Lipschitz function given in the book [27] by
P.Friz and N.Victoir.
Definition 5. (P216, Chpter 10.1, Definition 10.2) A map Q : E→ F between two
normed space E, F is γ-Lipschitz if Q is bγc times continuously differentiable and
there exists a M , such that the supreme norm of its k-th derivative, k = 0, 1, ..., bγc
and the {γ}-Hölder norm of its bγc derivative is bounded by M , where {γ} = γ−bγc.
Chapter 3
Optimal partition for p-rough
paths
In the first project, an algorithm for calculating the p-variation of piecewise




number of combinations, which means that the number of possible combinations
grows exponentially with respect to n, and thus finding the optimal partition is
computational intensive.
Despite the difficulty, it is worthwhile calculating the p-variation of a sample path
since it can be applied to the parameter estimation problem as a more robust
estimator than the quadratic variation. Because by definition, p-variation can never
be zero, and as long as p is large enough, the p-variation is finite. For example,
the empirical financial data [26], [34] suggests that the stock price does not follow
a semi-martingale process if we consider the process on a fine time grid, and thus
as we take the observations on a very fine grid, the quadratic variation does not
converge which renders the quadratic variation useless or force us to only take
observations at a rougher time grid. On the contrary, p-variation as an estimator
can yield something meaningful since we can adjust the magnitude of p in order
to for p-variation to be a finite number rather than having an infinite estimator as
quadratic variation. For instance, for a path of finite 2.1 variation, its quadratic
variation will go to infinity, but we can find a finite p-variation of the path as long
as p > 2.1. By the property, when estimating the diffusion coefficient of the limiting
homogenized multiscale model, the use of the p-variation can avoid the problem of
subsampling[50] which exists for the estimator derived by the quadratic variation.
14
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In addition, motivated by [50], T. Manikas and A.Papavasiliou [63]proposed an
estimator which is the quadratic variation [53]corresponding to the local extrema
of the process. This estimator is easier to compute than the estimator in [50], and
the L2 error is smaller than the estimator using the quadratic variation [63].
The chapter is organized as follows. First, we provide some literature review on
the topic of p-variation calculation, and then, we provide necessary background
for the algorithm, which is optimal substructure. Since we will conduct numerical
experiments on the diffusion coefficient estimation for fractional Brownian motions
as an example of the application of the p-variation, we also provide the background
on fractional Brownian motion. Then we explain the algorithm for one-dimensional
and multi-dimensional cases and then we conduct some numerical experiments.
3.1 Literature review
In paper[22], Driver discusses the problem of calculating the p-variation of a
piecewise linear path {Xt} on {t1, t2, ..., tn}, and proves the result that the optimal
partition is a subset of the point set of the extrema. Extrema point Xti is a
point such that Xti > max(Xti−1 , Xti+1), or Xti < min(Xti−1 , Xti+1). The author
considers one kind of path called jog-free, and proves that if the path is jog free,
then the optimal partition includes all the extrema points. The jog free path is
defined as follows,
Definition 6. Let {Xt, t ∈ [0, T ]} be a path which only contains extrema points,
and if the extrema points satisfy the property where all local maximum points Xt
are greater than Xs for s > t, and all local minimum points Xt are smaller than
Xs for s > t, then the path is called jog free.
Though no complete algorithm is given in [22], the results obtained by Driver
provide the starting point for further research. An algorithm for calculating p-
variation of a one-dimensional sample path is given by V.Butkus [11]. The main
idea is to first find optimal partitions for some sub intervals and then combine the
sub intervals together. The advantage about the algorithm is that by separating
the path into several segments, we can use parallel computing to simultaneously
find the optimal partition for each segment, which accelerates the speed. However,
the algorithm dose not simplify the procedure for finding the optimal partition in a
sense that the algorithm searches every possibility of the partition when calculating
the optimal partition for each segment. Moreover, the combining procedure is also
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calculation intensive, since we have to consider all the points from both intervals
in order to find the joint points defined as the adjacent points which originally
come from two different segments. The procedure is repeated for every segment
of the path till we have the optimal partition for the whole path. As we can see
that the algorithm does many redundant work by searching through all the possible
combinations.
The algorithm proposed by V.Butkus [11] solves the problem using a dynamic
algorithm, in which the optimal problem is decomposed into several sub problems,
and then combining the sub problems to achieve the optimization. While our
method tackles the problem from the greedy algorithm point of view, that is we
search for the optimal partition along the time points in sequence and in the end,
we have the optimal partition for the path on the whole interval. Our algorithm
calculates the optimal partition for the time being (local optimization) which is the
characterization of greedy algorithm.
3.2 Preliminaries
In this section, we introduce some background knowledges on optimal substruc-
ture and fractional Brownian motion.
3.2.1 Optimal substructure
In order to find the optimal partition, we first transform the path into a graph,
and thus the problem becomes an optimization problem for the graph. Thus, we
provide some background on graph theory. By [21](Chapter 1.1, p2), a graph is
a pair G = (V,E) of sets such that E ⊆ [V ]2, and a directed graph is defined as
follows,
Definition 7. A directed graph is a pair (V,E) of disjoint sets (of vertices and
edges) together with two maps init : E → V and ter : E → V assigning to every
edge e an initial vertex init(e) and a terminal vertex ter(e). The edge e is said to
be directed from init(e) to ter(e).
A path of a graph G, is a pair from (V,E), such that V = {v0, v1, ..., vm}, and
E = {v0v1, v1v2, ..., vm−1vm}. If vm = v0, then the path is a cycle. A directed graph
is said to be a directed acyclic graph (DAG) if it has no cycle. Every edge can have
a weight, and a weight of edge vivj is denoted by w(vivj). For a weighted directed
graph (a directed graph assigning each edge a weight), an important problem is the
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searching for the longest path. Generally, the search for the longest path in a graph
is an NP-hard problem[59], but since DAG has the optimal substructure property,
the longest path problem for DAG can be solved in time O(|V | + |E|) [16] where
|V | is the number of vertices and |E| is the number of edges of the graph.
Optimal substructure refers to the property that the optimal property (longest, or
shortest) of a path is preserved by any sub-path[16]. For example, if (v1, v2, ..., vn)
is the shortest path from v1 to vn in a graph G, then any sub-path (vi, vi+1, ..., vi+m)
is the shortest path from vi to vi+m in G. We prove that the longest path problem
for DAG has optimal substructure in the following,
Lemma 3.2.1. For a weighted directed acyclic graph G = (V,E), the longest path
problem for G has optimal substructure.
Proof. Suppose (v1, v2, ..., vn) is the longest path in a weighted DAG, and if there
exists a sub-path of the longest path, say (vi, vi+1, ..., vi+m) such that the longest
path from vi to vi+m is not (vi, vi+1, ..., vi+m), then by swapping the segment,
we can have a longer path from v1 to vn. This contradicts the assumption that
(v1, v2, ..., vn) is the longest path.
The reason we can do the swap is that the graph has no cycle. Thus, any swap










From the above graph, the longest path from a to e is {a, b, e}, but the longest
path from b to e is not {b, e}. The longest path from b to e is {b, d, a, c, e}, and
thus, we can see that graphs with cycle do not have the optimal substructure.
3.2.2 Fractional Brownian motion
We provide some background on fractional Brownian motion, and the material
can be found in [46]. We consider {Bht } on (Ω,F ,F(t>0), P ) with Hurst index h.
The one-dimensional fractional Brownian motion is a continuous Gaussian process
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with zero expectation. However, it does not necessarily have independent increment
in contrast to standard Brownian motion. The covariance between Bt and Bs is
E(Bht Bhs ) =
1
2
{t2h + s2h − |t− s|2h}
where h ∈ (0, 1) is the Hurst index. Hence the covariance of the increment is
E((Bht+r −Bht )(Bhs+r −Bhs )) =
1
2
{|t− s+ r|2h + |t− s− r|2h − 2|t− s|2h}.
The above expression indicates that the increment of fractional Brownian motion
has stationary distribution. In addition, we can see from the above equation that
fractional Brownian motion is Brownian motion when h = 0.5. When h > 0.5, the
increments are positively correlated, and fractional Brownian motion has long time
memory. On the contrary, when h < 0.5, the increments are negatively correlated,
and therefore the process oscillates more quickly .
Consider a random vector of increments of fractional Brownian on a homogeneous
time point set with ti − ti−1 = δ,












ti , and the covariance matrix of ∆B
h is as follows
Σn =

ρ0 ρ1 ρ2 . . . ρn−1















{(|i− j|+ 1)2h + (|i− j| − 1)2h − 2|i− j|2h}.
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3.3 One-Dimensional case
We would like to explain the one-dimensional case in this section. We first
introduce some notation, and then we provide a representation of the problem in
terms of DAG.
3.3.1 Setting
Notation Let {Xδt , t ∈ [0, T ]} be the piecewise linear interpolation of a real valued
path {Xt} with finite p-variation on homogeneous time point set
D0 = {t0, t1, ..., tn} = {0, δ, 2δ..., T},
which we call the original partition. We give some definitions and notations which
will be referred to frequently.
• Optimal Partition. The partition we use to calculate the p-variation of {Xδt }
on [0, T ], denoted by E(Xδ, p)[0,T ].
• Monotonic Sequence. If the point set Xδ = {Xδti , X
δ




ically decreasing or increasing, then we call the point set Xδ a monotone
sequence and we also say that the points are in the same direction.






ti+1} is a monotonous
sequence.



















• Extremal Partition. Extremal partition is the partition which contains only
the extremal points and is denoted by Dm(Xδ)[0,T ].





p)1/p, where A is a finite partition of some time interval.
It is worth noticing that the extremal partition is not unique for a specific given
partition, and a piecewise linear path can have more than one extremal partition. In
our case, we consider the extremal partition with respect to the original partition
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t1 t2 t3 t4
Figure 3.1: Category of points
Representation We would like to transform the piecewise linear path into a
weighted directed graph, and thus the problem of finding the optimal partition can
be solved by finding the longest path in the graph. Actually, the piecewise linear
path can be transformed to the directed acyclic graph (DAG). If tu and tv are two
vertices with u < v, then we draw a directed edge from tu to tv, and in this way
we can turn the path into a DAG. Since time has only one direction, the graph has
no cycle. The search for the optimal partition is equivalent to the search of the
longest path of the DAG from t0 to tn where each edge is weighted in the following














w = 0.64 w = 1.69
w = 0.25
Corresponding weighted directed acyclic
graph
Since the longest path problem of a DAG has the optimal substructure by
Lemma 3.2.1, the optimal partition has optimal substructure by the above trans-
formation. The substructure of optimality guarantees the algorithm of searching
for the optimal partition consumes linear time, and the complexity of the algo-
rithm will be discussed in Section 2.3.3. By the substructure of optimality, the
optimal partition of {Xδt , t ∈ [0, ti]} is E(Xδ, p)[0,T ] truncated at time ti, de-
noted by E(Xδ, p)[0,T ]|[t0,ti]. Also, the optimal partition of {Xδt , t ∈ [ti, T ]} is
E(Xδ, p)[0,τi+1]|[ti,T ]. We make a theorem about the optimal substructure of the
optimal partition.
Theorem 3.3.1. E(Xδ, p)[0,T ] has optimal substructure property.
Proof. Since we can transform the path to a DAG, and the searching for the optimal
partition is equivelent to finding the longest path for the DAG. From Lemma 3.2.1,
a DAG has the optimal substructure property, and so does the optimal partition
for a given path.
3.3.2 P-variation algorithm
Before presenting the algorithm, we explain the components of the algorithm.
Extremal point set The first theorem we want to prove is that the optimal
partition of p-variation for {Xδt } is a subset of the extremal partition Dm, the
extremal partition with respect to the original partition D0. The result is also
proven by Driver [22]. Beforehand, we prove a lemma.
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Lemma 3.3.1. Let {Xδt } be a 1-dimensional piecewise linear path on [0, T ]. For
a partition A ⊆ D0, if there exists H = {ti, ti+1, ..., ti+m} ⊆ A such that {Xδt }
is a monotonic sequence on H. Then by excluding {ti+1, ..., ti+m−1} from A, the
pre-p-variation of {Xδt } can be increased where p ≥ 1. That is,
Vp(A\{ti+1, ti+2, ..., ti+m−1}, Xδ) ≥ Vp(A, Xδ)








ti . Since {X
δ
t } is monotonic on
{ti, ti+1, ..., ti+m}, we have |c| > |aj | for j ∈ {i, i+ 1, ..., i+m− 1}, and
m−1∑
j=i
|aj | = |c|. (∗)



















By the definition of p-variation, the lemma is proved.
We prove the following theorem by the above lemma, and the theorem is first
proved by Diver [22].
Theorem 3.3.2. Let {Xδt } be a 1-dimensional piecewise linear path. The optimal
partition of the p-variation of {Xδt } is a subset of its extremal partition. That is
E(Xδ, p)[0,T ] ⊂ Dm.
Proof. Let A ⊆ D0 be a partition, and let ti ∈ A be corner point with respect to
the original partition D0. Then there are two cases for Xδti with respect to A. First,
Xδti is a corner point in A. By Lemma 3.3.1, we should exclude X
δ
ti . Secondly, X
δ
ti







and Xδti+1 are the neighbour points of X
δ
ti in A. Because X
δ
ti is not an extremal
point in D0, we can find a point Xδτ such that Xδτ > Xδti with ti−1 < τ < ti+1.
Then, we have
|Xδτ −Xδti−1 |
p + |Xδτ −Xδti+1 |
p > |Xδti −X
δ
ti−1 |
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Therefore, A cannot be the optimal partition for the p-variation of {Xδt , t ∈ [0, T ]}.
Second last point By optimal substructure, we prove that the optimal partition




τ∗ ∈ E(Xδ, p)[0,τi], and τ∗ is defined as the second last point. We would like to
derive the corollary from Theorem 3.3.1.




∗ ∈ E(Xδ, p)[0,τi].
A lemma is presented first which will be useful for the proof of the above corol-
lary .
Lemma 3.3.2. Let x, y > 0, and x +
∑
i












αi + y + b)
p > |a+ x|p +
∑
i
|α|p + |b+ y|p,
where a, b > 0, and p > 1.




p − xp −
∑
i
























∂y are positive, and hence
f(x, y) is increasing with respect to each variable x and y. In addition, a and b are
positive number, f(a+ x, b+ y) > f(x, y) > 0.
We proceed to prove the corollary 1.
Proof. Suppose E(Xδ, p)[0,τi+1] includes points which do not belong to E(X
δ, p)[0,τi],
and letXδt′k
be the last of such point. Then, it is the second last point in E(Xδ, p)[0,τi+1]
by the optimal substructure. Let Xδτ ′k−1
and Xδτ ′k+1
be the closest left and right
points to Xδt′k




, Xδτi+1} are in the same
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direction. Since, if Xδτ ′k+1
is an extrema point with respect to Xδt′k
and Xδτi+1 , then
Xδτ ′k+1
∈ E(Xδ, p)[0,τi+1] which contradicts the assumption. By the same virtue, if
Xδt′k




which contradicts the assumption. We assume that the points are increasing,





be the closest right and left points toXδτ ′k−1
from E(Xδ, p)[0,τi+1].





k−i ∈ E(Xδ, p)[0,τi+1], where i = {0, 1, ..., l − 1}. By












|αi|p + (Xδt′k−l −X
δ
τ ′k−1







−Xδt′k , from Lemma 3.3.2,
Vp({τ ′k−1, τi+1}, Xδ) > Vp(E(Xδ, p)|[τ ′k−1,τi+1], X
δ).
Thus Xδτ ′k−1




} are in the same
direction (increasing by the assumption), since otherwise Xδτ ′k−1
should be included
in E(Xδ, p)[0,τi+1].

























That is E(Xδ, p)[t′k−l−1,τi+1] dose not equal to the truncation of E(X
δ, p)[0,τi+1] on
time interval [t′k−l−1, τi+1] which contradicts to the optimal substructure property.
By Corollary1, the optimal partition satisfies a specific pattern
E(Xδ, p)[0,τi+1] = E(X
δ, p)[0,τ∗] ∪ τi+1
where τ∗ ∈ E(Xδ, p)[0,τi]. Therefore the search for optimal partition is essentially
equivalent to the search of τ∗, the second last point. We make two observations
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about the second last point which allow us to narrow down the spread of the second
last point. Recall that ‖X‖p,J refers to the p-variation of path {Xt} on time interval
J .
Observation 3.3.1. Let τ∗ be the second last point to {Xδt , t ∈ [0, τi+1]}. Then








Proof. It is obvious ‖Xδ‖p,[0,τl] ≤ ‖X












Hence tl for l < k, cannot be the last second point.




, where {τ ih, τ ih+1} ∈ E(Xδ, p)[0,τi]
such that Xδ
τ ih





≥ Xδτi+1 ≥ X
δ
τ ih+1
. Then the last second point
of {Xδt , t ∈ [0, τi+1]} is in E(Xδ, p)[0,τi]|[τ ih+1,τi].
Proof. It suffices to only consider the case when Xδ
τ ih










Vp({τ ik, τi+1}, Xδ) < Vp({τ ik, τ ih+1, τi+1}, Xδ)
and otherwise
Vp({τ ik, τi+1}, Xδ) < Vp({τ ik, τ ih, τi+1}, Xδ).
In either case τ ik cannot be the second last point.
Algorithm By Theorem 3.3.2, we need only consider the extremal point set
Dm = {τ0, τ1, τ2, ..., τm}. The algorithm takes an induction on time points, i.e.
E(Xδ, p)[0,τi+1] is derived based on E(X
δ, p)[0,τi]. It is an obvious fact that E(X
δ, p)[0,τ1] =
{τ0, τ1}, and therefore we explain the algorithm given that we know E(Xδ, p)[0,τ2].
First, we define an m dimensional vector V with V (i) = ‖Xδ‖p,[0,τi], and thus








p for i = 1, 2. The algorithm is as follows
1. Given the optimal partition of {Xδt , t ∈ [0, τi]}, E(Xδ, p)[0,τi]
2. Find the point τl such that |Xδτl −X
δ
τi+1 | = max
τ∈E(Xδ,p)[0,τi]
|Xδτ −Xδτi+1 |
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. If we cannot find such τk, set τk = t0.
4. Let τu = max(τl, τk)
5. Calculate vj = V (j)
p + |Xδτj −X
δ
τi+1 |
p, for τj ∈ E(Xδ, p)[0,τi]|[τu, τi]




7. E(Xδ, p)[0,τi+1] = E(X
δ
τm , p)[0,τm] ∪ τi+1
We would like to make some remark on the algorithm. Step 2 to step 4 are to narrow
down the spread of second last points based on Observation 2.3.1 and Observation
2.3.2. In step 5, we find the second last point within the range determined in the
previous step. Step 7 is due to Corollary 1.
We would like to illustrate the algorithm by considering the following path
Xδt







It is obvious that E(Xδ, p)[t0,t4] = {t0, t1, t2, t3, t4}, and we would like to find
E(Xδ, p)[t0,t5]. We do that by searching for the second last point t
∗ ∈ E(Xδ, p)[t0,t4].
We apply the two rules to narrow down the spread of the last second point.
From step 3, we know that the second last point is t4, and thus E(X
δ, p)[t0,t5] =
{t0, t1, t2, t3, t4, t5}. For E(Xδ, p)[t0,t6], by applying step 2, we know that the sec-
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In our case, t∗ = t3 for p = 2, and E(X
δ, p)[t0,t6] = {t0, t1, t2, t3, t6}.
Complexity Analysis Consider an n-piecewise linear path, and the worst sce-
nario is that, for each time point ti, we have to check every time point before ti.




It is worth noticing that O(n2) is of the same order as the number of edges in the
DAG converted by the path, which is consistent with the theorem that the longest
path problem consumes linear time O(|V | + |E|) for a DAG G = (V,E) [16]. Nu-
merical results on the running time will be provided in the next section.
3.3.3 Numerical analysis
In this section, we present numerical results on the p-variation calculation. Since
p-variation is suggested to be a robust estimator for the diffusion coefficient for
multi-scale models [50] for the reason that it can avoid the problem of the optimal
sub-sampling, and it can always yield a finite number by changing the value of p,
we would also like to present numerical results on the estimation of the diffusion
coefficient. The process we consider is fractional Brownian motion {Bht } where h
is the Hurst index, and the process is simulated using fast Fourier transformation
[36]. Let the observation interval be [0, T ], n be the number of observations, and
δ = T/n the time length between observations. The p-variation should satisfy the
condition ph ≥ 1.
3.3.3.1 Optimal Partition
Fractional Brownian motions are simulated on time interval [0, 1] with n =
10000, n = 5000, n = 2500, n = 1250, and n = 625. We would like to study the
convergent behaviour of the p-variation with respect to n, and we expect that the
p-variation and the optimal partition would converge as n increases. We do the
experiments for h = 1/3, p = 3 and h = 0.7, p = 2 respectively. First, we represent
the p-variation for the two cases.
As we can see, the p-variation is larger for the case where h = 13 , and it takes
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n h = 13 p = 3 h = 0.7 p = 2
625 2.476 (0.0159) 1.13 (0.0105)
1250 2.643 (0.0360) 1.15 (0.0194)
2500 2.723 (0.0734) 1.17 (0.0455)
5000 2.796 (0.2399) 1.19 (0.1052)
10000 2.887 (0.5448) 1.20 (0.3000)
Table 3.1: The table shows the p−variation of the n-th piecewise-linear paths with
different h and p and the computational time in seconds is shown in parenthesis.
more time to compute the p-variation for h = 13 . Since fractional Brownian motion
oscillates more often as h is smaller, there are more extrema points to consider by
the algorithm. We illustrate the variation of computational time with respect to
the number of observation by the following plot. As we can see, the case with h = 13
consumes more time to compute the p-variation.
Figure 3.2: The picture shows the computational time in seconds of the n-th
piecewise-linear paths with different h and p.
The next set of pictures show the convergence behaviour of the optimal partition.
The green line is the original sample path and in order to indicate the convergence
behaviour, we show the optimal partition for the linear interpolation of the original
sample path. Specifically, we have 10000 observation points for the sample path
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on [0, 1], and the linear interpolation of it has 625 observation points. The circle
dots and star dots represent the location of the optimal partition. As we can see,
the locations of the dots converge quickly for paths of h = 0.7, that is the optimal
partition for h = 0.7 converges faster than the case where h = 13 . In addition, the
dots are more sparse in the case where h = 0.7 than the one where h = 13 , because
fractional Brownian motion with h = 0.7 is less volatile and has less tickles than
the fractional Brownian motion with h = 13 .
Figure 3.3: The plots show the paths and the optimal partitions. The circle dots
and star dots represent the location of the optimal partition. The left hand side is
for h = 13 , p = 3, and the right hand side is for h = 0.7, p = 2. The red line is the
linear interpolation of the sample path (green line)
3.3.3.2 Diffusion coefficient estimation
We perform numerical experiments on the estimation of the diffusion coefficient
of a simple process {σ0Bht } on time interval [0, T ]. The true parameter σ0 = 2,
T = 10, and the number of observations n = 20000. First, we calculate the mean





where m(‖Bh‖p,[0,T ]) is the mean of ‖Bh‖p,[0,T ]. The mean is calculated by taking
average of 100 sample paths. The experiment is performed for h = 0.4, and h = 0.7.
As we can see that σ̂ performs better when p is closer to 1h , that is when we have
a more accurate knowledge of the roughness of the path. The estimator performs
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h = 0.4 p = 2.6 p = 3
m(σ̂) 1.9997 1.8782
std(σ̂) 0.1692 0.2417
time (second) 2.2868 1.7563
.







Figure 3.4: The table shows the results of the estimation of the diffusion coefficient.
The true parameter σ0 = 2, T = 10, and the number of observations n = 20000.The
mean m(.) and standard deviation std(.) are calculated by taking 100 Monte Carlo
simulations, and time refers to average time for computing one path in seconds
better with smaller h, since paths with smaller h reflects more information on
volatility. When h > 12 , the path is of long memory which makes the estimation of
diffusion coefficient harder.
3.4 Multidimensional case
We consider the algorithm for multidimensional paths in this section. The
multidimensional piecewise linear path can be converted to a DAG by the same way
of the one-dimensional case does. Consider a d- dimensional piecewise linear path
{Xt0 , . . . , Xtn}, and for each time point ti, Xti = (X1ti , . . . , X
d
ti). The corresponding
DAG can be constructed by taking each point ti as a vertex and adding directed
edges (ti, tj) if i < j. However, the weights are calculated differently from the








by taking the vector norm the lr norm. Therefore, the longest path problem has
the optimal substructure for the multidimensional path, and the algorithm only
requires a linear time of calculation. The worst scenario requires O(n2) which is
the same as the one-dimensional case where n is the number of piecewise linear
interpolation. Another remark we want to make is that the rules applying to the
one dimensional path to narrow down the range of the candidate points (such as the
extremal point set, and the two rules for calculating the spread of second last points)
do not apply to the multidimensional path. Since the first problem we encounter is
the definition of the extremal point, which does not apply to the multidimensional
paths. Thus, our search starts from the original partition D0.
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3.4.1 Algorithm
We present the algorithm for multi-dimensional paths which is similar to the one
dimensional case. The DAG of the multidimensional path and the one dimensional
path is the same besides the weight, since the weight for multidimensional paths
requires calculating the vector norms. Thus the algorithm for multidimensional
paths is equivalent to the search of the second last point, and the candidate pool
is a subset of the optimal partition by the optimal substructure property.
Let {Xδt , t ∈ [0, T ]} be a d-dimensional piecewise linear path on homogeneous time
point set
D0 = {t0, t1, ..., tn} = {0, δ, 2δ..., T},
which we call the original partition. For ti, we have X
δ
ti ∈ (R
d, ‖.‖), where ‖.‖ refers
to the vector norm. We starts from the original partition D0, and since the optimal
partition E(Xδ, p)[0,t1] = {t0, t1}, we starts from t2. Suppose we are given that the
optimal partition of {Xδt , t ∈ [0, ti]}, and we present the the algorithm to find the
optimal partition for {Xδt , t ∈ [0, ti+1]}. First, we define an n dimensional vector V
which stores the p-variation of the path from t0 to ti, and thus V (i) = ‖Xδ‖p,[t0,ti].
For instance, V (1) = ‖Xδt1 −X
δ
t0‖. The algorithm is as follows
1. Calculate aj = V (j)
p + ‖Xδtj −X
δ
ti+1‖
p, for tj ∈ E(Xδ, p)[0,ti]
2. Find the tm such that am = max
j∈E(Xδ,p)[t0,ti]




3. E(Xδ, p)[0,ti+1] = E(X
δ, p)[0,tm] ∪ ti+1.
3.4.2 Numerical analysis
The numerical experiments are performed for a 2-dimensional fraction Brown-
ian motion. The calculation of p-variation and estimation of diffusion coefficient
problem are investigated. We take the l2 norm as the vector norm for the multi-
dimensional paths.
3.4.2.1 Optimal partition
First, we study the convergence behaviour of the optimal partition and the p-
variation of a two-dimensional fractional Brownian motion with respect to n, the
number of observations. We expect that the p-variation and the optimal partition
to converge as n increases. The setting of the numerical experiments are as follows.
CHAPTER 3. OPTIMAL PARTITION FOR P-ROUGH PATHS 32
Fractional Brownian motions are simulated on fixed time interval [0, 1] with n =
10000, n = 5000, n = 2500, n = 1250, and n = 625. We do the experiments for
h = 0.4, with p = 2.6 and p = 3, and h = 0.7 with p = 53 and p =
8
3 . We do
experiments on different p in order to see the effect of p on the optimal partition.
We study the behaviour of the p-variation first.














Table 3.2: The tables show the p-variations of two n-piecewise-linear fractional
Brownian motions on [0, 1]. The left-hand side table is when h = 0.4, and the
right-hand side table is when h = 0.7.
From the table, we can see that the p-variation is larger for the case where h is
smaller, since fractional Brownian motion is rougher when h is smaller. For a fixed
Hurst index h, p-variation is smaller when p is larger, and we expect that the
corresponding optimal partition would converge faster than the optimal partition
with smaller p.














Table 3.3: The tables show the computation time in seconds for the p-variations
of two n-piecewise-linear fractional Brownian motions on [0, 1]. The left-hand side
table is when h = 0.4, and the right-hand side table is when h = 0.7.
The above tables show the calculation time with unit in second, and as we can see
that the algorithm consumes less time for paths with larger h, since such paths are
smoother and the optimal partitions are more sparse than the paths with smaller
h. When fixing h, the computation time is less when p is larger.
The next set of pictures show the convergence behaviour of the optimal partition.
The green line is the original sample path and in order to indicate the convergence
behaviour, we show the optimal partition for the linear interpolation of the original
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sample path. Specifically, we have 10000 observation points for the sample path on
[0, 1], and the linear interpolation of it has 625 observation points. The circle dots
and star dots represent the location of the optimal partition. As we can see, the
optimal partition for h = 0.7 converges faster than case where h = 0.4, since the
locations of the dots converge quickly for paths of h = 0.7. As we can see, for both
pictures, when h is fixed, the higher dots representing the location of the optimal
partition of larger p is more sparse and converge faster than the lower ones which
is the locations of the optimal partition of larger p.
Figure 3.5: The plots show the locations of the optimal partitions. The circle dots
and star dots represent the location of the optimal partition. The left hand side is
for h = 0.4, p = 2.6, and p = 3; the right hand side is for h = 0.7, p = 53 and p =
8
3 .
3.4.2.2 Diffusion coefficient estimation
We perform numerical experiments on the estimation of the diffusion coefficient
of a simple process {σ0Bht } on time interval [0, T ]. The true parameter σ0 = 2,
T = 10, and the number of observations n = 20000. First, we calculate the mean





where m(‖Bh‖p,[0,T ]) is the mean of ‖Bh‖p,[0,T ]. The mean is calculated by taking
average of 100 sample paths. The experiment is performed for h = 0.4, and h = 0.7.
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h = 0.4 p = 2.6 p = 3
m(σ̂) 1.9999 1.9874
std(σ̂) 0.0086 0.0501
time (second) 2.5009 1.7194





time (second) 1.9846 1.4673
.
Table 3.4: The table shows the results of the estimation of the diffusion coefficient.
The true parameter σ0 = 2, T = 10, and the number of observations n = 20000.The
mean m(.) and standard deviation std(.) are calculated by taking 100 Monte Carlo
simulations, and time refers to average time for computing one path in seconds
From the table, we can see that the case with smaller h performs better than the
case with a larger h. As paths with smaller h reflects the volatility more strongly.
However, the calculation time for the case with larger h is less. As is shown in
the previous section, paths with larger h consumes less time when computing the
p-variation and optimal partition. In addition, the same as the one-dimensional
case, σ̂ performs better when p is closer to 1h , that is when we have a more accurate
knowledge of the roughness of the path.
3.5 Conclusion
In the first project, we construct an efficient algorithm for finding the optimal
partition for a piecewise linear path. The algorithm transforms the path into a DAG
and it possesses optimal substructure which guarantees the algorithm consumes
linear time. Numerical experiments are performed for the calculation of p-variation.
Since it is suggests by A.Papavasiliou [50] that the p-variation is a robust estimator
for the diffusion coefficient for the multiscale model, numerical experiments are also
performed on the estimation of diffusion coefficient. The estimator is close to the
true parameter, but there are many theoretical problems required to be solved for
the estimator to be useful, for example, whether the mean of the p-variation of a





This chapter studies the problem of constructing the approximate MLEs for dis-
cretely observed rough stochastic differential equations (RSDEs). For most of the
cases in practice, the data comes in discrete form, but there are not much studies on
the problem of parameter estimations under the discrete observation settings. The
common practice is to construct the estimators from the continuously observed
case, and then descretize the estimator for it to be applicable for the discretely
observed case. In addition, most of the studies focus on the diffusion processes,
and the problem for processes beyond that category are studied less. Motivated
by rough path theory, the method proposed by A.Papavasiliou and K.Taylor[52] is
able to cover a wider class of processes. Thus, we focus ourselves on the fractional
processes that is the stochastic processes driven by fractional Brownian motion.
The method projects the continuous process to a tractable process which follows a
sequence of piecewise smooth ordinary differential equations (ODEs). The ODEs
are constructed by discretising the driving force on the set of the discrete observa-
tion time points, and the likelihood function for the tractable process is constructed
which is taken to be the approximate likelihood function. The method has several
advantages. First, it is easy to apply in a sense that the step is straightforward with-
out involvement with advanced stochastic calculus. In addition, the original model
is transformed to a series of ODEs which usually have better analytical proper-
ties. Since the discritized driving force can be parametrised by a finite dimensional
random variable, the probability density function is tractable. For instance, the
approximate likelihood function of a Gaussian process is multidimensional normal.
35
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Second, the method can be applied to a more general class of processes. The mo-
tivation comes from the rough path theory that allows the solutions of the ODEs
to converge to the continuous p-rough path in p-variation metric for geometric p-
rough paths. Thus, p need not be constrained within the range of smaller than two.
Whereas most methods [32], [33], only apply to the paths with p < 2, this method
has wider range of applications.
We study the method by applying it to the fractional Ornstein-Unlenbeck (O-U)
process, which possesses analytical solution. Therefore, it is possible to study the
properties of the MLEs analytically. In addition, most of the methods for the
parameter estimation problem for fractional processes study the fractional O-U
process, and we can compare our method to other methods using the case of frac-
tional O-U process.
The chapter can be divided into two parts. The first part studies the topic in gen-
eral. First, we provide background knowledge on fractional calculus. Then, some
literature review on the topic of parameter estimation for fractional processes is
presented. Afterwards, the convergence property of the log-likelihood function is
investigated. Specifically, by assuming that the paths converge in p-variation met-
ric, we would like to know whether the likelihood function would convergence. This
helps us to understand the consistency property of the approximate MEs. In the
second part, we apply the method to the one-dimensional fractional O-U process
for both the drift and diffusion coefficient.
4.1 Preliminaries on fractional calculus
The study of the fractional processes is closely related to fractional calculus,
since the fractional processes are usually represented as fractional integrals which
we will explain later in this section. Thus, it is necessary to present some prelim-
inaries on fractional calculus. because we focus on the fractional processes in our
project. The material on the preliminaries of the fractional calculus can be found
in [46] (Chapter 1.1 (p1-p7)). The fractional integral is from the Riemann-Liouville
integral. Consider a Lebesgue measurable function f : [a, b] → R. Let 0 < α < 1,






















We say a function is in the domain of the operator, f ∈ D(Iα−), if the integration
converges almost everywhere. We introduce the following theorem which will be
useful in the later proof,
Theorem 4.1.1. (Chapter 1.1, p1, Theorem 1.1.1) Let 1 ≤ p, q < ∞, and 0 <
α < 1. The operator Iα− is bounded from Lp(R) to Lq(R) if and only if 1 < p < 1α ,
and q = p1−αp .
Define f ∈ Iα−(Lp(R)), if f = Iα−(g) almost everywhere, and g ∈ Lp(R). In order
to find function g, we need to find the inverse of the operator Iα−. For 0 < α < 1,
and f ∈ Iα−(Lp(R)) with p ≥ 1, the inverse of the operator Iα− which is also called
the Riemann-Liouville fractional derivative is denoted as follows, (p3)










The Riemann-Liouville fractional derivative can also be defined for f : [a, b] → R
where f ∈ Iαa+(Lp([a, b])) or f ∈ I
α
b−(Lp([a, b])) as follows (p3),
(I−α
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The equality is in pointwise sense for p = 1, and in Lp([a, b]) sense for p > 1. The
following operator is defined in [46] (Chapter 1.3, p10, equation 1.3.3),
Mh−f =
C(h)Iα−(f) h ∈ (0, 1) \ 12f h = 12 ,






Γ(h+1) . If M
h
−(f)(s) ∈ L2, we say
that f ∈ Lh2 ., and he Wiener integral with respect to fractional Brownian motion
is defined as follows (Chapter 1.6, p16, Definition 1.6),







We introduce the following theorem,
Theorem 4.1.2. (Chapter 1.6, p16, Lemma 1.6.2) For h ∈ (0, 1), the linear span
{Mh−(1s,t), s, t ∈ R} is dense in L2.







f( im) x ∈ [ im , i+1m )0 otherwise is the step function of order m, and the
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The literature review focuses on the topic of parameter estimation for fractional
processes, and statistical application of rough path theory.
4.2.1 Parameter estimation for the drift coefficient
First, we consider the parameter estimation for the drift coefficient. Most re-
searches adopt two types of estimators for the drift coefficient, maximum likelihood
estimator (MLE) and least square estimator (LSE). First, we introduce the MLE. In
[64], C.Tudor and F.Viens construct the MLE for the drift coefficient of a fractional
differential equation given by
dYt = λb(Yt)dt+ dB
h
t , Y0 = 0 (4.2)
where λ ∈ Λ is the drift coefficient with Λ a compact interval, b(Yt) is a Lipschitz
continuous function which has a specific form (we know the exact function of b(Yt)),
and {Bht , t ∈ [0, T ]} is a fractional Brownian motion in (Ω,F ,Ft, P ) with h ∈ (0, 1).























where {Ws} is a P-Brownian motion, and K−1h is, for h >
1
2 ,










and for h < 12 ,
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They made a brief discussion on the discrete case where the observation time points
are integers, i.e. [0, 1, 2, ..., n]. The estimator is obtained by discretising the esti-



















−Hyj , with c(H) a constant depend-
ing on H and {yi} the observations, and Zm =
m−1∑
j=0
K−1(m, j)(yj+1 − yj), with
K−1(m, j) being the inverse of the Molchan-Colosov kernel on integer time points.
A list of assumptions are given for the proof of the consistency of the estimators,
but no conclusive result is given.
Since it is difficult to derive the likelihood function for fractional processes, some
researchers turn to least square estimator(LSE) to avoid the difficulty of construct-
ing the likelihood. In [32], Hu and Nualart consider the following fractional O-U
process
dYt = −λYtdt+ σdBht , Y0 = 0, (4.6)
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where {Bht , t ∈ [0, T ]} is a fractional Brownian motion with h ≥ 12 , and λ, σ > 0























(4.7) is pathwise integrable by Young’s theorem, but the expectation is not zero
in pathwise sense. Therefore the integral is defined in Skorohod sense, and since
the skorohod integral includes a compensator in addition to the pathwise integral,
λ̃T is not biased. Although (4.7) is unbiased and strong consistent, it is found not



















we can see that the estimator contains the unknown parameter λ. Though the
method is not practical, it has several extensions. R.Belfadli et al [7] consider the
fractional O-U process where λ is negative, the non-ergodic case, and the least
squared error estimator is constructed as (4.7). However, the stochastic integral
is defined in pathwise sense, and strong consistency result is obtained for h > 12 .
By defining the stochastic integral in a pathwise sense, the estimator is applicable,
since it does not involve the unknown information λ as in the skorohod integral.
By discretizing the estimator (4.7), an approximate estimator for the drift coefficient










where ∆ is the time between observations, n is the number of observations, and
the integral is an Skorohod integral. K.Es-Sebaiy prove that λ̃(y)n converges in
probability when ∆ → 0 and n∆ → ∞. However, the estimator is not applicable
due to the unobservable part of Skorohod integral.
A third estimator which only applies to fractional O-U process is constructed by












The corresponding discrete version of (4.8) is discussed in [33], where Hu and Song











is strongly consistent as n→∞ without any requirement on δ.
We make compare the three types of estimators. MLE (4.4) has the widest range
of application. The only assumption for the stochastic differential equation is that
the function in the drifting part is Lipschitz, and it can be applied to any h-
fBM with h ∈ (0, 1) whereas other estimators can only be applied to h-fBM with
h > 12 . However, the MLE (4.4) only applies to continuously observed case and
no conclusive result on the discrete case can be drawn from the the paper [64].
The LSE (4.7) is proved to be weakly consistent for discretely observed case but
the estimator is not applicable since it contains the parameter which we want to
estimate. However, the LSE can be applied to non-ergodic case for fractional O-U
process with h > 12 . The last estimator (4.8) is easy to calculate and strongly
consistent. However, (4.8) has limited application, since it can only be applied
to cases with h ≥ 12 and known diffusion coefficient. Besides, the method cannot
be generalised to other stochastic model, though it is an efficient estimator for
fractional O-U process.
4.2.2 Parameter estimation for the diffusion coefficient
For the estimation of diffusion coefficient, the basic idea is to use the variation
of the observations as the estimator, since the information on diffusion coefficient is
reflected in the variation of the path. Quadratic variation has been a popular esti-
mator for the diffusion coefficient, for instance [30], [5], and [2]. However, quadratic
variation has its limitation, and for example, as it is suggested by [26], [34], the
quadratic variation of the stock price will diverge if data is obtained on a very fine
grid. Thus generalised quadratic variation is proposed as an alternative estimator
for the diffusion coefficient, for instance, A.Brouste [9] proposed the estimators for
Hurst and volatility parameters using the technique of generalised quadratic vari-
ation. Let a = (a0, ..., aK) be a discrete filter of length K + 1 with K ∈ N, and of
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2. Let the filter




and the dilated filter a2 associated with a is as follows, for 0 ≤ k ≤ 2K,
a2k =
a(2k) ifk = 2k′0 otherwise .
















Strong consistency results are derived and numerical analysis on the method is
presented in [9]. As volatility is an important parameter for financial model,
there are many studies on the volatility estimation for financial model. In [15],
A.Chronopoulou models the volatility of stock price {Yt} as follows,
dYt = α(m− Yt)dt+ βdBht ,







(Ln+j − Ln)2 can be considered as the expected quadratic variation of lag of
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and Xt is the price of the stock at time t. By deriving the approximate theoretical
value of variogram of different lag j, a system of equations is constructed and the
estimators are derived by solving the system of equations. The method shares the
same virtue of moment matching method, but instead of matching moments, they
match the variogram. The above two methods rely on the notion of variance of
a process. Other methods to construct the diffusion coefficient include using the
number of crossings [38], and maximizing the spectral likelihood function[8]. How-
ever, they are constrained to the continuous fractional process with h > 12 .
4.2.3 Rough path and statistics
Since our method is motivated by rough path theory, we would like to present
a brief literature review on the application to the statistical inference problem
by rough path theory. The first paper on the application of rough path theory
to statistical inference goes back to 2011 [51], in which the expected signature
matching method is proposed within the framework of rough differential equation.














where wi = {i1, ..., im} is a word over {1, 2, ..., d}, and σ is the set of all the possible
words. The estimators are the solutions of the equation between the experimental
expectation of Y
(m)
[0,T ] and the theoretical value.
Another pioneer paper discussing the application of rough path to the statistical
problem is by D.Levin, T.Lyons and H.Ni [39]. They discussed the possibility and
advantage of using the signature of a path as the feature set for statistical problems,
and illustrate the argument by applying the idea to the regression problem. The
expected signature model is defined as follows,
Definition 9. (Definition 3.3, p14, [39]) Let X and Y be two stochastic processes
taking values in E and W respectively. Suppose that the signatures of X and Y
denoted by X and Y are well defined a.s. Assume that
Y = L(X) + ε,
where E[ε|X] = 0, and L is a linear functional mapping S(E) to S(W ).
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Recall that S(E) refers to the signature space of E. The advantage of the above
model is that it can avoid the curse of dimensionality due to high frequency of sam-
pling. Because the dimension of the signature only depends on the dimension of
the path and the degree of the truncated signature. Secondly, the signature can
store the information in a structural way which is insensitive to the time sampling
dimension, since the signature captures the essential information of the path on a
time segment and does not change by the parametrization of time.
Numeric results on AR, and polynomial autoregressive models, which suggest that
the R2 of the prediction is better as the level of the iterated integral is higher.
In comparison to the AR method, the results suggest that the expected signature
method can be applied to a more wider types of data at an equal or better accu-
racy of prediction. When comparing to Gaussian processes method, the expected
signature method achieves similar accuracy at a much smaller computational cost.
Diehl, Friz and Mai propose a pathwise stable MLE for the drift coefficients of mul-
tidimensional diffusion processes [20] by lifting the classical MLE up in the rough
path setting. They consider a d-dimensional differential equation,
dYt = h(Yt)Adt+ Σ(Yt)dBt,
where {Bt, t ∈ [0, T ]} is a d-dimensional Brownian motion, A ∈ V , some finite-
dimensional vector space, and sufficient regular h : Rd → L(V,Rd) , and Σ : Rd →
L(Rd,Rd). They derive the MLE forA by lifting the MLE constructed by Girsanov’s
theorem to rough path space, that is










where Y is a 2 + ε rough path with ε > 0, C(Yt) = Σ(Yt)Σ(Yt)
T , and the integral is
in Stratonovich sense. They proved that the estimator (4.12) is pathwise stable in
rough path topology. That is if dp(Y,X) << 1, we have |ÂT (X)− ÂT (Y)| << 1.
They investigate the case of mis-specification of error as well. Consider the case
where the actual driving force is a fractional Brownian motion, {Bht } with h close
to 12 . Let Y
h be the solution of the rough differential equation driven by {Bht }.
Since dp(Y
h,Y)[0,T ] << 1 [27], |ÂT (Yh)− ÂT (Y)| << 1. That implies if we move
the estimator to a rough path topology, we can apply the estimator to fractional
processes and at the same time the error is controlled. The result suggests a neces-
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sity to move to rough path framework, since more robust results can be obtained.
Another pathwise stable estimator obtained by applying rough path theory is con-
structed by Qian and Xu [56]. They consider the multi-dimensional fractional O-U
process with h ∈ (13 ,
1
2)
dXt = −ΛXtdt+ σdBht , X0 = x0,
where {Bht } is a d-dimensional fractional Brownian motion, and Λ a positive sym-








Xs ⊗ dX), (4.13)
where the integral is defined in Ito’s sense. They proved the strong consistency
result for the estimator for the continuously observed case. They also construct the








where ⊗ is the tensor product, Xs,t is the second level iterated integral of {Xt}, and
δ := Tn is the time between observations. They proved that the estimator is strong
consistent if nδ →∞, δ → 0, and nδq → 0 for some p ∈ (1, 1+h+β1+β ), and 0 < β < 1.
4.3 Main idea and the setting of the problem
We introduce the setting and the main idea of the method proposed by A.Papavasiliou
and T.Kasia [52] in this section. We consider the following differential equation,
dYt = f(Yt; θ)dt+ b(Yt; θ)dXt, Y0 = y0 (4.14)
where f(Yt; θ) : Rm → Rm is a Lipschitz function, b(Yt; θ) : Rm → Rm is a γ-
Lipschitz function with γ > p as defined in Definition 5. Let {Xt, t ∈ [0, T ]} be
a stochastic process on (Ω,F ,F(t>0), P ) which can be expressed as the limit of
its piecewise linear interpolation in p-variation metric almost surely, and by the
Universal Limit Theorem, the solution {Yt, t ∈ [0, T ]} can be lifted to a geometric
p-rough path.
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Assume that the observations of {Yt} are made on the homogeneous time point set
Dn = {t0, t1, ..., tn} = {0, δ, ..., nδ},
with n the number of observations and δ := Tn , the time between observations being
fixed. The observations are denoted by Y Dn , and the aim is to construct approx-
imate MLEs for θ from the observations Y Dn . The likelihood function of (4.14)
depends on the continuous trajectory of the path, and thus the exact likelihood
function can not be obtained by only using observations at discrete time points.
Thus, we introduce a method which is easy to apply. The method is to construct an
approximate likelihood function by building an approximate model. The likelihood
function of the approximate model is taken as the approximate likelihood function.
In order to construct the approximate model, we first construct a piecewise linear
path, {X(n)t} as follows, for t ∈ [ti, ti+1),




and an ordinary differential equation can be constructed for, as follows
dY (n)t = f(Y (n)t; θ)dt+ b(Y (n)t; θ)dX(n)t, (4.16)
and the initial condition is Y (n)0 = y0. The solution on Dn is denoted by
Y (n)Dn = {Y (n)ti , ti ∈ Dn}.
We take the above model as the approximation of model (4.14), and use the like-
lihood function of the above model as the approximate likelihood of (4.14). The
original model is referred to as the limiting model and the approximate model is
referred to as the discrete model.
We provide some justification on the method. Let LY (n)(θ|.) be the likelihood
function of Y (n)Dn and θ̂T (.) the corresponding MLEs. θ̂T (Y
Dn) is calculated by
plugging in the observations from the limiting model and θ̂T (Y (n)
Dn) is calculated
by plugging in realisations of the discrete model which is driven by the same driving
force as the limiting model. We have the following
|θ − θ̂T (Y Dn)| ≤ |θ̂T (Y (n)Dn)− θ|+ |θ̂T (Y Dn)− θ̂T (Y (n)Dn)|. (4.17)
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The first part of the upper bound is controlled if the MLE of the approximate
process is consistent. The second part of the upper bound is due to the data-model
mismatch error, and one of the sufficient condition for the error to be controlled is
that
|LY (n)(θ|Y Dn)− LY (n)(θ|Y (n)Dn)| < Cdp(Y,Y(n))[0,T ],
where Y and Y(n) the geometric rough path lifted by {Yt} and {Y (n)t}, and C is
a constant independent of the path, and the parameters, but might depend on δ.
From above, we would like to study the continuity property of the log-likelihood
function in the next section, and we focus ourselves on the processes driven by
fractional Brownian motion.
4.4 Asymptotic behaviour of the error of the log-likelihood
In this section, we study the continuity of the log-likelihood function of the
fractional process.
4.4.1 Formulation of the problem
In this section, we construct the exact log-likelihood function for the discrete
model (4.16), and then discuss the asymptotic behaviour of the log-likelihood func-
tion with respect to the observations, that is, as the time gap between observations
goes to zero, whether the log-likelihood function will converge or not. We also
refer to as the convergence property of the log-likelihood function. We constrain
ourselves to the one-dimensional process. Let {X(n)t} be the driving force of the
discrete model. From (4.15), it can be parametrised by the random vector
∆X(n)Dn = [∆X(n)t1 ,∆X(n)t2 , ...,∆X(n)tn ]
∗,
where ∆X(n)ti = X(n)ti −X(n)ti−1 , and ∗ is the conjugate operator.
Remark A remark is made for the use of conjugate operator. We use this operator
to denote the transpose of the real matrix instead of T , since we want to avoid
confusion on notations, where T refers to the time throughout the thesis.
Given a set of observations Y (n)Dn = {y(n)0, y(n)t1 , ..., y(n)tn} generated by (4.16),
we need to express ∆X(n)Dn by the observations Y (n)Dn in order to construct the
log-likelihood function. We introduce the procedure which is given in [52]. For
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t ∈ (ti−1, ti], we have
dY (n)t = f(Y (n)t; θ) + b(Y (n)t; θ)
∆X(n)ti
δ
dt, Y (n)ti−1 = y(n)ti−1
and we denote the above solution map by Y (n)t = Ft−ti−1(y(n)ti−1 ,∆Xti ; θ). We
consider such parameters θ that the solution of the above differential equation
exists. In order for {Y (n)t} to go through the observations, ∆Xti should satisfy
the following equation,
Fti−ti−1(y(n)ti−1 ,∆Xti ; θ) = y(n)ti .
Let ∆Xti(y(n)ti−1 , y(n)ti ; θ) be the solution for the above equation, and we de-
fine a map I−1y0,θ(Y (n)
Dn) = {∆Xti(y(n)ti−1 , y(n)ti ; θ), ti ∈ Dn}. Thus, the Jaco-
bian matrix ∇I−1θ,y0 is an n by n lower triangular matrix, with the diagonal being
∂∆Xti (yti−1 ,yti ;θ)
∂yti
.
Since the driving force is the piecewise-linear interpolation of a fractional Brownian
motion which is a Gaussian process, the likelihood function is










(Y (n)Dn )∗Σ−1n I
−1
θ,y0
(Y (n)Dn )|∇I−1θ,y0(Y (n)
Dn)|,
where Σn is the covariance matrix of the increments of the fractional Brownian
motion, and f is the probability density for fractional noise. The log-likelihood
function is









(Y (n)Dn) + log|∇I−1θ,y0(Y (n)
Dn)|.
(4.18)
Next, we discuss the convergence of the log-likelihood function. Recall that Y Dn is
the observations from the limiting model (4.14) on Dn, and the difference between
CHAPTER 4. STATISTICAL INFERENCE 50
lT (θ|Y Dn) and lT (θ|Y (n)Dn) is
































We want to make some remark on I−1θ,y0(.). I
−1
θ,y0
(Y (n)Dn) yields a sequence of
increments ∆XDn , and we define a process {X(n)t} as follows, for t ∈ [ti, ti+1),





Dn) also yields the the sequence of increments ∆X̃Dn , and we construct path
{X̃(n)t} as follows,




As we can see that the distance is controlled by two parts, the quadratic form and
the Jacobian part. We discuss them separately.
Control of the Jacobian The convergence of the Jacobian is discussed in [52]
(Lemma 7.2), and we cite the result as follows
Theorem 4.4.1. [52] For the model (4.14), assume that f(.; θ) and b(.; θ) are both
γ + 1-Lipschitz continuous uniformly in θ, for some γ > p. And for Mb > 0,
inf
y,θ
‖b(y; θ)‖ = 1
Mb
(4.22)
the Jacobian is controlled as
|log|∇I−1θ,y0(Y (n)
Dn)| − log|∇I−1θ,y0(Y
Dn)|| ≤ Cw(dp(X(n), X̃(n))), (4.23)
for some C ∈ R+, and modulus of continuity function w.
Recall that the γ-Lipschitz is defined in Definition 5, and p is the level of rough-
ness of the paths.
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Control of the quadratic form With the above assumption of the Jacobian,











= |∆XDn∗Σ−1n ∆XDn −∆X̃Dn∗Σ−1n ∆X̃Dn |.
(4.24)
Due to the symmetry of Σ−1n , for
1
h ≤ 2 and p >
1
h , we have for (4.24) as follows,
|∆XDn∗Σ−1n ∆XDn −∆X̃Dn∗Σ−1n ∆X̃Dn |
= |(∆XDn + ∆X̃Dn)Σ−1n (∆XDn −∆X̃Dn)|
≤ ‖Σ−1n ‖2‖∆XDn + ∆X̃Dn‖2‖∆XDn −∆X̃Dn‖2
≤ ‖Σ−1n ‖2‖∆XDn + ∆X̃Dn‖2dp(X(n), X̃(n))[0,T ],
(4.25)




with x a non-zero vector.
Conclusion for the convergence of the log-likelihood function From (4.23)
and (4.25), we need dp(X(n), X̃(n))[0,T ] → 0. A.Papavasiliou and K.Taylor prove





dp(X(n), X̃(n))[0,T ] = 0,
with Assumption 4.22. The driving force depends on the parameters θ, and H is
the range of the parameters.
Thus, from (4.25), the Jacobian is convergent with respect to the observations as
n→∞ and T is fixed.
For the quadratic part, from (4.25), we need to investigate the 2-norm of Σ−1n at
least for the case when p < 2. Since Σ−1n is symmetric, its 2-norm equals to the
maximum eigenvalue [44]. It is known that Σn is a positive definite matrix, and
thus Σ−1n has finite 2-norm[44]. However, the eigenvalues of Σn can approach to
zero as n → ∞, which means that the eigenvalues of Σ−1n can diverge as n → ∞.
Therefore it is necessary to investigate the behaviour of the 2-norm of the matrix
Σ−1n as n→∞.
First, we make an observation that the covariance matrix is a Toeplitz matrix.
Recall from (3.1) that Σn, the covariance matrix of the increment of fractional
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Brownian motion on Dn is as follows,
Σn =

ρ0 ρ1 ρ2 . . . ρn−1






ρn−2 ρn−3 . . . . . . ρ1
ρn−1 ρn−2 . . . ρ1 ρ0

.
Toeplitz matrix is defined as the matrix such that the entities are of the form
Ti,j = Ti−j [29]. As we can see, Σn(i, j) = ρi−j , and thus it is a Toeplitz matrix.
The covariance matrix can be considered as an operator describing the covariance





t where fn is a step function of n-th
level. In the next section, we provide a brief literature review on the research of
asymptotic behaviour of eigenvalues of the Toeplitz matrix and covariance operator
of fractional Brownian noise.
4.4.2 Preliminaries on Toeplitz form
As discussed from the previous section, the continuity of the log-likelihood func-
tion depends on the lower bound of the eigenvalues of the covariance matrix which
is a Toeplitz matrix. Hence, we provide some preliminaries and some literature
review on the asymptotic behaviour of the eigenvalues of the Toeplitz matrix.
We introduce Szegö’s theory on Toeplitz form in this section and the material is
from the monograph on Toeplitz form (Chapter 5, p62-66) [29].
Let A(n) be an n-dimensional Toeplitz matrix with A(n)k,l = ak−l, and f(x) be a






e−i(k−l)xf(x)dx, k − l = 0,±1,±2, ....
Then Tn(f) := A(n) is the finite Toeplitz form generated by f(x) and f(x) is called
the symbol of the finite Toeplitz form. We only consider the case where A(n) is a
real valued matrix, and thus ak−l = al−k, and f(x) is an even function.
Let m be the essential lower bound of f(x) which is the largest lower bound of f(x)
on [−π, π] \ η where η is a set of Lebesgue measure 0, and M be the the essential
upper bound of f(x) which is the smallest upper bound of f(x) on [−π, π] \ η. We
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2 ≤ ... ≤ λ
(n)
n ,
and G.Szegö [29] proved that
m ≤ λ(n)v ≤M, 1 ≤ v ≤ n (4.26)
We are interested in the asymptotic behaviour of the eigenvalues of the Toeplitz
matrix A(n), that is the eigenvalues of Toeplitz form defined as
T (f) = lim
n→∞
Tn(f).
G.Szegö’s theorem on the eigenvalues of the Toeplitz form T (f) is as follows,
Theorem 4.4.2. [29] Let f(x) be a real valued function which is Lebesgue measur-
able, and λ
(n)
i be the eigenvalues of Tn(f). We denote by m and M the ’essential’
lower bound and upper bound of f(x) respectively. If F (λ) is any continuous func-





1 ) + F (λ
(n)










It is worth pointing out that the theorem is still valid even if m and M is infinite.





1 = m, limn→∞
λ(n)n = M. (4.27)
By Szegö’s theorem, the bounds of the 2-norm (eigenvalues) of Σn are within the
range of the symbol f(x). Thus, the proof of the boundedness for the 2 norm of the
covariance matrix consists two steps. First, we prove that there exists a measurable
function on [−π, π] such that its Fourier coefficients are {ρi, i ∈ N}. Then, we need
to find the range of this function. We divide the discussion into two cases which
are h < 12 and h >
1
2 .
The study of the asymptotic behaviour of eigenvalues of the Toeplitz matrix is
based on Szegö’s theory on Toeplitz form. An important concept of the theory is
the symbol of the Toeplitz matrix. Let An be an n-dimensional Toeplitz matrix with
An(i, j) = ai,j = a|i−j|. Let f(x) be a Lebesgue measurable real valued function on
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are its Fourier coefficients. The function f(x) is refereed to as the symbol of the
matrix An[29].
The studies focus on the application of the theory to the Teoplitz forms generated by
specific symbols. For instance, in [18], Dai et al discussed the asymptotic behaviour
of eigenvalues and eigenvectors of Fisher–Hartwig matrix, and in [10], Bürger gave
the calculation of the inverse and determinate of the linear growth real Toeplitz
matrix where the elements is of the the form Ai,j = a+ b|i− j|.
Another topic is the asymptotic behaviour of the extreme eigenvalues. In [60],
Serra proved that the speed of the convergence of the smallest eigenvalue to the
minimum fm of the symbol f only depends on the speed of f converging to fm.
That is |f − fm| ∼ O(|λn0 − fm|), where λn0 is the smallest eigenvalue.
We would like to introduce the works on the eigenvalue problem of the covariance
operator of the fractional Brownian noise [14]. The operator is an operator such that



























and as we can see, the eigenvalues explode as h < 12 , since the covariance operator
for the fractional Brownian noise is not compact, and for h > 12 , λn → 0 since K is
compact [14].
Let Σn be the covariance matrix of the increment of fractional Brownian motion,
and the eigenvalues of the covariance matrix of the increment of fractional Brownian
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motion are defined by Σnx = λx. It can be considered as the analogy of the
eigenvalues of the covariance operator. However, the behaviour of the eigenvalues
of Σn are different to those of the covariance operator of fractional Brownian noise.
As we will see in the following sections, the eigenvalues of Σn converge to zero as
n → ∞ for h < 12 , and diverge as
1
2 < h < 1. Heuristically, the reason for the
divergence of the eigenvalues of K with h < 12 is that K(s, s) is divergent and
the divergent speed is faster as h is smaller. However, when we fix δ, Σn does
not diverge along the diagonal and Σn(i, j) is smaller as h is smaller. Thus, it is
reasonable that the eigenvalues of Σn are smaller when h is smaller. Therefore, the
eigenvalues of Σn and K behave in the opposite direction. In the next section, we
study the eigenvalues of Σn.
4.4.3 Uniform Boundedness of Σ−1n
Let λmax(Σ
−1
n ) denote the maximum eigenvalue of Σ
−1
n , and since Σ
−1
n is sym-
metric, ‖Σ−1n ‖2 = λmax(Σ−1n ) . In addition, because [44] λmax(Σ−1n ) = 1λmin(Σn) ,
the goal is to study the lower bound of the minimum of the eigenvalues of Σn as
n→∞. The main theory used to study Σn is Szegö’s theory on Toeplitz form, and
we provide some preliminaries on the theory.
4.4.3.1 Case 0.25<h<0.5
We make an remark on the range of the Hurst index. For the rough differential
equation to admit solutions, we require that the paths are geometric p-rough paths.
By [17], the fractional Brownian motion is geometric rough path only when h >
0.25, and thus we focus ourselves on the range where h > 0.25 throughout the
thesis.
We normalise the covariance matrix by considering the process on integer time,
that is
{t0, t1, ..., tn} = {0, 1, ..., n},
since δ, the time between consecutive observations is fixed. In this section, we
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such that its Fourier coefficients are {ρk, k ∈ Z} by the Dominated Convergence
Theorem (A.1.5). Then since ρk is negative, and |coskx| ≤ 1, ρkcoskx ≥ ρk for
every k, and the minimum value of f(x) on [−π, π] is f(0).
Consider the following,
Sn(0) = ρ0 + 2
n∑
k=1
ρk = 1 + 2
n∑
k=1
E(∆Xt0 ,∆Xti) = 1 + 2E(∆Xt0 , (Xtn −Xt1))
= 1 + 2(E(Xt1Xtn) + E(Xt0Xt1)− E(X2t1)− E(Xt0Xtn))
= 1 + (t2h1 + t
2h




= (tn − t0)2h − (tn − t1)2h = (n2h − (n− 1)2h)
= ((n− 1)2h + 2h(n− 1)2h−1 +O((n− 1)2h−2))− (n− 1)2h ∼ O(n2h−1)
(4.28)
The last three steps are obtained by applying Taylor expansion to n2h at n − 1.
Therefore as n goes to infinity, the minimum eigenvalue of the covariance matrix
Σn converges to f(0) = lim
n→∞
Sn(0) = 0 by (4.27). Hence Σ
−1
n does not have a
uniformly bounded 2 norm with respect to n. We make a discussion on the speed
of the convergence. Let fn(x) := Sn(x) =
n−1∑
−(n−1)
ρkcos(kx), and thus the Fourier




















fn(x) = fn(0) ∼ O(n2h−1)
Hence, a lower bound of the convergence rate of the minimum of the eigenvalues of
Σn is O(n
2h−1), and thus ‖Σ−1n ‖2 explodes at a speed of O(n1−2h).
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4.4.3.2 Case h>0.5
In this section, we consider the case where h > 0.5, and we first introduce a
theorem. A sequence (ak)k≥0 is convex if ∆
2ak ≥ 0 for all k ≥ 0 where ∆2ak =
∆ak − ∆ak+1 and ∆ak = ak − ak+1. It is strictly convex if the inequality is
strict. First, we introduce a theorem regarding to the convex sequence as follows
[68](Chapter 5, Theorem 1.5, p183),
Theorem 4.4.3. Let (ak)k≥0 be a convex sequence with ak → 0, and then the series




converges in a pointwise sense to a non-negative and integrable function f(x) :
[−π, π] \ {0} → R whose Fourier coefficients are ak.
First, we prove that
Observation 4.4.1. The sequence {ρi, i ∈ N} is strictly convex when h > 12 .
Proof. The entries of Σn are as follows,
ρi =
1 i = 00.5((i+ 1)2h + (i− 1)2h − 2i2h) i ≥ 1
First, we consider the sequence with the index i ≥ 1. The convexity of the sequence
{ρi, i ∈ N+} is equivalent to the convexity of function a(t) = 0.5((t + 1)2h + (t −
1)2h − 2t2h) where t ∈ N+. The second derivative of a(t) is
a(t)′′ = h(2h− 1){(t+ 1)2h−2 + (t− 1)2h−2 − 2t2h−2}.
Since g(x) = x2h−2 for x ≥ 1 is a strictly convex function, (x+1)2h−2+(x−1)2h−2−
2x2h−2 > 0. Thus, a(t)′′ > 0 for t ≥ 1. Therefore a(t) is a strictly convex function
for t ≥ 1, and so is {ρi} for i ∈ N+.
For the convexity of the sequence at i = 0, we have ∆2ρ0 = ρ0 + ρ2 − 2ρ1 =
0.5∗32h+3.5−2∗22h which is a function of h, and we denote it by q(h). Taking the
derivative of q(h), we have q′(h) = h2h−1(1.52h−1 − 4), and thus q(h) is decreasing
for h > 12 . Because q(1) = 0, and q(h) is continuous, q(h) is positive on h ∈ (
1
2 , 1).
Thus {ρi} is strictly positive for i ∈ N.
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By Theorem 4.4.3, there exists a non-negative function on [−π, π] \ {0} defined





ρicos(ix)), and we proceed to prove that f(x) is positive
on x ∈ [−π, π]. First, from [68], we should use summation by parts to rearrange
the sequence. The summation by parts is as follows,










An(bn − bn+1) +ANbN .
Proof. Notice that,
AN−2(bN−2 − bN−1) +AN−1(bN−1 − bN ) = AN−2bN−2 + (AN−1 −AN−2)bN−1 −AN−1bN
= AN−2bN−2 + aN−1bN−1 −AN−1bN ,
and for n ≤ N − 3, we have
An(bn − bn+1) +An+1bn+1 = Anbn + (An+1 −An)bn+1




An(bn − bn+1) =
N−1∑
n=0
anbn − AN−1bN , and adding both sides by ANbN
completes the proof.





ρicos(ix)) is positive for
x ∈ [−π, π].
The proof is mainly from the proof of Theorem4.4.3[68](Chapter 5, Theorem
1.5, p183).
Proof. Let Sn(x) = ρ0 +2
n∑
i=1
ρicos(ix), and by applying summation by parts twice,












2ρi + nKn−1(x)∆ρn−1 +Dn(x)ρn,
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< ∞ for x ∈ [−π, π] \ {0}, we have nKn−1(x)∆ρn−1 → 0. For the
















For any x ∈ [−π, π]\0, there exists a v such that, Kv(x) > 0, and thus Kv(x)∆2ρv >
0. Since other terms are non negative, f(x) is positive. Then, we consider f(x) at







since by (3.2), ρn ∼ O(n2h−2). Thus, f(x) is positive on [−π, π].
By Szegö’s Theorem, lim
n→∞




n ) = ‖Σ−1n ‖2 <
∞. We make a summery on the main results in this section.
Theorem 4.4.6. Let Σn be the covariance matrix of a sequence of increments of
fractional Brownian motion ∆X = [∆Xt1 , ...,∆Xtn ]
∗ where ti+1 − ti = δ is fixed.
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Then lim
n→∞
‖Σ−1n ‖2 ∼ O(n1−2h) for h < 0.5, and limn→∞ ‖Σ
−1
n ‖2 <∞ for h > 0.5.
4.4.4 Results on the error of the log-likelihood
Since ‖Σ−1n ‖2 is uniformly bounded when h > 12 , the log-likelihood function is
continuous for fractional processes in that case. We make an theorem about the
result.
Theorem 4.4.7. Consider the log-likelihood function of the one-dimensional model
(4.16) where the driving force is the linear interpolation of an h-fractional Brownian
motion. For h > 12 , given assumption 4.22, the error between two log-likelihood
functions is controlled by the p-variation metric between observations, where p > 1h
as n→∞ and T is fixed.
Proof. From equation (4.19), the difference between likelihood function is















By Theorem 4.4.1, the Jacobian is controlled if given (4.22). For the quadratic
part, from (4.25), we have, for h > 12
|∆XDn∗Σ−1n ∆XDn −∆X̃Dn∗Σ−1n ∆X̃Dn |
≤ ‖Σ−1n ‖2‖∆XDn + ∆X̃Dn‖2dp(X(n), X̃(n))[0,T ].
From Theorem 4.4.6, ‖Σ−1n ‖2 < ∞, and both {X̃(n)t} and {X(n)t} are paths of
finite 1h -variation, thus finite 2-variation. Thus ‖∆X
Dn + ∆X̃Dn‖2 < ∞, and the
quadratic part is controlled by the p-variation metric between dp(X(n), X̃(n))[0,T ]
which is determined by I−1θ,y0(Y (n)
Dn) and I−1θ,y0(Y
Dn). By the continuity of the map
I−1θ,y0(.), the result is proved.
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4.5 Parameter estimation for the discretely observed
Fractional O-U process
In this section, we apply the method to the one-dimensional fractional O-U
process
dYt = −λYtdt+ σdXt, Y0 = y0, (4.29)
where σ, λ ∈ R+, and {Xt, t ∈ (−∞, T ]} is a fractional Brownian motion on a
filtered probability space (Ω,F ,F(t>0), P ). We adopt the invariant distribution





which exists almost surely under P [12] in pathwise sense. The differential equation
has a strong unique solution for h ∈ (0, 1] given by (see e.g [12]),




and the integral is defined as pathwise Riemann-Stieljes integral.
Recall that δ is the fixed time between observations, and T = nδ is our observation
duration. {Yt} is observed discretely at
Dn := {0, δ, 2δ, ..., nδ} = {0, t1, t2, ..., tn−1, tn} (4.32)
and the observation of {Yt} on Dn is denoted by Y Dn .
Our aim is to construct approximate MLEs for λ and σ based on Y Dn , for which
purpose, we introduce the approximate model. By the invariant distribution as-
sumption, we define a time point set
D := {nδ, (n− 1)δ, ..., 0,−δ,−2δ, ...} = {tn, tn−1, ..., 0, t−1, t−2, ...},
and we construct {X(δ)t, t ∈ (−∞, T ]} such that it is a piecewise linear interpola-
tion of the control {Xt, t ∈ (−∞, T ]} in (4.29),
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for t ∈ [ti, ti+1), with ti, ti+1 ∈ D. {Y (δ)t, t ∈ [0, T ]} is constructed such that it
satisfies the following differential equation,
dY (δ)t = −λY (δ)tdt+ σdX(δ)t, (4.34)







Thus, {Y (δ)t, t ∈ [0, T ]} is a piecewise smooth path. For convenience, we refer to
model (4.29) as the limiting model and (4.34) as the discrete model. Recall from
(4.34) that the discrete fractional O-U process is
dY (δ)t = −λY (δ)tdt+ σdX(δ)t, Y (δ)0 = y(δ)0
where {X(δ)t} is a piecewise linear random process on (Ω,F ,Ft, P ), and y(δ)0
satisfies (4.35). Suppose we have observations {Y (δ)ti , ti ∈ Dn}, and δ, the time
between observations is fixed. We would like to construct the MLEs for λ and σ
using the observation {Y (δ)ti , ti ∈ Dn}.
The section is organized as follows. First the likelihood function of discrete model
is constructed and the MLEs for the drift coefficient and diffusion coefficient are
derived. Then we prove the weak convergence of the MLEs for the discrete model.
4.5.1 Maximum Likelihood Estimator
Before the construction, we make further discussion on the path space of {Y (δ)t, t ∈
(−∞, T ]}.
Path space as an infinite dimensional vector space Notice that {Y (δ)t, t ∈
(−∞, T ]} can be parametrised by a discrete process {Y (δ)t, t ∈ D}, where
D = {tn, tn−1, ..., t0, t−1, ...}, (4.36)
and the discrete process {Y (δ)t, t ∈ D} can be considered as an infinite dimensional
vector
Y (δ)D = [Y (δ)tn , Y (δ)tn−1 , ..., Y (δ)t0 , Y (δ)t−1 ...]
∗.
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Let ei ∈ R∞ with i ∈ Z+ be the basis
e1 = [1, 0, 0, 0, 0, . . . ]
∗
e2 = [0, 1, 0, 0, 0, . . . ]
∗
...
en = [0, . . . , 0︸ ︷︷ ︸
n−1
, 1, . . . ]∗
...
and for v ∈ R∞, we have v =
∞∑
i=1
















We define a shift operator S−k : R∞ → R∞, and we put a negative sign in front of

















bi ∈ Rn with i ∈ Z+ be the basis
b1 = [1, 0, 0, . . . , 0]
∗
b2 = [0, 1, 0, . . . , 0]
∗
...
bn = [0, . . . , 0︸ ︷︷ ︸
n−1
, 1]∗
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We proceed to define the truncation of the shift operator, Sn−k : R∞ → Rn, such
that for v ∈ R∞, Sn−k(v) =
n∑
i=1
< v, ei+k > bi =
n∑
i=1





< Y (δ)D, ei+k > bi =
n∑
i=1
Y (δ)tn+1−i−kbi = [Ytn−k , Ytn−k−1 , ..., Yt−k+1 ]
∗.
We make a notation of the increment of Y (δ)D as follows,
∆Y (δ)D = Y (δ)D − S−1(Y (δ)D) =
∞∑
i=1




(Y (δ)tn+1−i − Y (δ)tn−i)ei.
By the same virtue, {X(δ)t, t ∈ (−∞, T ]}, the piecewise linear interpolation of
{Xt, t ∈ (−∞, T ]} on D, can be parametrised by the vector
X(δ)D = [Xtn , Xtn−1 , ..., Xt0 , Xt−1 ...]
∗,
and we define the increment of it as follows,
∆X(δ)D = X(δ)D − S−1(X(δ)D) =
∞∑
i=1





Solve for Sn0 (∆X(δ)
D) In this section, we construct the likelihood function of
the discrete model (4.34)
dY (δ)t = −λY (δ)tdt+ σdX(δ)t, Y (δ)0 = y(δ)0,
First, we solve for the driving force Sn0 (∆X(δ)
D). For t ∈ [ti, ti+1), the partial
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and Y (δ)t admits the following solution























D) + Sn−1(Y (δ)
D)e−λδ. (4.39)
MLEs Recall from (4.18), the log-likelihood function of Y (δ)Dn is









Dn) + log|JI−1λ,σ(Y (δ)
Dn)|,
where Σ−1n is the inverse of the covariance matrix of the increment of the fractional






D)− Sn−1(Y (δ)D)e−λδ), (4.40)
and from above, the Jacobian matrix is an n-dimensional lower triangular matrix
with the diagonal elements, λδ








Thus the log-likelihood function of Y (δ)Dn is














D)− Sn−1(Y (δ)D)e−λδ)∗Σ−1n (Sn0 (Y (δ)D)− Sn−1(Y (δ)D)e−λδ).
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First, from ∂l∂σ = 0, we have
σ̂2T (δ) =
(Sn0 (Y (δ)
















n (Sn0 (Y (δ)
D)− Sn−1(Y (δ)D)e−λδ)
.



















































As we can see that the expression for σ̂2T (δ) is very messy, and throughout the
thesis, we express σ̂2T (δ) by the first line of the above equation.
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4.5.2 Formulation for the consistency of the discrete model
Let λ0 and σ0 denote the parameters induced by the null hypothesis and P0
the probability measure under λ0 and σ0 . We first prove the weak convergence for
λ̂T (δ), that is to prove the error between the estimator λ̂T (δ) and λ0 will vanish
as n→∞ in probability. The first step is to find the error between λ̂T (δ) and λ0,
and hence, we need to reformulate the estimator. By applying Taylor’s expansion





























































































the weak convergence of λ̂T (δ) follows immediately.
















We would like to apply the invariant distribution assumption for the proof, which
assumes that the process follows the same distribution from (−∞, T ], and thus we
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∆X(δ)ti + Y (δ)ti−1e
−λ0δ.
By iteration, one can derive that



















































We would like to make an observation on Sn−k(∆X(δ)
D). We consider the eigenvalue
decomposition Σn = UΛU
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Thus, the consistence of the parameter is formulated as follows,
|λ̂T (δ)− λ0|
P0−→ 0 ⇐⇒ Nn
Dn
P0−→ 0 (4.51)
and we proceed to prove that NnDn
P0−→ 0 in the next section.
4.5.3 Consistency for the drift coefficient of the discrete model
In this section, we focus on the proof for the consistency of the drift coefficient,
and by Slutsky’s theorem (for converge in probability)(A.1.2), we separate the proof
of (4.51) into two steps.
1. We prove that Nnn → 0, as n→∞ in P0.
2. We prove that Dnn →
1
1−e−2λ0δ as n→∞ in P0.
We consider the numerator first and we prove the following lemma,
Lemma 4.5.1. Nnn
P0−→ 0 as n→∞ with δ > 0 fixed.







D) =< Zn−d, Z
n
−l >,
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and for the details of the above calculation, please refer to Appendix A.2.1.





















We define a matrix Vk as follows,
Vk := E(Sn−d(∆XD)Sn−d−k(∆XD)∗) = E(Sn0 (∆XD)Sn−k(∆XD)∗),
trace(A) is the trace of a matrix A, and cov(A,B) := E(AB∗) is the covariance
matrix between random vector A and B.
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Th proof of the two lemmas can be found in Appendix A.2.3.
From equation (4.53), Lemma 4.5.2 and Lemma 4.5.3, the result follows immedi-
ately.
Next, we prove the second step for the Theorem 4.5.1.
Lemma 4.5.4. Dnn
P0−→ 1
1−e−2λ0δ as n→∞ with δ fixed.









e−(k+l)λ0δ < Zn−l−1, Z
n
−k−1 >

















































































































































































2 − 1)(Zn−l−1(j)2 − 1)































2 − 1)(Zn−l−1(j)2 − 1)
 .
First, for any k, l ∈ N, and i, j ∈ N , we have, from Isserli’s Theorem (A.1.6),
E(Zn−k−1(i)2 − 1)(Zn−l−1(j)2 − 1) = E(Zn−k−1(i)2Zn−l−1(j)2 − Zn−k−1(i)2 − Zn−k−1(i)2 + 1)
= E(Zn−k−1(i)2Zn−l−1(j)2)− 1
= E(Zn−k−1(i)2)E(Zn−l−1(j)2) + 2(E(Zn−k−1(i)Zn−l−1(j)))2 − 1
= 2(E(Zn−k−1(i)Zn−l−1(j)))2.
(4.56)
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The calculation for (4.58) is in Appendix A.2.4.


































Therefore, by (4.57), (4.58), and (4.59), the result follows immediately.
Therefore, by Lemma 4.5.1 and Lemma 4.5.4, the following theorem follows






as T = nδ →∞ with δ fixed.
Remark We would like to make a remark on the conditions for the weak con-
sistency with respect to δ and n. At this stage, δ is fixed, but the limiting case
requires δ → 0. The weak convergence of the limiting case depends on Lemma 4.5.1
and Lemma 4.5.4, some conditions have to be placed with respect to δ and n, for
the limiting case. For Lemma 4.5.1, we need
n−1δ−1 → 0, and n−2δ−3 → 0,
and for Lemma 4.5.4, from (4.57), (4.58), and (4.59), we need
n−1δ−3 → 0.




The result is useful for the consistency of the limiting model.
4.5.4 Consistency for the diffusion coefficient of the discrete model
We now proceed to prove the weak consistency of σ̂2T (δ).






as T = nδ →∞ with δ fixed.






D)− Sn−1(Y (δ)D)e−λ̂T (δ)δ)∗Σ−1n (Sn0 (Y (δ)D)− Sn−1(Y (δ)D)e−λ̂T (δ)δ)
n
.










For the other part, we have(
Sn0 (Y (δ)
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and
A3 := 2(e
















1−e−2λ0δ , and e
−λ̂T (δ)δ P0−→ e−λ0δ,
which yields that (e−λ̂T (δ)δ − e−λ0δ)2 P0−→ 0 by the Continuous Mapping Theorem.
Therefore A1
P0−→ 0.













where recall from (4.50), Zn0 is a series of independent standard normal random












P0−→ 0, we have A3








Therefore by (4.61) and (4.62), we have σ̂2T (δ)
P0−→ σ20, as n→∞ with fixed δ.
4.5.5 Formulation for the consistency of the limiting model
In this section, we prove the weak consistency of the estimators for the limiting
case. Recall from (4.36), D = {tn, tn−1, ..., t0, t−1, ...} where the time between
observations is ti − ti−1 = δ, and n is the number of observations. Let Y D ∈ R∞
be an infinite vector as follows,
Y D = [Ytn , Ytn−1 , ..., Yt−1 , ...]
∗,
and
∆Y D = [Ytn − Ytn−1 , Ytn−1 − Ytn−2 , ..., Yt−1 − Yt−2 , ...]∗.
The MLEs for λ and σ are constructed by applying the observations from the
limiting model to the MLEs (4.43) and (4.44) derived from the discrete model. Let













































The resulting MLEs have two sources of error, and one is the data-model mis-
matching error, since the log-likelihood function is derived from the discrete model
instead of the limiting model. The other error is due to the missing data. Since the
observation is discrete data points, the information between each observation point
is missing. The two sources of error are expected to vanish as δ → 0 and n → ∞.
Thus we would like to prove the consistency when δ → 0, which is different from
the discrete model where δ > 0 is fixed. We first consider the drift coefficient λ.
First, we would like to find the relationship between Y D and Y (δ)D. By [12], Yti






















λXti+1 , and the infinite
random vector ∆λXD by
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The distance between λ̃T (δ) and the true parameter λ0 is










































































]. The final step is due to
































udXti−j+1−u, and R(δ)ti−j+1 =
δ∫
0
f(u)dXti−j+1−u with f(u) =
e−λ0u − 1 + λ0u ∼ O(u2), the residual function of the Taylor expansion of e−λ0u at
u = 0.
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udXti−j+1−u and R(δ)ti−j+1 :=
δ∫
0
f(u)dXti+1−j−u with f(u) ∼
O(u2) and f(0) = 0. Therefore, the result is proved.
We define
I(δ)D := [I(δ)tn , I(δ)tn−1 , ..., I(δ)t−1 , ...]
∗ ∈ R∞,
and
R(δ)D := [R(δ)tn , R(δ)tn−1 , ..., R(δ)t−1 , ...] ∈ R∞.
Hence, we have




and we can express Sn−1(Y




































Since R(δ)D is the residual, it is dominated by I(δ)D, and we make an observation
on the relationship between them.
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almost surely.
Proof. Recall that I(δ)ti =
δ∫
0
udXti−u, and R(δ)ti =
δ∫
0
f(u)dXti−u where f(u) ∼
O(u2), and f(0) = 0. The integral admits Riemann integral limit by Young’s


















4.5.6 Consistency for the drift coefficient of the limiting model
For (4.66), by Slustky’s theorem (for convergence in probability)(A.1.2), we can
separate the proof with respect to the nominator and the denominator. First, we








P0−→ 1, for h > 0.5, with δ → 0, and
δn
1
3 →∞; for 16 < h < 0.5, with δ → 0, δn
1




Proof. We define Q(δ) = Sn−1(Y




















































































, by Chauchy’s inequal-






We can see that Q2(δ)
∗Σ−1n Q2(δ) dominates Q3(δ)
∗Σ−1n Q3(δ) by Observation 4.5.2.
In addition, Q1(δ)
∗Σ−1n Q1(δ) ∼ O(δ2)Sn−1(Y (δ)D)∗Σ−1n Sn0 (Y (δ)D). Therefore, we
only need to discuss Q2(δ)
∗Σ−1n Q2(δ).
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Thus we consider EQ2(δ)∗Σ−1n Q2(δ), and we have



























where recall that ‖.‖2 is the 2-norm of a matrix. Since increments of fractional
Brownian motion are stationary, we have

































For the calculation point of view, we first prove that the stochastic integral satisfies

















































































































The calculation for Q2,2(δ) follows the same virtue and we include the calculation



















































e−yλ0y2h−2dy) ∼ Γ(2h− 1)O(δ2).
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From Theorem 4.4.6, for h > 0.5, ‖Σ−1n ‖2 ∼ δ−2h, and for h < 0.5, ‖Σ−1n ‖2 ∼
O(n1−2h)δ−2h. It is worth noticing that, the theorem is obtained when δ is fixed,
and thus we need to consider δ when δ → 0. Since, from (4.72),









 O(nδ2−2h), h > 0.5O(n2−2hδ), h < 0.5 .
Recall that (4.71) = Q2(δ)
∗Σ−1n Q2(δ)
n(1−e−2λ0δ)−1 , and thus (4.71) ∼ O(δ
3−2h) for h > 0.5. For
h < 0.5, (4.71) ∼ O(n1−2hδ2) and in order for it to converge to zero, we require




−hδ → 0. (4.77)
Recall from (4.60) in discrete case, we need the condition n
1
3 δ → ∞. Notice that,
in order for both (4.77) and (4.70) to satisfy, we have 12 − h <
1
3 , i.e. h >
1
6 .
The result on E‖Q2(δ)‖2 will be used later, and thus we make a proposition on
that, as follows,
Proposition 4.5.1. E‖Q2(δ)‖22 ∼ O(nδ2) for h > 0.5, and E‖Q2(δ)‖22 ∼ O(nδ1+2h)
for h < 0.5.
Next, we consider the nominator and prove the following lemma,







P0−→ 0, for h > 0.5 with δ → 0, and
n
1
3 δ →∞; for 13 < h < 0.5 with n
1
3 δ →∞, δ → 0, and δn1−2h → 0.




(1−e−2λδ)−1n → 1 in probability, under some
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In the following proof, we repeatedly use the Cauchy’s inequality (A.1.7) for random
variables. For random variables X and Y , E(XY ) is an inner product [4], and thus






Since by Jensen’s inequality for concave function (A.1.8),
E|Sn−1(Y (δ)D)∗Σ−1n Sn0 (∆X(δ)D)| = E((Sn−1(Y (δ)D)∗Σ−1n Sn0 (∆X(δ)D))2)
1
2
≤ (E(Sn−1(Y (δ)D)∗Σ−1n Sn0 (∆X(δ)D))2)
1
2 ,
we have, by Lemma 4.5.1,















































δ(1−e−2λδ)−1n . Thus, we only need to show that the




































































As A3 is controlled by A2, by Observation 4.5.2, we only consider A1 and A2. By





|Sn−1(Y (δ)D)∗Σ−1n Sn0 (∆X(δ)D)|
n
→ 0.
Recall from Theorem 4.4.6, ‖Σ−1n ‖2 ∼ O(δ−2h) for h > 0.5, and ‖Σ−1n ‖2 ∼ O(δ−2hn1−2h)

























n ) = δ
















−h for h < 0.5.





−h → 0, and that is
δn1−2h → 0. (4.80)





δ(1−e−2λδ)−1n , we have, by (4.78) and Jensen’s
inequality for concave function (A.1.8),
E


































































−h for h < 0.5,
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and we need to have for h < 0.5,
δn1−2h → 0. (4.81)
Recall from (4.60) in discrete case, we need the condition n
1
3 δ → ∞, and by the
above condition, we have 1− 2h < 13 , i.e. h >
1
3 .
We consider the drift parameter λ0 first, and we prove the following theorem















is weakly consistent as δ → 0 and δn
1
3 → ∞, for h > 0.5. It is weakly consistent
for 13 < h < 0.5, as δn
1
3 →∞, and δn1−2h → 0 with n→∞ and δ → 0.














−h → 0, and from Lemma 4.5.6, we need δn1−2h → 0. Since δn1−2h → 0 is a
stronger condition than δn
1
2
−h → 0, we have the above condition.
4.5.7 Consistency for the diffusion coefficient of the limiting model
We prove the following theorem







D)− Sn−1(Y D)e−λ̃T (δ)δ)∗Σ−1n (Sn0 (Y D)− Sn−1(Y D)e−λ̃T (δ)δ)
n
,
is weakly consistent as δ → 0 with δn
1
3 →∞, for h > 12 , and weakly consistent for
1
6 < h <
1





−h → 0 and n→∞.






D)− Sn−1(Y D)e−λ̃T (δ)δ)∗Σ−1n (Sn0 (Y D)− Sn−1(Y D)e−λ̃T (δ)δ)
n
.




→ 1 as δ → 0, and we consider the other term,
(Sn0 (Y



































(e−λ̃T (δ)δ − e−λ0δ)σ0





























(e−λ̃T (δ)δ − e−λ0δ)σ0.
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Actually, we can loose the conditions for the case h < 0.5 for the above equation.










































































































by large number theorem, as n→∞ and δ → 0. We prove that the remaining terms






































n ) = δ
2, for h > 0.5
o( δ
−2hn1−2hnδ2h+2
n ) = δ
2n1−2h for h < 0.5.
Combing (4.84), Theorem 4.5.4 is proved.
4.5.8 Conclusion
In the second project, we derive the approximate MLEs for both the drift co-
efficient and diffusion coefficients of the discretely observed one-dimensional frac-
tional O-U process, and we proved the weak consistency of the estimators. The
method is general enough to include the case where h < 12 , and in comparison
with other method for discretely observed processes, they only considered the case
where h > 12 . Some conditions on δ and n are required for the weak consistency.
For h > 12 , we need δn
1
3 → ∞, this lower bound for δ is from the discrete model
where the larger the δ is, the faster the convergence would be. For h < 12 , there is
an upper bound which is due to the explosive 2 norm of the inverse of the covariance




From Chapter 4, we can see that in order to apply the algorithm of calculating
MLEs for discretely observed case, we need to construct a piecewise linear driving
force given the observations. Since most of the stochastic differential equations
admit no closed form of the solutions, we need to construct an algorithm to nu-
merically calculate the piecewise linear driving force. In this section, we study an
iterative algorithm solving for the inverse problem, under the condition that the
driving force is a piecewise linear path.
The algorithm uses the signature of a path as the feature set instead of the sampling
points of the path. It is motivated by the property that the signature on a fixed
time segment does not change by adding tree-like paths (p39, Definition 2.28)[41].
Motivated by that property, we create a new path by adding adapted paths, which
can be considered as a certain type of tree-like paths, such that the new path goes
through the observation points. Since the new path shares the same signature as
the original one, the two paths are equivalent in the metric induced by signatures,
from which convergence can be achieved.
The chapter is organized as follows. First, we explain the algorithm, and then we
apply it to the one-dimensional fractional O-U process as an illustration for the
algorithm. Afterwords, we consider differential equations with constant diffusion
coefficients and convergence result is obtained for that case. In the end, we combine
the results of this chapter and the results from Chapter 4. We conduct numerical
analysis on the MLEs for differential equations with no analytical solutions.
95
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5.1 Setting
Suppose that the observations follow the d-dimensional differential equation
dYt = f(Yt)dt+ b(Yt)dXt, Y0 = c̄0, (5.1)
where f : Rd → L(R,Rd) is Lip(1) and b : Rd → L(Rd,Rd) is Lip(γ) with γ > p.
The integral is defined in Ito’s sense, and the map (5.1) is denoted by Yt = I(Xt).
Suppose that the observations are made on the time points
Dn := {0, δ, 2δ, ..., nδ} = {0, t1, t2, ..., tn−1, T},
with δ := Tn the time between each consecutive observation, and n, the number





ti , ..., c
d
ti ]
∗ is a d-dimensional vector, and cjti refers to the j-th dimension
of the the observations at time ti. In practice, the observations are modelled by
continuous stochastic processes, but we often discretize it when applying the model
numerically. Thus, it is useful to study the discrete version of model (5.1) given
the observations from the (5.1). Let {X(n)t, t ∈ [0, T ]} be the linear interpolation
of {Xt, t ∈ [0, T ]} on Dn, and we consider the following discrete model
dY (n)t = f(Y (n)t)dt+ b(Y (n)t)dX(n)t, Y (n)0 = c̄0. (5.2)
The aim of the algorithm is to solve for {X(n)t} given observations c̄ generated by
(5.1), i.e. the algorithm should satisfy the following conditions,
1. {Y (n)t} and {X(n)t} satisfy (5.2)
2. Y (n)ti = c̄ti , ∀ti ∈ Dn
3. {X(n)t} is piecewise linear on Dn.
In order to calculate the process {X(n)t}, we need the trajectory of {Y (n)t, t ∈
[0, T ]}, whereas we only have discrete points on Dn. An iterated algorithm is de-
signed to construct the path {X(n)t}. We denote the outcome for the kth iteration
of an general nth piecewise linear path {Z(n)t, t ∈ [0, T ]} by {Zn(k)t, t ∈ [0, T ]}.
We set the initial input {Y n(0)t, t ∈ [0, T ]} as the linear interpolation of {Y (n)t, t ∈
[0, T ]} on Dn. The output {Xn(1)t, t ∈ [0, T ]} might not be piecewise linear, but
we force it to be piecewise linear and then apply it to the map Y n(1)t = I(X
n(1)t).
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Thus, {Y n(1)t} might not go through the observations. We want to adjust the
path so that it passes through the observations, and at the same time, minimize
the measure of the changes of some feature set. Motivated by the property of the
signature of a rough path which is that the signature is invariant by adding tree-like
paths, the algorithm does the similar adjustment to the path, and we explain the
algorithm in the next section.
5.2 The inverse algorithm
Before explaining the algorithm, we make a definition of the adapted path which
is motivated by the tree-like path.
Definition 10 (Adapted path). Given two points X and Y in Rd, the adapted path




X + Y−Xtj−ti (t− ti)
)
,
where t ∈ [ti, tj ].
We consider the model (5.2), and in order to exploit the benefit of the property of
the signature, we augment the model by making it a (d+1) dimensional differential
equation system. Let {Ỹ n(k)t′} be the path generated by adding adapted paths to
{Y n(k)t} such that {Y n(k)t} goes through the observations, and {X̃n(k)t′} be the




















t′ is the time axis, and t
′ = τ(t) is an artificial time representing the
movement of the path. We denote the above mapping by Iaug(X
(0)(n)t′ , X̃
n(k)t′).
Notice that, the adapted paths only add on the observation points, so that the
augmented path {Ỹ (k)t} goes from some observation cti to Y (k)ti along the adapted
path, and then goes from Y (k)ti to Y (k)ti+1 satisfying the original model (5.2), and
then travels from Y n(k)ti+1 to the observation cti+1 along another adapted path.
Thus there are two modes of the movements of {Ỹ n(k)t}; one is travelling along
adapted paths, and the other one travels according to the original model with an
additional dimension, the time dimension.
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The augmented differential equation considers the time axis as a dimension of the
driving force, and thus we can account for the adapted path to the system by
manipulating the movement of {X(0)t′ }. Since the first dimension of the adapted
paths is always zero, dX
(0)
t′ is set to be zero for the segment corresponding to the
adapted path. An artificial time is constructed to represents the movements of the
d + 1-dimensional path {Ỹ n(k)t′}. We give more details on the augmented map
by showing explicitly what is the differential equation when Ỹ n(k)t′ is an adapted
path and when Ỹ n(k)t′ travels according to the original model.
Adapted path segment We consider the case where the augmented path {Ỹ (k)t}
goes from some observation cti to Y (k)ti along the adapted path, and the differential









dt′ = b(Ỹ n(k)t′)dX̃
n(k)t′
)
Travels according to the original model We consider the case where the aug-
mented path {Ỹ n(k)t} goes from Y n(k)ti to Y n(k)ti+1 , and the differential equation







dỸ n(k)t′ = f(Ỹ
n(k)t′)dt
′ + b(Ỹ n(k)t′)dX̃
n(k)t′ .
)
We can see that {Ỹ n(k)t′} satisfying the original differential equation with an ad-
ditional time dimension, in a parametrized time t′.
The algorithm can be divided into four steps,
1. X̃n(k+ 1)t′ = I
−1
aug(Ỹ
n(k)t′). First, we solve for the inverse of the augmented
map to get the driving force.
2. Xn(k + 1)t = X̃
n(k + 1)τ(ti) +
X̃n(k+1)τ(ti+1)−X̃
n(k+1)τ(ti)
δ (t − ti), for ti ∈ Dn.
Then, we linearise the driving force, and set back the artificial time to the
original time.
3. Y n(k + 1)t = I(X
n(k + 1)t). We apply the linearised driving force to the
original model.
4. Construct {Ỹ n(k + 1)t} by adding adapted paths to {Y n(k + 1)t} such that
{Ỹ n(k + 1)t} passes through the observations.
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We illustrate the algorithm by the following diagram,
Ỹ n(k)t′ X̃
n(k + 1)t′






We make some remarks about the algorithm. For the first step, {Ỹ n(0)t, t ∈ [0, T ]}
is the linear interpolation of the observations,




for t ∈ [ti, ti+1). {Xn(1)t} is solved by solving the inverse of the Ito’s map, since
{Ỹ n(0)t} pass through the observations, in which case the the augmented map is
identical to Ito’s map. In step two, {X̃n(k)t′} is a piecewise smooth path but might
not be piecewise linear, and thus we need to linearise it. In addition, we need to
map the artificial time back to the original time. In the third step, we apply Ito’s
map to Xn(k)t to obtain Y
n(k)t, and we can see that Y
n(k)ti 6= cti since we do not
have the right initial {Y n(0)t}. Therefore, in step 4, we need to adjust {Y n(k)t}
by adding adapted paths, so that the path goes through the observations.
Artificial time and adapted paths We explain more on two important con-
cepts for the algorithm which are adapted paths and the artificial time. Before
explaining adapted paths, we need to explain more on the artificial time t′. First,
the artificial time relates to the augmented differential equation and adapted paths,
and it involves only with step four and step one. In step three, we solve the Ito’s
map with no artificial time involved. Recall that t′ = τ(t), and we define a homo-
geneous time point set
D′n = {t′0, t′1, ..., t′3(n−1)−1},
which includes the ending points of each smooth segment for the augmented path.
Suppose we have the right starting observation, and thus, the augmented path
passes through the starting point and ending point of the whole path once. It
passes through the other (n − 2) time points twice. In addition, we need to add
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(n-1) observations, and hence the number of artificial time points is
|D′n| = 2 + 2(n− 2) + (n− 1) = 3(n− 1).
As we can see, each time interval [τ(ti), τ(ti+1)) for i ≥ 1, is separated by three
time segments, as follows









where δ′ = t′i+1− t′i =
τ(T )−τ(0)
3(n−1)−1 . We always consider the behaviour of the paths on
time segments of the form, for i ≥ 1,








We define two types of adapted paths on that interval. For t′ ∈ [τ(ti)+δ′, τ(ti)+2δ′),
the adapted path is defined as
T−i (t






′ − τ(ti)− δ′)
)
,
and for t′ ∈ [τ(ti+1), τ(ti+1) + δ′)
T+i (t
′; k + 1) =
(
ti








′; k + 1) denotes the kind of tree when the path travels from Y n(k + 1)ti
to the observations, and since we need to adjust the path at ti so that it goes
through the observations, we need to add T+i (t
′; k+ 1) for each interval of the form
[τ(ti), τ(ti)+δ
′). After the augmented path reaching the observations, it needs to go
back to Y n(k)ti . Hence, we add T
−
i (t
′; k+1) on time interval [τ(ti)+δ
′, τ(ti)+2δ
′).
And {Ỹ n(k+ 1)t′ , t′ ∈ [τ(ti) + 2δ′, τ(ti+1))} behaves like {Y n(k+ 1)t, t ∈ [ti, ti+1)}.
For i = 0, we consider the time segment
t′ ∈ [τ(t0), τ(t1) + δ′) = [τ(t0), τ(t1))
⋃
[τ(t1), τ(t1) + δ
′),
and we only have T+1 (t
′; k + 1) at τ(t1). We illustrate the adapted path by the
following picture,












Figure 5.1: 2-dimensional augmented path {Ỹ n(k)t′ , t′ ∈ [τ(ti) + δ′, τ(ti+1) + δ′]}
5.3 Algorithm illustration: 1-dimensional fractional O-
U process
In this section, we illustrate the algorithm by applying it to an 1-dimensional
fractional O-U process. Let the observations {cti} be generated by a 1-dimensional
fractional O-U process, and the corresponding discrete model be as follows,
dY (n)t = −λY (n)tdt+ σdX(n)t, Y (n)0 = c̄0, (5.5)
where λ, σ ∈ R+, and




for t ∈ [ti, ti+1) with ti ∈ Dn.
















































′ − (τ(ti) + 2δ′)), t′ ∈ [τ(ti) + 2δ′, τ(ti+1))
ti+1, t






′; k) t′ ∈ [τ(ti) + δ′, τ(ti) + 2δ′)
Y n(k)ti+ δδ′ (t
′−τ(ti)−2δ′) t
′ ∈ [τ(ti) + 2δ′, τ(ti+1))
T+i+1(t
′; k), t′ ∈ [τ(ti+1), τ(ti+1) + δ′)
. (5.8)
Recall from (4.37),







We illustrate the algorithm by showing the four steps.
Step One By plugging (5.7) and (5.8) to (5.6), we obtain that
∆X̃n(k + 1)τ(ti+1) = X
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∆Xn(k + 1)ti+1 = ∆X̃
n(k + 1)τ(ti+1).
Step Three We plug ∆Xn(k + 1)ti+1 to derive Y
n(k + 1)ti+1 ,
Y n(k + 1)ti+1 = σ
1− e−λδ
λδ
(∆Xn(k + 1)ti+1) + Y
n(k + 1)tie
−λδ. (5.10)
Step Four Finally, we add adapted path to {Y n(k+ 1)t, t ∈ [0, T ]}, and we have
Ỹ n(k + 1)t′ =

T−i (t
′; k + 1) t′ ∈ [τ(ti) + δ′, τ(ti) + 2δ′)
Y n(k + 1)ti+ δδ′ (t
′−τ(ti)−2δ′) t
′ ∈ [τ(ti) + 2δ′, τ(ti+1))
T+i+1(t
′; k + 1), t′ ∈ [τ(ti+1), τ(ti+1) + δ′)
.
We repeatedly apply the four steps and stop when the algorithm arrives at a stable
point. In the next section, we consider a d-dimensional differential equation with
constant diffusion coefficient, and we prove that the algorithm yields a stable point,
that is an n-piecewise linear path {Xnt } := lim
k→∞
{X(k)t}, and such path drives the
solutions to go through the observations.
5.4 Convergence for processes with constant diffusion
coefficient
In this section, we apply the algorithm to the differential equations with constant
diffusion coefficient as follows. Suppose we made observations on time point set Dn,
and the observations follow the following differential equation
dY (n)t = f(Y (n)t)dt+ ΣdX(n)t, Y (n)0 = c̄0, (5.11)
where {X(n)t, t = [0, T ]} is a d-dimensional n-piecewise linear random process
on partition Dn, and the observations of {Y (n)t} are denoted by {c̄t, t ∈ Dn}.





‖X − Y ‖p
= λf ,
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where Y,X ∈ Rd. The lp metric between {Yt, t = [0, T ]} and {Xt, t = [0, T ]} at
time t is defined as








where Y jt and X
j
t refer to the j




‖Σ−1‖p = λσ−1 .
In this section, we prove that the resulting driving force {Xn(k)t, t ∈ [0, T ]} con-
verges in p-variation metric as k →∞. Before the proof, we give the definition on
asymptotic nilpotent matrix.
Definition 11 (Asymptotic nilpotent matrix). For A ∈ Cn×n, if Ak → 0 in some
matrix norm where 0 is a zero matrix as k →∞, then we say that A is an asymp-
totic nilpotent matrix.
Then, we prove a lemma as follows,
Lemma 5.4.1. Consider the model (5.11). Let v(∆Xn(k+ 1)−∆Xn(k))p denote
the vector where
v(∆Xn(k + 1)−∆Xn(k))p
= [‖∆Xn(k + 1)t1 −∆Xn(k)t1‖p, ..., ‖∆Xn(k + 1)tn −∆Xn(k)tn‖p]∗,
and we have, ∀i ∈ {1, 2, ..., n},
v(∆Xn(k + 1)−∆Xn(k))p(i) ≤ (B(δ)v(∆Xn(k)−∆Xn(k − 1))p) (i), (5.12)































Recall from (5.4), we always consider the augmented path on the time interval of
the following form







By the fact that dY (0)(n)t′ = 0, for t
′ ∈ [τ(ti)+δ′, τ(ti)+2δ′) and t′ ∈ [τ(ti+1), τ(ti+1)+
δ′), and Ỹ n(k)τ(ti+1)+δ′ = c̄ti+1 , Ỹ
n(k)τ(ti)+δ′ = c̄ti ,














f(Y n(k)t)dt+ c̄ti+1 − c̄ti
 .
(5.13)
Because X̃n(k + 1)τ(ti+1)+δ′ − X̃n(k + 1)τ(ti)+δ′ = ∆Xn(k + 1)ti+1 , we have the
following,

















‖Y n(k)ti − Y n(k − 1)ti ...























‖f(Y n(k)s)− f(Y n(k − 1)s)‖pdsdt.










λ = λσ−1λf . (5.14)
We consider ‖f(Y n(k)t)− f(Y n(k− 1)t)‖p as a function of t, and for any m ∈ Z+,
we have





















‖Y n(k)ti − Y n(k − 1)ti +
tm∫
ti














‖Y n(k)ti − Y n(k − 1)ti‖pdtm...dt1






















‖f(Y n(k)tm+1)− f(Y n(k − 1)tm+1)‖pdtm+1dtm...dt1









+ λmIm+1(‖f(Y n(k))− f(Y n(k − 1))‖p)[ti,ti+1].






‖f(Y n(k)t2)− f(Y n(k − 1)t2)‖pdt2dt1

































‖f(Y n(k)t2)− f(Y n(k − 1)t2)‖pdt2dt1
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Therefore
‖∆Xn(k + 1)ti+1 −∆Xn(k)ti+1‖p












= ‖Y n(k)ti − Y n(k − 1)ti‖p(eλδ − 1) + λσ‖∆Xn(k)ti+1 −∆Xn(k − 1)ti+1‖p




We would like to find an upper bound for ‖Y n(k)ti − Y n(k − 1)ti‖p controlled by
{‖∆Xn(k)tj −∆Xn(k − 1)tj‖p, j ≤ i}. From (5.11), we have for t ∈ [ti−1, ti),
Y n(k)t − Y n(k − 1)t
= Y n(k)ti−1 − Y n(k − 1)ti−1 +
t∫
ti−1









Let U(k)t = ‖Y n(k)t−Y n(k−1)t‖p, and since {Y n(k)t, t ∈ [ti−1, ti)} is continuous,
U(k)t := ‖Y n(k)t − Y n(k − 1)t‖p = (
d∑
j=1















































‖∆Xn(k)t1+i−j −∆Xn(k − 1)t1+i−j‖pe(j+1)λf δ.
Thus by (5.17), we have
‖∆Xn(k + 1)ti+1 −∆Xn(k)ti+1‖p
≤ ‖Y n(k)ti − Y n(k − 1)ti‖p(eλf δ − 1) + λσ‖∆Xn(k)ti+1 −∆Xn(k − 1)ti+1‖p
eλf δ − 1− λδ
λδ
≤ λσ(eλf δ − 1)
i∑
j=1
‖∆Xn(k + 1)ti−j −∆Xn(k)ti−j‖pejλf δ
+ λσ‖∆Xn(k)ti+1 −∆Xn(k − 1)ti+1‖p




By (5.19), we have ∀i ∈ {1, 2, ..., n},
v(∆Xn(k + 1)−∆Xn(k))p(i) ≤ (B(δ)v(∆Xn(k)−∆Xn(k − 1))p) (i), (5.20)
where for i > j,
B(δ)i,j = λσe
(i−j)λf δ(eλf δ − 1),
and
B(δ)i,i = λσ
eλf δ − 1− λδ
λδ
= λσ






λδ < 1, and as n is finite, B(δ)i,j < ∞. Therefore, B(δ) is an
asymptotic nilpotent matrix [6] (Fact 2.4, p3), that is
B(δ)k
k→∞−→ 0n,
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where 0n is an n by n zero matrix.
We would like to prove that {Xn(k)t} converges in p-variation metric as k →∞,
and beforehand, we would like to introduce a theorem as follows,
Theorem 5.4.1. [6] For A ∈ Cn×n, let ρ(A) = max
i
λi where λi are the eigenvalues
of A. If ρ < 1, then Ak → 0 in ‖.‖ where 0 is a zero matrix.
Recall that the p-variation metric is














where X and Y are two p-rough paths. In our case, {Xn(k)t} is a one-rough path,
and then we prove the convergence to some piecewise linear path in 1-variation
metric. Since the geometric rough path space is complete, it suffices to prove that
the sequence is Cauchy.
Theorem 5.4.2. For any ε, there exists an N , such that for m, k > N ,
d1(X
n(m), Xn(k))[0,T ] < ε.
Proof. Given a time point ti, and let X
n(k)jti be the j
th dimension for the vector
Xn(k)ti . We take the vector norm for X
n(k)ti = [X
n(k)1ti , ..., X
n(k)dti ]
∗ to be lq
norm where q ∈ Z+. By the definition of 1-variation metric, we have
d1(X




n(k − 1)t∗j ,t∗j+1‖q,
where D∗ = {t∗0, t∗1, ..., t∗m} is the optimal partition. Since {Xn(k)t−Xn(k− 1)t} is
piecewise linear on Dn, D∗ = Dn. Therefore, we have
d1(X





:= [‖∆Xn(k)t1 −∆Xn(k − 1)t1‖q, ..., ‖∆Xn(k)tn −∆Xn(k − 1)tn‖q]∗.
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Since, by Theorem5.4.1, ‖B(δ)l‖1 → 0 as l → ∞, we can find an N , such that
‖B(δ)l‖1 < εm−k‖v(∆X
n(2) − ∆Xn(1))q‖−11 for l > N . Thus, for m, k > N , we
have
d1(X




n(k + i), Xn(k))[0,T ] < ε.
Thus, the piecewise linear driving force {Xn(k)t} converges to some piecewise
linear path {Xnt } := lim
k→∞
{Xn(k)t}, and we would like to prove such limiting path
actually drives the stochastic differential equation to pass through the given obser-
vations {c̄ti}.
Theorem 5.4.3. The limiting path {Xnt } := lim
k→∞
{X(k)t} drives the solution of
the differential equation
dY (n)t = f(Y (n)t)dt+ ΣdXt, Y (n)0 = c̄0,
to go through the observations {c̄t} at time points Dn.
Proof. Recall from (5.13), that
X̃n(k + 1)τ(ti+1)+δ′ − X̃




f(Y n(k)t)dt+ c̄ti+1 − c̄ti
 ,
and thus we have










n(k + 1)ti+1 −Xn(k + 1)ti)
= Y n(k)ti+1 − Y n(k)ti .
Let k →∞, and we have that the resulting solution goes through the observations.
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5.5 Numerical Analysis
In this section, we apply the inverse algorithm to construct the approximate
MLEs using the method in Chapter 4. In Chapter 4, we apply the method to the
fractional O-U process which has an analytical solution. However, for most of the
cases, we have to resort to numerical methods to solve the stochastic differential
equation. Therefore, it is necessary to study the method by applying it to rough
differential equations with no analytical solutions.
We conduct numerical experiments on three cases, the fractional O-U process which
has theoretical results and reference for us to compare to. Then we apply it to a
two dimensional stochastic model as followsdY 1t = λ1,1sin(Y 1t )dt+ λ1,2cos(Y 2t )dt+ σ1,1dB1t + σ1,2dB2tdY 2t = λ2,1sin(Y 1t )dt+ λ2,2cos(Y 2t )dt+ σ2,1dB1t + σ2,2dB2t ,
where {B1t , B2t } is a two dimensional fractional Brownian motion. Finally, we do
experiments on the Cox–Ingersoll–Ross model (CIR) which has non-constant diffu-
sion coefficient,
drt = a(b− rt)dt+ σ
√
rtdBt,
where {Bt} is a two dimensional fractional Brownian motion.
The section is organized as follows, first, we present the setting for the numerical
experiment and then we explain the results of the numerical experiments. The
experiments can be categorized into two steps; first, we do experiments on the
inverse algorithm and then we do experiments on the calculation of MLEs.
5.5.1 Numerical Setting
We explain some necessary numerical setting for the numerical experiments.
Optimization We calculate MLEs by maximizing the log-likelihood function,
and thus we need to find the maximum of the log-likelihood function. We apply
a simple optimization algorithm, the line segment method, and the tolerance of
error is set to be within 1%. The algorithm is as follows. Consider a function
f(x) : [a, b] → R and we want to find the maximum of f(x) on an interval [a, b].
We consider −f(x), and thus the goal is to find the minimum. The algorithm is as
follows,
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1. Find α < β < γ such that f(α) > f(β), and f(γ) > f(β)
2. Let d1 = β +
γ−β
2 . If f(d1) > f(β), γ ← d1; otherwise, α ← β, β ← d1, and
f(β)← f(d1)
3. Let d2 = α +
β−α
2 . If f(d2) > f(β), α ← d2; otherwise, γ ← β, β ← d2, and
f(β)← f(d2)
where a← b means give the value of b to a.
Parameter selection Consider the following differential equation
dYt = a(Yt; θ1)dt+ b(Yt; θ2)dXt, (5.21)
where Yt ∈ Rm, a(., θ1) : Rm → Rm, b(., θ2) : Rm → L(Rm,Rm), and {Xt} is a
m-dimensional fractional Brownian motion. We have the observations on {Yt} at
time point set Dn = {0, δ, 2δ, ..., nδ}, denoted by Y Dn .
The observations are generated by Euler scheme. Consider {Yt} on [ti, ti+1), and we


























We set l = 2 in our numerical experiment. Fractional Brownian motion is generated
by fast Fourier transformation [36]. For the inverse algorithm, the number of itera-
tion k is selected such that the lp norm of the error between two consecutive driving
force is within 5% by doing experiment on different k for 20 times for each model.
The estimators are the mean value average of 100 Monte-Carlo simulations. The dif-
ferential equation is solved by the built in function of Matlab, ’ode45’ which employs
Runge-Kutta method and the absolute error tolerance is set to be within 10−7 and
relevant error tolerance is 10−6. When solving for ∆Xn(k+1) given Y n(k), we need
to calculate integrals and we approximate the integral by Riemann-Stieljes approx-
imation. For each interval, we break it down into q pieces, and the integral is calcu-





n(k)ti+rδ/q − Y n(k)ti+(r−1)δ/q).
q is decided so that the driving force converges within an acceptable error which is
5% in our case.
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Jacobian In order to construct the log-likelihood function, there are two parts
we need to calculate for a Gaussian process, which are the Jacobian part and the
quadratic part. The quadratic part can be solved by the inverse algorithm, and the
construction for the Jacobian for the general model can be referred to [52] (Section
3, p5-p6). We present the result from [52] here. For an m-dimensional process
satisfying model (5.21), let cti =
∆Xti
δ , and we have for t ∈ [ti−1, ti),
dYt = a(Yt; θ1)dt+ b(Yt; θ2)dXt = a(Yt; θ1)dt+ b(Yt; θ2)ctidt.





where |Z(c)ti | is the determinate of the matrix of Z(c)ti , and the αth-column of
Z(c)ti , Z





α(Y (δ)s; θ2)ds, (5.23)
where 5(a + bc)(Yt; θ) := At, and bα(Y (δ)s; θ2) is the αth-column of the diffusion
coefficient b(Y (δ)s; θ2).
Normalisation of the log-likelihood function Since we have multiple param-
eters to estimate, we need to scale the log-likelihood function for different param-
eters, otherwise the parameters of smaller order cannot be calculated accurately.
When the log-likelihood function has no theoretical expression, we have to use a
rule of thumb for the scaling. Consider the stochastic process (5.1), with parame-
ters θ = {θ1, θ2}, where θ1 is the set of drift coefficients and θ2 is the set of diffusion
coefficients
dY (δ)t = f(Y (δ)t; θ1)dt+ b(Y (δ)t; θ2)cidt, Y0 = y0.
The diffusion coefficients θ2 dominate the probability measure, since from [55] (The-
orem 5), the probability measure P (Y ) and P (Ỹ ) are singular to each other if∫
b21(Yt; θ2)dt 6=
∫
b22(Ỹt; θ2)dt, where b1(Yt; θ2) and b2(Ỹ ; θ2) are the diffusion coef-
ficients of two fractional processes {Yt} and {Ỹt} respectively. In addition, in the
CHAPTER 5. INVERSE ALGORITHM 115
log-likelihood function, ∆X∗Σ−1n ∆X ∼ O(n) where ∆X is the random vector of
the increment of the driving force, almost surely, and for an m-dimensional process,
the diffusion coefficient is O(mn). For the Jacobian, by middle value theory, there





α(Y (δ)s; θ2)ds = exp(As∗,ti)b
α(Y (δ)s∗ ; θ2)δ ∼ O(δ)θ2
Thus, |Zα(c)| ∼ O(δm)θm2 , and by (5.22), we have the Jacobian is of order θmn2 .
Hence, the Jacobian part involving θ2 is of order O(mn) in the log-likelihood func-
tion, and the diffusion coefficients are expected to be of order O(mn).
We consider the normalisation for drifting coefficients θ1, and the normalisation
process takes an intuition from the O-U process [52]. The log-likelihood function
for multidimensional process is the summation of the log-likelihood function of in-
dividual dimension, and thus we illustrate the normalisation process by considering
a 1-dimensional process. Since θ1 is of smaller order of θ2 in the log-likelihood
function, we need to eliminate the effect of θ2, when calculating the MLEs for θ1.
We normalise the log-likelihood function as follows
lT (θ1;Y
Dn) = 2lT (θ;Y
Dbn2 c , θ∗2)− lT (θ;Y Dn , θ∗2),
where θ∗2 is the MLE for θ2, and Y
Dbn2 c are the observations where the time between

















Dn) = 2lT (θ;Y
Dn
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where α > −1. Assume that |l(−1)T (θ∗2;Y
Dn
2 ) − l(−1)T (θ∗2;Y Dn)| → 0 as n → ∞,
and thus lT (θ1;Y
Dn) is a function of order δα. The vanishing of the first part
depends on the model. We show that actually the intuitive normalisation method
works effectively for different models through numerical experiments in the following
sections.
5.5.2 Numerical Results
First, we present the numerical results on the inverse algorithm, that is given
the observations, we derive the piecewise linear driving force.
Then we calculate the approximate MLEs for the discretely observed models. For
a given model, there are three factors for us to adjust, which are T , the observation
time, δ, the time interval between observations and n, the number of observations.
The behaviour of the estimators depends on their sensibility with respect to the
parameters T , δ, and n. From the analytical analysis from previous sections of the
log-likelihood function of the fractional O-U process, we make an inference for the
general behaviour of the drift parameter and diffusion coefficient. For the first case,
we fix T , and change δ. We expect that the volatility σ has better result when δ is
smaller, since the estimator in the log-likelihood function is of order 1δ . However,
λ converges as T → ∞, and thus the behaviour of the estimator of λ should not
change much when T is fixed.
For the second case, we fix n, and change δ. Since, λ converges when T →∞, λ has
better result when δ is bigger. Similar to the first case, σ should be better when δ
is smaller.
It is obvious that when we fix δ, both MLEs perform better when n is larger. Thus,
we do not do experiment on this case.
5.5.2.1 The inverse algorithm
Based on the previous section, we conclude that the algorithm will yield a
convergent piecewise linear driving force for differential equation with constant dif-
fusion coefficients. We would like to present some numerical results on the inverse
algorithm to see the convergent behaviour. First, we conduct the numerical exper-
iment on fractional O-U process with λ = 2, and σ = 1. We choose δ = 0.1 and
n = 1000, and we also do experiment on the case where δ = 0.01. Since, from the
analysis, the convergence should be dominated by δ, that is a smaller δ will yield a
faster convergent rate.
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Figure 5.2: The l2 error between the numerical results and the true paths of the
average of 20 paths. λ = 2, σ = 1, and h = 0.6.
As the plot indicates, there is a sharp turn on the convergence behaviour due to
the behaviour of the l2 norm of B(δ)k. We illustrate the point by the following
numerical results on the l2 norm of B(δ)k. Recall from (5.20), B(δ)k controls the
convergence behaviour of the iterative paths and should converge to 0 in matrix
norm as k →∞.
Figure 5.3: The l2 norm of B(δ)k which is n× n with n = 200, δ = 0.1, λσ−1 = 3,
λf = 1, and λσ = 2. Y-axis is the l
2 norm of B(δ)k, and X-axis is the number of
iteration k.
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Figure 5.4: The l2 norm of B(δ)k which is n× n with n = 200, δ = 0.1, λσ−1 = 3,
λf = 1, and λσ = 2. Y-axis is the l
2 norm of B(δ)k, and X-axis is the number of
iteration k.











. The plot shows a convergent behaviour
Figure 5.5: The l2 error between the numerical results and the true paths of the
average of 20 paths. h = 0.6, n = 250, the number of observations, and δ = 0.1.
and a sharp turn around the iteration time of 17, due to the discontinuity of the
l2 norm of the matrix B(δ)k, and we demonstrate the experimental evidence as
follows.
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Figure 5.6: The l2 norm of B(δ)k which is n× n with n = 200, δ = 0.1, λσ−1 = 3,
λf = 1, and λσ = 2. Y-axis is the l
2 norm of B(δ)k, and X-axis is the number of
iteration k.
Figure 5.7: The l2 norm of B(δ)k which is n× n with n = 200, δ = 0.1, λσ−1 = 3,
λf = 1, and λσ = 2. Y-axis is the l
2 norm of B(δ)k, and X-axis is the number of
iteration k.
5.5.2.2 Fractional O-U
Likelihood Comparison Fractional O-U process has analytical solution and
thus the likelihood function can be established analytically. We would like to
make a comparison between theoretical likelihood and the numerical approxima-





D). The analytical form can be derived by
Sn0 (∆X
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and we can also obtain the driving force by applying the inverse algorithm. The
second error is from Jacobian. The exact Jacobian is ( λδ
(1−e−λδ)σ )
n, but for more
general cases, we solve for the Jacobian by solving an ODE numerically. Let cti =
∆Xti
δ and Zt =
dYt
dcti











(−λYt + σcti) = −λYtZt + σ.
We did experiments on cases where h = 0.6 and h = 0.4. Below are the results
Figure 5.8: The left-hand side picture is the log-likelihood solved numerically for
fractional O-U, the middle picture is the exact log-likelihood function for fractional
O-U, and the right-hand side picture shows the difference between the two log-
likelihood functions. λ = 0.5, and σ = 1, and h = 0.6. The X-axis is λ = 0.2 :
0.02 : 0.88, and the Y-axis is σ = 0.7 : 0.02 : 1.28.
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Figure 5.9: The left-hand side picture is the log-likelihood solved numerically for
fractional O-U, the middle picture is the exact log-likelihood function for fractional
O-U, and the right-hand side picture shows the difference between the two log-
likelihood functions. λ = 0.5, and σ = 1, and h = 0.4. The X-axis is λ = 0.2 :
0.02 : 0.88, and the Y-axis is σ = 0.7 : 0.02 : 1.28.
As we can see that the discrepancy is very small for both cases, and the main
source of error comes from quadratic form which can be seen from below,
Figure 5.10: The left-hand side picture is difference between the exact and numerical
Jacobian , and the right-hand side picture shows the difference between the exact
and numerical quadratic forms. λ = 0.5, and σ = 1, and h = 0.6. The X-axis is
λ = 0.2 : 0.02 : 0.88, and the Y-axis is σ = 0.7 : 0.02 : 1.28.
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Figure 5.11: The left-hand side picture is difference between the exact and numerical
Jacobian , and the right-hand side picture shows the difference between the exact
and numerical quadratic forms. λ = 0.5, and σ = 1, and h = 0.4. The X-axis is
λ = 0.2 : 0.02 : 0.88, and the Y-axis is σ = 0.7 : 0.02 : 1.28.
MLE We consider the following fractional O-U process
dYt = −0.5Ytdt+ dXht , Y0 = 1,
where Xh is an h-fractional Brownian motion.
This case serves as an example of comparison, and we construct the setting of the
experiment exactly as the one in paper [9], and thus we fix T = 100, and σ = 1
which is known. We present the results by our method first, and below is the results
for the first case,
n h = 0.4 h = 0.6
500 0.5118 (0.1090) 0.5227 (0.0797)
1000 0.5084 (0.1086) 0.522 (0.142)
Table 5.1: Mean value average of MLE for λ, and standard deviation in parenthesis
for 100 Monte-Carlo simulations. True λ = 0.5, and σ = 1 is fixed. T = 100 is
fixed.
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n h = 0.4 h = 0.6
500 0.9521(0.1018) 1.0037(0.1414)
1000 0.9738(0.0996) 0.9762(0.1126)
Table 5.2: Mean value average of MLE for λ, and standard deviation in parenthesis
for 100 Monte-Carlo simulations. True λ = 1, and σ = 1 is fixed. T = 100 is fixed.
As we can see, the MLEs for λ shows no significant change when T is fixed, and
we can say that δ plays a less significant role in terms of the consistency of λ than
T .












Below is the result from
λ0 h = 0.6
0.5 0.514 (0.166)
1 0.940 (0.238)
Table 5.3: Mean value average for the estimation ofλ, and standard derivation in
parenthesis for 500 Monte-Carlo simulations. σ = 1, n = 1000, and T = 100.
The results from our method are very similar to the results from above. Next,
we perform numerical experiments on the diffusion coefficient. We consider the case
where T is fixed with δ changing. Below are the results
n h = 0.4 h = 0.7
500 1.0635 (0.0839) 0.8359 (0.0876)
1000 1.0051 (0.1198) 0.9138 (0.1191)
Table 5.4: Mean value average of MLE for σ, and standard derivation in parenthesis
for 100 Monte-Carlo simulations. True σ = 1, and λ = 2 is fixed. T = 100 is fixed.
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n h = 0.4 h = 0.7
500 2.2030 (0.0999) 2.3576 (0.1495)
1000 2.1791 (0.1041) 2.32 (0.1582)
Table 5.5: Mean value average of MLE for σ, and standard derivation in parenthesis
for 100 Monte-Carlo simulations. True σ = 2, and λ = 2 is fixed. T = 100 is fixed.
The performance is better as δ is smaller for both cases with different Hurst
index. The case with smaller Hurst index is slightly better than the one with bigger
Hurst index, since the case with bigger Hurst index has long memory, the volatility
is not as obvious as the case with smaller Hurst index.









The results are given as follows,
σ0 h = 0.7
1 1.016 (0.282)
2 2.073 (0.564)
Table 5.6: Mean value average of MLE for σ, and standard derivation in parenthesis
for 500 Monte-Carlo simulations. λ = 2, n = 1000 and T = 100 is fixed.
As we can see that our estimator is more stable comparing to the results from
[9] for the diffusion coefficient, and one reason might be that we assume that we
know the Hurst index, and the other estimator used an estimated Hurst index in
their estimation.
The computation time for our estimators is about a day on the server of the depart-
ment of statistics, University of Warwick (buster), and since there is no information
on the computation time in [9], the efficiency can not be compared. However, it is
expected that the estimators from [9] take less time to compute since they do not
need to optimise the log-likelihood function. However, their estimators only applies
to fractional O-U processes with h > 12 , and on the other hand, our method is more
general.
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5.5.2.3 sine model











. The first experiment is done by fixing T ,
and changing n. The results for h = 0.4 and h = 0.6 are shown as below,
n λ1,1 σ1,1
500 1.8866 (0.0705) 0.7120 (0.0207)
1000 1.9080 (0.0306) 0.7002 (0.0681)
Table 5.7: Mean value average of MLE for λ1,1, and σ1,1. Standard deviations are
in parenthesis for 100 Monte-Carlo simulations. True λ1,1 = 2, and σ1,1 = 0.7.
T = 10 is fixed. h = 0.4
n λ1,1 σ1,1
500 1.8635 (0.0879) 0.7106 (0.0166)
1000 1.9080 (0.0404) 0.7067 (0.0110)
Table 5.8: Mean value average of MLE for λ1,1, and σ1,1. Standard deviations are
in parenthesis for 100 Monte-Carlo simulations. True λ1,1 = 2, and σ1,1 = 0.7.
T = 10 is fixed. h = 0.6
As we can see, for T fixed, both estimators perform better when δ is smaller.
The estimator for the case with smaller Hurst index performs better than the ones
with bigger Hurst index, and the volatility shows an obvious improvement when the
δ is smaller for h = 0.4. Next, we analyse the results from the second experiment
where n is fixed with δ changing.
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δ λ1,1 σ1,1
0.004 1.8124 (0.1061) 0.6944 (0.0402)
0.04 1.8666 (0.0882) 0.7180 (0.0310)
0.1 1.7945 (0.1045) 0.7502 (0.0403)
0.2 1.8176 (0.1091) 0.7920 (0.0453)
Table 5.9: Mean value average of MLE for λ and σ, and standard derivation in
parenthesis for 100 Monte-Carlo simulations. True λ1,1 = 2, and σ1,1 = 0.7. n = 250
is fixed. h = 0.4
δ λ1,1 σ1,1
0.004 1.8052 (0.1052) 0.6927 (0.0405)
0.04 1.8541 (0.0906) 0.7119 (0.0754)
0.1 1.7915 (0.1030) 0.7445 (0.0387)
0.2 1.8345 (0.1285) 0.8125 (0.0490)
Table 5.10: Mean value average of MLE for λ and σ, and standard derivation
in parenthesis for 100 Monte-Carlo simulations. True λ1,1 = 2, and σ1,1 = 0.7.
n = 250 is fixed. h = 0.6
In the second experiment, we fix the number of observations and adjust the time
between observations. We can see that, the MLEs for the diffusion coefficient σ1,1
perform better when δ is smaller. However, the behaviour of λ1,1 is less obvious. It
seems that λ1,1 achieves the best performance when δ = 0.04, and on the contrary
to our expectation, it is not necessary the case that as T increases, the MLEs for
λ1,1 converge to the true value more closely. The explanation is that when δ is too
larger, the error due to the lack of the information between each observation also
increases. Recall that there is a lower bound for δ in order for the drift coefficient
to converge to the true value.
5.5.2.4 CIR model
We consider the Cox–Ingersoll–Ross model which is used to model the interest
rate,




t , r0 = 0.5,
where {Xht } is an h-fractional Brownian motion and a = 1.5, b = 0.6, σ = 0.3. We
would like to make a remark on the simulation of the cir paths. Since by [47], the
solution of the CIR model is the square root of the fractional O-U process before
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hitting zero, that is the process stays at zero after the fractional O-U process hitting
zero. Since fractional O-U process admits Riema-Stieljes integral, the corresponding
CIR model admits Riemann-Stieljes integral as well and can be simulated using
Euler Scheme. Below are the results for the first experiment when h = 0.6 and
h = 0.4 respectively.
n a σ
500 1.4083 (0.0433) 0.3016 (0.0129)
1000 1.4063 (0.0455) 0.3012 (0.0087)
Table 5.11: Mean value average of MLE for a, and σ. Standard deviations are in
parenthesis for 100 Monte-Carlo simulations. True a = 1.5, and σ = 0.3. T = 10 is
fixed, and h = 0.6.
n a σ
500 1.3794 (0.0465) 0.3018(0.0130)
1000 1.3774 (0.0490) 0.3013 (0.0087)
Table 5.12: Mean value average of MLE for a, and σ. Standard deviations are in
parenthesis for 100 Monte-Carlo simulations. True a = 1.5, and σ = 0.3. T = 10 is
fixed, and h = 0.4.
For the first experiment, we fix T , and adjust the number of observations. The
results indicate that the case where h = 0.6 performs better than the case where
h = 0.4. For both cases, MLEs for a behaves similar when T is fixed, and for σ,
the results are better when δ is smaller. Next, we consider the second experiment,
where we fix n, and change δ. Below are the results,
δ a σ
0.004 1.3986 (0.046) 0.3002 (0.0168)
0.04 1.3974 (0.0451) 0.3047 (0.0168)
0.2 1.3724 (0.0427) 0.3196 (0.0166)
Table 5.13: Mean value average of MLE for a, and σ. Standard deviations are in
parenthesis for 100 Monte-Carlo simulations. True a = 1.5, and σ = 0.3. n = 250
is fixed, and h = 0.4.
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δ a σ
0.004 1.4078 (0.0446) 0.3001 (0.0171)
0.04 1.4057 (0.0418) 0.3042 (0.0172)
0.2 1.4302 (0.0168) 0.3160 (0.0169)
Table 5.14: Mean value average of MLE for a, and σ. Standard deviations are in
parenthesis for 100 Monte-Carlo simulations. True a = 1.5, and σ = 0.3. n = 250
is fixed, and h = 0.6.
In the second experiment, we fix the number of observations and adjust the
time between observations. We can see that, the MLEs for the diffusion coefficients
perform better when δ is smaller. However, the behaviour of a is less obvious, and on
the contrary to our expectation, it is not necessary the case that as T increases, the
MLEs for a converge to the true value more closely. The reason for the observation
is that when δ is too larger, the error due to the lack of the information between
each observation also increases. This will make the estimation less accurate. Recall
that there is a lower bound for δ in order for the drift coefficient to converge to the
true value.
5.5.3 Error of the numerical experiment
We make some discussion on the sources of error in the numerical experiment for
the calculation of MLEs. First source is from the optimization algorithm, since the
algorithm might converge around the monotonic segment of the function instead
of the minimum. The second possible source is from the calculation of the driving
force. The driving force cannot be calculated accurately, which cause the error in
the estimation.
5.6 Conclusion
In this chapter, numerical scheme of calculating the driving force is given, and
in addition to the previous chapter, numerical experiments on the construction of
approximate MLEs given discrete observations are done. Analytical results for the
convergence of the path for differential equation with constant diffusion coefficients
is derived, but the convergence result for more general cases can be discussed. In
addition, for the algorithm, different ways of constructing the starting point are
possible, and the sensitivity of the starting point to the algorithm can be explored





Theorem A.1.1 (Taylor’s expansion theory). [58](Theorem 5.15, p110) Let f be
an (n + 1) times differentiable function on an open interval which contains points
a and x. Then
f(x) = f(a) + f(a)′(x− a) + f
2(a)
2!









for some number c between a and x.
Theorem A.1.2 (Slutsky’s Theorem). [65](Theorem 2.8, p11) If Xn converges in
distribution to a random element X, and Yn converges in probability to a constant
c, then
1. Xn + Yn → X + c in distribution
2. XnYn → Xc in distribution
3. Xn/Yn → X/c in distribution provided c 6= 0.
Theorem A.1.3 (Fubini’s Theorem). [3](Chapter 5.2, p152) Let A and B are σ

























Theorem A.1.4 (Grownwall’sinequality). [43] Let g(t) and f(t) be non-negative
continuous functions on [0, T ], and α be a positive number. If









Theorem A.1.5 (Dominated Convergence Theorem). [67] If Xn → X, and |Xn| <




Theorem A.1.6 (Isserli’s Theorem). [45] If (X1, X2, ..., Xn) is a zero mean mul-







means summing over all the distinct ways of partitioning (X1, X2, ..., Xn)
into product of pairs XiXj.
Theorem A.1.7 (Cauchy’s Inequality). [62](Proposition 1.2.4, p3) Let < ., . > be
the inner product for some vector space V , and for x, y ∈ V , we have
< x, y >2≤< x, x >< y, y > .
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Proof. Suppose f is differentiable. The function f is concave if
f(x) ≤ f(y) + (x− y)f ′(y).
Let x = X and y = E(X), and we have
f(X) ≤ f(E[X]) + (X − E(X))f ′(E(X)).
By taking expectation on both sides, we have
E(f(X)) ≤ f(E(X)) + E(X − E(X))f ′(E(X)) = f(E(X)).
Theorem A.1.9 (Continuous mapping theorem). [3](Theorem 9.4.2, p305) Let
g : Rk → Rm be continuous at every point of a set C such that P (X ∈ C) = 1. If
Xn → X in probability, then g(Xn)→ g(X) in probability.
Theorem A.1.10 (Markov’s inequality). [3](Chapter 3, p83) Let X be a random
variable, and for some p > 0 and M >), it follows,
P (|X| > M) ≤ E|X|
p
Mp
Theorem A.1.11 (Monotone Convergence Theorem). [67](Chapter 5) Suppose
that (Xn : n ≥ 0) is a sequence of non-negative monotonic random variables with
X∞ = lim
n→∞
Xn and then E(Xn)→ E(X∞).
A.2 Calculations for section 4.5.3




















































































































































































In step (b), the reason we can swap the summation and the limit operation is due
to the Monotone Convergence Theorem (A.1.11).
We expand E(Gk(n))2 as follows, using Isserli’s Theorem (A.1.6),
E(Gk(n))2 = E(Sn−d(∆X(δ)D)∗Σ−1n Sn−d−k(∆X(δ)D))2







































A.2.2 Properties on the matrix Vk
We define a matrix Vk as follows,
Vk := E(Sn−d(∆XD)Sn−d−k(∆XD)∗) = E(Sn0 (∆XD)Sn−k(∆XD)∗),
and thus,
Vk(i, j) = E(∆Xtn−i∆Xtn−k−j ) = ρ|k+j−i|. (A.1)
Notice that Vk = V
∗
−k. Next, we introduce some notations.
1. d(A) denotes the set of diagonal elements of matrix A
2. rk(A) denotes the k
th row of matrix A
3. ck(A) denotes the k
th column of matrix A.
We make an observation on matrix VdΣ
−1





ρ0 ρ1 ρ2 . . . ρn−1






ρn−1 ρn−2 ρn−3 . . . ρ0
 ,




a1,1 a1,2 a1,3 . . . a1,n






an,1 an,2 an,3 . . . an,n
 .
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Observation A.2.1. d(VkΣ
−1
n ) has k number of non-zero elements for 0 < k ≤ n.
Proof. For d ≥ 1, by (A.1), we have Vk(d + k, j) = ρ|j−d| = Σn(d, j), and thus,
rd+k(Vk) = rd(Σn). Therefore,
VkΣ
−1







that is for the elements VkΣ
−1
n (j, j) where j > k is zero.
We would like to prove that VdΣ
−1
n (i, j) <∞.
Theorem A.2.1. VdΣ
−1
n (i, j) <∞ for d ∈ Z, and 1 < i, j < n.
Proof. We prove for the case where d > 0, and the case where d < 0 follows
immediately, since Vd = V
∗
−d. The proof can be broken into two scenarios. For
d < n and i ≥ (d+ 1), the ith row of Vd is ri(Vd) = ri−d(Σn). Therefore,
< ri(Vd), cj(Σ
−1
n ) >=< ri−d(Σn), cj(Σ
−1
n ) >=
1, j = i− d0, otherwise.
For other scenarios which are d ≤ n and i ≤ (d + 1), and d > n, ri(Vd) =
[ρd−i+1, ρd−i+2, ..., ρd−i+n]. We consider the following series
VdΣ
−1






















{(|i− j|+ 1)2h + (|i− j| − 1)2h − 2|i− j|2h},
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∼ O((d− i+ n)
2h−2
(n− 1)2h−2
) ∼ O(1 + n−1). (A.2)
n∑
k=1
lj(k) is convergent, since if j = 1,
n∑
k=1
lj(k) = 1, otherwise
n∑
k=1
lj(k) = 0. By
applying summation by parts to VdΣ
−1
n (i, j), we have
VdΣ
−1











lj(r). Since from (A.2), bd,i(k)−bd,i(k+1) ∼ O(k−2), Lj(k) <∞,
and bd,i(n)Lj(n)→ Lj(n) <∞, the above series converges.
For d − i ∼ O(n − 1), bd,i(n) ∼ C(n)2h−2 with C(n)2h−2 a constant depending
on n. Thus, bd,i(k) − bd,i(k + 1) ∼ O(k2h−3) ∼ o(k−1) for h < 1, and by the
same same argument in the earlier case, (A.3) converges. It is obvious that for for
d− i >> n− 1, (A.3) converges. Since bd,i(n) ∼ O(d2h−2) ∼ o(n2h−2), by the same
argument, the proof is obtained.




n , and we prove the following observation









n ) ∼ O(k2).













Recall from Observation A.2.1 that there are (k+1) non-zeros elements in each
column for matrix VkΣ
−1
n and, from Theorem A.2.1, VkΣ
−1






n )(i) ∼ O(k + 1).
In addition, since for i > 2k, we have
VkΣ
−1
n (i, j) =
1 ifj = i− k0 otherwise ,
















n )(i) ∼ O(2k(k + 1)) ∼ O(k2).













ck,1 ck,2 ck,3 . . . ck,n
1 0 0 . . . 0






0 . . . 1 . . . 0








cd,1 cd,2 cd,3 . . . ck,n
1 0 0 . . . 0
















with In−k the identical matrix of dimension n− d, and 0n×n−k, the n by n− k zero
matrix.






→ 0, as n→∞.
Proof. Recall from Observation A.2.1, for k ≤ n, there are only k number of non
zero elements along the diagonal and from Theorem A.2.1, the elements are finite.
For k > n, trace(VkΣ
−1
n )



















We consider function e−kλ0δk2 with k ∈ [1,∞). The function is increasing for
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k ∈ [1, 2λ0δ ), and is decreasing for k ∈ [
2
λ0δ




























































→ 0 as n→∞.




n ) ∼ O(k2) for k ≤ n2 , and
























The proof is the same as it is in Theorem 4.5.2.
A.2.4 Calculation for (4.58)









n ‖2F + ‖Σ−1n V|k−l|‖2F )
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A(i, j)2 = trace(A∗A),
and therefore we have ‖UA‖2F = ‖UA‖2F = ‖A‖2F , where U∗U = UU∗ = I with I
the identical matrix [44] .
We consider the eigenvalue decomposition of Σ−1n = U
∗ΛU , where U is or-








































(‖VdΣ−1n ‖2F + ‖Σ−1n Vd‖2F ),
where step (a) is due to the following, for any matrix B, we have
|ΛBΛ(i, j)| = |B(i, j)λiλj | ≤
1
2









Proof. Since by Observation A.2.1, for i > d and d < n, we have
VdΣ
−1
n (i, j) =
1, j = i− d0, othwise ,
and similarly, we have for 1 ≤ j ≤ (n− d),
Σ−1n Vd(i, j) =
1, i = d+ j0, othwise .
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n Vd), the i
th row (column) has only one non-zero
element for i > d. From Theorem A.2.1, Σ−1n Vd(i, j) <∞, and thus we have
‖Cd‖2F =
(n− d) +O(nd) d ≤ n− 1O(n2) d ≥ n .




























































Therefore, the result is proved.
A.3 Calculations for section 4.5.6
A.3.1 Proof for (4.73)
















We first prove a lemma







Xti−1 −Xti−udu)2 = 0.
Proof. Since the increments of a fractional Brownian motion are stationary, we







X−δ −X−udu)2 = 0.
Recall from Theorem 8, the fractional integral
δ∫
0










where C(h) = (2hsinπhΓ(2h))
1





f(s)(s− x)α−1ds, and {Wt} is
a Brownian motion on (Ω,F , P ).
For h > 0.5, by Theorem 4.1.2, {C(h)Ih−
1
2
− (1[u,v)), u, v ∈ R} is dense in L2(R), and
by Theorem 4.1.1, we have C(h)I
h− 1
2








− (um1[0,δ] − u1[0,δ]))2(t)dt = 0






























































t|2h−2dtds < δ2h [46] (Theorem 1.7.3, p25), by Dominated Convergence Theorem



























For h < 0.5, we use the result in [46] (Chapter 1.8, p29) where Mishura and Yuliya
proved that for f : [0, T ] → R, and {Bht } an h-fractional Brownian motion on









Since, f(x) = x is continuous and of bounded variation on [0, δ], then by the above
result, we have the proof for h < 12 .





































































































where the second last step is due to the Monotonic Convergence Theorem (A.1.11).
By Lemma A.3.1, the above equation is zero.
A.3.2 The order for Q2,2(δ)
We prove the observation as follows,




Proof. We consider Q2,2(δ), and since the increments of the fractional Brownian
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E(Xt0 −Xt1−u)2dudv = cδ2h+2,





































(dδ + (v − δ))2h + (dδ − (u− δ))2h − (dδ + (v − u))2h − dδ2h
)
dudv.
By applying Taylor expansion (A.1.1) to the integrands above at dδ+ v−u2 , we have

























(dδ − u+ δ)2h = (dδ + v − u
2
















































(dδ)2h = (dδ +
v − u
2
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