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Abstract
In this paper, we presenta maximum entropy(maxent) approachto the fusion
of expertsopinions, orclassiﬁersoutputs, problem. The maxent approachis quite
versatile and allows us to expressin a clear, rigorous,way the a priori knowledge
that is available on the problem. For instance, our knowledge about the reliabil-
ity of the experts and the correlations between these experts can be easily inte-
grated: Each piece of knowledge is expressed in the form of a linear constraint.
An iterative scaling algorithm is used in order to compute the maxent solution
of the problem. The maximum entropy method seeks the joint probability den-
sity of a set of random variables that has maximum entropy while satisfying the
constraints. It is therefore the “most honest” characterization of our knowledge
given the available facts (constraints). In the case of conﬂicting constraints, we
propose to minimise the “lack of constraints satisfaction” or to relax some con-
straints and recompute the maximum entropy solution. The maxent fusion rule
is illustrated by some simulations.
1. Introduction
The fusion of various sources of knowledge has been an active subject of research
since more than three decades (for some review references, see [2], [5], [7]). It has
recentlybeen successfully applied to the problemof classiﬁers combination or fusion
(see for instance [12]).
Many different approaches have been developped for experts opinions fusion,
including weighted average (see for instance [2], [7]), Bayesian fusion (see for in-
stance [2], [7]), majority vote (see for instance [1], [11], [15]), models coming from
incertainty reasoning: fuzzy logic, possibility theory [13] (see for instance [3]), stan-
dardmultivariate statistical analysis techniques such as correpondenceanalysis [17],
etc. One of these approachesis based on maximum entropy modeling (see [16], [18]).
Maximum entropyis a versatile modeling technique allowing to easily integrate var-
ious constraints, such as correlation between experts, reliability of these experts, etc.In this work, we propose a new model of experts opinions integration, based on
a maximum entropy model (for a review of maximum entropy theory and applica-
tions, see for instance [6], [8], [9] or [10]). In this paper, we use the term “experts
opinions”, but it should be clear that we can use exactly the same procedures for
“classiﬁers combination”. In other words, we could substitute “experts” by “classi-
ﬁers” everywhere.
Here is the rationale of the method. Each expert expresses his opinion about the
outcome of a random event, y = i, in the form of an a posteriori probability density,
called a score. These scores are subjective expectations about this event. We also
suppose that we have access to a reliability measure for each expert, for instance in
the form of a probability of success, as well as a measure of the correlation between
the experts. Each of these measures are combined properly by maximum entropy in
order to obtain a joint probability density. Let us recall that the maximum entropy
density is the density that is “least informative” while satisfying all the constraints;
i.e. it does not introduce “extra ad hoc information” that is not relevant to the prob-
lem. Once this joint density is found, we compute the a posteriori probability of the
event by averaging all the possible situations that can be encountered, i.e. by com-
puting the marginal P(y = i|x), where x is the feature vector on which we base our
prediction.
While the main idea is similar, our model differs from [18] in the formulation of
the problem (we focus on quantities that are relevant to classiﬁcation problems, and
can easily be computed for classiﬁers: success rate, degree of agreement, etc) and
in the way the individual opinions are aggregated. Furthermore, we also tackle the
problem of incompatible constraints; that is, when there is no feasible solution to the
problem, a situation that is not mentionned by [18].
Section 2 introduces the problem and our notations. Section 3 develops the max-
imum entropy solution. Section 4 presents some simulations results. Section 5 is the
conclusion.
2. Statement of the problem
Suppose we observe the outcome of a set of events, x, as well as a related event,
y, whose outcomes belong to the set {1,2,...,n}. We hope that the random vector
x provides some useful information that allows to predict the outcome of y with a
certain accuracy.
We also assume that domain experts (m experts in total) have expressed their
opinion on the event y, based on the observation of x: We denote by d(k) = i, with
i ∈ {1,2,...,n} and k = 1,...,m, the fact that expert k chooses the outcome or
alternative i – in other words, he takes decision i. In this framework, P(d(k) = i|x)
will be interpreted as the personal expectation of the expert, i.e. the proportion of
times a given expert k would choose alternative i, when observing x (for a general
introduction to the concept of subjective probabilities, see [15]).
Our objective is to seek the joint probability density of the event, y = i, as well as
the experts opinions, d(k) = ik:
P(y = i,d(1) = i1,d(2) = i2,...,d(m) = im|x) (2.1)
2This joint probability density will be estimated by using a maximum entropy
argument that will be presented in the next section.
Prior knowledge on the problem, including expert’s opinions, will be expressed
as linear constraints on this joint density (2.1). In our case, therewill be four different
types of constraints:
1. Constraints ensuring that (2.1) is a probability density (it sums to one);
2. Constraints related to the opinion of the experts;
3. Constraints related to the reliability of the experts;
4. Constraints related to the correlation between experts.
These constraints are detailled in the four following subsections.
2.1. Constraints inducing a probability density
The ﬁrst constraint simply states that the joint density sum to one:
n X
i,i1,...,im=1
P(y = i,d(1) = i1,d(2) = i2,...,d(m) = im|x) = 1 (2.2)
This constraint will be called the sum (sum) constraint. Of course, we should also
impose that the joint density is always positive, but this is not necessary (maximum
entropy estimation leads to positive values, so that this constraint will be automati-
cally satisﬁed).
2.2. Constraints related to the opinions of the experts
Here, we provide information related to the expert’s opinions. We will consider that
each expert expresses his opinion about the outcomes, according to the observation
x:
P(d(k) = ik|x) = π(d(k) = ik|x) for k = 1...m,ik = 1...n (2.3)
where π(d(k) = ik|x), the likelihood of choosing alternative ik, is providedby expert
k for each outcome ik ∈ {1,2,...,n}. In other words, each expert provides his like-
lihood of observing outcome ik according to his subjective judgement. It indicates
that, in average, expert k would choose alternative ik with probabilityπ(d(k) = ik|x)
when he observes evidence x. This constraint will be called the opinion (op) con-
straint.
Notice that (2.3) can be rewritten as
X
i,i1,...,ik−1,ik+1,...,im
P(y = i,d(1) = i1,...,d(m) = im|x) = π(d(k) = ik|x) (2.4)
for k = 1...m and ik = 1...n. Or, equivalently,
X
i,i1,...,im
δ(ik − jk)P(y = i,d(1) = i1,...,d(m) = im|x) = π(d(k) = jk|x) (2.5)
where δ is the delta of Kronecker.
32.3. Constraints related to the reliability of the experts
Some experts may be more reliable than others. We can express this fact by, for
instance, recording the success rate of each expert. This can be expressed formally
by X
i
P(y = i,d(k) = i|x) = ∆(k|x) for k = 1...m (2.6)
∆(k|x) canbe interpretedasthe success ratefor expertk, the probabilityof taking
the correct decision (the probability that the opinion of the expert and the outcome
of the event agree) when observing x. If ∆(k|x) = 1, expert k is totally reliable in the
sense that the judgement of the expert and the outcome of the experiment always
agree. On the other hand, if ∆(k|x) = 0, expert k is always wrong (he always dis-
agrees with the outcome of the experiment). Now, if the reliability is only known
without reference to the context x (or we do not have access to this detailled infor-
mation) we could simply state that it is independent of x which, of course, is much
more restrictive:
X
i
P(y = i,d(k) = i|x) = ∆(k) for k = 1...m (2.7)
Wherewe donot requireknowledge ofthe probabilityof success for allsituations
x. This constraint will be called the reliability (rel) constraint.
(2.7) can be rewritten as
X
i,i1,...,ik−1,ik+1,...,im
P(y = i,d(1) = i1,...,d(k) = i,...,d(m) = im|x) = ∆(k) (2.8)
or X
i,i1,...,im
δ(i − ik)P(y = i,d(1) = i1,...,d(m) = im|x) = ∆(k) (2.9)
2.4. Constraints related to the correlations between experts
It is well known that experts opinions can be correlated. A possible choice for mod-
eling experts correlations would be to provide
X
i
P(d(k) = i,d(l) = i|x) = σ(k,l|x) for k,l = 1...m (2.10)
It corresponds to the probability that expert k and expert l agree. If σ(k,l|x) = 1,
expert k and expert l always agree (they are totally correlated), while if σ(k,l|x) =
0, they always disagree. If we only know the correlation without reference to the
context x, we must postulate independence with respect to the context, i.e.
X
i
P(d(k) = i,d(l) = i|x) = σ(k,l) for k,l = 1...m (2.11)
This constraint will be called the correlation (cor) constraint. Once more, we can
rewrite (2.11) as
4X
i,i1,...,im
δ(ik − il)P(y = i,d(1) = i1,...,d(m) = im|x) = σ(k,l) (2.12)
We will now see how to compute the joint probability distribution satisfying the
set of constraints (2.2), (2.3), (2.6), (2.10).
In the case of classiﬁers combination, the values of ∆ and σ should be readily
availablebasedonstatisticsrecordedonatrainingsetorpreviousclassiﬁcationtasks.
3. The maximum entropy approach
3.1. A score of aggregation for expert’s opinions
As already stated, we would like to estimate the joint probability density
P(y = i,d(1) = i1,d(2) = i2,...,d(m) = im|x) (3.1)
satisfying the set of constraints (2.2), (2.3), (2.6), (2.10). The maximum entropy esti-
mate of (3.1) will be denoted by
b P(y = i,d(1) = i1,d(2) = i2,...,d(m) = im|x) (3.2)
with a hat. From this joint density, (3.2), we will compute the a posteriori probability
of the true outcome y = i
b P(y = i|x) =
X
i1,...,im
b P(y = i,d(1) = i1,...,d(m) = im|x) for i = 1...n (3.3)
andthis scorewill deﬁneourscoreof aggregationforexpert’sopinions. It represents
the probabilityofoutcome y = i satisfying all the constraints providedby the experts
and based on the estimated density that has maximum entropy. In equation (3.3),
we average on all the possible situations that can appear in the context x; that is,
on all the different decisions of the experts, where each situation is weighted by its
probability of appearance.
Notice that, in a different framework, Myung et al. [18] proposed to compute
the a posteriori probability of y conditional on expert’s probability of taking a given
decision. This is, however, not well-deﬁned since the experts provide a subjective
probability density and not a clear decision: π(d(k) = ik|x) is not a random variable;
the authors are therefore conditioning on a probability density and not an event.
If we deﬁne d = [d(1),d(2),...,d(m)]T and i = [i1,i2,...,im]T, we can rewrite
(3.3) in a more compact way as
b P(y = i|x) =
X
i
b P(y = i,d = i|x) for i = 1...n (3.4)
We will now see how to compute these scores thanks to the maximum entropy
principle.
53.2. The maximum entropy estimate
Our aim is to estimate P(y = i,d = i|x) by seeking the probability density that has
maximum entropy
I = −
X
i,i
P(y = i,d = i|x)log[P(y = i,d = i|x)] (3.5)
among all the densities satisfying the constraints (2.2), (2.3), (2.6), (2.10). This prob-
lem has been studied extensively in the litterature. We show in Appendix A that
b P(y = i,d = i|x) takes the form
b P(y = i,d = i|x) = Gsum
m Y
k=1
Gop(k,ik)
×
m Y
k=1
[Grel(k)]
δ(i−ik)
m Y
k=1
m Y
l=1
[Gcor(k,l)]
δ(ik−il) (3.6)
where the parameters Gsum, Gop, Grel, Gcor can be estimated iteratively by an itera-
tive scaling procedure (see next section).
3.3. Computing the maximum entropy estimate
The ﬁrst step is to verify that thereis a feasible solution to the problem at hand. Since
all the constraints are linear, a linear programming procedure can be used to solve
this problem.
Once we have veriﬁed that there is indeed a feasible solution, an iterative scal-
ing procedure allowing to estimate the Gsum, Gop, Grel, Gcor can easily be derived
(see for instance [4]). The iterative scaling procedure aims to satisfy in turn each
constraint, and iterate on the set of constraints (as proposed by many authors, for in-
stance [14]). It has been shown that this iterative procedureconverges to the solution
provided that there exists a feasible solution to the problem (that is, the set of con-
straints can be satisﬁed). Indeed, the entropy criterion is convex and the constraints
are linear so that convex programming algorithms can be used in order to solve the
problem.
3.4. The case where there is no feasible solution
It can be the case that no solution satisfying the constraints (2.2), (2.3), (2.6), (2.10)
exists. This means that there is a conﬂict between the different estimates π, ∆, σ,
so that this situation cannot normally appear in reality. In that case, the user of the
system should revise his different pieces of knowledge or data.
However, despite this conﬂicting situation, if the user nevertheless wants to com-
pute an aggregated score, we have to relax in some way the set of constraints. There
are two different ways of doing this: (1) by introducing slack variables that compute
the lack of constraint satisfaction, or (2) to relax the equality constraints by provid-
ing intervals instead of exact values. These two approaches are introduced in the
two next sections.
63.4.1. Introduction of slack variables.
In this case, some equality constraints are relaxed. For instance, let us consider that
we are willing to relax the reliability and correlation constraints for all experts. By
introducing slack variables, ξ
r+
k , ξ
r−
k , ξ
c+
kl , ξ
c−
kl , measuring the lack of constraint sat-
isfaction for each constraint, we have
X
i
P(y = i,d(k) = i|x) + ξ
r+
k − ξ
r−
k = ∆(k|x) for k = 1...m (3.7)
X
i
P(d(k) = i,d(l) = i|x) + ξ
c+
kl − ξ
c−
kl = σ(k,l|x) for k,l = 1...m (3.8)
0 ≤ ξ
r+
k ,ξ
r−
k ,ξ
c+
kl ,ξ
c−
kl < θ (3.9)
where θ is a treshold provided by the user: the slack variables are not allowed to
exceed this treshold. Consequently we want to minimize the lack of constraint satis-
faction
min


X
k
(ξ
r+
k + ξ
r−
k ) +
X
k,l
(ξ
c+
kl + ξ
c−
kl )

 (3.10)
subject to constraints (2.2), (2.3), (3.7), (3.8), (3.9). This is a standard linear program-
ming problem.
3.4.2. Introduction of intervals.
Another alternative would be to relaxthe equality constraints by providing intervals
instead of exact values. Once again, let us consider that we are willing to relax the
reliability and correlation constraints for all experts. The problem would be refor-
mulated as a maximum entropy problem with inequality constraints:
∆−(k|x) ≤
X
i
P(y = i,d(k) = i|x) ≤ ∆+(k|x) for k = 1...m (3.11)
σ−(k,l|x) ≤
X
i
P(d(k) = i,d(l) = i|x) ≤ σ+(k,l|x) for k,l = 1...m (3.12)
Once more, numerical proceduresrelatedto iterative scaling can be used in order
to compute the maximum entropy solution [4]. We have to maximize (3.5) subject to
constraints (2.2), (2.3), (3.11), (3.12).
3.5. Some extensions
The maximum entropy model presented in Section 2 can be extended in several
ways. For instance, if we know the full ”confusion matrix” for each expert, we could
exploit this knowledge by deﬁning the constraints
P(y = i,d(k) = j) = ∆(y = i,d(k) = j) for k = 1...m and i,j = 1...n (3.13)
In addition, we also know the full correlation matrix between the experts:
P(d(k) = i,d(l) = j) = σ(d(k) = i,d(l) = j) for k,l = 1...m and i,j = 1...n
(3.14)
The maximum entropy joint density can be computed in the same way as before.
74. Simulation results
For illustration purposes, we used the proposed combination rule in three different
conditions. For each condition, we compute the following values:
Maximum entropy. If there is a feasible solution, we compute the maximum entropy
solution to the problem.
Linear programming. If thereis no feasiblesolution, we compute the linear program-
ming solution to the problem (see (3.4.1)).
Weighted average. We also compute a weighted average solution, for comparison.
The weighted average is computed as follows. For each expert, we associate a
weight, w(k), which is a normalised (it sums to one) measure of his reliability and
we assume that each reliability,∆(k|x), is greaterthan 0.5(the expert performs better
than a random guess): w(k) = (∆(k) − 0.5)/
X
k
(∆(k) − 0.5)
The weighted average score is: Score(i) =
X
k
w(k)π(d(k) = i|x)
Notice that we did not introduce correlation constraints in this set of simulations.
For all simulations, we consider the case where there are three experts (1, 2, 3) and
two outcomes (0, 1).
4.1. First set of simulations
We set, for experts’ opinions, π(d(1) = 0|x) = 0.3, π(d(1) = 1|x) = 0.7, π(d(2) =
0|x) = 0.3, π(d(2) = 1|x) = 0.7, π(d(3) = 0|x) = 0.8, π(d(3) = 1|x) = 0.2. In other
words, the two ﬁrst experts agree, while the third one has an opposite opinion. For
experts’ reliability, we set, ∆(1) = 0.7, ∆(2) = 0.7, ∆(3) = z, where 0.5 < z < 1. The
results are shown in Figure 4.1, where we display b P(y = 0|x) and Score(0) in terms
of the reliability of expert 3, i.e. z.
We observe that when the reliability of expert 3 is high, the fusion rules (that is,
the experts combination rules) favour outcome 0. Notice that when z > 0.8, there is
no feasible solution, that is, the constraints cannot be satisﬁed. Notice also that the
maximum entropysolution is always in favour of outcome 0, in comparison with the
weighted average (b P(y = 0|x) > Score(0)).
4.2. Second set of simulations
In this second example, we set, for experts’ opinions, π(d(1) = 0|x) = 0.85, π(d(1) =
1|x) = 0.15, π(d(2) = 0|x) = 0.8, π(d(2) = 1|x) = 0.2, π(d(3) = 0|x) = z, π(d(3) =
1|x) = (1−z) and, for the reliability,∆(1) = 0.7, ∆(2) = 0.75, ∆(3) = 0.8. The results
are shown in Figure 4.2, where we display b P(y = 0|x) and Score(0) in terms of the
opinion of expert 3, i.e. z.
We observe that the weighted average rule is linear in the opinion of expert 3,
while maxent is nonlinear. Below the value of z = 0.35, we see that the constraints
are incompatible; in this case, the proceduredescribed in 3.4.1 (linear programming)
is used in order to compute the aggregation score.
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Figure4.1: Aﬁrstexampleofsimulation ofthefusion rule(seeSection4.1fordetails).
We display the results of the three combination rules, maximum entropy, weighted
average and linear programming in terms of the reliability of expert 3.
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Figure 4.2: Another example of simulation of the fusion rule (see Section 4.2 for
details). We display the results of the three combination rules, maximum entropy,
weighted average and linear programming in terms of expert 3’s opinion.
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Figure4.3: A last example of simulation of the fusion rule (see Section 4.3for details).
We display the results of the three combination rules, maximum entropy, weighted
average and linear programming in terms of the reliability of expert 3.
4.3. Third set of simulations
In this last example, we set, for experts’ opinions, π(d(1) = 0|x) = 0.9, π(d(1) =
1|x) = 0.1, π(d(2) = 0|x) = 0.8, π(d(2) = 1|x) = 0.2, π(d(3) = 0|x) = 0.85, π(d(3) =
1|x) = 0.15 and, for the reliability, ∆(1) = 0.6, ∆(2) = 0.6, ∆(3) = z. This time, we
vary the reliability score of expert 3. The results are shown in Figure 4.3, where we
display b P(y = 0|x) and Score(0) in terms of the reliability of expert 3, i.e. z.
5. Conclusion
We introduced a new way of combining experts opinions or classiﬁers outputs. It
is based on the maximum entropy framework; maximum entropy seeks the joint
probability density of a set of random variables that has maximum entropy while
satisfying the constraints, i.e. it does not introduce any “additional ad hoc informa-
tion”. It is therefore the “most honest” characterization of our knowledge given the
available facts. The available knowledge is expressed through a set of linear con-
straints on the joint density including a measure of reliability of the experts, and of
the correlation between them.
Iterative mathematical programming methods are used in order to compute the
maximum entropy,withguaranteedconvergencetotheglobalmaximumif, ofcourse,
there is a feasible solution. If there is a conﬂict between the available facts, i.e. be-
tween the constraints, so that thereis no feasible solution, we could still compute the
solution that is “closest” in some way to the constraints satisfaction.
10By using the concept of maximum entropy,the differentconstraints (representing
the a priori knowledge about the problem) areproperly incorporated within a single
measure. However, even if this approachseems promising, it has not been evaluated
in the context of classiﬁers combination. Further work will thus be devoted to the
experimental comparison with more standard techniques such as those that were
mentioned in the introduction.
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12APPENDIX: PROOF OF THE MAIN RESULTS
A. Appendix: Derivation of the maximum entropy expression
The problem is to estimate the probability density P(y = i,d = i|x) that has maxi-
mum entropy and veriﬁes the constraints (2.2), (2.3), (2.9), (2.12). We therefore build
the Lagrange function
£ = −
n X
i,i=1
P(y = i,d = i|x)log[P(y = i,d = i|x)]
+λsum


n X
i,i=1
P(y = i,d = i|x) − 1


+
m X
k
0=1
n X
i
0
k0 =1
λop(k
0
,i
0
k
0)


n X
i,i=1
δ(i
0
k
0 − ik
0)P(y = i,d = i|x) − π(d(k
0
) = i
0
k
0)


+
m X
k
0=1
λrel(k
0
)


n X
i,i=1
δ(i − ik
0)P(y = i,d = i|x) − ∆(k
0
)


+
m X
k
0=1
m X
l
0=1
λcor(k
0
,l
0
)


n X
i,i=1
δ(ik
0 − il
0)P(y = i,d = i|x) − σ(k
0
,l
0
)


Now, if we derive this expression with respect to P(y = j,d = j|x) and set the
result equal to zero, we obtain
∂£
P(y = j,d = j|x)
= −log[P(y = j,d = j|x)] − 1 + λsum
+
m X
k
0=1
n X
i
0
k
0 =1
δ(i
0
k
0 − jk
0)λop(k
0
,i
0
k
0)
+
m X
k
0=1
δ(j − jk
0)λrel(k
0
)
+
m X
k
0=1
m X
l
0=1
δ(jk
0 − jl
0)λcor(k
0
,l
0
)
= 0
So that we ﬁnd
log[P(y = j,d = j|x)] = λsum − 1
+
m X
k
0=1
n X
i
0
k0 =1
δ(i
0
k
0 − jk
0)λop(k
0
,i
0
k
0)
13+
m X
k
0=1
δ(j − jk
0)λrel(k
0
)
+
m X
k
0=1
m X
l
0=1
δ(jk
0 − jl
0)λcor(k
0
,l
0
)
Or, equivalently,
log[P(y = j,d = j|x)] = λsum − 1
+
m X
k
0=1
λop(k
0
,jk
0)
+
m X
k
0=1
δ(j − jk
0)λrel(k
0
)
+
m X
k
0=1
m X
l
0=1
δ(jk
0 − jl
0)λcor(k
0
,l
0
)
By taking the exponential of both sides, we ﬁnd
P(y = j,d = j|x) = exp[λsum − 1]
m Y
k
0=1
exp
h
λop(k
0
,jk
0)
i
×
m Y
k
0=1
exp
h
δ(j − jk
0)λrel(k
0
)
i
×
m Y
k
0=1
m Y
l
0=1
exp
h
δ(jk
0 − jl
0)λcor(k
0
,l
0
)
i
So that by deﬁning the following parameters

     
     
Gsum = exp[λsum − 1]
Gop(k
0
,jk
0) = exp
h
λop(k
0
,jk
0)
i
Grel(k
0
) = exp
h
λrel(k
0
)
i
Gcor(k
0
,l
0
) = exp
h
λcor(k
0
,l
0
)
i
We easily obtain
P(y = j,d = j|x) = Gsum
m Y
k
0=1
Gop(k
0
,jk
0)
×
m Y
k
0=1
h
Grel(k
0
)
iδ(j−j
k
0 )
×
m Y
k
0=1
m Y
l
0=1
h
Gcor(k
0
,l
0
)
iδ(j
k
0 −j
l
0 )
14where the G parameters must be computed by imposing the constraints (2.2), (2.3),
(2.9), (2.12). This leads to a set of nonlinear equations that can be solved numerically
by an iterative scaling procedure.. ￿
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