In this short note, we study the derivatives of all orders for the random field
Model and background
Let (U p , p primes) be an i.i.d. sequence of uniform random variables on the unit circle in C. The random field of interest is
(1.1) (A sum over the variable p always denotes a sum over primes.) Harper (2013) showed that (X T (h), h ∈ (0, 1)) is a good model for the large values of (log |ζ( 1 2 + iT + ih)|, h ∈ [0, 1]) when T is large, if we assume the Riemann hypothesis. The second order of the maximum was shown in Arguin et al. (2017) , but the tightness of the recentered maximum of X T is still open. This is the motivation behind this paper. Our main result shows that the maximum of X T can be discretized to a number of points, log T , that coincides with the number of leaves in the underlying approximate branching structure. This is a non-trivial improvement over the main result in Arguin & Ouimet (2019) . As a bonus, our method yields similar discretization results for all the derivatives of X T .
For various asymptotic results of interest on the extreme values of the model in (1.1), see Harper (2013) ; Arguin et al. (2017) ; Arguin & Tai (2018) ; Arguin et al. (2019a) ; Arguin & Ouimet (2019); Ouimet (2018 Ouimet ( , 2019 ; Saksman & Webb (2016 . For asymptotic results on the maximum of the Riemann zeta function on the critical line, we refer the reader to Najnudel (2018); Arguin et al. (2019b,c) 
Main result
Below, we work with the increments of the field
1)
The j-th derivative of X r,k is
, if j is odd, which can be seen as a toy model for the real-part of the j-th logarithmic derivative of the Riemann zeta function on the critical line.
Here is our main result. It says that if we want to find the asymptotics of the maximum of X (j) r,k up to a constant, we can restrict the maximum to a discrete set containing
Similarly, if α > 0 is small enough with respect to j and ε, there exists K = K(j, ε, α) > 0 large enough that (2.2) holds.
Remark 2.2. When r = −1 and 2 k = log T, X r,k is the full model X T and |H k | = O(log T ). Theorem 2.1 improves the main result in Arguin & Ouimet (2019) , where only the case j = 0 was treated and the discrete set had O( √ log log T log T ) points instead. The proof rested on estimates of the joint Laplace transform of X (1) r,k and continuity estimates derived from a chaining argument of Arguin et al. (2017) 
from Saksman & Webb (2016 , where
p +iW (2) p and W
p , W (2) p ∼ N (0, 1/2) are i.i.d.
Proof of the main result
We start by estimating the Laplace transform of the field's derivatives.
Lemma 3.1. Let j ∈ N * , λ > 0 and h ∈ R. Then,
where C j,λ > 0 is a constant that only depends on j and λ.
Proof. By the independence between the U p 's, the expectation in (3.1) is equal to
Note that cos(θ − η) = cos(θ) cos(η) + sin(θ) sin(η), 
because log(1 + y) = y − 1 2 y 2 + O(y 3 ) for y ∈ (−1, 1), and |I 0 (u) − 1| < 1 for u ∈ (−1, 1). Hence, we have (3.2) = exp 6) where the constant C
(1) j,λ absorbs the finite number of summands for which (3.5) cannot be applied because |λ(log p) j /p 1/2 | ≥ 1. The second sum in the exponential is finite, so the conclusion follows from the prime number theorem estimates in Lemma 4.1.
Proof of Theorem 2.1. Fix j ∈ N 0 and let
(Note that h ⋆ , x ⋆ ∈ (0, 1) with probability 1.) By the mean value theorem, the fact that X implying that
where σ 2 := (2 2(j+2)k − 2 2(j+2)r )/(4(j + 2)) and where C j,λ > 0 does not depend on α if we impose the restriction α ≪ 1 (i.e. α ≤ c for some absolute constant c > 0). Hence, by Chernoff's inequality with λ = 2 (j+2)k α 2 σ 2 y and 0 < y ≪
we find
for some other constant C j > 0 that does not depend on λ since λ ≪ 1. Using (3.11), take A = A(j, ε) > 0 large enough that
For any given K > 0, choose α = α(j, ε, K) > 0 small enough that (j+2)k }, (3.14)
and thus P X (j) 15) by (3.12). This ends the proof.
Tools
Below, we state estimates on certain sums of primes that are simple consequences of the prime number theorem.
Lemma 4.1 (Lemma A.1 in Arguin & Ouimet (2019) ). Let j ∈ N * and 1 ≤ P < Q, then P <p≤Q
where D > 0 is a constant that only depends on j.
